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We Do It Again. This page 
is the introduction to another 
IRE PROCEEDINGS Special Is-

sue. These tomes have now, we 
hope, achieved such a reputation that were the covers not al-
ready a healthy IRE blue, we would be justified in binding 
them in a truly royal purple to signify the special contents. 
While continuing to pat ourselves on the back, may we also 
point out to all bill-paying members that the January Special 
Issue on Radio Astronomy contained 402 editorial pages, and 
here is another of equivalent size and import in the same year, 
yet. 
The subject selected for this issue—Transistors—made 

choice of the date of issue automatic. June, 1958 marks the 
tenth anniversary of the first announcement of the invention 
of the transistor by the Bell Telephone Laboratories. Produc-
tion of these devices will this year exceed 45 million in the 
United States; in 1916, ten years after the invention of the 
vacuum triode, the tube was still far from any form of quanti-
ty production. The transistor cannot take credit for the ra-
pidity of its own development; it arrived in an era already 
catalyzed by prior vacuum tube art. It still speaks well for the 
breadth of scientific training of the electronic engineer that, 
rather than being put out of business by the transistor, he has 
taken it in stride, learned to think of energy levels and holes 
and active circuits, and has made the transistor the basis for 
a whole new era in electronics. 
Many of our members may not be aware of the steps under-

taken in the conception, gestation, and birth of a Special Is-
sue. Certainly these brain children do not just arrive by stork 
nor do they burgeon as a result of fortuitous circumstances. 
They are actually the result of a great amount of work by a 
great many people, and the occasion of the birth of this latest 
Brobdingnagian infant seems propitious to review the pro-
cedure and give a nod of thanks to various hard working peo-
ple along the way. 

Conception of this issue occurred during an early 1957 meet-
ing of the IRE Editorial Board, where it was agreed that prog-
ress since the November, 1952 issuance of Special Issue Tran-
sistor I amply warranted another compendium of scientific 
and engineering thought on the subject. Experience has shown 
that the very necessary first step in the process of gestation is 
to identify a sponsoring group and more particularly, an or-
ganizer of the issue or an issue editor. In the case of this num-
ber the joint IRE-AIEE Committee on Semiconductor De-
vices undertook the sponsorship, and its chairman, Stephen J. 
Angello, of the Westinghouse Research Laboratories, became 
the issue editor. He and his committee, which operates within 
the IRE as a subcommittee of the IRE Committee on Solid-

State Devices, planned the contents of the issue to provide ap-
propriate coverage of the field, and to insure that the issue 
would conform to requirements as a classic reference in the 
field, as had Transistor I. 
Now it is a well recorded fact in the publishing field that all 

authors will submit their papers on time, and there are only 
infrequent delays due to typing difficulties or the mails which 
delay the arrival of papers beyond the promised dates, or even 
beyond the editor's true expectations. In such few isolated 
cases editors have been known to write letters of considerable 
solicitude fearing for the author's future state of health and 
general fitness, always couched in language which remains 
polite, or at least mailable. Finally, somehow, the desired pa-
pers are in hand and the presses roll, bringing us to the glori-
ous natal day of another Special Issue—Transistor II. 

Such an issue could not properly be introduced without a 
few words from the transistor's co-inventors and Nobel Prize 
winners, Shockley, Bardeen, and Brattain, and so the lead 
articles go to them. There follow 37 additional papers cover-
ing the field as of today. 
To Steve Angello, James Early, and the others who con-

tributed, many thanks for a fine job. To those who wrote, and 
wrote, and did meet the deadlines, no matter how many times 
removed—more commendations. In the winnowing process 20 
other papers fell by the wayside, but these authors also con-
tributed because they made the first team work the harder, 
and their time will come. Rejection of 20 papers from a field of 
57 submitted is a good score these days. Would that some 
other journals could also make that claim. 

Engineering Surplus? Since 1951 our eyes and ears have re-
acted to the ceaseless repetitions of the engineering shortage. 
In publicizing the situation the ivory hunters have all too 
often used a shot gun rather than a rifle, and have attracted 
to the engineering colleges a considerable percentage of ill-
prepared and non-adapted students, rather than the selec-
tively chosen students of high intellect who will contribute to 
the advancement of our scientific world. 
We are now seeing the other team prowling the jungle— 

those using similar publicity devices and statistics to prove 
there is now a surplus of engineers, and we are going to see the 
results of their work in the next several years' input to our en-
gineering schools. 
The subject of guidance of qualified students into engineer-

ing careers is a psychological and public relations matter, and 
we feel it has been handled without sufficient recourse to ex-
perts in those fields. We hope that we have not thereby cre-
ated a system whose damping constant is less than unity. 

—J.D.R. 



948 

William H. Doherty 
Director, 1958-1960 

William H. Doherty was born on August 21, 1907 at Cam-
bridge, Mass. A student at Harvard University, he received 
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Scanning the Transistor Issue* 
STEPHEN J. ANGELL0t, SENIOR MEMBER, IRE 

ri 1 HIS special issue of PROCEEDINGS commemorates 
the tenth anniversary of the announcement of the 
invention of the transistor by the Bell Telephone 

Laboratories. Since the publication of the first technical 
news of this invention,' the field has expanded truly 
high and wide. Diffused base transistors made at Bell 
Laboratories are oribiting around the earth in the Ex-
plorer and Vanguard satellites, and there is scarcely a 
country in the world not making some kind of effort on 
transistor and semiconductor device development. 
The most exciting thing about the invention is that 

the operation of the transistor depends upon a new 
concept in the physics of the solid state. It was known 
for many years before the transistor that solids can be 
found which conduct electricity by positive electronic 
charge carriers as well as by negative electrons. There 
is some interesting historical reading in the development 
of the concept. Experimenters who normally were very 
careful made mistakes in determining the sign of the 
Hall effect, because it was hard to believe that an elec-
tron could have a positive charge. About 1939, W. 
Schottky in Germany gave a complete theoretical dis-
cussion of the equilibrium of electrons and holes in 
semiconductors, particularly in the region of a semi-
conductor adjacent to a large area metal contact. 
W. H. Brattain and J. Bardeeen discovered that a 

metal point upon a germanium crystal when carrying 
forward current could influence the reverse current in a 
similar point contact nearby. This was interpreted as 
injection of minority current carriers from the metal into 
the germanium. These injected charge carriers were 
collected by the other probe, hence the names "emitter" 
and "collector" which are still in general use. Since the 
collector had to be close to the emitter, it was evident 
that the emitter influence region was small. These 
phenomena were interpreted correctly by W. Shockley 
who proceeded to develop a new theory of conduction 
in semiconductors of the germanium (valence crystal) 
type, introducing the concept of finite minority carrier 
density above the equilibrium density and the associ-
ated lifetime. Furthermore, he postulated a p-n junction 
rectifier and a type of transistor which was two p-n 
junctions separated by a narrow base region. This was 
a radical departure from the original point-contact 
device, and many months passed before the theory was 
checked by experimental devices. 
The Solid-State Devices Committee of the IRE and 

AIEE which organized this issue felt it proper to honor 

Original manuscript received by the IRE, April 29, 1958. 
t Westinghouse Research Labs., Pittsburgh 35, Pa. 
1 J. Bardeen and W. H. Brattain, "The transistor, a semiconduc-

tor triode," Phys. Rev., vol. 74, pp. 230-231; July 15, 1948. 

the co-inventors of the transistor. To this end we have 
asked each gentleman to write a short essay, and these 
are given first place in the body of this issue. We delight 
in paying tribute to the superb experimental technique 
of Dr. Brattain, the deep theoretical understanding of 
Dr. Bardeen, and the creative genius of Dr. Shockley. 
Our appreciation of this discovery will be enhanced 

if we imagine for the moment that the lifetime of an 
excess of minority charge carrier density is essentially 
zero. We would be restricted then to the phenomenon 
of a charge carrier density depletion layer in the bound-
ary region adjacent to a metal or semiconductor con-
tact. We dare not presume to name all possible devices 
which can be created with the space-charge depletion 
layer as a basis, but we can enumerate devices known at 
this time. This list may be compared with the existing 
devices based upon minority carrier injection with 
useful lifetime. The size and importance of the latter 
list makes the point of this discussion, namely, that 
the discovery of the transistor introduced a fertile con-
cept into solid-state device development. Not only is 
the left-hand list longer, but also the commercial mar-
ket for devices in this list eclipses the right-hand list. 
Only metal-semiconductor rectifying cells have been 
important in the depletion layer type devices, and this 
market is being decimated by p-n junction rectifying 

cells. 

TABLE I 

COMPARISON OF DEVICES DEPENDING UPON SPACE-CHARGE 
DEPLETION LAYER AND MINORITY CARRIER INJECTION 

Minority Carrier Injection Space-Charge Depletion Layer 

p-n junction diodes Metal-semiconductor rectifying 
cells 

p-n-p and n-p-n junction tran-
sistors 

Junction tetrode transistor 
p-n-i-p and drift types 
Double base diodes 
p-n-p-n diode 
p-n-p-n triode 
Stepping transistor 

Field effect transistor 
Field effect resistor 
Variable capacitance diode 
Voltage regulator diode 

Requests have come to us from a number of people 
prominent in semiconductor research and development 
to take this opportunity to reaffirm a basic truth. This 
is that all device development is dependent upon the 
properties of the starting materials which are available. 
Therefore, device development ought to be coupled 
with a vigorous research and development program 
upon basic materials. Consider again that the transistor 
depends upon the minority current carrier lifetime. 

The discovery of the transistor was made only when 
the careful metallurgical work of W. G. Pfann had re-
sulted in germanium of sufficient quality to show the 
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necessaryconduction effects. Diffusion, alloying, etching, 
magic surface coatings, point contact forming, or any 
other device fabrication technique is of no avail to pro-
duce a transistor if the basic material is not of sufficient 
quality. Perhaps other exciting basic discoveries await 
careful research upon new semiconducting materials. 
Along this line, we believe that the field would benefit 
if someone who was closely associated with the Bell 
Laboratories' transistor discovery and development 
would describe the historical events in detail. We al-
ready know from Dr. Bown's preface to Dr. Shockley's 
classic text that there was a vigorous program under-
way with the broad aim of developing a solid-state 
amplifier. We suspect that their success was related to 
the close relation between basic materials research and 
device development. The results of device development 
can feed back valuable information to materials re-
search to give them a raison d'être and to guide them 
into fruitful channels of thought and experiment. 

Before scanning the papers of the issue in detail, it is 
fitting to explain that there are sixteen invited papers. 
The honor to the authors of these papers is enhanced by 
the method by which they were chosen. A letter survey 
was conducted asking nationally prominent men in the 
field to suggest authors for topics we considered de-
sirable to cover in this issue. In most cases the authors 
were selected by popular vote in this survey. Our list 
of topics also was enhanced by the same survey. Many 
thousands of man hours have gone into the preparation 
of this issue and we hope it will serve the field for many 
years to come as an important reference work. 
The first invited paper following the essays of Brat-

tain, Bardeen, and Shockley is by J. A. Morton and 
W. J. Pietenpol. They have surveyed the technological 
impact of the transistor during the past decade. In an 
interesting narrative they trace the development of 
transistor types and applications. This article is re-
quired reading for the executive responsible for the 
guidance of solid-state development in his organization. 

Although the commercial exploitation of the tran-
sistor has been mainly with germanium and silicon, we 
have asked Dietrich Jenny to survey the interesting 
results which have been obtained in the II I—V com-
pounds and other compound semiconductors. These new 
materials already have resulted in a new device feature 
—the wide-band gap emitter. This summary will serve 
to orient anyone interested in the future possibilities 
of this field. 
There are other semiconductor devices in addition to 

transistors and diodes, and S. J. Angello has surveyed 
these with the idea of organizing the large number 
known by certain logical .classifications. Criteria for 
"important" devices are attempted and descriptions 
and references are given for some devices which we pre-
dict will become important. 

Dr. Shockley was invited to contribute an original 
paper, and appropriately he chose to push back further 
the frontier of knowledge of "Electrons, Holes, and 

Traps." This knowledge will be useful because certain 
devices such as the four-layer diode require trap level 
control in fabrication. 

Because of the importance of recombination in device 
technology, we asked G. Bemski to prepare a tutorial 
article on this subject. The paper covers theory, basic 
experimental methods, and discussion of results. 
Two experts were asked to survey the difficult field 

of electrical noise. K. M. van Vliet and A. van der 
Ziel divided the field between them into bulk semi-
conductors and junctions, respectively. It is our belief 
that these papers will serve as the textbook on electrical 
noise in semiconductors for a long time in the future. 
An important source of recombination centers is the 

dislocations in crystals caused by neutron irradiation. 
G. C. Messenger and J. P. Spratt have contributed a 
paper which gives a theoretical discussion of the effect 
of neutrons upon the grounded emitter current gain of a 
transistor. Observed changes in transistor parameters 
are explained and some basic quantities of the recom-
bination theory for germanium are given. 
Another variation of the general theme of recombi-

nation is provided by a paper contributed by R. 
Gremmelmaier on irradiation of a p-n junction by 7 
rays. The diffusion length of minority carriers can be 
estimated by the effects of irradiation and results are 
given for Si, GaAs, and InP. 

As Morton and Pietenpol state, the development of 
diffusion techniques in silicon and germanium was an 
important breakthrough in the technique of semicon-
ductor device fabrication. F. M. Smits, who has con-
tributed much to the development of this subject, was 
asked to summarize the state of the art. He has favored 
us with a very complete and valuable paper. 
Major techniques such as diffusion are always fruit-

ful sources for valuable modifications. Herbert Nelson 
has contributed one such modification in a paper on 
preparation of semiconductor devices by lapping and 
diffusion techniques. 

Another important variation of the original diffusion 
technique is "outdiffusion." J. Halpern and R. H. 
Rediker describe this technique for the fabrication of 
narrow base germanium computer diodes. Feasibility 
of the process has also been shown for n-p-n graded-base 
transistors. 
We proceed to the very important topic of the single 

p-n junction. John Moll has responded to our invitation 
and provided us with an historical survey of the theory 
of the p-n junction. This will be a reference paper for 
students entering the field. 
Some extensions of the theory involve complicated 

depletion layer configurations. L. J. Giacoletto has 
contributed an analog model solution to such problems 
which is an aid to visualization. 
Only a few years passed from the theoretical descrip-

tion of p-n junctions to commercial application of silicon 
and germanium rectifying cells. H. Henkels was asked 
to summarize the state of the art with respect to these 
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devices. The result is a rich mine of device development 
information, part of which was generated by Dr. 
Henkels' original work. 
At the low-power end of the scale p-n junction devices 

often are referred to as "diodes." Recently, some very 
interesting developments have been carried out upon 
diodes in microwave systems. Of special interest is the 
feasibility of obtaining power gain. We asked A. Uhlir, 
Jr., who has contributed much original work to this sub-
ject, to prepare a status report. The number of applica-
tions possible for the new p-n junction diode which are 
found in this paper will surprise those who have not had 
occasion to follow developments in this field. 
A contribution by G. C. Messenger rounds out the 

discussion of diodes by describing new approaches to 
extend the frequency capability of radar crystal mixers 
and to improve sensitivity. 
A special use of diodes is in detection of light. D. E. 

Sawyer and R. H. Rediker have made noteworthy 
contributions with respect to speed of response of such 
diodes. Their paper describes the operation of 75-mpsec 
germanium diodes. 
The natural extension from single p-n junctions is 

the configuration of two p-n junctions separated by a 
narrow base region. R. L. Pritchard has been invited to 
survey the progress of p-n junction triode theory to 
which he has contributed much. This paper is one reason 
why we feel that this transistor issue will be a reference 
work of some importance. 

Electrical engineers often feel that they have a better 
understanding of a theoretical model if they can form 
equivalent circuits which approximate the theory. J. G. 
Linvill has made a contribution to this topic which may 
appeal to many device engineers. 
One of R. L. Pritchard's original contributions to 

transistor theory is presented in his paper on current 
flow in junction transistors at high frequencies. He 
extends the theory to a two-dimensional model. 
Having covered the theory of p-n junction triodes, 

we move on to the technology for providing real repre-
sentations of theoretical models. An alloy-diffusion 
method for high-frequency germanium transistors is 
described by P. J. W. Jochems, et al. C. C. Thornton 
and J. B. Angell contribute to the technology of micro-
alloy diffused transistors. D. E. Thomas and J. L. Moll 
have contributed a very interesting paper concerned 
with measurement of transistor characteristics. They 
prove that a junction transistor fits a certain general 
network theorem given by Bode. This enables compli-
cated frequency characteristics to be determined by rel-
atively simple measurements. 
A special class of transistors which is enjoying in-

creasing application in industry is the group capable of 
controlling power. We have asked M. A. Clark to sur-
vey this field. Workers interested in design theory and 
practice in the areas of high current densities and high 
voltage will find much valuable information here. 

Two contributed papers concerned with thermal re-
sistance measurements upon transistors are pertinent 
to power transistors and the general problem of rating 
transistors. These are by B. Reich, and J. T. Nelson 
and J. E. Iwersen. 

Extension of power transistors to high frequency is 
highly desirable. J. T. Nelson et al. describe a 5-watt 
10-megacycle transistor which is fabricated in silicon 
by the diffusion technique. 
Emeis and Herlet have checked parts of the theory 

of power transistors by fabricating an extensive series 
of alloy transistors with a wide range of basic material 
parameters. Measurements upon these transistors are 
compared with theory. Emeis, Herlet, and Spenke 
describe an alloyed power transistor of cylindrical geom-
etry which provides an emitter and base with very long 
perimeter. This perimeter can be varied in length, and 
further checks of power transistor theory are obtained. 
The papers now progress into more complicated 

transistor structures with a paper contributed by I. M. 
Mackintosh on p-n-p-n triodes. These devices are 
rapidly becoming important in switch-type application. 
A complementary paper on this same subject is con-
tributed by R. W. Aldrich and N. Holonyak, Jr. 
Computers represent a very important use of tran-

sistors which will become more important as time pro-
gresses. R. A. Henle and J. L. Walsh were asked to 
survey the kinds of application of transistors in com-
puters. Their review will be found very educational by 
those who wish to be brought up to date in this field. 

It is probably fair to say that there is not a facet of 
electronics circuits which has not been affected by 
transistors. In an invited survey, D. D. Holmes de-
scribes one of these facets: the field of commercial com-
munication equipment. 
Two papers were contributed which are strictly cir-

cuits design papers. These are by J. J. Suran on the anal-
ysis and design of transformerless pulse generators, and 
by D. F. Page, who discusses oscillator circuit design 
and a unified approach to the design of instability. 

Finally, a popular demand prompted us to ask Esther 
Conwell to bring her 1952 Transistor Issue paper up to 
date to provide the field with an accurate compendium 
of silicon and germanium properties. In addition to tab-
ular data, she has supplied a lucid explanation of the 
concepts applicable to this field. 
I wish to take this opportunity to thank certain 

persons who contributed much to the preparation of this 
issue. It was a pleasure to work with E. K. Gannett, the 
Managing Editor, and we acknowledge his cordial coop-
eration. James E. Early acted as co-organizer and con-
tributed many valuable ideas to the planning of the issue. 
The members of the IRE-AIEE Solid-State Devices 

Committee provided an able team of reviewers to sup-
plement the normal IRE Review Board. Credit for any 
success which this issue might achieve belongs directly 
with the authors whose papers are recorded herein. 
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Comments on Implications of Transistor Research* 

JOHN BARDEENt 

/N looking back over the past ten years of re-
search associated with transistor development, I am 
most impressed by the tremendous strides made in 

our understanding of the effects of minute physical im-
perfections on the physical properties of solids. In large 
part, this is an unanticipated by-product, made pos-
sible by the production and control of nearly perfect 
single crystals of germanium, silicon, and related ma-
terials. 
This control has not only made it possible to de-

sign and fabricate devices with remarkable properties 
but has greatly aided the scientific study of crystal 
imperfections. 
Ten years ago we felt that prospects for commercial 

development of transistors were excellent, even though 
great problems had to be overcome. However, both the 
large scale of the effort required to achieve this and 
the great degree of success which has been obtained in 
overcoming frequency, power, and other limitations 
were not foreseen, at least by me. The junction tran-
sistor has of course played a key role in these develop-
ments. 

Many properties of solids of scientific and techno-

* Original manuscript received by the IRE, April 29, 1958. 
t Dept. of Physics, University of Illinois, Urbana, Ill. 

logical interest other than semiconductivity are depend-
ent on impurities or other imperfections present in 
parts per billion or less. These include, for example, 
photoconductivity, luminescence, and even plastic flow. 
Controlled very perfect single crystals have provided, 
in a sense, a laboratory for study of such processes. 
Research on the physics of surfaces has also been stim-
ulated. Advances in theory have kept pace with experi-
ment so that in many cases a detailed quantitative un-
derstanding is possible. Thus research stimulated by 
transistor applications is having an impact in many 
other areas of science and technology. 
The growth of solid-state physics, already well un-

derway when the transistor was discovered, has un-
doubtedly received a strong impetus. There has been 
rapid expansion in both the number of laboratories doing 
research in this area and the number of scientific pub-
lications. 

We were very lucky to be in on a major discovery of 
the sort that cannot be predicted in advance. But it 
is the cumulative advance in scientific understanding, 
made by many people in many countries, which has 
made it possible to realize the potentialities of semi-
conductor devices and to make striking progress in 
many other areas dependent on crystal imperfections. 
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Essay on the Tenth Anniversary of the Transistor* 

WALTER H. BRATTAINt 

AS far as I am concerned the advent of the transis-
tor is one of those developments that come along 
when general background knowledge has de-

veloped to such a stage that human minds are prepared 
to take a new step in the understanding of phenomena 
that have been under observation for a long time. In 
the case of a device with such important consequences 
to technology it is notable that the break-through came 
from work dedicated to the understanding of funda-
mental physical phenomena rather than from the em-
pirical cut and try efforts of producing a useful device. 

This general understanding of the physics of solids, 
semiconductors in particular, was dependent on the 
development of quantum mechanics. To understand 
how electrons and nuclei react together to form the 
aggregates we call solid crystals we had to understand 
first how they react individually to form atoms. The 
type of solid binding most characteristic of the semi-
conducting crystals—the covalent bond—was just the 

* Original manuscript received by the IRE, May 5, 1958. 
Bell Telephone Labs., Murray Hill, N. J. 

type that can only be understood from a quantum me-
chanical standpoint. 
The picture of a semiconductor as a medium in which 

electrons and holes, as dissociated covalent bonds, can 
exist in thermodynamic equilibrium was the necessary 
conceptual idea. It is closely analogous to the quantum 
mechanical concept of electrons and positrons in 
vacuum. Another close analogy is to the theory of dis-
sociation in electrolytes. On hindsight one wonders 
why this essential concept was not grasped sooner. Why 
did physicists and chemists have to wait until they 
could understand "defect" as well as "excess" conduc-
tivity from first principles before seeing the light? 

In conclusion, I would like to point out that while 
a well thought out experiment may always give good 
results, nevertheless the really important experiment is 
the one that leads to new and unexpected results re-
gardless of the original reason or expectation that in-
spired it. While lightning only strikes occasionally one 
should be cautious in discouraging the urge to do an 
experiment no matter how hazy the reason or how sure 
one is that the result may be trivial. 
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An Invited Essay on Transistor Business* 

WILLIAM SHOCKLEYt, FELLOW, IRE 

IN 1950, I finished writing a book' by placing at the end of the last chapter a prediction about the future 
of transistor electronics. In the interest of establish-

ing my position as a prophet of transistor business, 
I shall quote this prediction: 

"It may be appropriate to speculate at this point 
about the future of transistor electronics. Those who 
have worked intensively in the field share the author's 
feeling of great optimism regarding the ultimate po-
tentialities. It appears to most of the workers that an 
area has been opened up comparable to the entire 
area of vacuum and gas-discharge electronics. Al-
ready several transistor structures have been devel-
oped and many others have been explored to the ex-
tent of demonstrating their ultimate practicality, and 
still other ideas have been produced which have yet 
to be subjected to adequate experimental tests. It 
seems likely that many inventions unforeseen at 
present will be made based on the principles of car-
rier injection, the field effect, the Suhl effect, and the 
properties of rectifying junctions. It is quite probable 
that other new physical principles will also be utilized 
to practical ends as the art develops." 

* Original manuscript received by the IRE, April 28,1958. This 
research has been supported in its entirety by E. L. Shockley, who 
has contributed major portions of one weekend towards its comple-
tion. 
t Shockley Semiconductor Lab., Beckman Instruments, Inc., 

Mountain View, Calif. 
' W. Shockley, "Electrons and Holes in Semiconductors," D. Van 

Nostrand Co., Inc., New York, N. Y.; 1950. 

Now for the future! In the course of carrying out the 
research for this essay, I have discovered a new and sig-
nificant law of growth in the transistor field. This is the 
Shockley frequency-production index. In effect, it is a 
measure of the simplicity of the transistor, compared to 
the man. Men produce transistors, and transistors in 
their purest action (sinusoidal oscillation) produce 
cycles. The ratio is the frequency-production index and 
is defined by 

f„/P„ se IfP (1) 

where fac„, is the alpha cutoff frequency of the highest 
frequency transistor produced in a given year, and P„ 
is the volume of transistor production. The value of the 
ratio, when expressed in units of years/sec, lies between 
50 and 100 as may be seen from Table I. 

TABLE I 

Year face, 

sec'-' 
Pi, 

year-' 
IfP 

year/sec 

1949 104 
1950 7X104 106 70 
1951 2 X104 
1952 5X107 4X10' 100 
1953 6X106 
1954 1.2X108 1.3 X106 90 
1955 3.5X106 
1956 8X104 1.3X107 62 
1957 1.5 X104 2.9X 107 50 
1958 5x104 7x107 70 
1959 1010 1.5X104 70 
1960 1.7X1010 2.5X104 70 
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The frequency-production index can be expressed in 
dimensionless form and is then the number of oscilla-
tions at the alpha cutoff frequency of the highest fre-
quency transistor during the average time required to 
produce a transistor in the U.S.A. In dimensionless form 
I/P is 2 X 10" cycles per unit. This measures the sim-
plicity of the transistor compared to man. 

Since transistor production depends on years and 
men, I have used in Table I the well established ratio' of 
70 between them in predicting frequency from volume 
and frequency-production index. The production esti-
mates are based on conventional methods of estimating 
growth. 

This number will be recognized as 3 (10) in the customary score 
system. 

No business essay is complete without a reference to 
money. Assuming that the cost per unit varies as 
P ir°•", my estimate of average transistor prices for 
1958, 1959, and 1960, is $1.80, $1.40, and $1.20. The 
corresponding sales volumes are $125, $210, and $300 
million. 

In closing this essay, I should like to acknowledge the 
assistance that has made it possible to carry out the ex-
tensive research involved. The significant data pub-
lished by the Electrical Industries Association' has been 
essential. Special thanks are due to the encouragement 
and assistance of my friends at Bell Telephone Labo-
ratories; without it, the completion of the investigation 
would have been difficult. 

Wall St. J., p. 11; October 14, 1957. 

The Technological Impact of Transistors* 
J. A. MORTONt, FELLOW, IRE, AND W. J. PIETENPOLt, MEMBER, IRE 

Summary—During the past ten years the transistor has invaded 
every phase of the electronics industry. Its important features are 
its high efficiency at low power levels, its reliability, and its potential 

low cost. 
Presented here are the major milestones and problems which 

were overcome and led to devices that cover a broad field of elec-

tronic technology, and to the growth of a new industry. 

 LECTRONICS is an increasingly important part 
of modern technology. It merits this distinction 

  because it pervades our economy as water does a 
sponge. Since electronics has to do with the high speed 
transmission and processing of information, it becomes 
a wonderful extension of man's mind. 

Electronics has the potential of affecting every aspect 
of our modern industrial world through communication, 
entertainment, transportation, power, manufacturing, 
and business. If we can measure the transistor's effect in 
expanding the breadth and versatility of electronics, by 
imaginative implication, we can define its impact on the 
whole of modern technology. 
The bulk of present day electronics has to do mostly 

with the transmission of information. In some 45 years 
it has grown from the original deForest vacuum triode 
and modulation theory to the fifth largest American 
industry comprised largely of consumer, military, and 
industrial transmission functions. 

* Original manuscript received by the IRE, March 5, 1958. 
•1* Bell Telephone Labs., Inc., Murray Hill, N. J. 

For some time now, through applications of informa-
tion and switching theory to functions such as pulse-
code modulation, memory, and logic, electronic man has 
known how in principle to extend greatly his visual, 
tactile, and mental abilities to the digital transmission 
and processing of all kinds of information. However, 
all these functions suffer from what has been called "the 
tyranny of numbers." Such systems, because of their 
complex digital nature, require hundreds, thousands, 
and sometimes tens of thousands of electron devices. 
The large amount of power used inefficiently and the 
high cost of reliability of the electron tube have pre-
vented these expansions of electronics in all but a few 
cases where the high cost could be tolerated, even though 
not desired. 

This is where the transistor comes in. The really 
important aspects of the transistor are its very high-
power efficiency at low-power levels and its potential 
reliability. Because of its relatively simple mechanical 
features, it is potentially low cost—another basic re-
quirement of "the tyranny of numbers." 
So the story of the transistor to date has really been 

the struggle to realize these potentialities of high 
performance with high reliability and low cost. Let us 
take a quick look at the major milestones and problems 
that have been passed leading to today's transistor 
technology. 
To measure the present and future stature of tran-

sistor electronics, we will glance at a few of the many 
system functions which transistors are now performing 
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or are committed to do. These examples cannot be 
inclusive—there are too many. Many of them will be 
drawn from the Bell System since the facts are more 
readily available to the authors. But some military, 
consumer, and industrial applications must be men-
tioned. 

HISTORY 

The era from the announcement of the invention of 
the point-contact transistor in mid 1948 until mid 1951 
can be likened to early childhood. In this era, key items 
in advancing the device technology and research under-
standing came through the development of pulling 
and zone-melting methods for growing single crystals 
of germanium of unprecedented purity and uniformity. 
Work by the inventors of the transistor and their 

colleagues during this era, resulted in improved theoreti-
cal understanding and physical realization of the junc-
tion transistor with greatly improved performance. 
Fabrication of junction diodes, triodes, and photo-
transistors was accomplished by both growing and 
alloying techniques. The micropower, high gain, and 
low noise predicted for such devices was proved. 
From mid 1951 to mid 1952, a period reminiscent of 

adolescence was experienced. Gains in performance en-
couraged further applications. However, as for an 
adolescent youngster, so too for the transistor, from 
day to day we were impressed with new performance 
possibilities—yet, at the same time, new reliability dif-
ficulties were brought to light. 
These reliability problems were shown to be surface 

dependent, research and development programs on sur-
face physics and reliability were initiated throughout 
the industry. This heralded the "young manhood" 
period of 1952 to mid 1955. 
During this period, larger responsibilities and defi-

nite commitments were undertaken. For example, point 
transistors went to work in an operator tone-dialing 
trial in October of 1952. The first over-the-counter sales 
of alloy and grown-junction-transistor hearing aids took 
place around the end of 1952. A few years later no manu-
facturer produced tube hearing aids. 

In March, 1953, point-contact phototransistors and 
transistors were employed in the card translator portion 
of direct distance-dialing equipment. In a reliability 
study over 100 million transistor hours of operation 
were attained in this application with an indicated 
failure rate of less than 0.04 per cent per 1000 hours. 
TRADIC, the first transistorized military computer, 
was demonstrated in January, 1954, and later in the 
same year, the first all-transistor personal radio became 
available in time for the Christmas market. 
Other equipment developed during this era included 

the first all-transistor industrial computer, and tran-
sistorized telephone sets for the hard of hearing and for 
use in noisy locations. Transistorized rural carrier and 
line concentrator tests were successfully undertaken. 
On the military side, digital data transmission and 

processing systems, computers, and missile-control sys-
tems relied wholly or in part on transistors for their 
successful development and trial. 

This sudden expansion in applications called for a 
wide variety of types of transistors. Techniques for 
germanium were pushed to their limits. Germanium 
crystals of almost perfect physical and chemical proper-
ties were developed to improve manufacturing yields. 

Diodes, triodes, tetrodes, and power units of a wide 
variety were developed and put into manufacture. Sili-
con entered the field as an alloy-junction diode of greatly 
improved properties; silicon became an important bread 
and butter business. 

Gains in understanding of the surface effects in 
reliability were put to work successfully in the form of 
improved surface treatment and capsulation techniques. 
Reliability surpassed that of all but the best telephone 
tubes. In fact, one hearing aid transistor manufacturer 
complained bitterly and frequently over the disap-
pearance of his replacement business. 
Where then did transistor electronics stand near the 

end of this era of early manhood? 
The wide variety of applications called for a stagger-

ing range of characteristics. Point, grown, alloy, and 
surface-barrier techniques on germanium and silicon 
were close to their capability limits. Each structure and 
technique had serious limitations. Transistor designers 
and manufacturers were forced to develop a large num-
ber of compromise designs—about 200. The resulting 
manufacturer's nightmare inhibited large-scale eco-
nomical manufacturing of any one prototype. This was 
reflected in still high costs, from $2.00 to $45.00 per 
transistor. 

Meantime, research people were busy pushing ahead 
the frontiers of understanding of materials, structures, 
and techniques. Toward the end of this era they made a 
triple breakthrough of such magnitude that it started 
a new era—the "Era of Maturity." This work demon-
strated the possibility of removing most of the limita-
tions which forced design compromises to a multiplicity 
of types. 

By proving the feasibility of purifying silicon to 
transistor requirements, by solving the problems of 
solid-state diffusion as a technique, and by devising the 
diffused-base structure, they demonstrated the possi-
bility of making diffused silicon transistors with cutoff 
frequencies of 50-100 mc, 5 to 10 times faster than the 
older germanium transistors while at the same time 
retaining the silicon advantages of high power, tempera-
ture, and efficiency. Application of similar structures 
and techniques to germanium pushed the frequency 
frontier into the low-microwave region. 
The magnitude of these research accomplishments 

dictated a re-evaluation of most transistor develop-
ment-application programs starting in mid 1955. It was 
realized that further refinements of growing, alloying, 
and surface barrier techniques were possible but only at 
large development and manufacturing costs. However, 
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the dramatic demonstrations of potentiality of these 
new diffusion techniques, based as they were on more 
complete scientific understanding, clearly showed that 
maximum effort should be devoted to their develop-
ment. The eventual economies of a single prototype 
liffusion technique and diffused structure, with heavy 
emphasis on silicon, were the goals. 

PRESENT STATUS 

Where then has this diffusion breakthrough brought 
us today? Either in, or just entering, production are 
the following diffused devices: 

1) Silicon-power rectifiers ranging from 0.5 ampere 
up to 100 amperes which will handle reverse break-
down voltages up to several hundreds of volts. 

2) Silicon-voltage limiters with closely controlled break-
down voltages ranging from 4.2 volts up to 200 
volts. 

3) Diffused-base silicon transistors with frequency 
cutoffs in the 50-100-mc range. As switching tran-
sistors they will provide 10-mc switching rates 
with attendant power dissipation up to one-quarter 
watt. 

4) Diffused-base germanium transistors with fre-
quency cutoffs as high as 1000 mc. One code of this 
prototype designed as an oscillator has a minimum 
rating of 50 mw output power at 250 mc. Other 
codes designed for very high speed switching pro-
vide switching rates as high as 50-100 mc. 

Today the circuit designer has at his command a 
broad range of structures and characteristics. These 
new devices in combination with improved versions of 
the older structures greatly extend the range of per-
formance formerly possible. It is not possible here to 
compare all of their electrical characteristics, but it is 
helpful to show in Fig. 1 the frequency range as a func-
tion of power dissipation covered by presently available 
types. The frequencies plotted are the grounded-base-
alpha cutoff frequencies for each prototype. For video 
or broad-band amplifiers, the useable range would be 
somewhat below the cutoff frequency depending upon 
the mode of application. However, for oscillators, useful 
power outputs can be achieved to well above the fre-
quency cutoff. 
The availability of such complete performance range 

from present semiconductor devices has profoundly 
affected the kinds and numbers of system applica-

tions. 
In transmission systems, pulse-code modulation car-

rier, personal radio paging, and VHF communications 
are depending upon diffused germanium devices. Al-
though transistors have not yet found their way into 
commercial television receivers, laboratory develop-
ments indicate this to be highly probable with attendant 
savings in size, power, and maintenance costs. 

In power systems, the new diffused silicon rectifiers, 
voltage regulators, and lightning protectors are essential 
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Fig. 1—The curves indicate the power-frequency spectrum 
covered by various prototypes of transistor structures. 

components for success. By applying diffusion to cheap 
silicon, it has been possible to design a much smaller 
and better telephone click reducer than the copper-
oxide unit now in use for many years but dependent 
upon an uncertain supply of unique copper. 

In electronic switching, computers, and digital data 
processing, the new diffused diodes and triodes are 
greatly extending the speeds and reliability while at 
the same time greatly reducing the size and power 
required for such large and complex machines. 

In the military area too this new line of devices is 
gaining acceptance in computers, missile systems, servo-
systems, fuses, radar, communications, and power sup-
plies. In fact, diffused germanium transistors are now 
circling the earth in the EXPLORER and VANGUARD 
satellites. 

All in all today's variety of old and new transistors 
are finding their way into a staggering variety of tube 
and nontube replacement equipment. To round out the 
list with a few more, there should be mentioned bin-
aural hearing aids, portable radios, phonographs and 
dictating machines, auto radios and fuel-injection sys-
tems, portable cameras, paging receivers and instru-
ments, machine-tool controls, clocks and watches, toys, 
and even a guidance system for a chicken feeding cart. 
As of this date, there are approximately seventy 

domestic and foreign manufacturers of transistors and 
related diodes. Production figures abroad are not avail-
able but it is known that essentially every major West-
ern nation, as well as Japan, is very active. It is believed, 
however, that they are somewhat behind the United 
States in application and production. We have no 
authoritative technical information on Russia's status 
but Pravda assures us that Russia is well in the fore-
front—as usual? 

NEW DESIGNS 

In the laboratory stage there are a number of new 
designs which will extend the range of electrical per-
formance of the devices presently in manufacture. One, 
which is now entering production, is the four-region 
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p-n-p-n silicon switching diode. The electrical character-
istics of this device are similar to those of a cold-cathode 
gas tube. However, the silicon device requires a great 
deal less power and can operate at speeds one thousand 
times faster than the gas tube. Thousands of these 
diodes will be used in the switching network of all-elec-
tronic telephone systems. Other major applications 
will doubtless be found in military and commercial 
digital computers. 

It is interesting to note that this small device requires 
precise control of almost every bulk and surface proper-

ty known to semiconductors. It is necessary to control 
accurately the density of impurities throughout the 
bulk material, the width of the various layers, and the 
density of the imperfections in the bulk material, which 
in turn controls the lifetime of minority carriers. It is 
necessary to control not only the density of these imper-
fections, but also the type of imperfections (the energy 
level within the forbidden gap). On the surface one 
must control and add impurities in such a manner that 
the density and type of surface states are within reason-
ably narrow limits. The surface must be carefully 
cleaned and oxidized so that the device will be electrical-
ly stable over long periods of time. In addition, the 
atmosphere around the device must be controlled so 
that there are no ions present to alter the electrical 
properties of the diode. Recent technological develop-
ments have made possible such precise control of each 
of these properties. 

With the ever-advancing speeds of electronic com-
puters go requirements for faster and faster computing 
diodes. By a controlled reduction of carrier lifetime, 
minority carrier storage and recovery times have been 
reduced to less than 2 m,usec. These designs, which are 
ready for pilot manufacture, will extend the speed of 
computer diodes by a factor of 10. 

New diffused transistor structures are being made in 
the laboratory by reducing the thickness of the base 
layer and by reducing electrode spacing and cross-
sectional area. In this way the frequency range of 
germanium and silicon transistors can be extended 
another factor of 10 over that of present designs. It is 
expected that diffused germanium transistors will soon 
be made which will oscillate at frequencies as high as 
10,000 mc per second. 

For some time it has been known that a variable 
reactance can serve as an amplifier, but it is only 
recently that this principle has been put to practical 
microwave use. The dependence of the capacitance of a 
p-n junction upon the voltage across it makes possible 
a rapidly variable capacitance, when an appropriate 
high-frequency voltage drive is used. Furthermore, 
theory predicts that this device should have extremely 
low noise. In actuality, an amplifier of exploratory design 
has a measured gain of 15 db at a frequency of approxi-
mately 6000 mc per second and a measured noise 
figure of 4.5 db. In this case the driver was a 12-kmc 
reflex klystron. It now seems possible that amplifiers can 
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sold in the United States by the year. The dotted portions of the 
curves represent estimates. 

be designed for operation at frequencies as high as, or 
possibly higher than, those possible with advanced de-
signed vacuum tube and traveling wave structures with 
properties competitive in many ways. 

GROWTH OF AN INDUSTRY 

The growth of the transistor from its birth in 1948 
to its present maturity has been rapid indeed. With the 
critical need for electronic components in today's world 
and with the many advantages offered by transistors, 
it is not surprising that such a revolution has occurred. 
The management of nearly every major electronic 
laboratory has directed teams of their most competent 
research and development people toward the design of 
these semiconductor devices. 

Through the years, meetings and symposia have 
been held for scientists to exchange information on the 
most recent technology developments. By concerted 
effort, many of the basic problems associated with 
semiconductor devices have been solved; today, tran-
sistors are being used in many industrial and military 
systems, particularly where low power, small size, 
and high reliability pay off. In the United States the 
sale of transistors alone has risen from a level of essen-
tially nothing in 1952 to 29 million units in 1957. Fore-
casters predict that these sales will go to over 250 million 
units by 1965. If one adds to this the sale of semiconduc-
tor diodes, it is predicted that combined sales will reach 
600 million by 1965. (See Fig. 2.) In 1957, the dollar 
volume of transistors and semiconductor diode sales 



1958 Jenny: The Status of Transistor Research in Compound Semiconductors 
959 

was 69 million dollars and 103 million dollars, respec-
tively. By 1965, it is expected that the dollar volume of 
semiconductor sales will exceed that of the older electron 
tube. A further indication of the growth can be seen by 
the fact that the Joint Electron Tube Engineering Coun-
cil had issued 600 transistor and 1300 diode industry 

codes by the end of 1957. 
During its short ten years of life, the transistor, 

through its inherent low-power requirements, small size, 
and high reliability has permeated the entire electronics 
industry. It has already captured large sections of the 

market. With materials, structures, and techniques 
presently in the laboratory and currently in manu-
facture, the transistor will play an increasingly impor-
tant part in modern electronic technology. 
By basic scientific contributions and imaginative in-

ventions, scientists and engineers have laid the founda-
tion on which is being built a truly great technological 
industry. It may well be that the extension to man's 
mind, that transistor electronics makes possible, will 
yet have a greater impact on society than the nuclear 

extension of man's muscle. 

The Status of Transistor Research in 
Compound Semiconductors* 

DIETRICH A. JENNYt, MEMBER, IRE 

Summary—New semiconductors capable of competing with ger-
manium and silicon in transistor applications must be looked for 
among the compound semiconductors, and more specifically among 
the III-V and IV-IV compounds. Gallium arsenide and indium phos-
phide are the most promising all-round materials for high-frequency 
as well as high-temperature performance. Indium antimonide and 
indium arsenide may be of interest for extremely high-frequency 
transistors operating at low temperatures The aluminum com-
pounds, gallium phosphide and silicon carbide, are potentially useful 
for very high operating temperatures at the cost of high-frequency 
performance. Some of the unusual properties of the compound semi-
conductors have led to novel methods of junction preparation and 
new junction structures, such as the surface-diffusion and the wide-

gap junction. Bipolar and unipolar surface-diffusion transistors have 
been demonstrated in indium phosphide, and the wide-gap emitter 
principle for high injection efficiency has been experimentally verified 

in gallium arsenide transistors. Electron lifetimes in these two com-
pound semiconductors are estimated from the transistor results. 

INTRODUCTION 

T
HE ADVENT of the germanium transistor in 
1948, and the silicon transistor shortly thereafter, 
raised the inevitable question whether there are 

other semiconductors capable of exhibiting transistor 
action. Research in this direction was primarily stimu-
lated by the hope of finding a semiconductor with su-
perior properties for transistor applications. A glance at 
the periodic table and the electrical properties of the 
elements shows immediately that such a material would 
scarcely be found among the elemental semiconductors, 
except possibly diamond which has some obvious dis-
advantages. Therefore, the search for a competitor to 

* Original manuscript received by the IRE, April 10, 1958. The 
work reported in this paper was supported in part by the U, S. Air 
Force, Wright Air Dey. Center, Dayton. Ohio. 
t RCA Labs., Princeton, N. J. 

germanium and silicon in the transistor field was con-

centrated on the compound semiconductors. 
Compound semicoaductors, in contrast to the elemen-

tal semiconductors, are true chemical compounds of two 
or more elements with characteristic stoichiometric 
compositions. Representatives of this vast class of semi-
conductors are found throughout the entire range of 
chemical compounds from the simple binaries to the 
most complex organic structures. The elemental semi-
conductors, such as a-tin, tellurium, selenium, ger-
manium, and silicon are, in effect, only special cases of 
the compounds. Although by far the major systematic 
research efforts, both theoretical and experimental, 
have heretofore been concentrated on germanium and 
silicon, the compounds have played an important role in 
semiconductor research from the beginning. In fact, 
the earliest evidence for a conduction mechanism differ-
ent from that in metals was Faraday's observation of a 
negative temperature coefficient of the resistivity in the 
compound, silver sulfide, in 1833. Rectification at a con-
tact between dissimilar materials was discovered by 
Braun with pyrites and galena, and almost simultane-

ously by Schuster with "tarnished" copper, or copper 
oxide, in 1874. Silicon carbide and lead sulfide attained 
some importance as detectors in the early radio days, 
but they were soon displaced by the vacuum tube. 
Copper oxide has been one of the most important solid 
rectifier materials to this day, particularly in power ap-
plications. The practical importance of these compounds 
stimulated some early fundamental research, but, due 
to the lack of a satisfactory model of semiconduction, 
little significant information was gained. In 1931, after 
quantum mechanics had come into its own, Wilson laid 



960 

down the groundwork for modern semiconductor theory 
in the form of the energy band model.' Sporadic experi 
mental research was subsequently carried out with many 
compound semiconductors in an effort to study them in 
terms of the Wilson theory, but technological and repro-
ducibility problems precluded satisfactory conclusions. 
The renewed interest in point contact diodes as radar 
and general high-frequency detectors during World 
War II marked the beginning of intensive theoretical 
and experimental research on germanium and silicon. 
Tremendous progress in the understanding and applica-
tion of semiconductors was made during this period as 
evidenced by the discovery of the transistor by Bardeen 
and Brattain in 1948' and the p-n junction transistor by 
Shockley in 1949.3 

Stimulated by these events, compound semiconductor 
research received renewed attention which resulted in 
the demonstration of a point contact transistor with lead 
sulfide by Gebbie, Banbury, and Hogarth. However, it 
was Welker's contribution in 1952, pointing out the 
semiconducting properties of aluminum antimonide and 
indium antimonide, that sparked extensive and syste-
matic research in the compound semiconductor field.3 It 
became clear that the study of compound semiconduct-
ors could contribute much to the fundamental under-
standing of semiconductors in general, and that new 
applications as well as improvements of the devices al-
ready known would ultimately result. Systematic com-
pound semiconductor research is still in its infancy and 
much remains to be done until the understanding of the 
compounds has reached a stage comparable to that of 
germanium and silicon. However, a host of fundamental 
information is already available in certain compound 
semiconductor classes, such as the III-V compounds, the 
II-VI compounds, and the only known IV-IV compound, 
silicon carbide. Work is progressing rapidly towards the 
realization of certain practical devices with some of 
these new semiconductors. Galvanomagnetic devices of 
indium antimonide and indium arsenide, utilizing the 
Hall and magnetoresistance effect, have recently ap-
peared on the market. Diodes and rectifiers made from 
gallium arsenide, indium phosphide, aluminum anti-
monide, gallium phosphide, and silicon carbide are un-
der development. Compound semiconductor transistors 
are still in the research stage, but their feasibility has 

1 A. H. Wilson, "The theory of electronic semiconductors," Proc. 
Roy. Soc., vol. 133, pp. 458-491; October, 1931. 

2 J. Bardeen and W. H. Brattain, "The transistor, a semiconduc-
tor triode," Phys. Rev., vol. 76, p. 459; July, 1958. 
s W. Shockley, "The theory of p-n junctions in semiconductors 

and the p-n junction transistor," Bell Sys. Tech. J., vol. 28, pp. 435-
489; July, 1949. 

H. A. Gebbie, P. C. Banbury, and C. A. Hogarth, "Crystal 
diode and triode action in lead sulphide," Proc. Phys. Soc., vol. 63B, 
p. 371; February, 1950. 

P. C. Banbury and H. K. Henisch, "On the frequency response of 
lead sulphide transistors," Proc. Phys. Soc., vol. 63B, pp. 540-541; 
April, 1950. 

C. A. Hogarth, "Crystal diode and triode action in lead selenide," 
Prot. Phys. Soc., vol. 64B, pp. 822-823; June, 1951. 

H. K. Henisch, "Transistor experiments on binary lead com-
pounds," Phys. Rev., vol. 91, p. 213; July, 1953. 

5 H. Welker, "Ueber neue halbleitende Verbindungen," 
Z. Naturf., vol. 7a, pp. 744-749; November, 1952. 
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been experimentally established in indium phosphide 
and gallium arsenide. 

The following is a brief summary of the evaluation of 
compound semiconductors for transistor applications 
based on information from the literature and original 
work by the author. 

SEMICONDUCTOR PROPERTIES AND 
TRANSISTOR PERFORMANCE 

In the search for new transistor materials certain 
fundamental semiconductor properties must be evalu-
ated in comparison with those of germanium and silicon. 
The forbidden energy band gap (band gap), the im-
purity activation energies of donors and acceptors, the 
charge carrier mobilities of electrons and holes, and the 
dielectric constant are of primary importance. Other 
physical and chemical properties have to be taken into 
account due to their effect on the material and device 
technology, and device stability. The following shall be 
restricted to the discussion of the electronic properties 
directly affecting the performance of transistors, where-
as other physical and chemical properties of secondary 
importance will be largely neglected. 

The first-order relations between transistor perform-
ance and the important semiconductor properties are 
summarized in Table I, where the unipolar as well as the 
bipolar transistor types are considered. The unipolar 
relations are equally applicable to high-frequency diodes 
and general rectifiers with minor modifications.e The 
upper frequency limit of unipolar transistors is deter-
mined by the RC time constant of the junction capaci-
tance and the series resistance, as shown by Dacey and 
Ross.' The upper frequency limit relation for bipolar 
transistors is that derived by Giacoletto.8 
A high band gap is conducive to high-temperature 

operation, whereas low impurity activation energies are 
of importance for low-temperature operation. High 
mobilities and a low dielectric constant are desirable for 
high-frequency performance. However, it must be borne 
in mind that these properties are to some extent inter-
related, so that certain compromises are unavoidable. 
For instance, the dielectric constant affects not only the 
high-frequency performance through its effect on device 
capacitances, but enters also into the impurity activa-
tion energy (hydrogenic model) 9 and the impurity scat-
tering mobility (Conwell-Weisskopf and Brooks-Herring 
relations)." Without going further into these details, it 

8 D. A. Jenny, "A gallium arsenide microwave diode," PROC. 
IRE, vol. 46, pp. 717-722; April, 1958. 

7 G. C. Dacey and I. M. Ross, "Unipolar field-effect transistor," 
PROC. IRE, vol. 41, pp. 970-979; August, 1953. 
—, and —, "The field-effect transistor," Bell Sys. Tech. J., 

vol. 34, pp. 1149-1189; November, 1955. 
8 L. J. Giacoletto, "Comparative high-frequency operation of 

junction transistors made of different semiconductor materials," 
RCA Rev., vol. 16, pp. 34-42; March, 1955. 

9 H. A. Bethe, ̀1Theory of the Boundary Layer of Crystal Recti-
fiers," M.I.T. Rad. Lab., Cambridge, Mass., Rep. No. 43-12; No-
vember, 1942. 

10 E. Conwell and V. F. Weisskopf, "Theory of impurity scattering 
in semiconductors," Phys. Rev., vol. 77, pp. 388-390; February, 1950. 

H. Brooks, "Scattering by ionized impurities in semiconductors" 
(abstract), Phys. Rev., vol. 83, p. 879; August, 1951. 
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SEMICONDUCTOR PROPERTIES AND TRANSISTOR PERFORMANCE 

Transistor Performance 

Operating 
temperature 
range 

Upper 
frequency 
limit F 

Upper temperature limit Tu 

Lower temperature limit Ti 

Unipolar transistors 

Bipolar transistors 

Pertinent Semiconductor Properties 

Band gap E, 

Impurity activation energy Ei 

The higher of the two mobilities ¡thigh; dielectric constant lc 

Electron and hole mobility, g and $4; dielectric constant IC 

First-Order Relation 

T.oc E, 

Tic( Ei 

Fib igh 

Fcc  
5 1/2 

V »at X PP 

FOC 
K 1/2 

TABLE H 

EXAMPLES OF COMPOUND SEMICONDUCTORS 

Compound 
Class 

Compound Band Gap (ev) 
Electron Mo-
bility (cm'/volt 
per second) 

Elemental 

Binary 

Ternary* 

Organic* 

a-Sn 
Ge 
C (diamond) 

I nSb 
GaAs 
SiC 

AgT1Te2 
CnInSe2 
CnAlS2 

Cynanthron 
Indanthracene 
Anthracene 

0.08 
0.7 
6.7 

0.18 
1.35 
2.8 

0.1 
0.9 
2.5 

0.2 
0.66 
1.64 

3900 
1800 

65,000 
>5000 
>100 

* U. Winkler, "Die elektrischen Eigenschaf ten der intermetal-
lischen Verbindungen Mg2Si, Mg2Ge, Men and Mg2Pb," Helv. 
Phys. Acta, vol. 28, pp. 633-666; December, 1955. 

is now possible to evaluate new semiconductors in com-
parison with germanium and silicon on the basis of the 
first-order relations between transistor performance and 
semiconductor properties of Table I. 

THE NEW COMPOUND SEMICONDUCTORS 

Semiconductors are not confined to the elements, but 
a vast number of representatives are found among the 
chemical compounds. A few representative examples of 

compound semiconductors with increasing chemical 
complexity and some of their properties are listed in 

Table II. 
Each class of compounds contains a large number of 

semiconductors with band-gap values from a small frac-
tion of an electron volt to several electron volts. On the 
other hand, the mobilities seem to fall within character-
istic ranges for each compound class, whereby the 
binary compounds exhibit the highest absolute mobility 
values as well as the highest mobilities for a given band 
gap. The favorable band-gap and mobility combinations 
together with the relatively simple chemistry of the 
binary compounds have led to concentration of the re-
search effort on this compound class. 
The evaluation of binary compound semiconductors 

TABLE III 

PERIODIC TABLE OF THE ELEMENTS 

11A II NI II II fI II 

11131 
II II IA 1/.11 IA EA 11/1 861.11 

H 
I\ i't . 

/ • .1 ' I ' : t • , ; ; • ,,, 

1 
H 

2 
He 

• •, .., , , , 1, a a a. , . , , 
9 9 89 3 4 

. , , 
., 1 ' , i'l ' / ' \,BCNOFNe ., 

 6 6 7 
, t • o 

... 15 16 17 
CI 

18 
A 11 

No 
12 
Mg 

t , I 
I., t, 

.; ; ., ,I % I 
t. ,, 1 ,., . 

: ; 
' : , 

13 
AI 

14 
Si P S 

Ki Co0 dl if V C4r ten ;•1 ê 07 
eji gdi Ise d'al ee lee ,3. isisr er 

rx tar IT 41., ate. tic re if% ileidS rg 4c14 re9 re ii) re 51 re 

55 
Cs 

56 
Bo 

57 
'La 

72 
Hf 

73 
To 

74 
W 

75 
Re 

76 
Os 

77 
Ir 

78 
Pf 

79 
Au 

80 
Hp 

81 
TI 

82 
Pb 

83 
Bi 

84 
PO 

83 
At 

86 
Rn 

sr 
Fr 
u 
Ra 

es 
Ac 1 58 1 Co 

59 I 60 l 
Pr Mid 

6 
Pm 

62 I 63 64 1 65 
Sm Eu Gd Tb 

66 
Dy 

67 
Ho 

68 
Er 
I 69 
Tm 
i 70 
Yb 
I 71 I 
Lu 

.......„, 1Th 
90 I 91 

Pa 
92 I 
U 

93 
Np 

94 
Pu 
IA9,:ei 94 

Cm 
I 97 
Bk 

98 
Cf 

for transistors and related applications has indicated 
that most of the numerous binary compound groups 
must be ruled out for various reasons. Table IV shows 
the results of this evaluation which was compiled from 
the literature and from an experimental investigation of 
over 200 different compounds carried out at RCA Labo-
ratories. This table is arranged according to the col-
umns of the periodic table of the elements of Table III. 
The reasons for discarding most of the binary com-
pound groups are indicated in the respective boxes of 
Table IV, where the symbols and abbreviations are: low 
melting point (low MP); low band gap (low E9); low 
mobilities (low II), chemical, thermal, or mechanical in-
stability (unstable); and technological difficulties in 
preparation, purification, and crystal growth (tech-

nology). 
The compound groups in the two boxes framed with 

heavy lines contain at present the most promising repre-
sentatives, and are the well known column IV elemental 
semiconductors including germanium, silicon and the 
compound silicon carbide, and the III-V compound 
semiconductors. The boxes framed in heavy dashed lines 
contain compound groups which could not be investi-
gated satisfactorily because of technological difficulties 
in preparing materials suitable for measurements. The 
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TABLE IV 

BINARY COMPOUND SEMICONDUCTOR EVALUATION 

COLUMNS OF THE ' 
PERIODIC TABLE 

IIIA 
B AI Ga 

In T1 

IVA 
C Si Ge 
Sn Pb 

- VA 
N P As 
Sb Bi 

VIA 
OS Se 

Te Po 

VIIA 
F CI Bt 

I (M) 

IA Li Na K 
Rb Cs Fr 

low MP 

unstable 
metallic 

low MP 

unstable 

low MP 

unstable 

low ii. MP 

unstable low p 

11A Be Mg Ca 
Sr Ba Ra 

low Ex 

metallic 

r- . 
1 
technology 

low it. Ex 

---, 
technology 

low p, Ex 

1 
I low , 
: 

I 

low µ 

Sc Y La 
IIIB 

RARE EARTHS 
low Eg 
metallic 

technology l technology I 
1 
I 

I 

low p low p 

TRANS. ELEMENTS 

ACTINIUM SERIES 
low E 

.4 
metallic 

technology 
low E. 
metallIc 

technology I 

low E. I 
metallic i 

low go low p 

II3 CAl Ag Au low Ex 
metallic 

low Es 
metallic 

low µ low p, Es low ii 

1113 Zn Cd Hg low 5 E 
metallic 

no 
compounds 

low p low it, Ex low p 

mA B Al Ga 
In TI 

low E g 
metall ic 

technology 

metallic 

III-V 

COMPOUNDS 
low p, Ex low µ 

C Si Ge 
IVA 

Sn Pb 1 
C Si Ge 

tt-Sn SiC 
technology 
unstable low µ. Ex low MP 

N P As /A 
Sb Bi low MP! low k, E8 

i 
low MP 

00 
/IA 0 S Se 

Te Po low it, E8 low MP 

rriA 1, Cl Br 

I (At) 
e e 

/ 

1 A low MP 

pertinent properties of the members of the two interest-
ing compound groups are shown in Table V opposite, as 
far as they are known at present. 

This table contains measured values of the various 
properties with indications for the future trends ex-

pected from theory, and experience with germanium and 
silicon. The mobility values for the compounds in Table 

V are Hall mobilities, whereas the mobilities for ger-
manium and silicon are the drift mobilities. 

Gallium arsenide and indium phosphide clearly stand 
out as the most promising representatives in terms of 
the first-order relations between transistor performance 
and semiconductor properties of Table I. For very high-
temperature devices the aluminum compounds, gallium 
phosphide and silicon carbide, are of interest due to 

their high band gaps, if a sacrifice in high-frequency per-
formance from low mobilities can be tolerated. Very 

high frequencies should be attainable with indium 
arsenide and indium antimonide because of their high 
electron mobilities, but the low band gaps require opera-
tion below room temperature. 

Besides the interesting electronic properties of some 
of these single compounds, it is well worth mentioning 
that many representatives form solid solutions through-
out the entire mixture range with a monotonic band gap 
transition between the two band gaps of the com-
ponents. Table VI shows three examples of such mix-

tures with their band gap coverage which extends from 
0.33 ev to 2.25 ev without interruption. 

The mixture of gallium arsenide and gallium phos-

phide shown in Fig. 1 is of particular interest and will be 
discussed later." 

The III-V compounds crystallize in the zincblende 
structure which is geometrically identical to the dia-
mond lattice of germanium and silicon. The atoms of 
each component element are contained in their own 
face-centered cubic sublattices. This similarity between 
the diamond and the zincblende structure is of signifi-
cance in comparing the properties of the III-V com-
pounds with elements of column IV (germanium, sili-
con, diamond) as Herman has indicated." 

THEORETICAL TRANSISTOR PERFORMANCE 
IN COMPOUND SEMICONDUCTORS 

Experience with germanium and silicon has shown 
that single crystal material with extremely high purity 
and crystal perfection is imperative for successful tran-
sistor experiments. Therefore, the evaluation of a new 

semiconductor for transistor applications must be made 
at an early stage of material research, to avoid an un-
necessary waste of effort on the technology of purifica-
tion and crystal growth with possibly unsuitable ma-
terials. Transistor research has, fortunately, progressed 
to the point where such an evaluation can be made on 

the basis of the few fundamental properties pointed out 
earlier. The results of an evaluation of several promising 
compound semiconductors in comparison with ger-
manium and silicon is briefly discussed below for the 
unipolar and the bipolar transistor types. The two de-
vice properties of major interest are high-frequency per-
formance and operating temperature range with par-
ticular emphasis on the upper operating temperature 
limit. 

The temperature limitations of the various semicon-
ductors is best represented in comparison with ger-
manium. Assuming that devices made from germanium 
are operable up to a temperature of 100°C, as estab-
lished by practical experience, the upper operating tem-
perature limit, Tu, of devices made from other semicon-
ductors can be estimated from the expression for the 
intrinsic carrier concentration. Here the actual concen-
tration is set equal to that of germanium at 100°C: 

— — 533E, — 273; (°C) (1) 
k log (N/n13°) 

where E, is the band gap of the new semiconductor, k is 

the Boltzmann constant, N is the averaged density of 
states in the conduction and valence bands, and niGe is 
the intrinsic hole and electron density of germanium at 

11 0. G. Folberth, "Mischkristallbildung bei Am Bv-Verbindun-
gen," Z. Naturf., vol. 10a, pp. 502-503; June, 1955. 

12 F. Herman, "Speculations on the energy band structure of zinc-
blende-type crystals," J. Electronics, vol. 1, pp. 103-114; September, 
1955. 
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TABLE V 

III-V COMPOUND AND COLUMN IV SEMICONDUCTOR PROPERTIES* 

Semiconductor Band Gap (ev) Electron Mobility 
(cm2/volt sec) 

Hole Mobility 
(cm2/volt sec) 

Dielectric 
Constant 

Melting Point 
(°C) 

a-Sn 0.08 ,,,3000 — — 18 (transition) 
Ge 0.7 3900 1900 16 958 
Si 1.1 1500 500 11.8 1414 
SiC 2.8 >100 >20 7 2700 
C (diamond) 6-7 1800 1200 5.7 >3500 
InSb 0.18 65,000 ,,,1000 15.9 523 
InAs 0.33 20,000 ,•-,200 11.7 936 
GaSb 0.68 ,••4000 ,,,700 14 702 
InP 1.25 >4000 >100 10.8 1060 
GaAs 1.35 >5000 >400 11.1 1280 
AlSb 1.52 >400 >400 10.1 1080 
GaP 2.25 >100 >20 8.4 >1300 
AlAs ,••••2.2 — — — >1600 
AIP ,,,2.5 — — — — 

* This table is compiled from a large number of literature references, and results obtained at RCA Laboratories. Reference is made to a few 
summary papers which contain comprehensive data and bibliographies in the field of III-V compound semiconductors. 

H. Welker and H. Weiss, "Group III—group V compounds," in "Solid State Physics," F. Seitz and D. Turnbull, ed., Academic Press, 
Inc., New York, N. Y., vol. 3, pp. 1-78; 1956. 

L. Pincherle and J. M. Radcliffe, "Semiconducting intermetallic compounds," in "Advances in Physics" (suppl. 5 to Phil. Mag.), vol. 5, 
pp. 271-322; July, 1956. 

F. A. Cunnel and E. W. Saker, "Properties of III-V compound semiconductors," in "Progress in Solids," A. F. Gibson, ed., John Wiley 
and Sons, Inc., New York, N. Y., vol. 2, pp. 37-65; 1957. 

E. Burstein and P. H. Egli, "The physics of semiconductor materials," in "Advances n Electronics and Electron Physics," L. Marton, ed., 
Academic Press, Inc., New York, N. Y., vol. 7, pp. 1-84; 1955. 

TABLE VI 

BAND GAP COVERAGE OF III-V COMPOUND MIXTURES 

Mixture Band Gap Coverage (ev) 

InAs-InP" 
GaAs-Ge* 
GaAs-GaP" 

0.33-1.25 
1.25-1.35 
1.35-2.25 

* D. A. Jenny and R. Braunstein, "Some properties of Ge-GaAs 
mixtures," J. Appt. Phys., vol. 29, pp. 596-597; March, 1958. 
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Fig. 1—Band-gap distribution in gallium arsenide-gallium 
phosphide mixtures (after Folberth"). 

100°C. The numerical approximation neglects the effect 
of minor temperature and effective mass terms in the 
density of states. Accurate calculations show that, for 
instance, in silicon T. is less than that obtained from 
(1) because of the relatively high effective masses of the 

charge carriers. The lower operating temperature limit 
could, in principle, be calculated from a similar relation 
by substituting the impurity activation energies for the 
band-gap energies. Unfortunately, very little informa-
tion about the impurity activation energies in the com-
pounds is available, although preliminary measure-
ments of the Hall effect at low temperatures indicate 
that the impurity activation energies of indium phos-
phide and gallium arsenide are in the order of those in 
germanium. This is in agreement with the theoretical 
expectation derived from the low effective masses of the 
charge carriers in these two compounds (hydrogenic 
model) .9 
The high-frequency limit can be calculated from the 

first order relations of Table I and the material proper-
ties of Table V with the assumption that germanium 
transistors (unipolar and bipolar) will ultimately give 
useful performance at 1000 mc, which is a reasonable 
limit considering technological factors. This would re-
quire critical device dimensions, such as the base width 
in a bipolar transistor, of about 1 micron. 
The mobilities for germanium and silicon, used in this 

calculation, are the intrinsic or lattice scattering values 
for the unipolar case, and the impurity scattering values 
at an ionized impurity concentration of 5 X 10" cm-8 
for the bipolar case. Design calculations by Dacey and 
Ross' have shown that very low impurity (majority 
carrier) concentrations of about 1014 cm-3 give optimum 
performance in unipolar germanium transistors, so that 
the use of intrinsic mobility values is justified in this 
case. The majority carrier concentration in the diffusion 
region of modern high-frequency transistors is in the 
order of 5 X1016 cm-3, so that this value is used for the 
ionized impurity concentrations in the bipolar case. The 
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mobilities for the compounds are measured Hall values 
as pointed out previously, whereas the performance o 
devices based on conduction, diffusion, and drift mecha-
nisms is determined by the drift mobilities. Experience 
has shown that the drift mobilities in germanium and 
silicon differ by less than a factor 2 from the Hall mobil-
ities, so that the use of the latter is permissible for this 
preliminary evaluation. The fact that the ionized im-
purity concentration in the compounds evaluated here 
is still higher than 5 X1012 cm-3 gives a pessimistic pic-
ture in comparison with germanium and silicon and an 
improvement can be expected when purer and more per-
fect single crystals of the compounds become available. 
To obtain a realistic temperature dependence of the 

upper frequency limit of transistors, it is necessary to 
consider the effect of temperature on the mobilities. 
Since relatively little is known about the actual tem-
perature dependence of the mobilities in compound 
semiconductors, preliminary estimates obtained for the 
electron mobilities in indium phosphide are used for all 
compounds considered here." The approximate tem-
perature function is 1.4 oc T-2. For germanium and sili-
con the experimentally determined temperature de-
pendences are used, such as for germanium" cx T-1.6 
and joc T-2.8, and for silicon" 12. oc T -2'6 and oc T-2.7. 
These temperature dependences are those of the lattice 
scattering or intrinsic mobilities which are applicable to 
the unipolar transistor case. In the case of the bipolar 
transistor the negative temperature exponents have 
somewhat smaller absolute values at the lower tempera-
tures due to the effect of the onsetting impurity scatter-
ing. However, the above approximations do not change 
the ultimate outcome of this evaluation, since they are 
on the pessimistic side for the compounds. 

It is now possible to plot the numerical first-order re-
lations between transistor performance and semicon-
ductor properties for several compounds of potential in-
terest for transistors. Figs. 2 and 3 show such curves in 
the form of log-log plots of the relative upper frequency 
limit in megacycles vs operating temperature in °C for 
unipolar and bipolar transistors, respectively. 
These figures are self-explanatory and need little in-

terpretation. In conclusion, it can be stated that gallium 
arsenide seems to be the only semiconductor, among 
those evaluated to date, which promises to be competi-
tive with both germanium and silicon for transistor ap-
plications. In other words, the pertinent fundamental 
properties of gallium arsenide, as determined experi-
mentally, indicate that transistors made from this ma-
terial may ultimately not only exceed the temperature 
limits imposed by silicon, but also operate at higher fre-
quencies than germanium transistors. Indium phosphide 
is a close runner-up with only a slight disadvantage in 

14 M. Glicksman, RCA Labs., personal communication. 
14 F. J. Morin, "Lattice-scattering mobility in germanium,» Phys. 

Rev., vol. 93, pp. 62-63; January, 1954. 
15 G. W. Ludwig and R. L. Waters, "Drift and conductivity mo-

bility in silicon," Phys. Rev., vol. 101, pp. 1699-1701; March, 1956. 
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high-frequency and high-temperature potentialities. 
Aluminum antimonide, gallium phosphide, and silicon 
carbide can operate at even higher temperatures at the 
cost of high-frequency performance. 

JUNCTIONS IN COMPOUND SEMICONDUCTORS 

Most of the compound semiconductors lend them-
selves to basically the same junction preparation tech-
nology and yield the same general junction character-
istics as germanium and silicon. Alloy, diffusion, and 
grown junctions, as well as metal-semiconductor bar-
riers, have been investigated. The junction character-
istics are qualitatively similar to those in silicon with 
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pronounced evidence for carrier generation and recom-
bination in the space-charge region due to a trap level 
near the middle of the forbidden band. 
However, some of the compounds possess certain 

properties which make possible new preparation tech-
niques and new junction structures. For instance, in the 
process of growing single crystals of a compound from 
the melt, deviations from the melt-stoichiometry have a 
pronounced effect on the segregation coefficient of im-
purities, without affecting the stoichiometry of the 
solid." This effect can be used to advantage for pro-
ducing nonhomogeneous impurity distributions, and, 
therefore, for growing p-n junctions by changing the 
stoichiometry conditions during crystal growth. This is 
easily accomplished through variations in the pressure 
of the volatile component, such as the phosphorus pres-
sure in the preparation of indium phosphide. Another 
novel method of preparing junctions in compound semi-
conductors makes use of the decomposition of the com-
pound at temperatures appreciably below the melting 
point." For instance, heating the surface of a doubly-
doped (donors and acceptors) piece of indium phosphide 
beyond a certain temperature leads to evaporation of 
phosphorus leaving behind an indium rich melt. This 
surface melt "leaches" out certain impurities, so that 
a p-n junction results under favorable circumstances. 
An ohmic contact is automatically provided in the form 
of the indium metal at the surface. This method does 
not require the addition of an impurity during the proc-
ess, nor does it necessitate heating to the melting point 
of the semiconductor. Among the many other junction 
preparation methods unique to the compound semicon-
ductors, the two which were instrumental in demon-
strating the feasibility of transistors in indium phos-
phide and gallium arsenide shall be described in some 
detail below. 

THE SURFACE-DIFFUSION JUNCTION 

Zinc, which is an acceptor impurity in III-V com-
pounds, was found to adhere tenaciously to the surface 
of indium phosphide, so that surface diffusion can be 
effected within a certain temperature range without 
excessive loss by evaporation. Estimates of the surface-
diffusion coefficient of zinc on indium phosphide show 
that it is several orders of magnitude higher than the 
volume-diffusion coefficient as expected. This observa-
tion opens an interesting possibility of producing large 
area p-n junctions near the semiconductor surface. The 
process is illustrated in three stages in Fig. 4. An im-
purity pellet containing zinc is placed on the surface of 
an n-type indium phosphide wafer [Fig. 4 (a)] and sub-
sequently heated in a protective atmosphere, so that the 
pellet melts and forms a penetrating alloy melt similar 
to that in the preparation of an alloy junction. During 
this process zinc diffuses into the indium phosphide 

16 K. Weiser, RCA Labs., personal communication. 
17 K. Weiser, "Decomposition method for producing p-n junc-

tions," J. Appt. Phys., vol. 29, pp. 229-230; February, 1958. 
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Fig. 4—Structure and processing steps of surface-diffusion 
junction and transistor. 

underneath the alloy melt [Fig. 4 (b)]. At the same time 
zinc diffuses along the surface at a much higher rate and 
covers the surrounding surface area with a radially de-
creasing surface concentration. Volume diffusion to-
wards the inside of the indium phosphide takes place 
simultaneously with a penetration depth dependent on 
the surface concentration. In this manner, after cooling 
to room temperature, a saucer-shaped junction is 
formed with an ohmic contact to the p-type side in the 
form of the solidified alloy dot [Fig. 4 (c)]. A very shal-
low large area junction is thus obtained, which lends 
itself ideally for photodiodes, photovoltaic junctions," 
and particularly diffusion transistors. The method does 
not necessitate an impurity in the vapor phase, nor a 
sealed system, and the processing procedure is essen-
tially equivalent to that for the preparation of alloy 
junctions. The automatically obtained ohmic contact to 
the diffused region is an added feature. 

THE WIDE-GAP JUNCTION 
The effect of a change in the band gap of a semicon-

ductor in the transition region of a p-n junction has 
been originally postulated by Shockley" and was later 
treated in detail by Kromer.2° The most immediate ap-
plication of such a junction structure is in the emitter 
of a transistor, where a higher band gap on the emitter 
side, as compared with the base side, can increase the 
injection efficiency tremendously over that of a homo-
geneous band-gap junction. 

78 D. A. Jenny, J. J. Loferski, and P. Rappaport, "Photovoltaic 
effect in Ga As p-n junctions and solar energy conversion," Phys. 
Rev., vol. 101, pp. 1208-1209; February, 1956. 
" W. Shockley, "Circuit Element Utilizing Semiconductive Ma-

terial," U. S. Patent No. 2,569,347; September 25, 1951. 
20 H. Kromer, "Theory of a wide-gap emitter for transistors," 

PROC. IRE, vol. 45, pp. 1535-1537; November, 1957. 
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The possibility of producing solid mixtures or solid 
solutions of two semiconductors with different band 
gaps to attain intermediate band-gap values allows the 
realization of wide-gap junctions. The germanium-sili-
con system is one example, where the components are 
fully miscible. However, the gallium phosphide-gallium 
arsenide system, mentioned earlier (Fig. 1), has several 
technological advantages for the preparation of wide-
gap junctions. It is possible to immerse gallium arsenide 
into an atmosphere of phosphorus and to take advantage 
of solid diffusion, so that phosphorus atoms are substi-
tuted for the arsenic atoms in the gallium arsenide lat-
tice, thus converting the starting material into either 
gallium phosphide or any intermediate mixture of gal-
Hum arsenide and gallium phosphide. Arsenic is, of 
course, liberated in this process. Although the diffusion 
process does not produce an abrupt band-gap transition, 
it introduces a nonhomogeneous tapering band gap from 
the extreme of gallium phosphide (2.25 ev) at the sur-
face to that of gallium arsenide (1.35 ev) in the interior. 
In addition to the band-gap transition a p-n junction 
must be produced in the region of the tapering band 
gap. This can be accomplished by diffusion doping with 
an appropriate impurity, such as sulfur in the case of 
p-type gallium arsenide, as was actually done in the 
example described here. Fig. 5(a) shows the energy-
band representation of an ideal wide-gap junction with 
abrupt band-gap and impurity transitions, and Fig. 5(b) 
shows that of the described junction with graded band-
gap and impurity transitions produced by the diffusion 
process. 
The approximate band-gap value in the transition re-

gion of a graded wide-gap junction can be determined in 
an indirect way. The rectification mechanism of p-n 
junctions in all known low-lifetime semiconductors, 
except germanium, is invariably that of generation and 
recombination in the space charge region as described 
by Sah, Noyce, and Shockley," instead of the diffusion 
mechanism originally introduced by Shockley for the 
ideal case with relatively long lifetimes. The reason for 
this is the presence of a trap or recombination-center 
level near the middle of the forbidden band. It is, there-
fore, reasonable to assume that the former mechanism 
is also active in the graded wide-gap junction under dis-
cussion. The rectification activation energy of both the 
reverse and the forward current corresponds in this case 
roughly to half the band-gap value in the junction tran-
sition region. Measurements of ordinary diffusion junc-
tions in gallium arsenide (homogeneous gap junctions) 
and of the above described graded wide-gap junctions 
are shown in Table VII. These results indicate that the 
band-gap value in the transition region of the graded 
wide-gap junction is about 1.8 ev as compared to 1.35 ev 
for gallium arsenide alone. A cross check on this value 
from diffusion calculations and the band-gap distribu-

21 C. T. Sah, R. N. Noyce, and W. Shockley, "Carrier generation 
and recombination in p-n junctions and p-n junction characteristics," 
PRoc. IRE, vol. 45, pp. 1228-1243; September, 1957. 
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Fig. 5—Energy-band representation of (a) abrupt wide-gap 
junction and (b) graded wide-gap junction. 

TABLE VII 

RESULTS OF HOMOGENEOUS-GAP AND WIDE-GAP 
JUNCTIONS IN GALLIUM ARSENIDE 

Homogeneous-
Gap Junction 

Wide-Gap 
Junction 

Rectification Activation 
Energy Er (ev) 

Estimated Band Gap in the 
Depletion Region E, = 2E, (ev) 

Actual Band Gap in the 
Depletion Region E, (ev) 

0.65 

1.35 

0.9 

* Calculated from estimates of the diffusion coefficient of phos-
phorus in gallium arsenide and the band-gap distribution in gallium 
arsenide-gallium phosphide mixtures of Fig. 1. 

tion between gallium arsenide and gallium phosphide, 
shown in Fig. 1, have verified this result. 
Wide-gap junctions of the type described are of in-

terest for diodes and rectifiers with even higher upper 
operating temperature limits than that for gallium 
arsenide, without necessitating the preparation of gal-
lium arsenide-gallium phosphide mixtures as starting 
material in single crystal form. The use of this wide-gap 
junction as an emitter in gallium arsenide transistors for 
increased injection efficiency will be described below. 

EARLY TRANSISTOR RESULTS IN 
COMPOUND SEMICONDUCTORS 

As mentioned in the introduction, Gebbie, Banbury 
and Hogarth were the first to demonstrate point-con-
tact transistor amplification in a compound semicon-
ductor, lead sulfide.' However, lead sulfide has too low a 
band gap (0.35 ev) for useful transistors. Several reports 
of transistor action in new semiconductors which ap-
peared in nontechnical publications are disregarded 
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here. Welker claimed to have observed transistor action 
in indium phosphide," but Jenny showed that his cri-
terion, although necessary, was not sufficient and the 
demonstration of power amplification is, at this time, 
the only satisfactory way of establishing the existence 
of the transistor mechanism.0 In the following, two new 
transistor structures are described which were used in 
establishing the feasibility of transistors in indium phos-
phide and gallium arsenide. 

THE SURFACE-DIFFUSION TRANSISTOR 
IN INDIUM PHOSPHIDE 

Early transistor experiments in indium phosphide 
with point-contact structures, and a hybrid structure of 
a point-contact emitter and a large-area metal-semi-
conductor collector, have shown that transistor action 
with power gain is feasible in this material. However, 
the surface-diffusion transistor, described below, was 
the first transistor in a compound semiconductor to 
utilize a material property peculiar to indium phosphide 
and is, therefore, of particular interest. 
The surface-diffusion junction described in the previ-

ous section was used as collector junction in this tran-
sistor. An emitter was applied to the p-type region near 
the periphery of the saucer-shaped junction, where the 
distance between emitter and collector is very small, as 
shown in Fig. 4. In this manner it was possible to pro-
vide an extremely small active base width, which was 
necessary because of the low electron lifetime and dif-
fusion length. The emitter consisted of a small area 
metal-semiconductor contact made with indium, simi-
lar to the emitter in point-contact transistors. 
The results of early measurements on surface-diffu-

sion transistors in indium phosphide are summarized in 
Table VIII. The behavior of these transistors is qualita-
tively analogous to that of germanium and silicon tran-
sistors, so that a detailed presentation of their character-
istics would not contribute to the information contained 
in the table. Surface stability to maintain low surface 
recombination velocities near the emitter is one of the 
major remaining problems. The emitter for practical 
transistors will ultimately consist of an alloy or diffusion 
junction rather than a metal-semiconductor contact. 
The important contribution of the surface-diffusion 

transistor structure is that it made possible the repro-
ducible demonstration of the feasibility of transistors in 
indium phosphide; furthermore it is, at present, the only 
effective tool for estimating electron diffusion lengths 
and lifetimes in this compound semiconductor. 

It may be worth mentioning that unipolar surface-
diffusion transistors have been demonstrated in indium 
phosphide, utilizing junction preparation techniques sim-
ilar to those described. Preliminary measurements have 
indicated transconductance values of 0.1 ma per volt. 

22 H. Welker, "Ueber neue halbleitende Verbindungen II," 
Z. Naturf., vol. 8a, pp. 248-251; April, 1953. 

23 D. A. Jenny, "Bemerkung zu einem von H. Welker gefundenen 
'Transistor-Effekt' in Indium Phosphide," Z. Naturf., vol. 10a, pp. 
1032-1033; December, 1955. 

TABLE VIII 
EARLY RESULTS OF INDIUM PHOSPHIDE SURFACE-DIFFUSION 

TRANSISTORS AT 4000 CYCLES 

Power gain 
Current gain 
Current gain a 
Base width w (measured) 
Electron diffusion length L. 
Electron lifetime Tp 

36 db 
13 

''`-'3X10-4 cm 
X10-3 cm 

seconds 

A GALLIUM ARSENIDE TRANSISTOR WITH 
A WIDE-GAP EMITTER 

In the case of gallium arsenide it was necessary to 
utilize the wide-gap emitter principle to obtain sufficient 
injection efficiency for a demonstration of transistor 
amplification. The high carrier concentrations in the 
available gallium arsenide precluded the attainment of 
sufficient carrier injection through high carrier concen-
trations in the emitter, as is successfully accomplished 
in germanium and silicon. The graded wide-gap junc-
tion, described in the previous section (Fig. 5), was 
therefore used as emitter. A band-gap difference, AE, 
between emitter and base in a wide-gap emitter affects 
the injection efficiency, 7, of the homogeneous-gap case 
according to the relation:15 

1 
E —   (2) 

(1 
— — 1) e" -AB ± 1 
'Y 

where -y ziE is the wide-gap injection efficiency, T is the 
absolute temperature, and k is the Boltzmann constant. 
In the case of the graded wide-gap emitter the AE is 
taken as the band-gap difference between the two 
boundaries of the depletion layer in the emitter junc-
tion. This is actually only a pessimistic approximation, 
as the band-gap gradient in the emitter gives an addi-
tional improvement in injection efficiency. For instance, 
a àE of only 0.2 ev can yield an increase of the injection 
efficiency from 0.5 to 0.999 compared with the homo-
geneous band-gap case. 
A transistor structure with the graded band-gap 

junction, described in the previous section, was used for 
the demonstration of transistor amplification in gallium 
arsenide. The fact that in this case the collector is also 
a graded wide-gap junction is purely incidental and of 
no further significance. The results of preliminary meas-
urements on wide-gap and homogeneous-gap transistors 
in gallium arsenide are shown in Table IX. Difficulties 
in making low-resistance ohmic contacts to the gallium 
arsenide-gallium phosphide material of the emitter and 
collector precluded the attainment of the ultimate 
power amplification potential of this transistor type. 
Nevertheless, the results demonstrate not only the 
feasibility of transistors in gallium arsenide, but also the 
experimental verification of the theoretically predicted 
wide-gap emitter effect. The application of the wide-gap 
emitter to gallium arsenide transistor structures made 
possible the estimate of the electron diffusion length and 
lifetime in this compound semiconductor. 
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CONCLUSIONS AND FUTURE OUTLOOK 

The foregoing status report on transistor research 
with new semiconductors indicates that certain com-
pound semiconductors are potentially capable of ex-
tending transistor performance towards higher temper-
atures and possibly higher frequencies as compared to 
germanium and silicon. Transistor amplification has 
been demonstrated in indium phosphide and gallium 
arsenide, the two most promising all-round compound 
semiconductors. Gallium phosphide and silicon carbide 
may be useful at very high operating temperatures at 
the cost of high-frequency performance, whereas indium 
antimonide and indium arsenide could conceivably 
operate at very high frequencies but only below room 
temperature. 
However, there are still numerous technological prob-

lems to be solved before the theoretical predictions for 
high-temperature and high-frequency performance can 
be realized in practical transistors. New preparation 
methods and new device structures have become possi-
ble with the compound semiconductors due to some of 
their unusual properties. 

Perhaps the most intriguing aspect of the compound 
semiconductors is that gallium arsenide, and possibly 
indium phosphide, promise not only to combine, but 
even to exceed the favorable high-frequency and high-
temperature transistor properties of germanium and 

TABLE IX 

EARLY RESULTS OF HOMOGENEOUS GAP AND WIDE GAP 
EMITTERS IN GALLIUM ARSENIDE TRANSISTORS 

AT Low FREQUENCIES 

Homogeneous-
Gap Emitter 

Wide-Gap 
Emitter 

Current gain a 
Power gain 
Base width w (measured) 
Electron diffusion Length L. 
Electron lifetime r,, 

.1 
negative 

0.9 
4 db* 

CI11 

"40-8 CIT1 

"40-8 seconds 

Limited by high contact resistances in the emitter and collector. 

silicon. Whether gallium arsenide or indium phosphide 
will ultimately replace germanium and/or silicon in 
transistors depends largely on technological and eco-
nomic factors. 
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Review of Other Semiconductor Devices* 
STEPHEN J. ANGELL0t, SENIOR 11:EMBER, IRE 

Summary—Semiconductor devices other than transistors and 
rectifying cells are useful and some are becoming important in solid-
state electronic-systems technology. It is shown how one possible 
system of classification for all semiconductor devices can be set up. 
The system starts by listing a complete set of semiconductor proper-
ties and a complete set of external influences which can modify the 
semiconductor attributes. Devices are then classified in order of 
complication with respect to semiconductor attributes with external 
influences being applied singly, in pairs, and so on. It is not claimed 
that this system is a tool for invention of new devices, but it could 
serve to organize creative thought. An attempt is made to list cri-
teria for important devices, and a selection is made of those devices 
which we predict will be important in the future. The selection is 
Hall effect devices, thermistor devices, photodevices, and thermo-
electric devices. Each of these classes of devices is discussed briefly 
with respect to important properties, and some applications which 
have been described in the literature. 

* Original manuscript received by the IRE, February 27, 1958. 
t Westinghouse Research Labs., Pittsburgh, Pa. 

INTRODUCTION 

ASURVEY of solid-state device development shows 
that any property of a solid material can be the 
basis for a device, and in many cases feasibility 

has been determined. Because of the extent of the field 
of solid-state devices, we shall restrict this discussion to 
devices depending upon the physical properties of semi-
conductors. The word "other" in the title implies, also, 
that we shall omit discussion of transistors and rectify-
ing cells. These are discussed adequately in other articles 
in this issue of the PROCEEDINGS. 
Some of the devices we shall discuss are, or shall 

become, important supplementary components to in-
tegrate with transistors and diodes into complete, re-
liable, static electronic systems. 



1958 Angello: Review of Other Semiconductor Devices 969 

SURVEY OF PHYSICAL PROPERTIES OF SEMICONDUCTORS 

The possibility of constructing solid-state devices 
arises from the fact that certain internal and external 
influences can modify the properties of a solid. In keep-
ing with the IRE definition of a semiconductor, which 
specifies electronic conduction, we restrict our attention 
to physical properties. Ionic transport and chemical 
effects are excluded. 
We attempt here to give a complete (but not unique) 

set of basic postulates which underlies the present theo-
retical description of the physical properties of semicon-
ductors. Device characteristics result from alteration in 
detail of these attributes. 

List of Postulates 

1) A semiconductor is one of several classes of solids 
which are an ensemble of atoms and electrons that 
obey the laws of quantum mechanics. 

2) Electrical conduction is by electrons (negative 
charges) and holes (positive charges). These have 
density n electrons/cm' and p holes/cmi. The 
densities can be varied over a wide range by in-
ternal influences, such as the density of atoms 
foreign to the pure solid, or by external influences, 
for example, absolute temperature. 

3) Current carriers have effective masses m and tni,. 
These masses are often anisotropic depending 
upon crystal direction. 

4) Current carriers have mobility ¡in and i.tz, cite/volt-
second. 

5) There exists in the solid a band of energy states 
which are unallowed for the conduction electrons. 
This gap separates energy states which are full of 
mobile electrons at absolute zero of temperature, 
and energy states comprising a conduction band. 

6) Minority carriers in a given semiconductor region 
can exist in excess of equilibrium density for a 
finite lifetime r seconds. 

Semiconductor properties appropriate for the descrip-
tion of devices will be found to be related to these basic 
attributes. For example, electrical conductivity is 

= nqgn Pqgp, 

where q is electronic charge. Also, 

E 

e = (11 exP (--2kT» 

where E is the unallowed band gap and T is absolute 
temperature. The exact form of the relation depends on 
the conditions relevant for the description, and the ap-
proximations introduced. 

Internal influences which can modify the basic at-
tributes are: 1) density of various impurities in a crystal, 
2) spatial distribution of impurities, 3) density and dis-
tribution of crystal defects, and 4) crystalline phase 

changes. The external influences are: 1) applied electric 
field, 2) applied magnetic field, 3) absolute temperature, 
4) spatial distribution of absolute temperature or the 
flow of heat, and 5) radiation. 
To illustrate the use of the classifications above, we 

shall apply them in describing some well-known devices. 
For example, if the impurity densities in a germanium 
crystal are adjusted to give three regions in series p-n-p, 
and the spatial distribution is appropriate for minority 
carrier injection at the p-n transition and appropriate 
for supporting high blocking voltage at the n-p junction, 
we have a transistor. Application of two electrical fields 
will enable the device to act as an amplifier in the ap-
propriate circuit. Visible radiation shining upon one 
junction with an electric field appropriately applied will 
result in a phototransistor. In the first case, only one 
type of external influence was applied. The second case 
involves two types of external influence applied simul-
taneously. In this way it may be seen that the number 
of possible semiconductor devices is very large. We shall 
try to select, for more complete discussion, devices 
which are new and show future promise as supplemen-
tary system components. Some well-established devices 
will be covered by references to review literature. 

CRITERIA FOR DEVICE SELECTION 

In general, a device will be found to be important if 
the desired effect is "large." The term "large" is, of 
course, relative to the requirements of the receptor of 
the device response. In some cases an "efficiency" is the 
important factor and is judged relative to the efficiencies 
of competing devices, and often with respect to the 
economics of device operation. 
We may illustrate the discussion above by citing two 

devices, each of which has been known for over 50 years, 
but only now are becoming interesting because new ma-
terials and techniques make large effects possible. These 
are the Hall effect generator and thermoelectric gen-
erator. More will be said about these devices later in 

this review. 
With these ideas in mind, we may range through the 

various possible semiconductor devices and choose. The 
ranging will be more orderly if we start with homogene-
ous semiconductors and apply the external influences 
one at a time. The next more complicated devices will 
be homogeneous with a pair of external influences, a 
triple, and so on. A single p-n junction will be the 
simplest departure from homogeneity, and the external 
influences will be applied singly, in pairs, and so on. 
Table I is designed to put in order some of the devices 

which can be made from a homogeneous semiconductor. 
In Table II we shall consider one p-n junction in the 

homogeneous, isotropic semiconductor. To conserve 
space and patience we shall list only those influences 
which result in devices known to the art. The list is not 
intended to exhaust all possible devices. 
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TABLE I 

HOMOGENEOUS ISOTROPIC SEMICONDUCTOR DEVICES 

Input Number 
External of 
Influence* Electrodes 

Effect 
Name of Device 

(Where 
Applicable) 

E 2 
H 

T(x, y, z) 2 
hp 
E, H 2 
E, Ht 4 
E, T 2 
E, T(x, y, z) 2 

E,hp 2 
E2e H 3 

I = SE, Ohm's law 
no effect 
no effect 
Seebeck, E -= constià T 
no effect 
I =e(II)E 
Hall effect V =f(H, E) 
I =-o(T)E 
Thomson Heat 
QT =constsIAT 
I =-47(hv)E 
Suhl effect 

Resistor 

Magnetoresistor 
Hall generator 
Thermistor 

Photoresistor 

* Other external influences are zero or constant, that is, they are 
treated as parameters but not as variables. 

Many other galvanomagnetic effects exist which are not listed 
here. 
E = electric field strength, 
H= magnetic field strength, 
T=absolute temperature degrees Kelvin, 
hp =quantum of radiation: X-rays, 7-rays, a-rays, a-rays, infrared 

and other electromagnetic radiations, 
à =change of the appropriate influence. 

TABLE II 

ISOTROPIC SEMICONDUCTOR DEVICES WITH ONE p-H JUNCTION 

Input 
External 
Influence 

Number 
of Elec-
trodes 

E 2 

E2 4 

T(x, y, z) 2 

hp 2 

E, T(x, y, z) 2 

E, hp 2 

Effect Name of Device 

I -=f(E), hp -=f(E) 

Minority carrier 
injection in a fil-
ament 

Seebeck effect 

Photovoltaic effect 

Peltier effect 
Qp= TI(E) 
I =f(E, hp) 

Rectifying cell 
Electroluminescent cell 
Filamentary transistor 

or double base diode 

Thermocouple, Thermo-
electric Generator 
Photocell, Solar bat-

tery 
Peltier refrigerator 

Photodiode 

It will now be clear to the reader that this is a possible 
scheme to classify all semiconductor devices. By extend-
ing the list of effects and influences, other solid-state 
devices may be classified similarly. 

DISCUSSION OF NEW AND PROMISING DEVICES 

Hall Effect Generators 

It has been well known for over 60 years that an ex-
ternal magnetic field can influence the equipotentials of 
a conductor carrying current. In the usual configuration 
a plate of length L, width W, and thickness d is fitted 
with electrodes at each end so that a current flows along 
the length. Equipotential points across the width are 
moved by the influence of a magnetic field perpendicular 
to both the current and the equipotential lines. Termi-
nals which are on equipotentials with zero magnetic 
field, have a "Hall voltage" 

RHI 
V h = 

d 

and appear when a field H is applied. The factor "R" is 
the Hall constant which depends upon the material 
under study. The usefulness of the effect depends on the 
factors H and I which appear as a product. Moreover, 
the Hall voltage appears as a linear function of this 
product. 

In order for a material to be used in a practical device, 
three requirements' must be fulfilled: 

1) The Hall voltage must be sufficiently large—at 
least several hundred millivolts, that is, the Hall 
constant must be large. 

2) The Hall voltage should be only weakly tempera-
ture dependent. 

3) It must be possible to take power from the Hall 
voltage terminals, that is, the resistance of the ma-
terial must be low. 

Only two materials are known at the present time 
which make practical utilization of the Hall effect possi-
ble; these are, Indium Antimonide2 and Indium Arse-
nide.' It is possible that some design adjustments may 
be made between the parameters R and ambient tem-
perature by specification of a mixed crystal of InAs.13„.4 
According to our earlier discussion of classification, 

we have here a four-terminal device with an electric field 
applied to one pair of terminals, and an applied mag-
netic field with a useful output at the second pair of 
terminals. The Hall effect in a generator device has been 
discussed in detail by Kuhrt. For practical applications 
the effect of loading the Hall terminals is important. 
The geometry of the Hall plate can be selected for best 
results in a given application. Practical designs must 
deal with temperature effects and the influence of the 
magnetic field upon the internal resistance of the gen-
erator. 

Three basic applications of the Hall generator are 
indicated by the properties of the device:' 

1) Multiplication for example: 
Vh(t) = const. H(t)I(t). If H(t) is proportional to 
the current in a circuit and I(t) is proportional to 
the voltage, Vh(t) will be proportional to instanta-
neous power. 

2) Control of the Hall voltage by means of the mag-
netic field. If the primary current in a Hall gener-
ator is held constant, the Hall voltage can give a 
true picture of a magnetic field in space in both 
magnitude and direction (i.e. the Hall effect is 
proportional to the component of a magnetic field 

perpendicular to the current and equipotentials). 

W. Hartel, "Anwendung der Hallgeneratoren," Siemens-Z., vol. 
28, pp. 376-384; September, 1954. 

2 H. Weiss, "über die elektrischen Eigenschaften von InSb," Z. 
Naturforsch, vol. 8a, pp. 463-469; August, 1953. 

0. G. Folberth, et al., "Die elektrischen Eigenschaf ten von InAs 
II," Z. Naturforsch., vol. 9a, pp. 954-958; November, 1954. 

4 O. G. Folberth, aMischkristallbindung bei AmBv-Verbin-
dungen," Z. Naturforsch., vol. 10, pp. 502-503; June, 1955. 

F. Kuhrt, *Eigenschaften der Hallgeneratoren," Siemens-Z., 
vol. 28, pp. 370-376; September, 1954. 
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3) Control of the Hall voltage by means of the pri-
mary current. If the magnetic field is held con-
stant, the variation of Vh with time is a true pic-
ture of the time variation of the current. 

Multiplication of any two quantities can be accom-
plished if one can be made to influence proportionally 
the magnetic field, and the other to influence the Hall 
current. Since instantaneous quantities are involved, the 
product can take phase relations into account. With 
more than one generator, three or more quantities can 
be multiplied. In addition, circuits can be arranged to 
form the reciprocal of a quantity, and from this, quo-
tients of quantities can be formed. 
An interesting application to electrical machinery is 

the measurement of the torque of a dc motor under 
load." A Hall generator plate is mounted in a pole face of 
the motor so that the motor flux is perpendicular to the 
Hall current and the plane of the Hall terminals. Hall 
current is made proportional to the armature current. 
The Hall voltage will then be proportional to the prod-
uct of the motor flux and armature current or the inner 
torque. Several uses for such a Hall voltage will come to 
mind, for example, a relay could be actuated to act as 
protection against overloads on the motor. Also the Hall 
voltage could be used as a field current control with 
suitable amplification making it possible to develop a 
constant torque over a range of load values. 

Variation of the Hall voltage with magnetic field; pri-
mary current constant is utilized in a device for measur-
ing dc current in a heavy buss. A magnetic core is built 
around the current-carrying buss with a Hall generator 
in the air gap. In the arrangement there is a relation be-
tween the field H and the buss current. With a fixed pri-
mary current the Hall voltage is a measure of the buss 
current. It is possible in this way to measure thousands 
of amperes to an accuracy of one per cent or less without 
breaking into the buss structure. Another obvious ap-
plication for this device is a small device for the meas-
urement of magnetic fields' without the need of mechan-
ical motion or variation of the magnetic field. 

It appears that the Hall effect generator will have 
many applications in the future for sensing elements and 
simple analog computations such as the input for tran-
sistorized systems. 

Thermistors 

A thermistor is an electron device which makes use of 
the change of resistivity of a semiconductor with change 
in temperature. This was one of the first of the devices 
developed in the past 18 years of semiconductor de-
velopment. The best-known review of these devices was 

° F. Kuhrt and E. Braunersreuther, "Drehmomentnessung an 
einem Gleichstrommotor mit Hale des Halleffektes," Siemens-Z., vol. 
28, pp. 299-302; August, 1954. 

7 H. Hieronymus and H. Weiss, "Vber die Messung kleinster 
magnetisher Felder mit Hallgeneratoren," Siemens-Z., vol. 31, pp. 
404-409; August, 1957. 

written by Becker, et al.' In this, a number of interesting 
applications are outlined, all depending upon the large 
negative variation of resistivity of these devices. Re-
cently, basic concepts of semiconductor physics have 
been applied to obtain new and useful modifications of 
the classical thermistor characteristics. 
The classical thermistor has a large negative tem-

perature coefficient of resistance of the order of a per 
cent per degree centigrade, that is, the resistance de-
creases with increasing temperature. It would be highly 
desirable from the standpoint of device design to be able 
to preassign the following factors: 

1) resistivity, 
2) magnitude of the temperature coefficient, and 
3) sign of the temperature coefficient. 

Some progress has been made in the ability to pre-
assign resistivity and temperature coefficient by Heikes 
and Johnston' who have made a systematic study of 
valency control by lithium substitution in transition 
metal oxides. Resistivity is controlled by lithium com-
position, and temperature coefficient is controlled by 
forming mixed crystals of oxides. Very large values of 
negative temperature coefficient have been obtained'0 
by proper doping of InSb. Two per cent per degree 
Fahrenheit is claimed. Interesting developmentsi° in 
positive temperature coefficient thermistors have also 
been made. Large coefficients have been obtained in 
PbSe, for example. More interesting, however, are sys-
tems like barium-strontium titanate modified with 
lanthanum which have been made to exhibit positive 
values of eight per cent per degree Fahrenheit. More-
over, the increase is from 500 ohm-cm at 160°F to 
10' ohm-cm at 300°F. The increase in resistivity in this 
case is thought to be due to a cubic-to-tetragonal phase 
change in barium titanate. A characteristic of this form 
could be used as a temperature actuated on-off switch. 

It is clear that the requirements of electronic systems 
cannot be served by temperature-independent resistance 
elements alone. There is extensive need for resistance 
elements which will provide primary temperature sens-
ing, and will act as control elements in solid-state device 

circuitry. 

Photocells 

According to the classification scheme of this paper, 
there are three main types of photocells: these are, 
1) the photoconductive type in which an electric field is 
applied to a homogeneous semiconductor, and incident 
radiation causes a change in resistivity by influencing 
current carrier density, 2) the photodiode type in which 

8 J. A. Becker, et al., "Properties and uses of thermistors-ther-
malty sensitive resistors," Trans. AIEE, vol. 65, pp. 711-725; No-
vember, 1946. 

8 R. R. Heikes and W. D. Johnston, "Mechanism of conduction in 
Li-substituted transition metal oxides," J. Chem. Phys., vol. 26, 
pp. 582-587; March 1957. 

10 R. K. Willardson, "New semiconductor materials," Battelle 
Tech. Rev., vol. 6, pp. 8-14; August, 1957. 
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the leakage current of a p-n junction biased in the re-
verse direction is modulated by intensity of incident 
radiation, and 3) the photovoltaic type in which incident 
radiant results in hole-electron generation at the junc-
tion, and charge separation by virtue of the contact 
potential. Other types of photocells are possible by 
utilizing phenomena associated with incident radiation, 
for example, the photomagnetoelectric effect has been 
used as an infrared radiation detector." 
The photoconductive type of device is used exten-

sively in infrared detectors and will continue to be used 
in this way because of the detection sensitivity which 
can be obtained. Further development of semiconductor 
materials will result in more sensitivity and faster re-
sponse time." 

Photodiodes show a family of leakage vs reverse 
voltage curves with light intensity as the parameter, 
which are reminiscent of transistor collector character-
istics with the emitter bias as a parameter." The de-
vices may be made with microsecond response and have 
been used to read punch cards and punched tapes. 
The photovoltaic cell provides a primary-power-

source converting incident radiation into electric cur-
rent. The silicon solar cell is presently the most powerful 
of this class of device, and has been made to convert 
sunlight with 11 per cent efficiency. The present status 
has been reviewed by Prince." The outlook is promising 
for utilization; the main problem is one of economics to 
compete with existing power sources. 
We feel that there is a good future for application, 

not only as a power source, but also as a photoelectric 
link in electronic systems. 

THERMOELECTRIC DEVICES 

It has been well known for over 100 years that a cir-
cuit consisting of two dissimilar electrical conductors 
can show several thermoelectric effects. If one junction 
is placed in a heat reservoir at a temperature different 
from the other junction, a current will flow in the circuit. 
The current is due to the generation of a Seebeck emf. 
Heat is absorbed at the hot junction and rejected at the 
cold junction. A fraction of this heat flowing through the 
system may be converted into electric power in a load. 
The inverse effect also occurs, namely, a battery inserted 
in the circuit causes current to flow through the junc-
tions. Heat will be absorbed at one junction causing it 
to cool, and heat will be rejected at the other junction. 
The creation of a temperature gradient by application 
of an electric field to a junction is known as the Peltier 
effect. 

Although the effects have been known for many years, 
little application has been made because the efficiency 
and size of the temperature gradient possible are small 

" O. H. Lindberg and H. C. Chang, "An indium antimonide PME 
infrared detector," presented at IRE-AIEE Semiconductor Devices 
Conf., Boulder, Colo.; July 17, 1957. 

12 A. Rose, "Maximum performance of photoconductors," Helv. 
Phys. Acta, vol. 30, pp. 242-244; August, 1957. 

13 J. N. Shive, "The properties of germanium phototransistors," 
J. Opt. Soc. Amer., vol. 43, pp. 239-244; April, 1953. 

14 M. B. Prince, "Silicon solar cells," Electronic Ind., vol. 16, pp. 
60-61; March, 1957. 

in the case of metals. Very carefully formulated semi-
conductors are being developed in which the conversion 
efficiency is approaching 10 per cent and the cooling 
power is approaching 90°C below the hot junction tem-
perature." 

The maximum amount of work which a machine can 
extract from a hot reservoir at Th°K is determined by 

Th —  T o 
eo =   

Th 

where ec is the Carnot efficiency and T. is the heat sink 
temperature. The actual efficiency of a device working 
between these two temperatures is modified by the de-
vice efficiency so that 

E = ecedevice) 

where e is the actual over-all conversion efficiency. 
In the case of a thermoelectric circuit the over-all 

efficiency is 

Tha2 
E = eoeTc -÷- E,  

4pk 

The device efficiency has been replaced by a figure of 
merit 

Th 
3,/ = , 

4 pk 

where a is the thermoelectric power, p is resistivity, and 
k is thermal conductivity. The substitution 

ETC -4' M 

is good up to about 10 per cent efficiency. It will be 
noted that the semiconductor must have high a con-
comitant with small p and k. The value of M is not easy 
to maximize because a and p are related to oppose maxi-
mization of M. The best compromise is found in ma-
terials having of the order of l0'9/cm 3 current carriers, 
that is, very highly doped semiconductors or semimetals. 
An understanding of transport in semiconductors has 
been fruitful in decreasing k without increasing p." 

The same figure of merit applies to refrigerators and 
heat pumps. The maximum temperature difference be-
tween Th and T. is given by 

= 2MT.. 

Values of M =0.2 are now available and better values 
will result from intensive research now being carried on. 
The effect upon electronic systems by the thermo-

electric phenomena will be in three areas: 1) primary 
power source to compete with batteries, solar cells, and 
others, 2) cooling of electronic equipment in small, criti-
cal volumes throughout the system, and 3) devices de-
pending directly upon the effects. The first requires no 
elaboration except to say that the usual heat sources 
will be supplemented by isotopes and nuclear reactors. 

12 A. F. Ioffe, "Semiconductor Thermoelements and Thermo-
electric Cooling," Infosearch Ltd., London, Eng., 1957. 

12 A. F. botte, "Heat transfer in semiconductors," Can. J. Phys., 
vol. 34, No. 12A (supplementary number), pp. 1342-1355; Decem-
ber, 1956. 
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Under item 2 we point out that cooling of small volumes 
is not accomplished economically with mechanical sys-
tems. Under item 3 we mention a hygrometer depending 
upon the cooling of sample of air by a Peltier junction.'4 

DISCUSSION 

It can be seen from the foregoing development that it 
is possible to order all semiconductor devices (and all 
solid-state devices) by applying external influences to a 
semiconductor singly, in pairs, in triplets and so on. The 
semiconductor is first homogeneous, second, contains 
one p-n junction, and so on. We do not claim that such a 
system will serve to invent new semiconductor devices, 
but it will serve to give order to creative thinking along 
hese lines. 

It is clear that already many applications have been 
found for semiconductor devices, and that more develop-
ment will integrate these, and devices not yet invented, 
into reliable solid-state electronic systems. 
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Electrons, Holes, and Traps* 
WILLIAM SHOCKLEYt, FELLOW, IRE 

Summary—The statistics of recombination and of trapping of 

electrons and holes through traps of a single species are presented. 
The results of the Shockley-Read recombination theory are derived 
and more fully interpreted. A level of energy known as the equality 
level is introduced. When the Fermi level lies at this level, the four 
basic processes of electron capture, electron emission, hole capture, 

and hole emission all proceed at equal rates. Transient cases for large 
trap density are presented. 

I. INTRODUCTION 

_.Z
. ECOMBINATION centers or traps seem des-
tined to play an increasingly important role in 
semiconductor devices. The variation of alpha 

with current in silicon transistors appears to be depend-
ent upon the presence of traps lying fairly near the 
center of the energy gap.' This effect of variation of 
alpha with current plays an essential role in n-p-n-p 
switching transistors' or 4-layer diodes.' 

Studies of the properties of many chemical elements 
in silicon and germanium have been published.4 Some 

'' Original manuscript received by the IRE, March 24,1958. 
l' Shockley Semiconductor Lab., Beckman Instruments, Inc., 

Mountain View, Calif. 
' C. T. Sah, R. N. Noyce, and W. Shockley, "Carrier generation 

and recombination in p-n junctions and p-n junction characteris-
tics," PROC. IRE, vol. 45, pp. 1228-1243; September, 1957. 

3 J. L. Moll, M. Tanenbaum, J. M. Goldey, and N. Holonyak, 
"P-n-p-n transistor switches," PROC. IRE, vol. 44, pp. 1174-1182; 
September, 1956. 

3 W. Shockley, "Unique properties of the four-layer diode," Elec-
tronic Ind. and Tele-Tech., vol. 16, pp. 58-60,161-165; August, 1957. 

W. Shockley and J. F. Gibbons, "Introduction to the four-layer 
diode," in "Semiconductor Products," vol. 1, pp. 9-13; January/Feb-
ruary, 1958. 

4 See W. C. Dunlap, Jr., "An Introduction to Semiconductors," 
John Wiley and Sons, Inc., New York, N. Y.; 1957. Also, C. T. Sah 
and W. Shockley, "Electron-hole recombination statistics in semi-
conductors through flaws with many charge conditions," Phys. 
Rev., vol. 109, pp. 1103-1115; February 15,1958. (References.) 

of these can exist in states of multiple charge. For ex-
ample, a gold atom in germanium apparently behaves 
much like an acceptor capable of binding three holes. 
Ionizing all the holes leaves an ion with three negative 
charges which can probably trap a hole effectively. 

In this paper, we do not deal with the statistics of the 
complex cases in which the trap may make transitions 
between more than two conditions of charge. The dis-
cussion centers on the simpler case, in which the trap 
may exist in two states of charge only. The more nega-
tive of these will be referred to as filled, and the less 
negative or more positive as empty. The emphasis in 
the paper is on the statistics of the transition. 
The statistics for transitions of a trap between its 

two charge conditions are basic to understanding the 
more complex cases of multiply charged traps. There is 
a rather disconcerting aspect to these statistics, and this 
accounts for the length of this article. Although a given 
type of trap can be described by only four interaction 
constants, the variety of situations is so great that it 
proves difficult to visualize the relationships involved. 
Considering the basic simplicity of the problem, work-
ing out the details proves to be surprisingly complex. 

Underlying the treatment is the principle of detailed 
balance, which is of great importance in atomic process. 
One of the intuitively most appealing descriptions of it 
was, we believe, first given by J. C. Slater. His presenta-
tion is as follows: When a system has reached thermal 
equilibrium, it has run down and is no longer changing. 
Past and future are alike to it. Now imagine that a 
motion picture is made of the system, showing the 
atoms and electrons in detail. This film can be projected 
backwards in time and, since past and future are alike, 
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the observer will not be able to tell the difference. Now 
suppose, for example, the forward-running picture shows 
on the average (Cap. n) electrons being captured per 
unit volume per unit time on traps giving up the 
energy in the form of heat waves (phonons), and sup-
pose it shows (Em. n) electrons being emitted per unit 
volume per unit time, acquiring the energy from heat 
waves. Then, if the picture is run backwards, each actual 
emission process will appear to be a capture, and there 
will appear thus to be (Em. n) captures per unit time. 
Thus, if (Em. n) is not equal to (Cap. n), forward and 
backwards running of the film can be distinguished, con-
trary to the assumption that the system is run down. 
Thus, the principle of detailed balance requires that 
each process and its reverse proceed at equal rates. 
Extensive use is made in this article of the principle of 
detailed balance. 

Much of the treatment in the following sections re-
peats results derived from the original Shockley-Read' 
recombination theory. The case of transient disturb-
ances, recently published by Sandiford," is also pre-
sented. One new case, Section IX, deals with periodic 
effects such as minority carrier flow through a base 
layer. 

A new concept, the equality level, is introduced. The 
understanding of this energy level makes it easier to 
visualize how the dependence of lifetime on electron 
and hole densities arises. 

In some cases it is easier to visualize how certain 
effects occur in terms of equivalent circuits, and in 
other cases an atomic picture is more helpful. Both of 
these are presented, and an attempt is made to show 
their relationship. 

II. SIMPLE DERIVATION OF THE LIFET IME EQUATION 

In this section, we give a derivation of the equation 
for the lifetime of holes in n-type material and for elec-
trons in p-type material. The emphasis is on the physical 
meaning of the resulting equations and on the steps in 
the derivation. Questions of mathematical rigor have 
been left for later sections. We also introduce two energy 
levels on the basis of physical interpretation; the mathe-
matical definition of these levels are given later. 
The treatment given here is restricted by several as-

sumptions. The most basic is the assumption that we are 
dealing with nondegenerate semiconductors so that the 
velocity distribution of the electrons is independent of 
their density and the same is true for holes. The treat-
ment is also restricted to small disturbances from equi-
librium and to small densities of traps. 
The basic processes with which we are concerned in 

this section are illustrated in Fig. 1. Conventional plus 
and minus symbols are used for holes and electrons, and 
donors are represented by encircled plus signs. The traps 

6 W. Shockley and W. T. Read, Jr., "Statistics of recombinations 
of holes and electrons," Phys. Rev., vol. 87, pp. 835-842; September 1, 
1952. 

6 D. J. Dandiford, "Carrier lifetime in semiconductors for tran-
sient conditions," Phys. Rev., vol. 105, p. 524; January 15, 1957. 

Fig. 1—The four basic trapping processes. 

are represented by squares and are shown as being either 
neutral or possessing a minus charge. Entirely similar 
results will apply, however, to cases in which the trap 
may change from a plus charge to zero as a result of the 
transitions represented on the figure. Before considering 
the transitions represented by the symbols with arrows, 
let us introduce a few definitions. The hole and electron 
densities are represented by the customary symbols n 
and p, and the density in an intrinsic sample by ni. In 
accordance with the assumption that the semiconductor 
is nondegenerate, the mass-action law holds: 

mass action law: np = ni2. 

It is supposed that the density of traps is Ni: 

Ng = density of traps. 

(1) 

(2) 

We shall let the symbol f represent the fraction of the 
traps in the more negative state, and f,„ the fraction in 
the more positive state. The relationship between these 
quantities is evidently 

fj, = 1 - f. (3) 

Under equilibrium conditions, f is simply the Fermi 
factor for the traps. 

Returning to Fig. 1, consider the process represented 
by enf. This process corresponds to spontaneous emission 
of an electron from a negatively charged trap into the 
conduction band. The trap then changes to the neutral 
condition, as represented schematically on the diagram. 
(The trap does not, of course, move in space.) The rate 
at which this process goes on per unit volume is simply 
proportional to the total number of traps in the negative 
condition. (We do not consider the dependence of the 
process upon temperature or other factors here.) The 
symbol en represents the rate at which this process 
would go on per cubic centimeter in the presence of Ng 
traps if all of the traps were negatively charged. Thus, 
en is actually proportional to the specific emission 
property for an individual trap times the trap density. 
The inverse process is represented by the symbol 

nc„f2, on the figure. In this case, the capture of electrons 
into neutral traps is evidently proportional to the num-
ber of electrons present, and the fraction of the traps 
which are in a condition to capture electrons. If all of 
the Ni traps were in the more positive condition of 
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charge, then the rate of capture of electrons would be 
simply ncn. Evidently this should be multiplied by the 
fraction f, of the traps which are in this condition. 

Similar definitions apply to the quantities related to 

holes. 
The model considered thus involves four processes: 

electron emission, electron capture, hole emission, and 
hole capture. The quantities describing these processes 
are not all independent, and we shall shortly derive a 
relationship among the four constants. 
To achieve this derivation, we apply the principle of 

detailed balance, which is one of the most powerful tools 
in dealing with statistical mechanical problems. As dis-
cussed in Section I, it states that under equilibrium con-
ditions every process and its reverse must proceed at 
exactly equal rates. In the case of Fig. 1, it requires the 
following two equalities: 

ncnfp = enf (4) 

= epfp• (5) 

Each of these equations may be solved for the ratio 

f/f, with the result 

f/f, = cnn/en = ep/cpp. (6) 

We shall use this equation below in order to eliminate f 
in subsequent equations. At this point, however, we 
note that the ratio of the last two terms in (6) must be 
unity, and since, under the equilibrium condition, con-
sidered n times p satisfies the mass-action law, we ob-
tain from (6) 

the detailed-balance relationship: esep = cnceti2. (7) 

This is the relationship among the four constants de-
scribing the trap. We shall refer to it frequently in fol-
lowing derivations. 
We next define two important pairs of densities: ni, 

1,1 and n*, p*. Both of these pairs of densities satisfy 
the mass-action law. The density pair ni, pi corresponds 
to the condition in which half of the traps are in the 
more negative condition and half are in the more posi-
tive condition. Thus it corresponds to values of for f 
and fp. This means that the Fermi level for this particu-
lar case lies at the energy level of the trap. The mathe-
matics of this relationship are given in a subsequent 
section. Here we simply take the definition of the densi-
ties as being that just given. Referring to (4) and (5), 
we see that the required values are: 

ni = en/c.; pi = e,/c,. (8) 

Since by definition these two densities are possible 
equilibrium densities, the product of the two equations 
in (8) leads to ns2 and, again, to the detailed-balance re-
lationship (7) among the four constants. It is convenient 

to express the ratio f/f, in terms of ni and Pi: 

f/fp= n/ni= pin). (9a) 

The other pair of densities, n* and p*, are defined in a 
somewhat similar way. They are also possible equilib-
rium densities and would prevail in the situation in 
which all four of the processes represented on Fig. 1 
proceed at exactly the same rate. At first it may be sur-

prising that a situation can exist in which all four proc-
esses proceed at the same rate. However, it should be 
recalled that from the principle of detailed balance, the 
two electron processes must always proceed at exactly 
equal rates under conditions of thermal equilibrium and 
so must the two hole processes. Furthermore, as the 
semiconductor is made progressively more n-type, the 
rate at which the electron processes proceed continually 
increases, and the rate at which the hole processes pro-
ceed continually decreases. Thus, in general there will be 
some density of donors or acceptors at which all four of 
the processes proceed at equal rates. The density n* corre-
sponding to this condition is easily found by requiring 
equality of the rates of the two processes which causes 
the traps to become more negatively charged, namely, 
electron capture and hole emission. Equating these two 
rates leads at once to the expression for n*, and a similar 
process leads to the equation for p*: 

n* c.; p* = en/cp. (9b) 

In accordance with their definition, these two densities 
correspond to equilibrium condition and thus satisfy 
the mass-action law. Multiplying the pair of equations 
in (9b) together thus leads once more to the detailed-
balance relationship (7) among the four constants. 
We refer to n* and p* as the equality densities. A semi-

conductor having these densities is said to be in the 
equality condition in regard to the particular traps in-
volved. 

[It should be noted that if we invent a new group of 
traps having the same cs and c, as the old group but 
having their emission constants interchanged, the new 
group will satisfy the detailed balance condition, and 
will have the role of (ni, pi) interchanged with that of 
(n*, p*). This is the basic reason for the confusion be-
tween Et and E* discussed below with Fig. 2. See also 
(163)1 
We are now in a position to apply the concepts dis-

cussed to the calculation of the lifetime of injected 
carriers. For this purpose, suppose that light is falling 
on the specimen, such that hole electron pairs are being 
created at a rate of gi. per unit volume. Suppose that the 
only processes which can occur in order to restore 
equilibrium are those represented on Fig. 1. Under these 
conditions, the electron and hole densities will be in-
creased from their equilibrium values n and p, to larger 
values n-1-8n and p-I-Sp. Let us suppose that we are 
dealing with an n-type specimen and concentrate our 
attention on the minority carriers or holes which are 
present. The definition of steady-state lifetime which we 
use in this section for the holes is given by 

op = Tvgl. (10) 

This equation states that holes are being generated at a 
rate gi, and live, on the average, for a time r„, so that the 
total accumulation of additional holes is rpgr, and this is 
equal to Op. The presence of Op extra holes means that 
the detailed-balance between hole capture and hole 
emission is disturbed, and a net rate of hole capture 
arises, which is just equal to the rate of generation gL. 
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In order to calculate the lifetime r,, we accordingly cal-
culate the net rate of capture of holes due to (5¢. 

Since we are dealing with small disturbances, we can 
assume that each of the extra holes in the added density 
op finds itself in substantially the same environment as 
would a normal hole. In other words, it finds a fraction 
f, equal to the equilibrium value, of the traps ready to 
capture holes. Accordingly, the extra rate of capture 
produced by the added holes is given by 

extra rate of capture = Spcpf. (11) 

This capture is not 100 per cent efficient, however, be-
cause there is some probability that a captured hole will 
be re-emitted and have to be captured again. Thus we 
must correct the extra rate of capture given by (11) by 
the effectiveness of the capture process. This effective-
ness may be calculated by considering the relative 
probability that a positively charged trap will be made 
negative by electron capture rather than by hole emis-
sion. This ratio is controlled by the electron density n. 
The effectiveness of capture is thus: 

effectiveness of capture factor = c„n/ (cot e,). (12) 

In (12), it is evident that the numerator is proportional 
to the rate of capture of electrons by a trap in the more 
positive condition, and the denominator is proportional 
to the total rate at which the trap becomes more nega-
tive. Thus, (12) is the effectiveness with which the hole 
capture described by (11) must be multiplied to find the 
total rate of recombination of hole electron pairs. 

(This method of treating the effectiveness of capture 
factor leads to the correct answer, but the reasoning is 
actually not perfectly valid. It should be noted that the 
capture of the extra holes op disturbs the distribution of 
the traps. This has two effects on the interaction with 
holes. In the first place, the increased number of empty 
traps gives rise to an additional emission of holes, and 
this effect is included in (12). The disturbance has an-
other effect as well; it decreases the capture rate of nor-
mal holes which are present. In considering the effective-
ness factor, only the former term was considered. The 
neglect of the decrease in capture of the normal hole 
density is, however, exactly compensated by another 
neglected term. This compensating term is the decrease 
in emission of electrons due to the decrease in the num-
ber of negatively charged traps. These neglected factors 
are in the same ratio as those considered, and thus their 
inclusion does not alter the effectiveness of capture 
factor. Thus, the fact that the particular effects con-
sidered in (12) lead to the correct ratio turns out to be a 
consequence of the detailed-balance equations, (4) and 
(5), which hold in the equilibrium condition. We return 
to this point more fully in Section V, which deals more 
rigorously with the theory of small disturbances.) 
This total rate of recombination must be equated to 

the rate of generation in the steady-state condition. Ac-
cordingly, we obtain 

gL = opc,ennAcnn + ep)• (13) 

This equation may be rewritten in terms of the densities 
ni and n*, discussed above. From (9b) and (3) we obtain 

f/(1 — f) = n/ni 

f = [1 + (ni/n)]-1. 

(14) 

(15) 

The effectiveness factor (12) may be written in the form 

nan (e,/c„)] n/(n n*) -= [1 (n*/n)]-1 (16) 

from which it is seen that if the semiconductor is in the 
equality condition, the effectiveness of capture is 50 
per cent. If it is more n-type than the equality condi-
tion, the effectiveness of capture approaches 1; if it 
is less n-type, the effectiveness of capture becomes small, 
being equal to n/n*. 

Using the definition given earlier for lifetime and com-
bining (13), (15), and (16), we obtain 

T P 8P/gL = TP0 ( 1 + —1 (1 —n*) (17) 

in which the limiting lifetime r, is 

Tpo 1/c,„. (18) 

Evidently r, is the lifetime in a heavily doped n-type 
sample in which every trap is in the negative condition 
(i.e.. n>>ni), and there is no probability of a captured 
hole being re-emitted before it is eliminated perma-
nently by an electron (i.e., n»n*). 

Eq. (17) has an evident interpretation in terms of the 
mechanisms we have just discussed. The two parenthet-
ical factors represent an increase in lifetime due to a 
decrease in effectiveness of the recombination process. 
The first factor corresponds to the average number of 
times that an added hole must approach traps before 
encountering a negatively charged trap. If n is sub-
stantially greater than n, the Fermi level lies well above 
the energy level of the trap, and all of the traps are 
negatively charged. In this case, the factor is unity. On 
the other hand, when n =n1, half of the traps are in the 
empty condition, and only half of the traps can capture 
holes. Under these conditions, the number of approaches 
to traps is doubled, and so is the lifetime. For smaller 
values of n, the fraction of the traps which are in a condi-
tion to capture holes varies directly as n, and the num-
ber of times a hole must approach a trap in order to be 
captured thus varies inversely as n. This corresponds to 
the limiting form when n is substantially less than ni. 
The second factor in (17) plays a similar role, but its 

mechanism is different. It represents the number of 
times a hole must be captured before it finally recom-
bines. If n is substantially greater than n*, then electron 
interactions with the traps proceed at a much greater 
rate than hole interactions. Under these conditions, it is 
very likely that a hole captured by a trap will combine 
with an electron before it is reemitted, and in this case 
the factor of (17) is unity. On the other hand, if n is 
equal to n*, an empty trap (i.e., a trapped hole) is 
equally likely to become negative due to electron cap-
ture and hole emission, and consequently hole capture is 
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only 50 per cent effective in producing recombination 
with the consequence that the lifetime is doubled over 
what it would be if every captured hole were recom-
bined. 
The fact that the two parenthetical expressions of 

(17) are similar in form means that, by studying the 
dependence of lifetime upon doping level, it is impossible 
to distinguish, in some cases, between the energy level 
and the equality level of a trap. This point is discussed 
below in connection with the figures in this section, and 
a method of distinguishing is discussed in Section VI. 

Precisely similar reasoning can be carried out for the 
case of electron capture in a p-type specimen. This leads 
to 

r. = T no (1 ± P ') (1 + —P*) (19) 
P pl 

r,,,, = 1/c.. (20) 

We next consider how the lifetimes given by (17) 
and (19) depend upon the impurity density and hence 
the Fermi level of a specimen. For this purpose, we use 
diagrams which show how the logarithm of lifetime 
varies with Fermi level. In (19) three types of behavior 
are possible: 

1) p may be greater than both pi and p*; in this case, 
r„ is constant and equal to r„,,; 

2) p may be greater than one of the two quantities 
and smaller than the other; in this case r„ varies 
inversely as p; 

3) p may be smaller than both of the two quantities 
p, and p* ; in this case, rn varies inversely as p2. 

Similar results apply to 4, in which case the effects depend 
upon the relative values of n, n*, and ni. We illustrate 
below how these three possibilities affect the appearance 
of the lifetime vs Fermi level curve. 
We consider next the limiting values approached by 

'4 and rn as an intrinsic specimen is approached. The 
assumptions on which the r's are based are not valid 
for an intrinsic specimen; however, it is pertinent to 
consider the values obtained by extrapolating the for-
mulas for r„ and r,, to the intrinsic case. Actually, the 
two extrapolated values are equal at the intrinsic con-
dition for which both p and n are equal to ni. This re-
sult may be readily established by carrying out the fol-
lowing series of manipulations which show the identity 
of the two limiting forms: 

= r„„ (1 —ni) (1 —n ) 
ni 

nin* (ni ni 
= 

ni2cp —ni +  1) (-; +  1) n 

--  ene,, (pi ± à (p + 1) 
c„2ni2cp ni ) \ni 

= r„, (1 + —P 1) (1 + 1±-*) . 
ni ni 

The equality of the two r's extrapolated to ni is useful 
in seeing how r varies over the entire range of conduc-
tivities. 

In Fig. 2 the dependence of r upon the Fermi level is 
illustrated for four cases. On the figure, two energy 
levels are introduced: Et and E*. These correspond to 
the position of the Fermi level, which leads to the densi-
ties niPi and n*p*, respectively. A line of unit slope on 
the figure corresponds to an actual slope of 1/kT. Thus, 
slopes of unity will be obtained whenever one of the 
r's of (17) or (19) depends upon a first power of n or p. 
Slopes of 2 are obtained where the quantity depends 
inversely on the square of n or inversely on the square 
of p. The curves have been shown as straight lines with 
corners. This is accurate except near the intersections 
of the straight-line segments, in which there is a round-
ing off, extending approximately kT to either side of 
the limiting energy value. 
From (17) and (19), it is seen that Et and E* enter 

the equations in an entirely symmetrical way. Thus, 
exactly the same set of diagrams will be obtained by 
interchanging the two energies. In every case, the hori-
zontal lines in the region of heavy doping correspond 
to r„,, and re  as given in (18) and (20). 

III. LIFETIME AND DIFFUSION LENGTH 

The definition of r„ used in Section. II is a steady-
state value. Whenever the hole density in an n-type 
region continuously exceeds its equilibrium value by 
sp, each unit volume acts as a sink for holes of strength 
Sp/r„. It does not necessarily follow from this that r„ is 
the lifetime of photoconductivity; there may be time 
constants associated with holes getting into equilibrium 
with the traps. We discuss these in Section VIII. 

However, the steady-state value ri, is the appropriate 
one to use for calculating diffusion lengths. If the cur-
rent density It, due to hole flow has a divergence div Ii„ 
then each region loses holes at a net rate per unit volume. 

Sp/r„ (1/q) div I„ = g3, (22) 

where g,, is the rate of generation due, for example, to 
generation by photon production of hole-electron pairs. 
As is well known, minority carriers often flow almost 

entirely by diffusion; this is because any net current or 
charge density due to minority carriers flowing by dif-
fusion can be compensated by very small electric fields 
acting on the majority carriers—electric fields so small 
that their disturbance of the diffusion of the minority 
carriers is negligible.' For the case of holes flowing by 
diffusion only in a region where g„ is zero, (22) reduces 
to 

7 This point has proved to be difficult to understand. Treatments 
will be found in W. Shockley, "Electrons and Holes in Semicon-
tors," D. Van Nostrand Co., Inc., New York, N. Y., sec. 12.5; 1950. 
—, "Transistor electronics: imperfections, unipolar and analog 

transistors," PROC. IRE, vol. 40, pp. 1289-1313; November, 1952. 
(21) J. A. Hoerni, "Carrier mobilities at low injection levels," PROC. 

IRE, vol. 46, p. 502; February, 1958. 
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Fermi level. (Lines of slope I on the figure correspond to slopes of 1/kr.) 
cp=c*; (c) epc,,=e.c*; (d) 1 <en/4 <cp/c*. 

8p/rp — D„ (div) 2 op = 

for which the solutions for one-dimensional flow are of 
the familiar form 

exp (± x/Lp) 

where the diffusion length ',pis 

L„ = (Dprp)' 12. 

It is thus evident that the steady state r„ is the correct 
one to use to calculate lifetime for use in an experiment 
in which the exponential decay in distance is measured. 
In calculating /3, the transmission factor through a uni-

form base layer in a junction transistor, it is also evi-
dent that L„ calculated from rp is the appropriate dif-
fusion length to use. (As discussed in Section IX, how-
ever, more complicated considerations apply to alpha-
cutoff frequency.) 

IV. THE ENERGY LEVELS, FERMI LEVELS, 
IMREFS, VOLTAGES, AND CAPACITANCES 

The material of this section is largely analytical in 
nature and derives and collects equations needed in the 
subsequent interpretation. In accordance with the 
customary notation for semiconductors, the energy 
level for an electron at the bottom of a conduction 
band is EG; at the top of the valence band it is E,. We 

are concerned chiefly with the intrinsic level E; which 
lies approximately half way between E, and E,. When 
the Fermi level lies at Ei, the electron and hole densi-
ties are equal and both have the value ni. If the Fermi 
level is raised above Ei by an amount kT, the electron 
density increases by a factor of e and the hole density 
decreases by the same factor. It is thus evident that the 
ratio of electron density to hole density under equilib-
rium conditions increases by a factor of e whenever 
the Fermi level is raised by an amount kT /2. 

Next we derive the expressions for the energy level 
of the trap E1 and the equality level E*. This can easily 
be done in terms of the ratio of electrons to hole density 
for the case when the Fermi level falls at these two 
levels. When the Fermi level falls at E1, the traps are 
half filled and this corresponds to the pair of densities n1 
and pi, as discussed in connection with (8). The ratio of 
the two densities is 

ni/pi = encp/c„e„. (23) 

In accordance with the reasoning presented above, the 
trap level E: lies above the intrinsic level by k T/2 times 
the natural logarithm of this ratio. Accordingly, we have 

E1 = E; (kT/2) in encp/epcn. (24) 

In (34) we give some alternative ways of writing this 

energy level which are related by the detailed balance 
requirement (7) among the four constants. 
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Proceeding in a similar way for the equality level, we 

• note that from (9b) 

n*/p* = epc,/enc,.. (25) 

which leads to a value for E* given by 

E* = (kT/2) ln 44/enc.. (26) 

It is instructive to compare the relationship of Et and 
E*. Subtracting (26) from (24) gives for the difference 

Et — E* = kT ln e„/e,. (27) 

The physical interpretation of this result is that when 
the two emission constants are equal, the balance re-
quirement of equality for the rate of electron processes 
and the rate of hole processes is met when the traps are 
half filled with electrons; this is, of course, the condition 
that the Fermi level lies at Et and thus shows why Et 
and E* are equal when the emission constants are equal. 

It is also interesting to derive an expression for the 
average value of Et and E*. Averaging (24) and (26) 

gives 

(Et E*)/2 = Et (k T/2) in cdc,.. (28) 

It is evident that for this case, if the two capture cross 
sections are equal, Eg and E* are symmetrically placed 

about the intrinsic level E. 
The expressions for Eg and E* can also be derived 

from the expressions for hole and electron densities in 
terms of Fermi levels. We carry out this derivation be-
low and also introduce the expressions for n, p, and f in 
terms of their energy levels and imrefs. The purpose of 
presenting this second derivation is chiefly to obtain 
equations useful in subsequent discussions. The imref 
is in fact defined by these equations and is the value re-
quired for the Fermi level in order to give the prescribed 
density or Fermi factor. Introducing F„, F,, and Ft as 
the imrefs for holes, electrons, and traps, respectively, 
the relevant equations are as follows: 

n = nt exp (F„ — E•)/kT 

p = nt exp (Et — F,)/kT 
= [1 exp (Et — F,)/kT]' 

flf„ = exp (Ft— Et)/kT. 

The last equation is readily obtained from 
the definition that f, is equal to 1—f. 
We now derive some alternative expressions for Et in 

terms of (29) and (32). From (9) and (32), under equi-
librium conditions in which all of the imrefs may be re-
placed by F, we have the following relationship 

ftfp = exp (F — E,)/kT = nIni 

(ngc„/e„) exp (F — E,)/kT. (33) 

This may be readily solved for Et. 

Et = Et kT in enlc,ing 

= Eg kT ln c,ng/e,. (34) 

second line is obtained by proceeding from the ratio 
pi/p and (30). The equivalence between (34) and (24) 
readily follows from the detailed balance relation (7) 
which leads to the following equalities: 

(29) 

(30) 

(31) 

(32) 

(31) and 

(e/c/4)' = enCp/epCn = (Cpni/ep) 2 (35) 

and these equalities lead readily to the equivalence of 

(34) and (24). 
A similar procedure may be employed with the starred 

densities and leads to 

E* = Eg kT ln e,/cnnt 

= Et kT ln c,nglen. (36) 

The equivalence of (36) to (26) also follows from the 
detailed balance condition on the constants. 

It is convenient to introduce a set of voltages. One 
of these is defined as the electrostatic potential in the 

semiconductor and is given by 

Et = qV g, Vg = — Eg/q (37) 

where —q is the charge on the electron. We may inter-
pret this equation as follows. Suppose the zero of volt-
age is represented by a copper bar sunk in the earth. 
Let us imagine that we remove an electron from this 
copper bar and place it in the semiconductor. Suppose 
that the electron was initially in an energy state at the 
Fermi level in the copper bar and when placing it in the 
semiconductor we place it at an energy level equal to 
Et. (For this purpose, we may have to imagine that there 
is an impurity or trap in the semiconductor which hap-
pens to have its energy level at Et so that there will be a 
place into which we can put this electron; this restric-
tion is not really necessary, but the argument to show 
that it is not would be out of place here.) By definition, 
the energy required to make this move is Et; that is, we 
define Et in respect to a zero, which is a copper bar sunk 
into the earth. If the semiconductor consists of a small 
sphere supported by an insulator, then the value of Eg 
will depend upon the net charge on the sphere and will 
vary in accordance with the conventional formula re-
lating voltage to capacity to ground. Voltage difference 
is energy difference divided by the quantity of charge 

moved, thus leading to (37). 
We may similarly define three quasi-voltages for 

electrons, holes, and traps: 

Fn= — e rn, Fp = qVp, Ft = — qV g. (38) 

Under conditions of thermal equilibrium, all of the 
quasivoltages except 17t assume the same value V, given 

by 
F = — qV. (38a) 

This is the voltage which would be read on a voltmeter 
connected between the semiconductor and earthed 
copper post, provided the impedance of the voltmeter 
were high enough so that it did not disturb the situa-
tion. We also introduce an effective thermal voltage V. 

The first line of (34) comes directly from (33), and the kT qV,. (39) 
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The energy levels Et and E* may also be expressed in 
terms of voltage: 

Et — Et = — qUt, E* — Et = — qU*. (40) 

The values of these quantities are readily found to be: 

(It = (V0/2) in epc./e.c„ (41) 

U* = (V0/2) In e.c./44. (42) 

In terms of the quantities just introduced, we may 
rewrite the equations for n, p, and f as follows: 

n = It; exp (V1— V.)/Ve (43) 

p = nt exp (V„ — V1)/Ve (44) 

f = [1 exp — (171 Ut — V t)/ V ef-i (45) 

flip= exp (V1+ Ut — V,)/V,. (46) 

The signs in these equations are easy to remember. 
Take, for example, the equation for n. It states that if 
the electrons are in equilibrium with the distribution at 
voltage V., then the electron density in the semicon-
ductor will be intrinsic if the electrostatic potential V. 
of the semiconductor is equal to V. On the other hand, 
if V. is more positive than V„, the semiconductor is 
relatively more attractive, and the electron density is 
raised by a factor of e above the intrinsic value each 
time the voltage Vi increases by thermal voltage above 
V. Eq. (44) has a similar interpretation except that the 
positive charge of holes tends to make a more positive 
charge on the semiconductor repel them. In (45) Ut is a 
measure of how much more attractive one of the traps is 
than the intrinsic level. Consequently, if Ut is positive, 
the traps may be half filled, even though the electrons 
in the traps are in equilibrium with a voltage V, which 
is more positive than 
One of the principal reasons for introducing (43) 

to (46) is to enable us to use the variations in quasi-
voltages in an equivalent circuit for time-constant ef-
fects involving traps, in a subsequent section. For this 
purpose we note that if all of the quasi-voltages deviate 
by small amounts, denoted by small letters, from their 
equilibrium values, the following changes in densities and 
in f arise: 

=- n(vi — v„)/ve 

Op = p(v, — vt)/Ve 

8(ln f/f„) = 8f/f f„, = (vt — vt)Ve 

Of = ffp(vi — 

(47) 

(48) 

(49) 

(50) 

Eqs. (47)—(49) are readily obtained by differentiating 
the logarithms of (43), (44), and (46), and (50) follows 
directly from (49). 

It is convenient to express the coefficients in these 
equations in terms of pseudo capacities. For this pur-
pose, we note that the change in potentials results in a 
net change in charge per unit volume given by 

pbp — %ref 

C.(v. — yi) Gp(vp — Ct(vt — y2) (51) 

where the coefficients C, Cp, and C, are given by 

qn/Ve, C„ qp/Ve, Ct qNtf fp/Ve. (52) 

These quantities have the dimensions of capacitance 
per unit volume or farads per cubic centimeter or per 
cubic meter, depending upon the system of units used. 
The form of the capacitance Ct is of interest. The 

total possible change in charge on traps is one electronic 
charge per trap, or qNt per unit volume. This change 
occurs most rapidly just as the Fermi level passes the 
trap level. When the Fermi level lies on the trap level, 
both f and f„ are equal to one half. Eq. (52) shows that 
the maximum value obtained for this capacitance is as 
if 25 per cent of the total possible change were produced 
by a voltage swing of thermal voltage just as the Fermi 
level passes through the trap level. If the Fermi level 
lies a substantial distance on either side of the trap 
level, then either f or f„ will be very small, and the 
capacitance will accordingly be small. The integral of 
CI integrated over voltage is just equal to qISIt as may 
readily be derived using relationships like those of (49). 

Except in space-charge regions such as occur at p-n 
junctions or near the surfaces of semiconductors, charge 
neutrality must be preserved. This restricts variation in 
the quasi-voltages to such values that (51) is equal to 
zero in the body of the semiconductor. 
The theory developed for traps may also be applied 

to surface traps. In this case, Cg may be defined as a 
surface density with NI being, in this case, the number 
of traps per unit area of the surface. In this form, CI may 
be conveniently used in deriving equivalent circuits for 
surface effects involving traps. 

V. SMALL SIGNAL THEORY AND EQUIVALENT CIRCUIT 

In this section we consider small disturbances from 
the equilibrium situation and derive an equivalent cir-
cuit which can be applied to both steady-state and 
transient situations. We make use of the quasi-voltages 
and capacitances discussed in the previous section and 
relate these to the electronic processes involving the 
traps. 
We deal with the problem on a unit-volume basis and 

derive equations for the rate of change of electron 
density, hole density, and average state of charge of the 
traps. The equation for the rate of change of electron 
density is 

dnld = enf — c.nf„ g., (53) 

where the first two terms represent the normal processes 
involving electron emission from full traps and electron 
capture into empty traps. The term g,, represents addi-
tional electron generation not produced by the normal 
processes involving the traps. It may, for example, 
represent generation of electrons by electron-hole pair 
formation by light absorption. In this case, an equal 
generation term occurs for holes. The term g,, may also 
represent a divergence of electron flow as discussed in 
Section III. Still another possibility is that it may repre-
sent electrons entering the semiconductor by bombard-
ment of the semiconductor with electrons from a Van de 
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Graaff generator. We need not specify the origin of gn 
at this point. The reader may find it convenient to imag-
ine that it is produced by photon absorption when try-
ing to give physical interpretation to the equations. 
The corresponding equation for rate of change of hole 

density is 

dp/dt = e,f, — eppf + b. (54) 

The equation for rate of change of fraction of traps 
that are full is given by 

idf/dt = (c.n cp)fp — (cpP en)f gt. (55) 

The first term after the equal sign represents the rate at 
which traps change from the empty to the full state, due 
to electron capture and hole emission, and the negative 
term represents changes. in the reverse direction. If 
these two terms alone were present, it is evident that the 
excess of the first over the second represents the net rate 
of increase of full traps, and this is, by definition, equal 
to the trap density Art times the rate of increase of the 
fraction f of these which are full. The term gt represents 
changes due to other causes such as, for example, the 
absorption of photons with just sufficient energy to 
excite holes from the traps; for such a process gt would 
have a positive value. The energy of the photons in such 
a case will be approximately Et—E,. It is evident that 
if such a process occurs, it will make equal contributions 
to the gt term in (55) and the g, term in (54). A negative 
contribution to gt and an equal positive contribution to 
gn would arise from optical absorption which excited 
electrons from the traps into the conduction band. 

Eqs. (53) to (55) are valid for arbitrary values of n, 
p, and f, subject only to the conditions discussed in 
Sections I and II that the processes are such that con-
stant coefficients may be used to describe the elemen-
tary capture and emission processes. In the remainder of 
this section, however, we restrict our considerations to 
small disturbances from equilibrium. 
We denote thermal equilibrium values of the quanti-

ties concerned by symbols n, p, and f, and the disturb-
ances by 8n, Sp, and 6f. Under conditions of thermal 
equilibrium, detailed balance requires—as discussed 
previously—that electron capture and electron emission 
exactly balance. Let the rate at which each of these proc-
esses proceeds per unit volume under conditions of 
thermal equilibrium be denoted by X.. In terms of X„, 
we introduce R., an effective resistance on a unit volume 
basis (R,, has dimensions of ohm cm8), and a set of cor-
responding quantities for holes, as follows: 

enf = c.nf, X,, V 8/ qR. (56) 

e„f, = ci,pf X, V 0/qR,. (57) 

The behavior of the two resistances as a function of n 
or p is very simple. For n>th the traps are filled, X. 
has its maximum value e., and R. has its minimum value 
Vo/qe.. For n <n1, the value of R. is increased by a 
factor of ni/n=p/pi. Similarly, R, is constant for 
p> pi and increases linearly with n for n> n3. 

The rate of change of electron density, given by (53) 
can be expressed in simplified form in terms of X. by 
considering the fractional disturbances in the variable 
quantities of (53). This leads té 

an/dt = X.6f/f Xn6f/fp — Xn8n/n ± 6g. 

= X.6f/f f, — X,05n/n 4- kg. 

X.(v, = v,)/Ve — X.(v,— v.)/Vo 4- Sgn. (58) 

In this equation we have represented the disturbance 
due to additional electron generation as 6g.; it is, of 
course, understood that g,, itself is zero, corresponding 
to thermal equilibrium for the undistrubed condition. 
The expressions in terms of the 61, quantities follow from 
(47)—(50). It should be noted in (58) that the relation-
ship between f and f, and the equality of the emission 
and capture terms leads to the coefficient of 8f having 
the product ff„ in the denominator; this permits its ex-
pression readily in terms of a difference in the pseudo 
voltages. 

If (58) is multiplied by —q, then the left side becomes 
the rate of change of charge per unit volume due to 
changing electron density. As discussed in Section IV, 
this can be expressed in terms of the electron capacity 
C.. Eq. (58) can then be rewritten in the form 

C„d(v. — v,)/dt = (vt — v.)/R. in (59) 

in which we have introduced an effective electron gen-
eration current 

in = — qt3g. (60) 

which represents algebraically the accumulation of 
positive charge per unit volume due to electron genera-
tion. 

Proceeding similarly with (54) and (55) we obtain 

C,d(v, — v,)/dt (vt — v,)/R, i„ (61) 

Ctd(vt — v)/dl = (v. — vt)/R.± (v, — v,)/R9 (62) 

For convenient reference, we repeat the expressions for 
the capacitances derived in Section IV. 

Ci = ql\rif fp/Vo, C, = qp/Vo, C,, = qn/Vo. (63) 

The expressions for the currents per unit volume are 

it = — qdgt, qt5g,„ in = — The equivalent circuit corresponding to these 
4) 

se equa-
tions is shown in Fig. 3. 

The Case of Small Trap Density 

We investigate the consequences of this equivalent 
circuit in more generality in subsequent sections. In 
order to illustrate its significance at this point, let us 
deal with the simplified case in which the trap density 
is made very small. By very small, we mean that the 
capacitance CI is much smaller than either C. or Cp. 
Furthermore, we assume that we are dealing with an n-
type semiconductor so that C. is very much larger than 
C. (The results for a p-type situation can be obtained 
by exchanging n and p.) 
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Fig. 3—The equivalent circuit for small disturbances from 
equilibrium for holes, electrons, and traps. 

In order to illustrate the significance of small CI, let us 
suppose that the system is disturbed by a flash of light. 
If the energy of the photons is greater than the energy 
gap, the net result will be to generate hole-electron 
pairs, and this is equivalent to adding a positive charge 
to C„ and an equal negative charge to Co. The voltage 
developed across C„ will thus be negligible compared to 
the voltage y, developed across C„. 

This disturbance will set up two transients corre-
sponding to the two normal modes of relaxation for the 
circuit. If the trap density is very small so that Cg is 
relatively a very small capacitance, the shortest relaxa-
tion time will involve charging Cg to the potential corre-
sponding to the ratio of division of the voltage y, be-
tween R. and R,. Subsequent to this transient, C„ and 
Co in series will discharge through the two R's also in 
series. It is this latter process which represents the nor-
mal relaxation. 

This relaxation evidently satisfies 

C.-')d(v, — v,,)/di 

= (v. — v„)/(R,± R.) i, (65) 

where the first coefficient is the series capacity of the two 
capacitors. This leads to a relaxation time for the circuit 
of 

r (relaxation) = C,C.(R,± R.)/(C„ C.). (66) 

This expression is valid for n type or p type and is the 
same for both holes and electrons. It is limited to small 
trap densities and small signals. The condition of elec-
trical neutrality requires that On and Op be equal and 
thus that 

CpVp CnVn = 0. (67) 

From this it follows that for a steady-state condition 
the current 8i, produces the voltage drop of (R„±R.)i, 
across the resistors and a charge of Op equal to this 
voltage times the capacitance of the two capacitors in 
series. Thus the charges on the two capacitors are equal 
and opposite and 

qOp C„C.(R, R.)i,/(C, C.). (68) 

The steady-state lifetime, defined in Section II as the 
time required for the hole generation i,/q to produce the 
accumulation bp of holes, is thus 

r (steady state) = 8p/(i,/q) 

= C„C.(R, R.)/(C,± C.) 

To. (69) 

Therefore, the two definitions of lifetime lead to the 
same expression. We denote this lifetime by ro corre-
sponding to the situation Ng-40. 
The reason for the simplification in (69) is that for 

No—,0, we are dealing with a situation with one degree 
of freedom. For values of Ng so large that Ce cannot be 
neglected, there are a number of different possible values 
for r depending on the definition. These we consider in 
later sections. 

For nonintrinsic specimens, the smaller of the C's 
dominates the series capacity. For an n type specimen 

C,,/C,, = n/p = n2/ni2 >> 1 (70) 

and the lifetime To can be written as 

r, = Cp(R? ± R.) (71) 

where the subscript p implies holes in n type. 

Relationships of Equivalent Circuit to Effectiveness Term 
of Section II 

We next show that (71) reduces to the form derived 
in Section II, and then show how the effectiveness term 
discussed in Section II actually arises. In terms of the 
definitions of the resistance terms given in (56) and 
(57), the expressions for r, may be reduced to the form 
of Section II as follows: 

r, = Cp12,,( ) R, = C,R,  X. 

qp  Vo  
[1 -F (epfp/c.nj;)] 

Vo qc,pf 

„ ( 1 ± 1-1 (1 ± 1-1*-) =  
n 

(72) 

where r„,, replaces C„-1 in the last line in keeping with 
(18). In (69) it is seen that the product of the first two 
factors in the last line represents the relaxation time or 
lifetime, C,R,, in the equivalent circuit of Fig. 3. Thus, 
they correspond to the situation in which R. is zero. In 
the discussion of Section II this corresponds to the re-
combination process neglecting the disturbance of f due 
to sp. In this Section, neglecting Of is equivalent to set-
ting the voltage vg equal to zero. 
The last factor 1+ (n*/n) of (72) is seen to be the ratio 

of the total resistance R,, +R,, to the resistance R„. This 
factor is the reciprocal of the effectiveness of capture 
factor given in (12). 

We are now in a position to see why the effectiveness 
of capture factor (12) was correctly derived by consider-
ing only hole emission and electron capture terms in its 
derivation. We show that the argument given in Section 
II is actually a superposition operation when viewed in 
the light of the equivalent circuit of Fig. 3. The process 
of considering the hole capture rate to be c,f8p, neglect-
ing the change Of, is equivalent to applying a voltage 
y,=q8p/C, while grounding yo and yg. We shall refer to 
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the resulting distribution of voltage and current as 
Distribution Prime in the tabulation given below. In 
this distribution the current i„, which we denote by 
I(8p), is evidently 

= .1(8p) = v,/R, = Op/ RpCp. (73) 

The subsequent considerations of Section II regarding 
the effectiveness of capture factor correspond to a Dis-
tribution Double Prime in which v, and y„ are grounded 
and the current I(6p) is introduced at the vt point. This 
current divides with a fraction X./(X.+X„) flowing to 
C. and the remainder flowing back to C, and reducing 
the net rate of hole capture. 

Superimposing these two current voltage distribu-
tions (which is possible because we are dealing with a 
small signal theory) yields the situation represented in 
(69). In the following tabulation, some quantities not 
needed for the argument are omitted. 

Distribution Prime: 

Impose: 

1(8p), = yt' = 0 

Consequence: 

it' — I(13p), i = 0, = 1(&p)/ Rp. 

Distribution Double Prime: 

Impose: 

= 1(8p), y," = O = yr 

Consequence: 

= — I(5p)12/(R„ Rp) 

= — I(8P)1?»/(R1,-' R.-') 

— 1(8p)X„/(X„-1- X,), 

similarly 

in" = — l(âp)x./(xn+ xp) 
vt" = (not needed for argument). 

Superimposed Distribution, Triple Prime: 

vp'" = vp', v„"' 0, vim ? 

in" = — l(op)x./(xn+ 
¡pm -F ip" = l(Ôp)x./(xn+ 

The net rate of recombination is thus 

SL = i," /q — q—'1(e5p)X„/(Xn X„) 

= Sp(R„C„)—'Xn/(Xn + X,) 

and this is readily seen to be equivalent to (72) as it 
must, since the superimposed distribution is equivalent 
to the current flow that leads to (69). 
Thus the X./(X.+Xp) factor, which arises from 

Double Prime, is seen to represent the fraction of cur-
rent flow produced by disturbing vt which proceeds to 
C.. This fraction is physically equivalent to the fraction 

of trapped holes producing a disturbance Sf which are 
recombined by electron capture. 
The reader may well ask: What is the point of estab-

lishing this same result over and over again? The reason 
is that a rather subtle but significant point is involved. 
In Section II when we calculated the effectiveness of 
capture factor, we considered only cnn and e,. We neg-
lected the effect of of upon enf and cppf. Actually, these 
terms are also important. However, the ratio of electron 
processes to hole processes due to disturbance Of is 

X„ = c — ot ent 

X9 cppf 
(74) 

so that the neglected terms are in the same ratio as the 
considered terms. This equality is a consequence of 
detailed balance as given in (56) and (57). 
There are four ways of writing X./X„ using terms in 

(56) and (57): 

Xn n p* en! cnnfp RP 
= - = 

X, n* p epf, eppf R„ 
(75) 

The form n/n* permits writing (72) for rp in terms of 
n only. The other forms are useful for other purposes. 

VI. THE COMPLETE SMALL SIGNAL EQUATIONS 

As a starting point for several possible extensions of 
the theory, let us write down for a homogeneous body 
the equations governing the electron density, the hole 
density, the state of charge of the traps, and the electro-
static potential. The equations apply for small signals 
so that the capacitors and resistances of Section V are 
constant. Also, the electric fields and frequencies are 
low enough so that the mobilities and diffusion con-
stants are constant. 
On the basis of these assumptions, the equations 

governing small signal disturbances are 

C,d(v, — vi)/dl = (vi — v,)/R, — V • 0-,Vv, i, (76) 

Cel(v. — vi)/ di = (vi — v.)/ RnV • unVv. ± in (77) 

Cid(r), — vi)/dt = (v, — y)/R, (vn — vg)/Rn (78) 

KPEOV2Vi = (C p+Cn+C g)Vi - C pVp 

CnVn CIVg. (79) 

The new term in (76) is the divergence of the hole cur-
rent produced by diffusion and drift. This current is 
—o-„Vvi, and vanishes when the imref for holes is con-
stant. The o• quantities are the conductivities due to 
holes and electrons 

qi.L„p and un = pet. (80) 

Derivations of the current expressions are given in 
various references. 8-1° In brief, we have 

8 W. Shockley, "Electrons and Holes in Semiconductors," op. cit., 
p. 302. 

W. Shockley, "The theory of p-n junctions in semiconductors 
and p-n junction transistors," Bell Sys. Tech. J., vol. 28, pp. 435-
489; July, 1949. 

1° R. D. Middlebrook, "An Introduction to Junction Transistor 
Theory," John Wiley and Sons, Inc., New York, N Y.; 1957. 
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current density due to holes 

= q(— DV, + p„pE) = — qp,pVv„ (81) 

the last expression following from the definition of p in 
terms of ni, Vi, and V9, and the electric field E in terms 
of V. as follows: 

DpV2, = (D,p/V8) 17(V, — Vi) = mppv(17, — V,) (82) 

= — iipp‘717t. (83) 

The terms i„, i., and it have the definitions of Section 
IV and are currents per unit volume generated by 
light absorption, bombardment, and the like—in fact, 
everything except particle flow and normal processes 
involving the traps. 

Eq. (79) is simply Poisson's equation. 

Eqs. (76)—(79) constitute a set of four partial differ-
ential equations in the four unknowns: v„, v„, vt, and vi. 
In principle, they can be solved subject to certain 
boundary conditions. In the next two sections we deal 

with homogeneous cases in which none of the disturb-
ances depend on position. For these cases the charge 
density must vanish and the terms involving a-n and u, 
vanish. 

In Fig. 4 we represent the distributed line correspond-

ing to (76)—(79). We do not attempt to discuss them 
fully. The following remarks may be helpful to the in-
terested reader. 
Four cases are shown: 

a) The situation represented corresponds to a rod 
of unit area. If the length of each unit is dx, then the 
top capacitor and the horizontal resistors are 

Kpeo/dx, dx/cr,, dx/e. 

and the recombination resistors and capacitors are 

R,/dx, R/dx, C„dx, Cidx, C.dx. 

b) The situation in an n type specimen, u., is as-
sumed very large, and so is C. This represents the 
situation treated in Section IX. 

c) This represents a dc situation in which no currents 
flow. The model requires that there be no net charge on 
the condensers surrounding a node. A disturbance in 24 
is attenuated down the line of capacitors. The attenua-
tion length is the Debye length. 

d) This represents the situation treated in Sections 
VII and VIII. The disturbance does not depend on 
position, and the sum of the three currents vanishes. 

VII. SMALL SIGNAL, LARGE TRAP 

DENSITY, STEADY STATE 

In Section V, the equivalent circuit was treated for 
the case of small trap density so that the charge on CI 
was negligible compared to that on C„, the capacitor for 
minority carriers. In that case the system is essentially 
one with a single degree of freedom, namely the relaxa-
tion of C„ through R„ and R.; consequently, the tran-
sient and steady-state solutions lead to the same lifetime. 
For large trap .density, there are two relaxation times, 
which may be comparable; in general, neither of these is 

(a) 

(b) 

." 

(c) 

(d) 

It  

Fig. 4—Some equivalent circuits representing a semiconductor as a 
distributed line. (a) The complete small signal circuit. (b) The 
circuit suitable for minority carrier flow in n-type material. (c) 
The thermal equilibrium case which leads to the Debye length. 
(d) The homogeneous case. 

equal to the steady-state lifetime. In this section we 
derive the steady-state lifetime and compare it with the 
transient lifetime in the next section. 

Since we are dealing with a homogeneous case, vt is 
independent of position, and the charge density is zero. 
The actual value of vt is unimportant, since it simply 
represents potential of the specimen in respect to 
ground. Accordingly, we eliminate vt by introducing 
u„, u., and ut, defined as follows: 

u, Vp Vt, 24. —= — Vi, Us = Vi — Vi. 

The differential equations (76)—(78) then become 

C„du,/dt = (ut — u,)/R, i„ 

C.du./dt = (ut — u.)/R. 

Cidut/dt = (u, — ut)/R„-F (u. — 24,)/R„ ± it, 

and the condition of neutrality is 

Cpu„ C.u. Clut = O. 

(84) 

(85) 

(86) 

(87) 

(88) 

We now apply these to the case of steady-state gen-
eration by photon generation of hole-electron pairs. 
This gives 

i„ = q5g, = — it = 0. (89) 

Inserting these quantities in (85) and (86), we obtain 

U9 — ut =-- R,i, 

Ut — Un = R.i„ 

(90) 

(91) 

which state that the generation current produces volt-
age differences equal to the ohmic drops across the re-
combination resistances. The actual voltages must give 
electrical neutrality in accordance with (88). Solving 
(88), (90), and (91) simultaneously leads readily to 

u, i,[(R, .12.)C. -1- R,C1]/(C,-F C.+ Ct) (92) 

u. = — ip[(R„ R.)C,+ R.Ct]/(C„ + C,, ± CI) (93) 

ut = i,(R.C. — R,C,)/(C„ C. ± Ct). (94) 
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In terms of these relationships, we may define a steady-
state hole lifetime rp(ss) as for (10) 

rp(ss) =- r„(steady state) = Cep/4 

= Cp(R„ R) 1 ± RpCi/C„(R,-1- Rn) 
n   (95) 
1 ± (Cg/C.) (C„/C.) 

This expression reduces to that of Section V if either 1) 
Cg<<C, or 2) R„«12„. In case 1, the condition of Section 
V applies, and the presence of Cg cannot cause an ap-
preciable voltage to appear across C.; consequently, the 
full voltage drop of (R,-I-Rn)i„ appears across C„. In 
case 2, the voltage drop across Rn is negligible and, again, 
the full voltage drop appears across C„. 
By writing the quantities in (95) in terms of the trap 

constants, it may be re-expressed as follows: 

r,, (steady state) = rp(ss) 

rpo[n n1 ± Ng(1 n/n0-1] rao(P + Pi) 
n p + Ni(1 n/ni)-1 (1 ni/n)-1 

which is the form given in the original Shockley-Read 
treatment, and the symbol r„(ss) is introduced for use 
in subsequent equations. 

Several remarks should be made about the expression 
for r„ (steady state) of (95). From its definition in terms 
of the ratio of minority carrier density to recombination 
current per unit volume, it is evident that (96) is the 
appropriate lifetime to use in calculating minority car-
rier diffusion lengths. The reasoning is the same as that 
presented in Section III. 
On the other hand, r„ (steady state) is not adequate 

for describing the change in conductivity of a specimen 
in which a fixed and known generation of hole electron 
pairs is being produced. For the situation of Section V, 
bp and Sn are equal to each other and to r„(ss) times the 
generation current per unit volume. The photocon-
ductivity is thus 

(96) 

80" = (!.i,, ± µ.)rp(SS)ip. (97) 

Unless Cg is small compared to both C„ and C., how-
ever, 8,, and S. will not be equal. The change in con-
ductivity can be conveniently expressed in terms of two 
other steady-state lifetimes, defined from (93) and (94) 
just as (95) is defined in terms of (92). Thus, we write 

r.(ss) = — 

rg(ss) = Ca4g/ip. 

(98) 

(99) 

The positive charge densities per unit volume due to i„ 
are thus 1„ times the corresponding r's for holes and 
traps, and times minus r.(ss) for electrons. The change 
in conductivity is thus: 

= µ,r,(ss)i, mnr.(ss)i„ 

= Gip + gn)rp(SS)ip µnrt(SS)ip. (100) 

The last form results from the effect of the electrical 
neutrality condition (88) upon the definitions of the r's. 
The effect of rg may be quite large in (100). For exam-

ple, if the Fermi level lies below E*, R> R,,, and if CI is 
larger than C„ and less than C„, which may well occur 
for strongly n type material, then r,„(ss) will be ap-
proximately C„Rn and rg(ss) will be CgR.. Thus, holes 
will be in effect trapped for a long time in the traps, and 
there will be many more mobile electrons produced than 
mobile holes. (These extra electrons do not diffuse with 
a diffusion length given by Di, and r. (steady state); see 
Section II and references.) 
A systematic treatment of the dependence of the r's 

upon trap density and Fermi level can be presented in 
terms of El, E*, and the Fermi level. In order to under-
stand the relationships, we rewrite the three r's as 
follows: 

rp(SS) =- To 

r.(ss) =-- To 

1 + 
C 

Cn(R,± Rn) 

Cg 
+ 
C„± 

ro = C„Cn(R, Rn)/(C, Cn) (103) 

re(ss) = r.(ss) — rp(ss). (104) 

=- ToKi, (an) 

= roKo (102) 

The expression for ro is that of (69) and corresponds to 
neglecting the charge on Cg. The correction factors K„ 
and Kn are introduced for brevity. 

Let us consider first the effect of Kp upon minority 
carrier lifetime. The following conclusion can be reached: 

K„, reduces rp(ss) below ro in N-type material if the 
Fermi level lies between Ei and E*. 
This conclusion follows from the fact that in n-type 

material C„<<C., so that K„ may be reduced to 

K„ = [1 ± (Ci/Cn)(1 n*/n)—']/[1 (Ci/C„)]. (105) 

Evidently the numerator is significantly less than the 
denominator only n <n*, which requires that the Fermi 
level lies below E*. The reduction will be significant only 
if Cg/C„ is comparable to unity or larger. 
The effect of Cg in K„ and K. can be used to separate 

E* from Ei experimentally. If a set of specimens is made 
having increasing trap concentration, then the minority 
carrier lifetime will vary inversely as NI and be given by 
ro up to certain value of Ng. Above this value the life-
time will drop more rapidly in specimens having the 
Fermi level and E* both on the same side of E, and the 
effect will be most pronounced for near intrinsic speci-
mens. 
The dependencies of the r's upon Fermi level, Ng, El, 

and E* can be seen in general terms by considering the 
limiting for large N,. For these we find 

rp(ss) = C„R„ (106) 

r.(ss) = C„Rii. (107) 
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Fig. 5—The effect of the charge on the traps upon lifetime. The first row shows the dependence of the resistors of Fig. 3 upon Fermi level for 
three different values of E*, all for the same value of Et. The second row represents the capacities C„, C„, and Ct and certain ratios of them 
as functions of Fermi level, all for the same value of Et. The bottom row corresponds to the top row and shows how the corrections due to 
charge on Ct modify ro (solid line) by the factors K, and K. to give rise to rp(ss) (line of + signs) and rn(ss) (line of — signs); where the 
curves coincide only To is shown. 

On Fig. 5 in the top row the variation of R, and R. is 
shown for three different relationships of E* and Eg. 
Throughout the figure the rounding of corners over a 
range of about 2kT is not represented. The second row 
represents the capacitor values, and their ratios. These 
depend only on Ng and Et. The expression for c, suitable 
for visualizing these curves is obtained as follows: 

Ct = qNtf f„/V, = qN1/(1-1- n/na)(1+ ni/n)17„. (108) 

This is seen to reduce to 

Ct = qnNt/niVa = (Nt/nen (109) 

for n <n1, and to fall off as 1/n> n1. The bottom row 
shows ro as the solid line and the limiting forms of 
rp(ss), and r„(ss) as the lines of + and — marks re-
spectively. 

It is seen that the K, and K. factors always reduce 
minority carrier lifetime and may either raise or lower 

majority carrier lifetime. In each case, there is one value 
of the Fermi level for which both K, and K. are equal 
to unity. This is the case for which no charge accumu-
lates in the traps, and To(SS) is zero. This is seen to corre-
spond to C„R„--C.R., a result consistent with (99) and 
(94). 
The density of traps required to produce a significant 

deviation from the ro curve depends upon the values of 
n1 and e. For an n-type specimen ]as for (105)] and 
Fermi level between Ei and Et, we find 

K,— [1+ (Ndni)(14- n*/ni)-1]/ [1 (Ni/ni)]. (110) 

For this case, the effect will be largest if n*>n, i.e., for 
the Fermi level between Et and E*, and will show an on-
set for Ne=ni. 
A more sensitive situation corresponds to r„(ss) for 

the lower right-hand corner of Fig. 5. For the case of 
n*>n>ni, K5 becomes 
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K. = [1 ± (Nt/P1)(1 ± OM-AM -F (Ntni/n2)]. 

For this case an appreciable effect occurs for Ng= Pt. 
The meaning of this relationship is that, for this case, 
the holes get into equilibrium with the traps more easily 
than the electrons do (i.e., n<n* so that Rp<R.), and 
the ratio of free holes to trapped holes is approximately 
p1/Ne. This situation with Nt»p, corresponds to very 
effective traps with most of the photoconductivity due 

to majority carriers. 

VIII. SMALL SIGNAL, LARGE TRAP 
DENSITY, TRANSIENT 

In this section we assume that the hole and electron 
densities vary as functions of time of the form exp 
(—vi). The results apply to the exponential decay of a 

disturbance. 
Eqs. (84)—(87) can be rewritten in a simpler form 

suitable to this case expressing them in terms of the 

charges on the condensers. We let 

Ceti, = qp, C,u = q., Ctut = qt 

and obtain from (84) the new equation 

C„dupldt = dqpIdt = (ut — up)/ Rp ip 

= Cu/CR,, — Cpup/C9Rp-1- 4. (112) 

We introduce four relaxation constants, which we ex-
press in atomic as well as circuit terms, as follows: 

y,= 1/C,R, = cRf 

7p = 1/CR p = (cp/Nt)(/) ± pi) 

Vn = 1/C.R. Cnfp 

in = 11CtR. = (c./Nt)(n ni) 

and use the neutrality condition 

qn qt = ° 

(111) 

(117) 

to eliminate qt from (112) and the companion equation 

for q.: 

dq,/ dt = — (vp 7„)q„ — -ypqn ip (118) 

(119) dqaldt = — inqp — (v. ± n. 

The solution of these equations corresponds to the 
situation following a flash of light, for example. (In the 
following section, the case of periodic effects will be 
considered. For these i,, = —in to keep charge neutrality.) 

Eqs. (118) and (119) have solutions only if the deter-
minant of the coefficients of qp and q. vanish. This leads 
to a quadratic in y having two real roots. For each root, 
(118) and (119) give the same ratio for qp/q., this ratio 

being 

These equations are equivalent to those published by 
Sandiford6 for i, and 0. They can be transformed 
by straightforward substitutions for the relaxation con-

stants into 

ap/dt = — (cp/Nt)(Ntf p + Pi)8P 
(cp/Nt)(p Pi)8n (120) 

d8n/dt = — (c,,INt)(Ntfp n ni)Sn 

(c„IN t)(n ni)8P (121) 

which are identical with his form. 
If we assume that q„ and qn vary as exp ( —yt) and let 

i„ and in vanish, (118) and (119) reduce to 

(— 7r)41, 7Pqn = 

74p (—P Yn 7.)q. = O. 

(122) 

(123) 

qp 'Yp Pn — in 

q. V Vp7p in 

(124) 

It is evident that the larger root for y is larger than the 
larger of y„±-yp and yn-F-y„ and gives a positive ratio for 
qdq.; it corresponds to a disturbance in which Ci is 
charged opposite to both G, and C„. For low trap dens-
ity, it represents the quick relaxation of the traps. The 
smaller root has y less than the smaller of pp +-y, and 
y.-1-7„. This case has opposite signs for qp and qn and 
for small trap density it represents the decay of photo-

conductivity. 
It can also be concluded from (124) that if yp-1-7„ is 

several times larger than yn-Fy„, then for the larger root 
for y, q„ is larger than q.; i.e., for the faster relaxation 
process more charge is involved on the quick relaxing 
side. This conclusion follows from the fact that the 
larger root is larger than y2,--1-7„ so that 

qpiqn > (PP ± 7p —  Pn = 710/7n (125) 

and the right side is larger than unity. 
The quadratic equation for y may be obtained by 

clearing (124) of fractions and is 

1,2 — V (Vp ± ± Pn ± 7n) ± Pen ± Pen ± Pep = (126) 

This is the standard form of quadratic equation 

ax2 bx c = 0. (127) 

In this equation if b2/4ac is large compared to unity, the 
numerically larger root is approximately —b/a, and the 
smaller is approximately —c/b. If one of the relaxation 
constants is much larger than the others, then b2, be-
cause it contains this constant squared, will be much 
larger than 4ac, which contains only cross terms. If 
b214ac is much greater than unity, the values of y are 

'='" Pp ± 7p ± Pn ± in 

l'Pvn ±  Pen ± 
= 

Vp ip Pn + in 

(128) 

(129) 

These are equivalent to Sandiford's solutions.6 The gen-
eral case can be written as 

= (Pp ± ip Pn ± 7,0/2 ± B/2 

where 

B _ Vn 'yp _ 7.)2 41,eni 

Let us consider several limiting cases. 

(130) 

(131) 
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Small N,, -y's larger than v's 

If Ng is small so that C. is much less than either C, or 
C„, then the y's are larger than the v's. The 4 ac term 
of (127) does not contain a product of y's and thus the 
approximations of (128) and (129) are valid leading to 

= ± 7ra 

for one root and for the other to 

(132) 

= (Pen ± /('yv 7n) 

= (Cp-1- C„)/(Rp+ R„)CpC,,=1/7-0 (133) 

where ro is defined in (69). The solution (132) leads in 
(124) to 

qp/q. = 7p/7. = R,,/R,. (134) 

This corresponds to the charge on Cg leaking off into C„ 
and C„ at rates proportional to 1/Rn and 1/R,.. The 

other solution has y much smaller than the 'i's and 
leads to qp/qn— —1 corresponding to the situation dis-
cussed for (69). 

Large N ,;-y's smaller than v's 

For this case we take CI larger than either C„ or 
The two roots are approximately vp and v,.. The faster 
decay corresponds to a positive ratio for q,/ q,, and most 
of the charge on the condenser having the relaxation 
time nearest to the root. One root thus corresponds to 
electrons relaxing into the traps and the other to holes 
relaxing into the traps. 
There do not appear to be any very simple generaliza-

tions to make for more general cases. A disturbance 
which starts initially with equal and opposite values of 
qp and q„ will decay at two rates obtained by super-
imposing exponential decays with the two roots. De-

pending upon the relationship between the Fermi level, 
Et, E* and the ratio Nt/ni, the resulting situations may 
be quite diverse. 

For example, if -y„<vp and -yp <v„, a situation 
corresponding to hole traps, there will be a relatively 
quick relaxation with decay constant of 1,, of the holes 
into the traps and a slower decay of about 7„ with the 
electrons combining with these holes in the traps. After 
a flash of light the quick decay will thus eliminate the 
holes with a fractional drop of photoconductivity of 
(1 +b)-' where b is the ratio electron to hole mobility. 
The subsequent slower decay will eliminate the electrons. 

IX. SMALL SIGNAL, PERIODIC IN TIME, 
DIFFUSION CURRENTS 

In this section we derive equations applicable to 
minority carrier diffusion due to a disturbance of the 
form exp (iwt-Fax) in minority carrier density. Such a 
solution can be used to calculate the contribution of 
diffusion to the admittance of a p-n junction or the 
transmisdion through the base layer of a transistor. 

For the assumed condition of minority carrier diffu-
sion, the electrostatic potential and imref for electrons 

will be substantially constant (see Section III and refer-
ences quoted there). The divergence of hole diffusion 
current thus plays the role of the current source for 
holes. Thus, we may write 

Cp8up/at = (ug — up)/R, Dpa2C,up/ax2 (135) 

the last term being simply the familiar qDpa'Sp/8x2; 
it can also be derived from (76) using the definitions of 
the imrefs. 

The condition of substantially complete charge 
neutrality requires that the divergence of electron cur-
rent be equal and opposite to the hole current so that the 
sum of the three charge densities 

CpUp = qp, Cntin = qn, Cm, = q, (136) 

remains zero or at least small compared to q„. Proceed-
ing as for Section VIII, we can rewrite the equations in 
the form 

(iw  „, .),p)qp ,ypqn ip = Dpaowaxo (137) 

7,4, -I- (ice -I- vt, = — 12, = — Dpa2qp/ax2 (138) 

where it is assumed that 

q„ and q„ are functions of x times exp (icot). 

The q„ term can be eliminated, and this leads to a dif-
fusion equation in qp: 

Derqp/ax2 = vp(ce)qp (139) 

The 

is 

vp(w) [(ice)' + iw(vp + + in) 

+ (P„ + 7,) (o',, + — »yen] 
±(ico ± v. ± -F—Yp)• (140) 

attenuator factor a for a disturbance varying as 

qp = const exp (iwt ax) 

a = Pp(ca)/Dpi"2. 

This form reduces to the familiar 

a = Ricorp 1)/ DprpP/2 

for the case of small trap density treated in Section V. 
[Let the y's be very large in (140) and see (133)1 For 
large trap densities, it gives effects of trapping on dif-
fusion, as we shall show below. 

The low frequency effects may be obtained by ex-
panding y,(w) in powers of co: 

vp(u) = Po + (144) 

The constant term is: 

PO = (Pen PpYn P ri7P)/(Pn + 7n + ' P) 

= (Cg Cp)/ (CtCpRp CpC„Rp+ CpC.R.) 

= 1/Tp(ss) (145) 

where the second line results from multiplying numer-
ator and denominator by (C,C.CgR.Rp) and r„(ss) is 
given by (95). 

The coefficient of ice is found to be 
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i'v(vp + 7p ± 7n) + (yn 7n)(iln + + 7.)  
(146) 

(v. ± 7n ± -rp)2 

and the expansion of v,(co) up to two terms is valid for 

< Pit + 7n ± 7p. (147) 

If v,, can be neglected because of the large value of C. 
compared to Cs, this reduces to 

Pi = 1 + Pp'Yp(7p 7n)-2 

= 1 ± Cs/Cp[l (Rp/R.)12. (148) 

In terms of v, and vi we may rewrite the diffusion 

equation as 

(Lop/v1)82qp/dx2 = [ico (Po/P O]qp, (149) 

This form is a diffusion equation corresponding to a 
diffusion constant smaller than Dp by a factor vi and a 
lifetime larger than r„ (steady state) by the same factor." 
Thus, vi can be thought of as a trapping factor; the 
fraction of time a hole is free to diffuse is 1/vi so that the 
diffusion constant is reduced by that ratio, and since 
the total number of holes, both trapped and free, is vi 
times the free holes, the effective lifetime is vi times 

larger than r„(ss). 
Thus we are led to introduce still another definition 

of lifetime 

r„ (diffusion) = Vi/yo 

rot 1 + Cs/C„[1 (Rp/R.)]2}, (150) 

the last form being valid for v,, negligible compared to 
the other v's and -y's corresponding to C. much larger 
than C, as in strongly n type specimens. 

If the holes interchange easily with the traps so that 
I?„/Rp=n*/n is much greater than unity, vi becomes 
(Cp-I-Cs)/C„ which is simply interpreted as the ratio of 
holes on traps and free to free holes. On the other hand, 
if nln* is much greater than unity, vi becomes unity; 
the interpretation in this case is that the hole does not 
return to the-mobile condition once it has been trapped, 
i.e., the effectiveness of capture of Section II is unity. 
We consider next how the traps may affect the alpha 

cutoff frequency of a transistor. If the base layer is thin 
compared to 

L(0) = (Dpr„(ss))"2 

then the low-frequency transmission factor 

sech (W/L(0)) = 1 — W2/L2(0) = 1 — E (151) 

will approach unity. One might then expect on alpha 
cutoff frequency of the order of 

f co = Dpi,w2 = D„/IrL2 (0)E 

= 1/7r,(ss)e. (152) 

Thus an estimate of alpha cutoff frequency based on the 
de diffusion length lifetime and e as deduced from dc 

" This interpretation is similar to that given by the author in 
footnote 9. 

alpha may be high by a factor vi because Depivi should be 
used in place of D„ in the expression for alpha-cutoff 

frequency. 
The series expansion of v„(co) is valid for small values 

of co compared to v.-Fyn-Hy,. For large values of co the 
approximation is 

v„(co) = ico v„. (153) 

The interpretation of this equation is that the only ef-
fect which has time to happen is hole capture by the 
traps. The traps do not have time to change charge. 
For this approximation to hold 

(154) 

There are evidently a variety of other situations to 
which the equations of this section may be applied. 

X. RECOMBINATION FOR STEADY-STATE, 
LARGE DISTURBANCES 

In this section we derive some results valid for large 
disturbances in carrier density for steady-state condi-
tions. Although limitations of space and time prevent a 
full discussion, the method of approach outlined here 
should be helpful. Letting 

= = g (155) 

represent the total rate of recombination of holes and 
electrons through traps, we have 

g = g„ = cnnf„ — e„f (156) 

g = gp = cppf — epf„. 

Eliminating the g's from these equations leads to 

f/f,, = (cnn e„)/(cpp en) 

= (c„/c„)(n n*)/(p p*). (158) 

From this we see that the distribution of charge in the 
traps is controlled by electron and hole densities as fol-

lows:" 

denuded: 

p dominated: 

n dominated: 

flooded: 

(157) 

n < n*, p < p*; fil, = e,/e,, (159) 

n < n*, p > p*; f/fp = pulp (160) 

n > n*, p < p*; f/f„ = n/ni (161) 

n > n*, p > p*; f/fp = c„n/c„p. (162) 

Flooded and denuded conditions cannot correspond to 
thermal equilibrium. On the other hand, p dominated 
and n dominated can and in fact they do give the same 

results as (6) for equilibrium. 
Solving (158) for f and f, and inserting in (156) leads 

to 

g = cnc„(np — n;')/(cnn cpP + en ± ep). (163) 

This result shows simply why it is difficult to distin-
guish between Et and E*; interchanging values between 

" This classification was introduced in Sah and Shockley. See 
reference 4. 
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e„ and e, does not affect g and does interchange Et and 
E* without upsetting the detailed balance relationship. 
The functional dependence of g upon n and p and the 

four trap constants can be rewritten in terms of the 
densities niPi and n*p* and a pair of geometric mean 
densities 

n,„ = (nin*)'12, m = (Pie)" 

corresponding to a mean level 

Em = (E: E*)/ 2. 

The result is 

g = 
n pni i 
— + — + — + — 
n,„ Pm n,„ Pm 

The last two terms in the denominator are reciprocals of 
each other and also may be written as 

exp ± (Et — E*)/2kT exp ± (E: — En.)/kT 

= (en/e„)±112 = (n„,/n*)±' etc. (167) 

This shows that the denominator is substantially con-
stant and equal to 

(ene,) 112 [(np/ 142) — 1 j 

(164) 

exp I Et — E*1 /2kT (168) 

so long as n < (the larger of ni or n*) and p < (the larger 
of pi and p*). The bracket in the numerator is simply 

[exp (V. — Vp)/Vej — 1. (169) 

Eq. (166) shows in simple form how the flat region of 
surface recombination velocity discussed by various 
authors" arises in terms of Et and E*. It also is helpful 
in visualizing how the current dependence in p-n junc-

(165) tions arises. 

Two special cases for g should be mentioned. In the 
denuded condition, as in space-charge region, we have 

(166) g = ene,/(e. ep) (170) 

and in the flooded condition with n=p corresponding to 
higher injection levels 

g = nc„c„/(c„ cp) (171) 

corresponding to a lifetime given by 

n/g = cp)/cnci, = Tpo (172) 

18 A. Many and D. Gerlich, "Distribution and cross sections of 
fast states on germanium surfaces in different gaseous ambients," 
Phys. Rev., vol. 107, pp. 404-411; July 15, 1957. (References.) 

Recombination in Semiconductors* 
G. BEMSKIt 

Summary—Excess carriers in semiconductors recombine either 
by direct recombination of electrons and holes, or through the inter-

mediacy of recombination centers. The latter process is the one ob-
served in silicon and germanium. 

Various impurity atoms, dislocations, vacancies, and interstitials 
are known to act as recombination centers. The capture rates asso-

ciated with these imperfections vary over a wide range depending 
on their state of charge. 

Recombination at the surfaces is described in terms of a similar 
model in which surface states replace the recombination centers 
present in the bulk. The surface recombination velocity measures 
the density and capture properties of these states. 

A given center can act as a recombination center or a trap de-
pending on the relative magnitude of the capture cross sections for 
electrons and holes. This paper reviews the analytical treatments of 
the different processes as well as specific experimental results. 

* Original manuscript received by the IRE, March 21, 1958; re-
vised manuscript received, April 11, 1958. 
t Bell Telephone Labs., Inc., Murray Hill, N. J, 

I. INTRODUCTION 

THE lifetime of free carriers in the phenomena of 
photoconductivity and of transport problems in 
semiconductors is a concept of basic importance. A 

very large number of papers have appeared in recent 
years concerning both topics. We shall limit ourselves 
mainly to the review of recombination processes in 
semiconductors, principally in germanium and silicon. 

In the next section we examine briefly the theoretical 
aspect of recombination processes in semiconductors. 
Section III reviews the basic methods employed in 
measurements of lifetime. This is followed by a discus-
sion of experimental results in connection with specific 
mechanisms for carrier recombination. Finally in Sec-
tion V we outline briefly some of the practical aspects 
concerning the lifetime as encountered in silicon and 
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PHOTON 
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Fig. 1—Recombination in semiconductors: (a) direct, radiative re-
combination, (b) indirect, two-step recombination in presence of 
the recombination center at ER. 

germanium technology. Readers interested specifically 
in the role of the lifetime in photoconductivity may be 
referred to the excellent papers on the subject given at 
the Photoconductivity Conference [1] and to other re-
view papers [2], [3]. 

II. THEORY 

A. Kinetics of Recombination 

Excess carriers can be introduced into a semiconduc-
tor by means of photo-excitation (this includes X rays 
and gamma rays, as well as light of longer wavelength), 
particle irradiation (i.e., high-energy electrons) or by 
electrical injection at the contacts to the semiconductor. 
In all cases these excess carriers consist of electron-hole 
pairs produced above those normally present at equilib-
rium. The excess carriers gradually recombine and the 
lattice is restored to its thermal equilibrium condition. 
The lifetimes describe the mean times spent by the 
excess electrons and holes in the conduction and 
valence bands, respectively, and are defined as the times 
during which the added carrier concentrations are re-
duced to 1/e of their original values. 
Two principal mechanisms are believed to exist 

controlling the recombination processes observed in 
semiconductors. The first is a direct recombination of 
electrons and holes accompanied by photon and 
phonon emission [4]. This is the intrinsic, radiative re-
combination process. The second mechanism for re-
combination requires the presence of localized energy 
states in the forbidden gap of the semiconductor 
[5], [6]. The presence of such states in the crystal in-
creases the rates of recombination of electrons and holes. 
Impurities, dislocations, vacancies, and interstitials are 
frequently known to introduce these kinds of states, 
with the net effect of decreasing the lifetime of excess 
carriers. The two possibilities are shown schematically 
in Fig. 1. There exist several ways in which the energy 
of a carrier can be dissipated in the process of capture, 

TABLE I 

TABLE OF SYMBOLS 

ri—Lifetime of free carriers in intrinsic material (seconds). 
r„—Lifetime of electrons (seconds). 
:9—Lifetime of holes (seconds). 
ni--Density of intrinsic carriers (cm-3). 
no—Density of electrons in the conduction band (extrinsic) 

(cm-3). 
po—Density of holes in the valence band (extrinsic) (cm-3). 
R—Rate of radiative recombination (cm' sec-1). 

v,„ 4—Thermal velocity of excess electrons and holes, respectively 
(cm sec-1). 

o•„, g,—Capture cross section for electrons and holes, respectively 
(cm'). 

N—Density of recombination centers (cm-3). 
pi= N. exp (E. — ER) / k T(cm-3). 

exp(Es — E.) / k T(cm-*). 
roo= 1/ (Nrher.) (seconds). 
rpo=1(Nverp) (seconds). 
¿p—Density of excess carriers (cm-3). 
No—Density of empty recombination centers (cm-3). 
N--Density of recombination centers occupied by electrons 

(cm-3). 
To—Mean time spent by an electron in a trap (seconds). 
U—Rate of recombination (cm-3 sec-1). 
y—Fraction of occupied traps. 
s—Surface recombination velocity (cm sec-1). 

N,--Number of surface states per cm'. 
4—Capture probabilities per second for electrons and holes, re-

spectively= vs (cm' sec-1). 
14, p.—Free carrier densities at the surface (cm-3). 
nd, pd—Surface-carrier densities when Er =ER (cm-3). 
Es—Position of the Fermi level in the energy gap (electron 

volts). 
Es—Position of the surface states in the gap (ev). 
Es—Value of Er in an intrinsic semiconductor (ev). 
Ro—Width of the energy gap (ev). 
E,—Lower edge of the conduction band (ev). 
E,—Upper edge of the valence band (ev). 
4,= (EF — Ei)/q (volts). 

I,, = Short circuit current. 
it„—Hall mobilities for electrons and holes (cm' volts-1 sec-1). 
=0o+0„ sum of Hall angles for electrons and holes. 

D—Diffusion constant (cm' sec-1). 
AG—Conductance increase (ohm-1). 
L—Diffusion length (cm). 

1) Intrinsic Recombination: In the case of direct re-
combination the energy is carried away by photons of 
a wavelength close, but not necessarily identical to that 
which corresponds to the width of the energy gap, E9. 

The difference may be taken up by phonons and dissi-
pated as heat in the lattice. 
The lifetime for direct, radiative recombination in 

the intrinsic semiconductor, in the case of small dis-
turbance in carrier concentration, can be expressed as: 

ni 
Ti = 

2 R 
(1) 

(See Table I for the meaning of symbols.) In p-type ma-
terial it becomes: 

p  = 

and in n-type: 

Po ni 
— 2 (—) Ti 

no 

no ni 
— = 

no 

(2) 

(3) 

The recombination rate can be expressed in terms of the 

capture cross section, cr, such that: 
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Fig. 2—Calculated recombination cross section a and lifetime T. as a 
function of temperature for germanium [4]. 

Ti —  

1 

2nivo-

where y is the mean thermal velocity of the carriers. 
cr therefore relates to ni and R as: 

=  
nopoy ni2v 

(4) 

(5) 

Fig. 2 gives a plot of o- and ri as a function of tempera-
ture for intrinsic germanium [4]. 

2) Recombination in the Presence of Recombination 
Center: If the recombination process is dominated by the 
presence of recombination centers, the energy of the 
recombining carriers can be taken up by photons or 
phonons in one of the following ways: 

a) Radiative recombination in which photons of 
longer wavelengths than in the intrinsic case are emitted. 

b) Auger effect mechanism in which a collision of two 
carriers occurs, one of them recombines at a recombina-
tion center while the other one carries away the energy 
lost by the first one. 

c) Exciton formation in which an electron-hole pair 
(exciton) travels until one of the members recombines 
while the other one continues its travel with increased 
energy. 

d) Phonon emission (or emission and absorption) in 
which net emission of phonons accompanies the act of 
capture. These possibilities have been discussed by sev-
eral authors [7-11]. Lax [7] has arrived at the conclu-
sion that a net multiphonon emission is the most prob-
able one in a variety of experimental circumstances in 
semiconductors. 

In Table II it is shown that lifetime calculated on the 
basis of a direct radiative process yields values consid-

June 

TABLE II 

In Sb [13] 

E, (ev) 1.12 
R (cm-2 sec-') 2-1023 
rrad (seconds) 3.5 
rob. (seconds) <10-2 

Energy gap, E,; radiative rate of 
radiative lifetime, 1-,,,,; and observed 
300°K and In Sb at 250°K. 

0.75 0.17 
3.7-10120» 2-1021 
0.30 1.5-10-0 
<10-2 1.5-10-7 

recombination, R; calculated 
lifetime, 7-at,,, for Si and Ge at 

1 F. J. Morin and J. P. Maita, Phys. Rev., vol. 96, p.28; July, 1954. 
2 F. J. Morin and J. P. Maita, Phys. Rev., vol. 94, p. 1525; 

June, 1954. 
3 R. L. Petritz, p. 63; see [1]. 

erably higher than those observed in silicon and ger-
manium, but not far different from the experimental 
ones for In Sb. Also the lifetimes measured in similar 
samples of silicon or germanium differ frequently, indi-
cating that the radiative process is not the limiting one. 
From the experimental results one can conclude that 
the recombination centers limit the observed recombi-
nation lifetime in silicon and germanium, but the direct 
recombination process becomes a competitive, and 
possibly a dominant one in semiconductors with 
narrower energy gaps [12]. 
We shall henceforth restrict ourselves mainly to the 

recombination process in the presence of recombination 
centers. The recombination process limited by the 
center is a two-step one in which the electron capture 
(Fig. 1) by the empty center ER is followed by a hole 
capture at the same center, after which it is ready for 
further electron capture. The kinetics of this process 
have been discussed in the literature [5], [6] and are re-
viewed by W. Shockley. It is apparent that in the direct 
process there is little doubt as to the interpretation of 
the experimental observation. The lifetime of an elec-
tron is here identical with a lifetime of a hole. One can 
therefore refer to it as the lifetime of a pair. This is not 
necessarily the case if the recombination occurs via a 
recombination center. It is then possible to divide the 
recombination process into a steady state and a tran-
sient one. Shockley and Read [5], Hall [6], and Adiro-
vich and Guro [14] treat the steady-state case while 
Sandiford [15], Wertheim [16], and Clarke [17] discuss 
the transient case. 
The net result of all these equations is that the re-

combination process cannot be described simply in a 
closed form applying to all the situations. The change in 
the excess carrier concentration, sp, occurs as: 

d(op) op 
dt 

where r is the lifetime. The lifetime for electrons and 
holes can be defined in terms of the net rate of capture, 
U, as: 

On 
T. -= — 

U 
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and 

Sp 
T p = —u • 

In the steady-state case the net rate of capture of elec-
trons equals that of holes. In the most general case 
On/ Op, and Shockley obtains expressions for or „Or p for 

low injection case (Op->0). They are: 

T9= 

and 

T. 

no 
rno(Po+Pi) +rpo [no+ ni+ N (1±—) 

ni 

nor ni 
no+Po±N (1+— (1+— )ni no J bn-.0 

T90(no±ni) -Frno [Po+Pi+N (1+-121  

no+Po+N(1+ 211 1(1+ 11 1 
Pi Po - 

where ni and pi are defined as: 

ni = N exp 

Pi = exp 

(ER — Ec\ kT 

(E — ER\ 
kT 

(6) 

(7) 

Only if N, the density of recombination centers, is low 
do both lifetimes reduce to a single lifetime: 

rpo(no + ni) rno(Po ±  
T - 

no ± PO 
(8) 

= 

To = 

T = TO 

1 ± [  
Sn(rno re) 

Tpo(no + ni) + rno(Po Pi)] 

1 + 
(no + Po) 

where To is expressed by (8). This allows for a variation 
of the lifetime between r =ro (for On 0) and T = r 0 =rne 

+r,0 (for On-, co). 
Several authors [18-20] have considered in detail the 

recombination and generation of carriers occurring in 
the space-charge layer of a p-n junction which differs 
from the rest of a semiconductor in that it contains a 
strong electric field. This field forces the carriers out of 
this region very rapidly. Shockley and Read [5] have 
shown that the net rate of generation may be greatly 
increased, exceeding the rate of generation further 
away from the junction. As a result, the lifetime in the 
space charge region is smaller than elsewhere in the 
semiconductor. These effects are particularly important 
in explaining the observed deviations in the current-

voltage characteristics of silicon and germanium diodes 
[18-201 
The steady-state lifetimes discussed heretofore are 

those measured, for example, in the diffusion-length 
type of experiments. However for the transient case, 
(in the photoconductive decay type of measurements), 

Sandiford shows that the decay of the excess carrier 
concentration Op is of the form [15 ]: 

Op = Be-tin (10) 

where ri is the readjustment time of charges on recom-
bination centers to the condition of equal capture rate 
of electrons and holes, and To is the principal lifetime 
term always identical for electrons and holes. 

For low densities of On and Op, ri and T2 are given by: 

-10 V p0" p[P + pi + N(1 + p  1+ vern [no + ± N(1 + —no) 1. 
Pl ni 

poyTn0 [PO + + N(i + — 1+ Fpo [no ± + N(1 ± — 

nor( ni 
no ± po N(1 — 1 + 

no 

where 

Tn0 

1 1 
NTriern 

Tpo = 

Nvper, 

It is obvious from above that the lifetime is a function of 

1) the density of recombination levels (N), 2) the equi-
librium carrier density of the semiconductor (no, Po), 
and 3) the temperature (both no, Po and ni, pi are func-
tions of temperature, and cr's may also vary with T). 
The lifetime depends on the density of injected carriers 
in the way expressed by [5 ]: 

-1 
(12) 

It is apparent that for typical values of N, cr. and Up, T2 
is orders of magnitude higher than Ti. It also should be 
noticed that 1) under transient conditions, with large 
density of centers N, Ti is not identical with the steady-
state lifetime, (6) and (7); 2) for small N, (8) and (12) 

are identical; and 3) the lifetime of electrons and holes is 
always identical, under transient conditions. If the in-
jection density, On, satisfies the relations 

On < N° + no + ni 

Op ≤ N- -I- Po ± pi 
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and 

< an sp (13) 

then it has been shown by Wertheim [16] that the re-
sulting lifetime is identical with the steady-state, large 
Sn case [5]. If, however, one exceeds the conditions of 
(13) other solutions must apply. 

3) Many Level Case: Several authors have been inter-
ested in the case of recombination rates resulting from 
the simultaneous presence of more than one type of re-
combination centers [16], [21-24]. The belief that the 
reciprocal of the resulting lifetime can be justifiably 
expressed as a sum of the reciprocal time constants due 
to the several separate recombination levels is true 
only for the case of small density of centers with the 
resulting equation becoming considerably more com-
plex in a more general case [16], [22].1 

4) Recombination and Trapping: If the net rate of re-
emission of the carriers from an energy level in the for-
bidden gap is more probable than the final step of re-
combination, then an imperfection giving rise to this 
level is called a trap. This phenomenon of trapping, as 
distinct from recombination, has also been studied in 
semiconductors [23], [25 ]. In Fig. 3, the electron from 
the conduction band has been trapped in the level Et, 
after which it has a "choice" of return to the conduction 
band 2, or recombination with a hole 7. If reemission 2 
occurs the electron continues traveling and may be 
trapped 3 several times more. Eventually it recombines 
via the same level Egg or through a different level ER 
5, 6. 

It is apparent that the process of trapping differs from 
recombination only in the relative values of the capture 
cross sections. In particular, in Fig. 3, the re-emission 2 
of the electron will occur rather than recombination if 
the hole-capture cross section is very low. This could be 
the case for instance, if the level Eg represented a doubly 
ionized donor (with two positive charges). Such a level 
would be singly positively ionized after step 1 and would 
have a very small attraction for a hole (low-capture 
cross section for step 7). It is important to emphasize 
that the time spent by the carrier in the conduction 
band is always the lifetime (mean life) of the electron 
and trapping affects only the time spent in the traps 
which can exceed by orders of magnitude the lifetime of 
the carrier. This effectively reduces the mobility of the 
carrier and gives an apparent long decay constant. 
Hornbeck and Haynes [25] have studied trapping in 

silicon crystals. The observed time constants of the de-
cay of carriers, r, in the transient case is shown to be 

r = ri, -F reoNo-v(1 — y) (14) 

where r, is the lifetime of the electrons in the conduc-

1 This problem is also discussed in considerable detail by C. T. 
Sah and W. Shockley, "Electron-hole recombination statistics in 
semiconductors through flaws with many charge conditions," Phys. 
Rev., vol. 109, pp. 1103-1115; February, 1958. 

5 

Et 

VA 

7 

Et 

6 

Ew 
Ev 

Fig. 3—Trapping effects. The electron can be trapped at the levels Et 
and released into the conduction band several times before re-
combining at ER. The mean time spent in the conduction band 
is defined as the lifetime of the electron. 

tion band, and rg is the mean time spent by the electron 
in the trap. N is the density of traps, and (1 —y) is the 
fraction of empty traps present. The time r„ is strongly 
temperature dependent, decreasing exponentially with 
increasing temperature. It is shown that different kinds 
of traps exist in silicon and these are observed at room 
temperature in contrast to germanium where trapping is 
produced only below 200°K. The time r9 spent in traps 
can be as long as 0.3 second (p-type silicon). Trapping 
in copper doped and bombarded germanium has also 
been studied [26]. More recently there have been indi-
cations that trapping effects are greatly reduced in sili-
con which contains a reduced amount of oxygen as com-
pared to the amount which is present in the majority of 
the pulled silicon crystals. 

5) Surface Recombination: It is necessary to exercise 
considerable care in the interpretation of experiments 
describing changes in the concentration of free carriers 
in terms of the processes of recombination in the bulk of 
the material. 

The phenomena of surface recombination as well as 
of trapping should be carefully distinguished from the 
recombination in the volume of the material. It has been 
found that if the free carriers are produced close to the 
surface of the samples, they may diffuse towards them 
and consequently recombine at the surface rather than 
in the volume. This will be influenced by several factors 
such as the geometry of the sample, the degree of pene-
tration of photons (when photons are used to produce 
the carriers) as well as the effectiveness with which the 
surface reflects the carriers which approach it from the 
volume. 

In a filament in the presence of a field in the x direc-
tion, the current has components perpendicular to the 
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x direction of the form [27]: 

r= — qD• [grad (sp)]n. 

These components represent a diffusion current. The 
solution of the continuity equation shows that the cur-
rent toward the surfaces satisfies 

= I, = ± qsbp. (15) 

The quantity s has the dimension of velocity and is 
called the surface recombination velocity. The rate of 
recombination is as if a current of minority carriers 
(of density bp) were drifting with an average velocity s 
into the surface and being removed. 

Small magnitude of s implies that a large fraction of 
carriers approaching the surface is reflected, while s 
large means that most carriers approaching are cap-
tured at the surface. Any measurement of lifetime will 
provide a time constant which is due to the recombina-
tion at the surfaces as well as in the bulk of the material. 
This time constant, rd,,, is of the form [27] 

1 1 1 
— — 

robe I" TO 

(16) 

r, is the lifetime due to surface recombination and r is 
the bulk lifetime. The two contributory constants can 
be separated by changing the cross sectional dimensions 
of the sample. The relation between r, and the dimen-
sion of the sample in shape of a filament with rectangu-
lar cross section is 

where 

1 D( n2 ± E2 

r, \ A2 B2 ) 

A 
n tan n = s — 

D 

E tan e = $ — 
D 

(17) 

provide infinite number of roots n and E for a known 
cross sectional dimension 2A X2B of the filament and 
the known diffusion constant D. The smallest pair of 
roots, no and eo correspond to the longest lifetime and 
are of principal importance. Knowledge of r enables us 
to determine the surface-recombination velocities. 
Tamm [28] and Shockley [29] have postulated the 

existence of surface states with energy levels in the 
forbidden gap of the semiconductor. Fig. 4 shows an 
energy level diagram of n-type germanium with surface 
states at the position E, (as given by Stevenson and 
Keyes [30]). Conservation of charge requires the bend-
ing of the energy levels and results in a space charge of 
about 10-5 cm thickness. E, represents the value of the 
Fermi level in the intrinsic case; OB represents the 
distance between EF and E. in the bulk of the material; 
and qck. is a similar distance at the surface. 
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Fig. 4—Lifetime in nickel doped germanium as a function 
of resistivity [60]. 
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Fig. 5—Energy-level diagram of germanium 
surface [30]. 

Es 

An analysis, analogous to the Shockley-Read-Hall 
analysis for the case of the bulk of a semiconductor has 
been carried out by Brattain and Bardeen for surface 
recombination [31]. Stevenson and Keyes obtained, 
on the same basis, the following expression for the sur-
face recombination velocity s [30]. 

s = CpCnNt(P0 -I- no) [C.(n. ne) Cp(Ps /Of'. (18) 

This leads to a plot of s as a function of (/), for a single 
level of surface states at Es (Fig. 5). s represents there-
fore a condition of the surface and is closely related to 
the density of surface states responsible for recombina-
tion. It is thus apparent that the recombination mech-
anisms at the surface and in the body of germanium or 
silicon are very similar ones, the main difference being a 
purely dimensional one. The recombination rate, U, de-
scribes the volume recombination in three dimensions, 
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while the surface recombination velocity s describes 
two-dimensional process. 

III. MEASUREMENTS 

There exists at the present time a large number of 
methods used for measurement of the bulk lifetime r, 
and the surface-recombination velocity s. We shall limit 
ourselves to a cursory description of a few basic meth-
ods. Many other very useful ones have been devised 
which in most cases are variants of the ones to be de-
scribed. 

In all cases injection of carriers has to be accom-
plished. This injection can take place either by optical 
means or by electrical means at an emitter in contact 
with the semiconductor. 

Optical injection generates electron-hole pairs due to 
the absorbed radiation. Electrons and holes are gen-
erated above their thermal equilibrium densities in 
equal concentrations and the condition of electrical 
neutrality is preserved. After injection the recombina-
tion of carriers is measured by one of the various meth-
ods. The light source has to be sufficiently intense to 
produce a detectable modulation of the original con-
ductivity of the sample whose lower limit of resistivity 
is partially determined by the intensity of the pene-
trating radiation. 

In the case of measurements of bulk lifetime, it is 
necessary to use sufficiently penetrating radiation in 
order to generate the carriers in the volume of the sam-
ple. Otherwise the decay of the carriers produced near 
the surface contributes significantly to the observed 
recombination process. A simple method for obtaining 
a penetrating radiation is the use of a filter of the same 
material as the sample placed between the source and 
the sample. 
The most frequently used sources are a spark gap, a 

flash tube, constant light (i.e., carbon arc) in connection 
with a rotating mirror, and a Kerr cell together with a 
constant light source. 

Injection of carriers can also be accomplished at a 
point contact to the semiconductor or at a p-n junction. 
However, due to over-all electrical neutrality, an equal 
concentration of majority carriers (of opposite sign) 
must appear at any point in the semiconductor. All the 
methods of lifetime measurements are concerned with 
the measurement of change in concentration of excess 
carriers. They can be divided into transient methods and 
steady-state methods. 

A. Transient Methods 

1) Filamentary Transistor: The first method of meas-
uring lifetime was used by Haynes and Shockley [32]. 
It is often called the "filamentary transistor" method. 
A pulse of carriers is injected at a point contact biased 
as emitter and is swept along the filament by an ex-
ternally applied electric field. The pulse is then detected 
at a second point contact biased as collector and the 
shape of the pulse is examined as a function of the time 

a of travel. The field and the spacing between the emitter 
and collector can be changed. In general one expects 
that the total area under the pulse will decrease as exp 
(— tir) with the time (t) of travel. However, the surface 
recombination often prevents an observation of a single 
exponential decay and the observed time constant rob, 
is actually composed of both surface and volume com-
ponents (16). This method of lifetime measurement has 
one noticeable advantage. It is easy to perform checks 
concerning the mobility of the carriers constituting the 
traveling pulse. This in turn suggests whether trapping 
was important in the process. 

2) Photoconductivity Decay [32], [33 ]: Short pulses 
of light are used to introduce excess carriers, resulting 
in increase of the conductivity of the sample. This in-
crease can be measured by passing a small dc current 
through the sample and through a resistor. The decay 
of the voltage across the resistor after termination of the 
pulse is always observed. The lifetime is the time neces-
sary for this voltage to decay to 1/e of its original ampli-
tude. The decay constant can be affected by surface re-
combination and by trapping of carriers. In silicon the 
former usually results in a sharp initial decay and can 
be minimized by the use of penetrating radiation. Trap-
ping in silicon has been studied by the use of this method 
[25]. It usually affects the decay curve by contributing 
a long-time constant tail, which however, can often be 
eliminated or reduced by dc illumination. This illu-
mination produces carriers which fill the traps forcing the 
carriers produced by the pulsed light to recombine 
rather than be trapped. 
The photoconductivity-decay method permits a 

resolution of lifetime limited by the sharpness of the 
cutoff of the light pulses. In practice this limit is about 
0.1 µsec. Of the light sources previously mentioned, the 
spark gap most often reaches this limit. A Kerr cell can 
also be used for pulsing the light to resolve lifetimes of 
this order of magnitude. Pulses produced by rotating 
mirrors usually put a somewhat higher limit on the reso-
lution of lifetimes. Photoconductivity decay also per-
mits the investigations of surface recombination. It 
can also furnish information about lifetime in a localized 
portion of the sample if such a portion alone is exposed 
to light and provided the electric field E is small. There 
are several variants of this method, depending on the 
source of injection [34-36]. 
Navon et al. [34] have injected carriers electrically 

and have measured the decay of voltage during the 
time of travel of the carriers between two contacts. If 
the lifetime is shorter than the transit time the analysis 
is similar to the photoconductivity case. 
Wertheim [36] has adapted the method for measure-

ments of lifetime of the order of 108 second by the use of a 
pulsed electron beam from a van de Graaff accelerator. 
Electrons of about 700 key energy, producing a current 
of 15 pa/cm2 are pulsed with a duty cycle of about 10-7. 
This results in a generation of electron-hole pairs in 
silicon at a rate of 102° cm-3 sec—'. The radiation dam-
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age produced in germanium or silicon during this meas-
urement has been shown to be negligible on account of 
the low-duty cycle. 
Many [37] observed the time constant of the voltage 

decay across a sample with the sample constituting one 
arm of a balanced bridge. The lifetime can be read di-
rectly as a product of RC with the voltage decay across 
the filament simulated by exponential decay of current 
charging a condenser through a resistance. This method 
is capable of measuring minority carrier mobility as 
well as injection rates. It is also used for measurements 
of surface recombination velocities. The balancing of 
the bridge presents a problem if the decay is not expo-
nential, i.e., in the presence of traps. 

B. Steady-State Methods 

1) Diffusion Length Measurements: In these measure-
ments the diffusion length L is usually measured and the 
result converted to the lifetime. The simplest case is one 
in which the carriers injected optically are collected at a 
p-n junction [38, 39]. The distance between the collect-
ing junction and the injecting light can be varied. The 
excess minority carrier density in n-type material can 
be expressed as: 

d(8p) 

dl 
(19) 

and the observed response in the simplest case is propor-
tional to 

x 
exp (20) 

VD,r) 

Chopped light is usually used for reasons of sensitivity 
and the rms voltage across a resistor in series with the 
detector is measured. The motion of the carriers pro-
ceeds by diffusion as long as the applied electric field is 
small. Adam [40] improved this method by allowing 
for a simultaneous measurement of the diffusion con-
stant. This is done by scanning a light spot across the 
j unction. 

Different geometries for the injecting light have been 
considered [41]. It is usually possible to determine r 
and s in these experiments. • 
The advantage of this method consists of its freedom 

from trapping effects, as the diffusion length rather than 
time is measured. However, several authors [42] report 
difficulties with measurements on silicon due to surface 
conductance which upsets the exponential response. The 
experimental resolution in the diffusion length method 
is limited by the size of the light spot. The experimental 
arrangement requires sophisticated instrumentation if 
lifetimes shorter than li.Lsec are to be resolved [43]. The 
final resolution is of course dependent on the mobility 
of minority carriers, the higher the mobility the lower 
the resolved lifetime. Use of X-rays for the production 
of carriers is reported by Malkovska [44]. 

2) Photomagnetoelectric Effect: This is an effect simi-
lar to the Hall effect except that it is associated with the 
diffusion of optically injected carriers [45], [46]. The 
direction of light and of the magnetic field are mutually 
perpendicular. The carriers produced by the light diffuse 
across the slab, but are deflected by the magnetic field 
in opposite directions. The electron and hole currents 
add and give a total PME short circuit current. In the 
open-circuit condition this current is cancelled by a 
drift current in the opposite direction. The total current 
will be composed in varying degrees of the PME current 
and the drift current, depending upon the volume re-
combination. If the short circuit PME current is meas-
ured as well as the relative conductance increase with-
out the field, then it is possible to calculate the lifetime 
of carriers without the necessity of measuring the light 
intensity or the recombination velocity of the surface 
[47]. 

In particular in the case of a sample at least several 
diffusion lengths thick, and for injection which is not ex-
ceedingly high, one has: 

Dy 2 
I.. = — 60(ein (21) 

Eq. (21) implies that under identical experimental con-
ditions the product of lifetime and mobility is constant. 
The PME method is therefore able to resolve very low 
lifetimes in semiconductors with highly mobile carriers. 
Determinations of lifetime as low as 10-9-10-1° seconds 
have been reported, and several semiconducting mate-
rials have been examined [48]— [54]. Buck and McKim 
[48] have investigated the PME effect in germanium 
finding a good agreement with the theory. The lifetimes 
obtained agreed well with those determined by photo-
conductivity decay methods. The method is also very 
versatile in its ability to measure the recombination ve-
locities of both the illuminated and the dark surfaces. 

C. Other Methods 

Measurements of lifetime based on the combined 
effect of electric and magnetic fields on injected carriers 
(Suhl effect) have also been reported [55]. The electric 
field deflects the carriers toward one side. For strong 
electric fields the minority carriers flow in a thin layer 
close to the surface and the surface recombination 
velocity can be studied. 

Another method consisting of electrical injection of a 
pulse of carriers across a p-n junction followed by re-
versal of the polarity of the junction and subsequent 
collection of the carriers by the same junction has been 
used to determine the lifetime in the neighborhood of 
the junction [56-58]. Harrick [59] has developed a very 
elegant method which allows measurement of lifetime 
without contacts to the sample. It consists of optical 
creation of carriers and simultaneous observation of 
infrared absorption in the sample due to these carriers. 
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IV. RECOMBINATION DUE TO SPECIFIC MECHANISMS 

A. Impurities 

Impurities are very frequently encountered lifetime 
limiting imperfections. Their recombination properties 
hiave been studied in several cases when sufficient in-
formation concerning their other electrical properties 
has become available. In all cases, these experiments 
have dealt with recombination at impurities which in-
troduce energy levels fairly deep in the energy gap 
(≥ 0.15 ev from either of the bands). With the excep-
tion of indium in germanium there are no data concern-
ing lifetimes due to "shallow" column III and V ele-
ments. It is, in general, believed that such impurities 
would have low-capture cross sections for carriers of 
similar charge, but high probability of escape exists for 
carriers of sign opposite to that of the impurities. The 
presence of these impurities would be fairly ineffective 
as recombination centers except possibly at low tem-
peratures. 

Burton, et al. [60] have measured lifetime in copper 
and nickel doped germanium as a function of donor and 
acceptor concentrations. They have established that 
these two impurities lead to an increase in the recombi-

nation rates in agreement with the Shockley-Read-
Hall single level theory. Their results for copper are 
plotted in Fig. 6. The room-temperature capture cross 
sections are given in Table III (opposite). 
Baum and Battey [61-62] have measured the life-

time in copper and nickel doped germanium as a func-
tion of temperature, and interpret the results in terms 
of capture cross sections increasing exponentially with 
increasing temperature. Okada [24] interprets similar 
data by assuming that in nickel doped germanium both 
nickel acceptor levels contribute to the recombination 
process; this latter explanation does not result in an 
exponential dependence of the capture cross section on 
temperature. 
The variation of capture cross section with temper-

ature is also reported by Fan, et al. [63] in their studies 
of recombination in germanium without specifically 
added recombination centers. They observe that the 
capture cross section decreases slowly as temperature 
increases. 

A similar observation is made by Wertheim on plas-
tically deformed germanium. His data are consistent 
with the assumption that the capture radius around 
dislocations varies as T2 [64]. 
A decrease of the capture cross section with increas-

ing temperature has been theoretically postulated by 
Lax [7], and should be more pronounced in the case of 
capture by charged centers than by neutral centers. 

In general, the experimental results imply that a very 
careful analysis of the data concerning changes of life-
time with temperature is necessary in order to separate 
the different temperature dependent terms and arrive 
at the correct interpretation of the process. 
The capture cross sections should be the highest in 
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Fig. 6— Surface-recombination velocity si vs 0. for different positions 
of the surface-recombination centers, Es [30]. 

and the carrier. Weaker interaction is expected between 
uncharged impurity (i.e., unionized donor or acceptor 
level) and the charged carrier. Still weaker interaction 
should be present if the carrier and the center have 
charges of the same sign. A very good proof of these 
assertions has been given by Tyler and Woodbury [65]. 
Iron, cobalt, manganese, nickel, and gold introduce at 
least two acceptor levels in germanium [66]. It is ob-
served that under conditions such that one of these 
levels has a double negative charge, it attracts a hole. 
However, the center plus the hole still have a single 
negative charge with a very low-capture cross section 
for electrons. The hole may then have a higher chance of 
escaping back to the valence band, than of recombining 
with an electron. This results in a "hole-trap" behavior 
of these centers. If however the Fermi level is located 
below the second acceptor level, no doubly negative 
center will exist. The holes can then be captured only 
by the negative singly charged acceptors and have a 
much higher-capture cross section for electrons. The 
process becomes one of recombination rather than 
trapping. Typical values of the hole-capture cross sec-
tion by doubly charged acceptors are: 10-13-10-22 cm2, 
while for electrons they are as low as 10-22 cm2. 

Other authors [63], [67-70] report results of re-
combination studies in germanium crystals with no 
purposeful addition of impurities. It appears that in 
such cases the presence of one or more levels due to un-
known impurities is often responsible for the observed 
effects. The accuracy of measurements and the compli-
cations in the interpretations of the experiments are, 
however, such that it is at present difficult or almost im-
possible to use the method of recombination studies as a 
sort of fine spectrometer in a reliable detection of un-
known impurities in semiconductors. It is probable that 
in the future a fairly complete list of capture cross sec-
tions of a large number of impurities in semiconductors 
will permit such an analysis. 

There are less data available concerning recombina-
tion due to the known impurities in silicon. Several of 
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TABLE III 

CAPTURE CROSS SECTIONS OF DIFFERENT IMPERFECTIONS IN SILICON AND GERMANIUM 

SILICON 

Impurities Irradiation 

Fe [74] Au [72] Aum [73] In [16] Dislocations [93] Electrons [84] 

P type 
irp(cm7) 

cr,i(cm7) >1.5-10-16 3.5-10-'4 

4.10-" 

1.10-" 

1.7.10-'4 

3.7-10-17 
601 

r =- 
N 

1.8•10-" 

1.9.10-16 

8.10-13 

9.5 10-16 

N type 
exp(cm7) 

cr,.(cm2) 

3.10-16 1.10-16 

5.10-14 

3.10-11 

4.10-16 

GERMANIUM 

Impurities Irradiation 

Cu [60] Ni [60] Mn [129]' Co [129]1 Fe [129]' Au [130]' 
Disloca- 
tions [94] 

Elec- 
trons [86] 7-rays [8e1 

 Neu-
trons [85] 

P type 
0.1,(cm2) 

g n(CM2) 1 .10-11 

,,,10-11 [131]' 

8.10-17 10-16-10-16 10-'6-10-16 10-'6-10-16 

2.10-16 

2.10-14 

1.224 
T = - 

N 

N type 

op(cm1) 

er„(cm7) 

1.10-" > 4.10-" 

<10-724 

• 

,-,10-16 

4.14 
1.10-166 

5.1 0-177 

5.10-16 4.10-16 r = 
N 

1 At 77°K. 
2 In high-resistivity silicon. 
3 At low temperatures, capture due to neutral impurity. 
At singly charged, negative Mn. 
N dislócations/cm2. 
750 key electrons. 

7 550 key electrons. 
Note: Also, N-type germanium-*7p=3.10-16 cm' at Fe-

crp=1.10-14 cm' at Fe 
(K. D. Glinchunk, E. G. Miseluk, and N. N. Fortunatova, Zh. Tekh. Fiz., vol. 27, pp. 2451-2457; November, 1957.) 

the elements outside of columns III and V, known to 
introduce donor or acceptor levels in silicon, also pos-
sess high-capture cross sections. This pertains to gold 
[71-73], iron [74], copper [74], [75], and manganese 
[76]. The known capture cross sections are in the 10-"-
10-13 cm2 range. Wertheim has also studied the recombi-
nation of the column III acceptor Indium [16]. Its 
capture cross section for holes is of the order of 10-14 
cm2 at room temperature. Due to the competing trap-
ping effects in silicon the experimental difficulties in 
transient type experiments are often pronounced. 

Several authors report lifetime observations on pure 
silicon 177-821 (no recombination centers added pur-
posefully). There is a general agreement that the life-
time is found to increase with injection density, par-
ticularly in p-type material. Several authors have ob-
served behavior in silicon which implies the existence of 
more than one level [78], [80], [81]. It is probable that 
different raw material used and different crystal grow-
ing techniques may be responsible for the presence of 

varying amounts of different residual imperfections in 
such cases. 

B. Bombardment Damage 

Resistivity measurements on semiconductors sub-
jected to irradiation with high energy particles (neu-
trons, deuterons, electrons, heavy ions, alpha particles), 
or with gamma rays, indicate that the lattice gets dis-
rupted in the process. It is believed that in the simplest 
case the damage consists of introduction of isolated in-
terstitials and vacancies. In germanium and silicon don-
or and acceptor levels in the forbidden energy gap after 

irradiation have been identified [83], [84]. 
These imperfections also have a pronounced effect 

on the lifetime of excess carriers. In recent years the 
recombination processes in irradiated germanium and 
silicon have been studied [84-86] and have been used 
to investigate the damage introduced [87], [88]. 

Russian investigators [86] report that, in n-type ger-

manium, the hale-capture cross section increases from 
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5.10-" cm' to 1.10-" cm' as the energy of the bombard-
ing electrons is increased from 550 key to 750 key. This 
may indicate that at higher energy a more complex type 
of damage is introduced beyond the simple, isolated, 
interstitial-vacancy pairs believed to be produced at 
low energies. 

Curtis, et al. [85], after irradiation of n-type germa-
nium, have reported results which point in this same di-
rection. They found that the capture cross section for 
holes is larger after neutron irradiation than after 
gamma irradiation, probably for the same reasons men-
tioned above. Hole trapping in germanium has been 
reported by Cranford [89] and studied by Shulman 
[26] who has observed densities of traps of the same 
order of magnitude as the densities of acceptor intro-
duced on electron bombardment. 

Loferski and Rappaport [87] have studied the thresh-
old of introduction of damage as a function of the elec-
tron energy in silicon and germanium by means of life-
time measurements. Wertheim has studied recombina-
tion processes in silicon irradiated with 0.7 mev elec-
trons [84]. The capture cross sections are given in Table 
III. As few as 10" electrons/cm' are found to be 
sufficient to produce a noticeable change in the lifetime. 
The kinetics of the annealing cycle in silicon have also 
been studied with the use of lifetime measurements 
[88]. The lifetime effects of the electron damage proved 
to be reversible on heating in the temperature range of 
200°-400°C. 

Damage in irradiated semiconductors may well be 
studied by means of lifetime measurements, a method 
particularly attractive in relatively weak-bombarded 
specimens in which small changes in carrier concentra-
tions are introduced. This may prove advantageous in 
the studies of relatively isolated defects introduced on 
irradiation. 

C. Dislocations 

Several papers [90-98] deal with recombination rates 
associated with edge type dislocations in semiconduc-
tors. McKelvey [94] reports that the recombination 
cross sections in germanium correspond to a cylindrical 
area about a dislocation of diameter 1.15A for holes in 
n-type Ge, and 2.811 for electrons in p-type germanium. 
It is believed from this data that the frequently en-
countered lifetime in germanium, of the order of milli-
seconds, is limited by the dislocations rather than by 
impurities. Most authors agree quite closely on the 
values of recombination cross sections. The problem of 
knowing the exact dislocation density is particularly 
serious in silicon, where different methods of deter-
mination of the densities often provide different numer-
ical answers. 

It is reported that the lifetime in pbs in the 0.1 
gsec-10 µsec range is limited by the presence of disloca-
tions and obeys the Shockley-Read relations [95]. 

In very recent diffusion length measurements on 
silicon and germanium it is claimed that the diffusion 

length is anisotropic, being higher in the direction paral-
lel than in the direction perpendicular to dislocations 
[98]. The authors interpret this as an anisotropy in the 
lifetime rather than in the diffusion constant. However, 
Logan's data on the anisotropy of mobility at disloca-
tions in germanium imply that the anisotropy in D needs 
to be considered [99]. 

D. Radiative Recombination 

Several authors have observed recombination radia-
tion in semiconductors. These results are of great inter-
est for the theoretical interpretation of the band struc-
ture. They also can provide direct data concerning the 
energy levels of recombination centers. 

Recombination with the resulting emission of photons 
has been observed in: germanium [100], [102], [105], 
[106], silicon [101], [107], silicon carbide [103], [104], 
indium antimonide [108], gallium antimonide [109] 
gallium arsenide [109], indium phosphide [109], and 
germanium silicon alloys [109]. 

In most cases the wavelength of the radiation corre-
sponded to intrinsic recombination. In silicon Haynes 
also observed recombination of the electrons at the 
acceptors [101]. Similarly in germanium Newman [102] 
has detected radiation arising from recombination at 
dislocations and at copper atoms. Photon emission in 
SiC is believed [104] to be due to recombination at some 
imperfections in the energy gap. In all these cases the 
observed radiation represents probably only a small 
fraction of the total energy lost in the process. 

In InSb, Wertheim [13] observed that the direct re-
combination may be the limiting process near room 
temperature, while at lower temperatures a recombina-
tion center mechanism dominates. Similarly Redfield 
[110] reports that in Tellurium the direct recombination 
dominates at 100°K, even though no recombination 
radiation has been detected. DeCarvalho [54] believes 
that the Auger mechanism is operative in Tellurium. 

E. Surface Recombination 

The theoretical picture of surface states [111] has 
been verified on many occasions. A large number of ex-
periments has been performed whose results are de-
scribed in terms of surface states [112-114]. 

It is generally believed that there exist two kinds of 
states on the surface of germanium, the semiconductor 
whose surfaces have been by far the most widely stud-
ied. The first type, the "fast" states are located at the 
interface of the semiconductor and the almost always 
present oxide layer. The density of these states is about 
10" cm-2 and depends on the initial treatment of the 
surface. These states are believed to be responsible for 
surface recombination as well as effects observed in 
field effect and photo voltage experiments. It has been 
observed that the density of these states is increased if 
the surface is mechanically damaged, heated in vacuo 
bombarded with ions, etched in HF [115], [116], etc. 
This implies an increase in the values of s. 
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An exact correlation of the surface states with a 
definite type of imperfection has not as yet been 
achieved. By specifying their position in energy, their 
state of charge (donor, acceptor), and their capture 
cross sections in the Shockley-Read sense, the recombi-
nation properties of the states can be described similarly 
to the recombination centers present in the volume of 
the semiconductors. 
Many of the experimental techniques measure the 

properties of the surfaces, such as the surface conduct-
ance, inversion layers, contact potential, and surface-
recombination velocities, as a function of 0.. This can 
then be compared with the plot of Fig. 5 [30]. Sev-
eral authors believe at the present time that, while 
basically correct, the actual description of recombi-
nation at the surfaces is more complex and involves 
two or more levels, or even a continuum of levels 
[113]. Garrett and Brattain obtained the values for the 
capture cross sections for holes and electrons [117], 
(see Table III) which indicate that the fast states near 
the center of the gap are acceptor like. The magnitudes 
of these cross sections are of the same order as for the 
case of the volume levels. Statz finds levels in germa-
nium at 0.14 ev below the middle of the gap and in silicon 
at 0.42-0.48 above the middle, also at 0.45 ev below the 
middle of the gap [113]. 
There exists another group of states, in densities ex-

ceeding 10" cm-2, so called "slow" states, which exhibit 
long decay times [113]. These states are probably due to 
imperfections at the surface of the oxide or in the oxide 
layer. Their capture cross sections are orders of mag-
nitude lower than of the "fast" states. These states are 
responsible for the variation of 4, with the ambient 
gases, but not for the observed recombination velocities. 

Considerable effort has gone into production of a 
perfectly clean germanium surface [113]. Handler has 
observed under "clean" conditions, a density of ac-
ceptor like surface states in excess of 10"/cm2. 
To make the analogy with the bulk properties com-

plete, one should add that trapping effects have also 

been observed on germanium surfaces, indicating that 
for some centers the capture probability is much higher 
for one type of carrier than for the other [118]. It is 
justifiable to say that the basic understanding of surface 
phenomena is fairly complete and that the difficulties 
lie in the fact, at least in germanium, that the experi-
mental situation is quite complex. The simplest case 
which can be achieved in the bulk of the semiconduc-
tors, consisting of a single recombination level due to 
known imperfections, is not as easily achieved on the 

surfaces. 

V. PRACTICAL ASPECTS 

The importance of lifetime in transistor technology 
is too well-known to be repeated. It is interesting, how-
ever, to examine some cases of more practical interest, 

which the lifetime has been affected in certain con-

trolled ways. 

Reduction of storage time in p-n junction silicon 
diodes has been accomplished by neutron [119] or 
electron irradiation [120]. On the opposite side of the 
picture, attempts are frequently made to conserve 
"high" lifetime after heat treatment of silicon or ger-
manium at elevated temperatures. The complexity of 
this problem is considerable because of the very minute 
concentration of impurities which can have a pro-
nounced effect in lowering the lifetime. A typical im-
purity (see Table III) with a capture cross section of 
10-15 cm2 present in concentration of 10" cm-8 may 
lower the lifetime to about 1 µsec. Fuller and Logan 
[121] have shown that lifetimes as high as 100 µsec or 
more can be maintained in germanium heated to 875°C 
if extreme cleanliness is used. It is also necessary to 
avoid introduction of strains or plastic flow. It is be-
lieved that the introduction of copper, in particular, 
has to be minimized if high lifetimes are desired. Logan 
[122] has also shown that gettering of copper from ger-
manium is possible in the presence of a third component 
such as liquid lead or gold on the surface of germanium. 
Restoration of the original lifetime and resistivity is 
then possible. 

Several papers deal with the similar problem in 
silicon [123-127]. In view of the higher temperatures 
involved in the fabrication of silicon devices, the prob-
lem is even more acute here. It has been previously 
mentioned that gold, copper, iron, manganese, and dis-
locations reduce the lifetime in silicon. It is, however, 
possible to employ gettering techniques by the use of 
nickel or some other metallic films on the surfaces of 
silicon to remove the recombination centers, or to pre-
vent them from diffusing into silicon [72], [125]. Gold, 
for example, can be effectively removed from the bulk 
by the use of a third component on the surface (i.e., 
nickel). The thermodynamics of these processes have 
been discussed by Thurmond [128]. 

It has been satisfactorily demonstrated that under 
ideally clean conditions floating zone silicon can be 
heated without appreciable loss of lifetime [124]. This 
requires at the present time the absence of any handling 
of the crystal between the time of growth and the heat 
treatment. The implication of this is that impurities are 
responsible for the decrease of lifetime observed nor-
mally in heat treatment. At least one of the impurities 
listed above, gold, has been identified on the surfaces of 
most crystals which have been chemically etched [72]. 
Even though the surface concentration of gold corre-
sponded only to 10-8 of a monolayer it supplied the ex-
planation of some of the electrical changes which were 
subsequently observed on heat treatment. 

VI. CONCLUSIONS 

The extremely high degree of purity achieved in 
germanium and silicon single crystals in the last few 
years has provided scientists with excellent opportuni-
ties for research concerning recombination phenomena 
under better controlled conditions than were previously 
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possible. In particular, the ideal experimental situation, 
in which the process is studied in the presence of minute 
concentrations of imperfections which have been added 
in a controlled fashion, makes it possible to test the 
existing recombination theories. It appears that the re-
combination at localized levels in the energy gap is the 
prevalent condition in silicon and germanium. The de-
pendence of semiconductor lifetime on temperature and 
concentration of excess carriers can, theoretically, be 
controlled. This dependence is important in device 
operation. Clearly, this is an excellent example of the 
extent of practical potentialities offered by basic under-
standing of physical phenomena. 
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Noise in Semiconductors and Photoconductors* 
K. M. VAN VLIETt 

Summary—A survey is given of theory and experiments on noise 
in bulk semiconductors and photoconductors. This paper is divided 
into four parts, including generation-recombination (gr) noise in 

semiconductors, gr noise in photoconductors, 1/f noise in single 
crystals, and modulation noise in granular materials. In the first part 
an account is given of the appropriate analyses and the results are 
applied to extrinsic as well as intrinsic fluctuations, generated either 
in the bulk or at the surface. In the part about photoconductors 
the limiting sensitivity caused by photon noise is calculated and 

present infrared detectors are discussed. Next, a survey is given 
about present understanding of 1/f noise, and of its relation to the 

field effect as proposed by McWhorter and others. Finally, some 
remarks are made about 1/f noise in granular material and the 
proposed theories are briefly reviewed. 

I. INTRODUCTION 

IN 1932 Williams and Thatcher [107] observed that current carrying carbon resistors generated a large 
amount of noise. When the current was absent, on 

the contrary, the noise satisfied Nyquist's formula, ac-
cording to which the noise of any resistive device in 
thermal equilibrium equals 4kTR in unit bandwidth. 

* Original manuscript received by the IRE, March 3, 1958. 
t Dept. Elec. Eng., University of Minnesota, Minneapolis, Minn. 

The first extensive investigation of noise in current-
carrying nonmetallic resistors was made by Bernamont 
in 1934 [5]. He found that the spectral density of the 
noise was approximately inversely proportional to the 
frequency in the audio-frequency range. In that re-
spect the spectrum looked similar to the flicker effect 
in vacuum tubes discovered nine years before by John-
son [44]. Surdin [88] extended the frequency range of 
Bernamont's data and observed this noise up to a few 
mc beyond which thermal noise usually predominated. 
Only rarely a change from a 1/f spectrum into a 1/f2 
spectrum was observed. 

The first theory for noise in carbon and evaporated 
metal layer resistors was also developed by Bernamont. 
He predicted a spectrum of the form constant/(11-cer2) 
where r is the time constant of the fluctuations. In order 
to fit this result to the experimental data, Bernamont 
[5] and Surdin [87] suggested that there should be a 
distribution of time constants, ranging from sec up 
to µsec. However, as is known today, Bernamont's 
theory does not apply to carbon resistors but to other 
noise processes (see Section II-A). 
The cause of the noise in carbon and similar resistors 
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became clearer from the experiments of Christenson and A. Generation-Recombination Noise 
Pearson [27] in 1936. They could locate the source of This is henceforth denoted as gr noise. This noise is 

the noise in the contacts between the grains in these caused by spontaneous fluctuations in the generation 
materials and introduced the name contact noise. Their rates, recombination rates, trapping rates, etc., thus 
observations were verified by many other research producing fluctuations in the free carrier densities. The 
workers, for a variety of materials. Shortly after World term gr noise seems more adequate than shot noise since 
War II, when single crystals of semiconducting ma- these carrier fluctuations exist even in equilibrium when 
terials became available, the hope was raised that this there is no applied field. There is some difference in 
noise would be absent. It was found, however, that again treatment of gr noise in semiconductors and in photo-
noise of a 1/f nature was present; a detailed investigation conductors. In semiconductors the noise is of thermal 
on germanium single crystals was reported by Mont- origin and can therefore be calculated with the gen-
gomery [60], [81]. Montgomery could show that the eralized Nyquist formula (Section II-C). In photocon-
noise was associated with the surface of the crystals. ductors only statistical arguments can be applied. 

This noise apparently was no contact noise and was B. Modulation Noise 
generally named excess noise. Deviations from the 1/f dependence in germanium This term introduced by Petritz [70] will refer to 
were first reported by Herzog and van der Ziel [39]. noise which is not directly caused by fluctuations of the 
The spectrum showed a characteristic time constant of carrier transition rates, but instead is due to carrier 
,--,1 µsec which later on was identified with the minority density fluctuations or current fluctuations caused by 
carrier lifetime. The noise was thus attributed to the some modulating effect. Let us give some examples. 
random excitation and capture of free carriers, which According to some investigators 1/f noise in germanium 
during their stay in the conduction band (or valence filaments is primarily caused by fluctuations in the oc-
band) give rise to a current pulse in the output circuit. cupancy of the "slow surface states" (Section IV-B). 
Because of the resemblance to the random emission of When a carrier is trapped in these states it produces a 
electrons in vacuum tubes this noise was called shot change in the number of carriers and as such is gr noise. 
noise. The effect had been predicted before by Gisolf However, this is not the full story. Owing to the change 
[36] in 1949. His theory, being in error, was modified in surface charge the surface recombination velocity 
by van der Ziel [93], [95], who also showed that will change. The bulk conductivity in turn is affected 
Bernamont's original theory was equivalent to the more severely by this effect than just by the gain or 
modified Gisolf theory [92], [95]. There are two rea- loss of one carrier. Thus, the "slow surface states" cause 
sons for such a late discovery of this noise. First, as conductivity modulation of the bulk. As another ex-
mentioned above, 1/f noise depends on the surface con- ample we turn to some mechanisms proposed for con-
ditions of the crystals. Therefore, 1/f noise masked all tact noise (Section V-A). Suppose that the current be-
other effects until considerable progress had been made tween two grains is affected by molecules diffusing over 
in various laboratories in improving the surface prop- the contact area. This will produce current modulation. 
erties. Secondly, it is known that 1/f noise is roughly Most of these modulation effects found in practice are 
independent of temperature in contrast to the spon- of the lifa type (with a e--:1) and most of the theories fail 
taneous fluctuations in excitation and capture of car- to give a 1/f dependence over a long frequency range. 
riers which give appreciable noise in certain tempera- Some modulation noises have been observed which do 
ture regions only. not have a 1/f spectrum (e.g., heat conductivity induced 

In photoconductors similar noise effects have been fluctuations) 1991, [4]. Although more effects of such a 
reported. Here the facts are more complicated because nature may be found in the future, at the present time 
of the fluctuations in the incident radiation field (photon the name modulation noise may be considered a syno-

noise). Completely contradictory opinions have been nym with "1/f noise." 
stated about the effect of photon noise on the perform- As illustrated by the two previous examples it may 
ance of photoconductors. Buttler [24], [25] assumes well be that 1/f noise in single crystals and in granular 
that the effect is negligible. Shulman [84], on the con- materials is of quite different origin. Nothing definite is 
trary, states that under ideal conditions all the noise known about this today, however. 
results from photon fluctuations. The author holds the In accordance with the above classification and corn-
opinion that photon fluctuations can account for up to ments this paper will be divided into four parts. In 
50 per cent of the observed noise in an ideal trap free Section II we discuss theory and experiments of gr 
photoconductor (see Section III-B), noise in semiconductors. In Section III we consider gr 

In the above survey, several noises have been in- noise in photoconductors and the necessarily related 
troduced in a more or less historical order. Before pro- topic of photon noise. In Section IV, 1/f noise in single 
ceeding, it seems appropriate to introduce a terminology crystals is discussed and in Section V we mention very 
which better agrees with present understanding of the briefly some modulation effects in granular material. 
various processes. Noise above thermal noise will gen- The order of the topics indicates, apart from the 
erally be called current noise. This will be divided into author's preference, the order of decreasing understand 
two main areas. ing and increasing need for future research. 
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II. GENERATION-RECOMBINATION NOISE 

IN SEMICONDUCTORS 

A. Older Theories 

Gisolf [36] considered the current pulses caused by 
the individual carriers during their lifetime. For sim-
plicity it was assumed that only one type of carrier 
participated in the current. The current pulse caused 
by a carrier with lifetime r, is 

F,(t) = to < t < to r, 

F,(1)O elsewhere, J (1) 

where E is the electric field, L the electrode distance, 
and 12 the mobility. The total current can be written as 

i(t) = — 

Assuming that the elementary pulses are independent 
and occur at random instants t,. with a rate N,, we can 
apply Campbell's theorem [34] for the fluctuations 
Ai(t) ((1)) 

(j(02) = Ip-Spf ei Fi,()2 d. (2) 

The next step is to make a Fourier integral analysis of 
Fz(E) and apply Parseval's theorem. This leads to the 
generalized Carson's theorem: 

Se) = 22pripl AP(f)2j (3) 

where A,(f) is the Fourier coefficient of Fz(E) and Si(f) is 
the spectral intensity of the fluctuations defined by 

(Ai(t) 2) = f Si(f)df. (4) 

Assuming a statistical weight factor for r, [95], [10] 
and carrying out the above procedure one is led to the 
simple result 

S1(J) = 4/2r/n0(l coy) 
(5) 

which was first found by Bernamont [5]. Here no is the 
total steady-state number of carriers in the sample. 

The above theory, interesting for historical reasons 
and for its simplicity, is incorrect since the elementary 
pulses are not independent. The possible transitions 
are limited by the Pauli exclusion principle. A better 
result was obtained by van der Ziel [93] and by Mach-
lup [52], who suggested that the current carriers were 
subject to binomial statistics. Let X be the probability 
that a carrier is free and 1 —X the probability that a 
carrier is bound. Then the noise is found to be 

Si(f) = 4(1 — X)Pr/no(1 co2r2). (6) 

Obviously, for X 1 the noise is negligible. This is the 
case for extrinsic germanium and silicon at room 

temperature when all the donors are ionized or all the 
acceptors filled. Although (6) gives a good approxima-
tion, it was first shown by Burgess [18], [21] that an 
improvement could be obtained. 

B. The Langevin Equations [100] 

The relation between the instantaneous current and 
the instantaneous number of carriers is 

1(1) = egnn(t)EL-' ei.ipp(OEL-1. (7) 

Consequently, denoting by S.,, the spectrum of (An2), 
by S„ the spectrum of (42) and by S., the spectrum of 
(An4), which quantities are defined analogous to (4), 
we have 

Si = 1//(bno p0)12(b2s,..± -F S„). (8) 

Note that no and po are not densities but mean total 
numbers; I is the dc current and b=1.1./12„. In the partic-
ular case that po= 0 we have 

Si = (I/n0)25„„ (8a) 

and in another practical case where tIn(t)=4(t) we 
have 

Si = /2[(b 1)/(bno po)]2S,... (8b) 

In accordance with what has been said in the introduc-
tion, it will suffice to find Sn„, and S„. The current 
noise spectrum Si follows from the above relations. 

First we will consider "single step processes," i.e., 
transitions occur only between the conduction band 
(containing n electrons) and localized levels, or between 
the conduction band and the valence band. Noise in a 
p-type semiconductor involving transitions between 
the valence band and localized levels can be found 
mutatis mutandis. Let g(n) be the generation rate of 
electrons and r(n) the recombination rate with either 
holes in the localized levels or with holes in the valence 
band. It will be assumed that the mass action law ap-
plies to the rates g(n) and r(n). The effect of different 
spins will be neglected since the variances and co-
variances are not affected by this refinement in sta-
tistics. Hence, the kinetic equation is 

dio/di = g(n) — r(n) f(t) (9) 

where f(t) is a stochastic source function for the fluctua-
tions. Expanding g(n) and r(n) up to first-order terms 
in n —no =An, we obtain the Langevin equation 

d(n)/dl = — An/r f(t) (10) 

where r is the lifetime of added current carriers 

= {(-(1-) C-el—D d0 — o} 
the subscript zero refers to the values of the derivatives 
for n no = (n). The solution of (10) yields: 

(An(t s).din(t)) = (An(1)2)e-81*. (12) 

With the Wiener-Khintchine theorem we find 

---- 4 f (An(l s).àn(1)) cos wsds 
ci 

= 4((An)2)r/(1 w2r2). (13) 
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The method does not give a complete answer unless 
((An) 2) is specified. Eq. (9) suggests the following rela-
tion between the statistical properties of g(n) and r(n) 

W(n)r(n) — W(n — 1)g(n — 1) = 0, (14) 

where W(n) is the probability distribution of n. Since 
(14) is a recurrent relation, W(n) and (An) 2) can be 
found as was shown by Burgess [18], [21]; the result 
is the gr theorem: 

((n)2)= go {(ddnr\ éc•\ 
= gor. (15) 

\dni of 

Hence, the spectrum (13) can be written as 

sanw = 4g07.2/(1 ± 0)2,2) . (16) 

The Langevin method can easily be extended to 
multistep processes [100]. Let there be s energy levels 
(including the conduction band and the valence band) 
between which transitions occur. The electron con-
centrations in these levels will be denoted by ni • • • n.. 
Since Zini is constant one variable can be eliminated. 
Let the independent variables then be ni • • • If 
pi; is the transition rate per second from i to j then 

dni/dt = - pi; + fi(1)• 
j-1 i-1 

(17) 

The Langevin equations follow from expansion of pi, up 
to first-order terms in the fluctuations. They can be 
written as 

where 

a-1 

d(An.)/dt = E aiAni fi(t) (18) 

aii 
ji aPki aPik 

1\ anj o \ an; I 1 
(19) 

Eq. (18) can be formally solved, given the values of 
Ani(t) at some time to. It is then found that the correla-
tion matrix has the following form: 

s-1 

(Ani(t s)C,n;(1)) = E ckiie-tirk (20) 

where the quantities —1/rk are the eigenvalues of the 
matrix [a ii ]. The spectrum follows from the Wiener-
Khintchine theorem: 

a-1 

Sie = 4 E ckiirk/ (1 + wtri.2). (21) 

The general form is depicted in Fig. 1. The quantities 
ckii depend on the variances (Ani2) and the covariances 
(Aneani) which have again to be found by other means. 
Van Vliet and Blok [100] calculated the variances and 
the covariances from the Fokker Planck equation and 
generalized the gr theorem (15). The spectrum (21) is 
therefore completely known once the transition rates pi; 
between the various energy levels can be specified ac-
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Fig. 1—Illustration of possible spectra in the case of multistep proc-
esses or several simultaneous single-step processes. The following 
values are chosen: = 2 X 10-4, T2 = 10-6 ; Ts = 2 X 10-7 sec and 
ci =5 X103, c2=104, c2 = 3 X103; these numbers are relative values. 

cording to the mass action law. A detailed example em-
ploying this method was given for noise in cadmium 
sulphide [101]. The calculations are cumbersome, how-
ever, and comparison with experiment is not readily 
achieved. In semiconductors the situation is slightly 
better than in photoconductors since an alternate 
method based on thermodynamics can be applied (see 
below). 

C. Application of the Generalized Nyquist Formula 

It has been emphasized already that it is sufficient to 
calculate the spectral densities S„„ under the conditions 
that there is no electric field. For moderate electric 
fields So„, etc., will not change and (8) can be applied 
to find the current noise. Consequently for the calcula-
tion of S,, etc., we may assume that the crystal is in 
thermal equilibrium. Obviously, we restrict ourselves 
here to semiconductors. 
As is well known, the steady-state electron distribu-

tion in semiconductors can be obtained thermody-
namically (minimization of the electronic free energy) 
and from mass action law considerations. In accordance 
with this, two methods which are entirely different in 
principle can be employed to find the noise. This was 
shown by Burgess [19] for the variances (tIn2), etc. 
Recently, the author [104] proved that the noise spectra 
S„„, etc., can also be found from thermodynamic argu-
ments; the results are in complete agreement with the 
previous section in which the mass action law was used. 
The method is based on the generalized Nyquist 
formula, established first by Callen and Welton [26] in 
1951. According to this relation the spectral density 
of a single fluctuating extensive thermodynamic vari-
able can be expressed as 

S(f) = 4k71)-2 Re (Y). (22) 

The admittance Y relates a sinusoidal variation of the 
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external variable to a sinusoidal perturbation by a gen-
eralized force acting on the system. In semiconductors 
such a perturbation can be accomplished if the Fermi 
level is changed into two or more quasi-Fermi levels 
for the various carrier groups. The response of the 
transition rates to such a perturbation defines the ad-
mittance Y. If only two carrier groups are considered, 
e.g., electrons and bound or free holes, the admittance 
is found to be [104] 

go jcor 
Y = (23) 

kT 1 + jcor 

This equation and (22) immediately yield the result 
(16). 
The method has also been applied to more variable 

cases. 

D. Extrinsic Semiconductors 

With the framework developed in the previous sec-
tions the noise in extrinsic semiconductors is readily 
found. We will assume that the semiconductor is n-type 
and has Nd donors all at a single level Ed below the 
conduction band. It will first be assumed that no in-
trinsic transitions occur. The generation rate and re-
combination rate can then be expressed as follows: 

g(n) -y(Na — n); r(n) = 8n2 (24) 

and in equilibrium we have 

go = 7(N — no) =- Sno2 = ro. (25) 

The quantities 7 and (5 are transition constants which 
include cross sections, etc. The constant (5 depends only 
weakly on the temperature; 7, on the contrary, de-
pends on T according to a Boltzmann factor 
=-7o exP —Ea/k T). Substituting (24) and (25) into 

(11) and (15) yields 

no(Na — no) X(1 — X) 
Na  

2Nd—no 2 — X 

1 Nd —no 1 1 — X 
T = 

ono 2Nd — no elNa X(2 — X) 

(An2) = (26) 

(27) 

where X =no/Nd is the fractional ionization of the im-
purities and has the same meaning as in Section II-A. 
The noise spectrum is found from (8a), (16), (26), and 
(27) which give after some arrangement: 

Si(f) = 4 ( /2)(1 — — ( Xy r 
no 2 X 1 + cd2r2)• (28) 

The conclusions drawn in Section II-A that the noise 
occurs only if the fraction X of ionized donors is low 
is still valid. This explains why hardly any noise meas-
urements on strongly extrinsic material have been re-
ported. A characteristic feature of this noise is the 
strong temperature dependence of r which is the ma-
jority carrier lifetime. According to (27) r decreases 
rapidly with increasing temperature since X approaches 
1. Noise of this nature was reported by Gebbie [35]. 

However, Gebbie attributed the noise to trapping 
effects. 

In the above analysis it was assumed that the donor 
levels are filled at absolute zero. If the donor levels 
contain already mo holes at T=0, the properties of the 
semiconductor are markedly different. The Fermi level, 
instead of lying approximately midway between the 
conduction band and the donor levels, is now clamped 
at the position of the donor levels for sufficiently low 
temperatures such that no«mo [66]. The noise prop-
erties are also different, since the transition rates, in-
stead of (24), are now given as 

g(n) = -y(Na — mo — no) 7(Na — 
. (29) 

r(n) = 6no(mo ± no) &nano 

The reaction mechanism is now approximately mono-
molecular. One finds from (29) 

(àn2) = no; r 1/(5mo. (30) 

Instead of (28) the noise is now given by Bernamont's 
formula (5) as is easily shown from (30) and (16). 
Moreover, the lifetime r is approximately constant. For 
p-type material similar arguments apply. Measure-
ments were recently performed on manganese-doped 
germanium in the range 77°K-125°K by Fassett [31a] 
at the University of Minnesota. It was estimated that 
50 per cent of the acceptor levels were filled at absolute 
zero. The spectra were flat from 1 kc-10 mc for tem-
peratures ,-,420°K. For temperatures below 100°K the 
lifetime increased, in contrast to (30). The possibility 
that hole trapping is present or that excited states of 
the impurity centers play a role is being investigated. 

Noise in cases where more donor levels participate in 
the transitions can also be calculated from the general 
analysis in the preceding sections. Also, an analysis can 
be given for the case that intrinsic transitions and im-
purity transitions occur simultaneously. Since most 
likely the donors are completely ionized before intrinsic 
transitions start to be present abundantly, the noise 
arising from the transitions to and from the donors or 
acceptors can usually be neglected in these cases. 
Hence, only the intrinsic transitions cause noise. Con-
sequently, without treating the complete case, it is 
evident that the noise output of a semiconductor is a 
complicated function of the temperature. Appreciable 
noise is found only in the strongly extrinsic and in the 
near-intrinsic or intrinsic region. 

E. Near Intrinsic and Intrinsic Crystals 

In these crystals the transition rates are, neglecting 
first recombination centers: 

g(n) = a; r(n) = I3n2. (31) 

The noise can be found in the same way as before. The 
relation between the density fluctuations and the cur-
rent fluctuations appropriate to this case is (8b), since 
the electron and hole densities fluctuate coherently; i.e., 
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An(t) ---Ap(t). The following result is easily obtained in 
the same manner as in the previous section 

(b 1)2nopo 
Si(f) = 4/2   (32) 

(bno poo(no Po 1 ± (02,2 

For intrinsic semiconductors (no --- po) this reduces to 

S(J) = 2I2r/no(1 ± (33) 

In contrast to the above assumptions usually recom-
bination in germanium and silicon occurs via recom-
bination centers. This changes the problem into a two-
variable problem, in which two of the three variables 
n, p, /it (where ni is the number of electrons in the re-
combination centers) can be taken as the independent 
ones. The variances (An2), (Ap)2 and the covariance 
(AnAp) were calculated by Burgess [19] and by van 
Vliet [103]. If, however, the number of electrons in the 
recombination centers is small compared to the number 
of majority carriers, we have An g.--••Ap. Then (32) and 
(33) apply where r is the Shockley-Read lifetime [83], 
[104]. 
Noise in intrinsic or nearly intrinsic material has 

been observed by several investigators [39], [55], [94], 
[79], [43], [40]. In the last two references the noise is 
compared with (32) and (33) and good agreement is 
found in most cases. In some cases, the spectrum did not 
fall off as rapidly as 1/co2 at high frequencies, indicating 
that the recombination centers in the bulk or at the 
surface (see below) are slightly distributed in energy. 

F. Surface GR Noise 

In many germanium crystals generation and recom-
bination of electrons and holes involve surface centers. 
This complicates the theory considerably. However, 
some simplifying argument will be given. First of all, 
it is noted that the noise is not determined by the local 
number of carriers. Secondly, as for bulk recombination 
centers, we will assume that the population of the sur-
face states is not too large. Then the decay of fluctua-
tions can again be described with (10) where r is a 
surface lifetime. Although r(n) and g(n) are not speci-
fied, the variances (An2), (Ap2), and (AnAp) will be the 
same since these expressions can be found from thermo-
dynamic arguments. Consequently, (31) and (32) will 
be approximately valid. Hyde [43] has pointed out 
that the spectra may reveal some smaller lifetimes since 
the solution of the continuity equations for injected 
carriers give rise to higher order modes [82]. It is also 
possible to solve the stochastic partial differential 
equations governing the generation, recombination, 
and diffusion of carriers exactly, but this would be 
beyond the scope of this paper. 

G. Influence of the Drift of the Carriers on the Noise 

In the previous section it was assumed that the 
probability distribution W(n) for the carriers was not 
distorted by the presence of the field. This is the case 
up to very high fields, apart from heat dissipation 

effects. At much lower field strengths, however, the 
spectral distribution of the noise may change since 
carriers are swept to the electrodes of the sample in a 
time smaller than r. Let us first consider a semiconduc-
tor containing only one type of carriers, say electrons. 
What will happen if r>rd where rd =LIµ.„E? Davydov 
and Gurevich [29] first treated the problem. Their 
work implies the correlation function 

(àn(t)An(t s)) = (àn2)e—air(1 — s/rd) (34) 

for s <rd and zero for s> rd. The term (1 —s/rd) takes 
into account that carriers are swept out of the sample 
in a time rd. It has been pointed out before [100], [84], 
[11], [77] however, that (34) is erroneous if the dielec-
tric relaxation time of the sample is much shorter than 
rd. In that case carriers are not simply swept out at 
the contacts and their life terminated. As soon as some 
extra electrons An are generated at a spot x and begin 
to move under the influence of the applied field, elec-
trons start to move everywhere in the crystal; at the 
negative electrode, electrons flow into the crystal and 
space charge neutrality is preserved. Hence, a carrier 
lives virtually its full lifetime r and the noise is the same 
as for r«rd. If both electrons and holes are present, 
things may change, however [62]. Consider, e.g., an 
n-type sample in which some extra hole-electron-pairs 
are created somewhere in the middle between the two 
electrodes. The electrons, starting to move to the posi-
tive electrode cannot produce a space charge so that 
other electrons come in at the negative contact whereas 
electrons are carried off at the positive electrode. If the 
holes start to move to the negative electrode they can-
not produce a space charge either; their charge will be 
neutralized mainly by electrons flowing in the opposite 
direction. Therefore, virtually a hole and a neutralizing 
electron are flowing to the negative electrode with the 
so-called ambipolar mobility [98], given by 

ino — Po!Pep 
j Ta = • (35) 

paE 
/20 = 

'inn° gpPo 

The ambipolar mobility is equal to the minority carrier 
mobility in highly extrinsic material in accordance with 
the above picture. The correlation function is now given 
by (34) if we replace rd by the ambipolar drift time 
The spectrum can be calculated with the Wiener-
Khintchine theorem; the integration involved is found 
in a paper by Burgess [20]. For r>>ra the spectrum be-
comes oscillatory 

Si(f) = constant x sin' (cora)/(1coro)2. (36) 

The effect has been experimentally verified by Hill. His 
measurements and an exact theory will be published 
elsewhere [105]. 

H. Degenerate Semiconductors 

The analysis given in Section I I-B is not immediately 
applicable to degenerate semiconductors like InSb. A 
more careful averaging process over the electrons in a 
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degenerate band has to be carried out than is implied by 
the simple terms g(n) and r(n) in previous sections. The 
variances (An') and (AM) for hole electron pair transi-
tions were calculated by Oliver [68] and by Burgess 
[22]. The spectrum was recently derived with the ap-
proach of irreversible thermodynamics (Section II-C) 
by the author [104]. It was shown that (16) is still 
valid. However, go and r depend on the carrier con-
centrations in a more complicated way than before. 
The noise is found to be given by [instead of (32)]: 

(b 1)2E„nopo 

Se) = 412 (bno Po)2(Entto EpPo) 1+ ,,,2r2 ; (37) 

here en and ep depend on the position of the Fermi level 
of the degenerate electron and hole distributions. For 
complete degeneracy of an n-type sample en— 3k T/2ep 
and e„-- 1, where Ep is the position of the Fermi level 
with respect to the bottom of the conduction band. The 
result (37) has not as yet been verified experimentally 
since other noise sources dominate in InSb [69], [86]. 

III. GR NOISE IN PHOTOCONDUCTORS 

A. Circuitry and Figures of Merit 

A photoconductor is usually incorporated in a simple 
circuit, consisting of the photoconductive film or crys-
tal, a load resistor, and a battery. The signal can be 
taken either from the crystal terminals or from the load 
resistor. If the signal and the rms noise both result from 
conductivity changes, both these effects are propor-
tional to the current and the signal-to-noise ratio does 
not depend on the load resistor, providing the thermal 
noise is negligible. There is, however, another reason 
to make the load resistor large. Often, 1/f noise of the 
current carrying contacts is a dominating noise effect. 
This can be suppressed by measuring the signal between 
probes on the crystal. If the load resistor is so large 
that the supply acts as a constant current generator, 
then resistance fluctuations at the current contacts will 
not show up as noise between the probes, unless con-
centration disturbances are swept into the probe region. 
Therefore, if T, is the lifetime and E,u, the drift 
velocity of the minority carriers, and d the distance be-
tween probes and the adjacent end contacts, we should 
have ,u9Er,«d (compare Fig. 2). 

Since, assuming that no ccfntact noise is present, the 
signal-to-noise ratio does not depend on the circuitry, 
we will find it convenient to represent both signal and 
noise by short-circuited current generators. 
We will assume that the light signal is being shopped 

with an angular frequency co =27rf and that the signal 
passes through an amplifier, with bandwidth (f —4 Af, 
f-ntlf). The signal will be denoted by i(co) and the 
rms noise in this bandwidth by s./S1(w)If. The signal-
to-noise ratio is then 

signal i(co) 

noise -VSi(co)àf 
• (38) 

photo— 
/conductor 

amp. 

Fig. 2—Probe method for photoconductive cells. 

With Jones [46] we will define the responsivity as the 
signal per unit radiation input. The dimension of the 
signal has already been fixed (amps). Since photocon-
ductors are quantum detectors we will express the input 
radiation intensity on the whole area of the cell' by J,. 
Hence the responsivity is expressed in amps/quanta 

i(co) = Mu)) Gt(co). (39) 

It should be noted that Gt also depends on the optical 
frequency of the light signal which will be denoted by 
y. The noise equivalent radiation intensity P„, is de-
fined as 

Peg = [S i(co)A.1] 112 / (RM. (40) 

As expected, the signal-to-noise ratio (38) is unity when 
J,=P„,. The noise equivalent power in watt is simply 

= hvP„. (41) 

It will turn out (Section III-C) that Pe, is proportional 
to A u2(Af)' ,2. Therefore, to compare cells it is meaning-
ful to evaluate Pe, for A=1 cm2 and [V= 1 cycle per 
second. The inverse of P., under these conditions is 
called the specific sensitivity [46], [74] and can be seen 
as a figure of merit. In simple cases the signal and noise 
depend on co in the same way and Pe, does not depend 
on the response time r. In other cases, however, Pa, 
does depend on co and thus on r. (This is always the case 
if 1/f noise predominates.) Figures of merit for special 
reference conditions, including the dependence on r have 
been given by Jones in his survey paper on the per-
formance of radiation detectors [46]. If the signal-to-
noise ratio is smaller than unity, r determines the in-
formation rate. Petritz [73] and MacQuiston [53] have 
discussed the performance using an information theory 
approach. 
The value of P, determined from the observed noise 

and the measured response according to (40) is not 
necessarily the limit that can be reached with a par-
ticular photoconductive material at a particular tem-
perature. First of all, the detector should not be limited 
by 1/f noise but by gr noise. This is the case for several 

1 Since we are dealing with fluctuations we get into trouble when 
we work with radiation per unit area or with carrier densities. E.g., 
the simple relation (.n.n2)r(n) gives dimension inconsistencies when 
applied to densities. Although unorthodox with respect to other fields, 
our quantities J. and Jr will refer to intensities on a given cell area 
A, and likewise our quantities n, p refer to total numbers of electrons 
and holes in a given cell volume V= AD' in which the absorbed radia-
tion is supposed to be approximately uniform. The conversion of the 
the results to the usual units is straightforward and left to the reader. 
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materials today (see Section III-C). Furthermore, as 
has been especially emphasized by Petritz [73], in most 

of the present materials fluctuations in the carrier 
densities are caused by interaction with lattice vibra-

tions (phonons) and not by interaction with the back-
ground black body radiation field (photons). The limit-
ing sensitivity is reached when all carrier excitations in-
volve photon absorption. The noise is then closely re-
lated to photon fluctuations of the background 
radiation. Photon noise will be defined here as the 
fluctuations in background radiation intensity Jr in-
cident on the detector and is indicated by SJ,(f). Since 
the effect is caused by the arrival of the individual 
photons, we have for the fluctuations in any part e of 
the stream: 

= (42) 

1 n a photocell of area A the fraction of the incident 
intensity effective in producing free carriers, will be 
denoted by J. The quantum efficiency 77 is related to 
the absorption coefficient a and the reflection coefficient 
R. However, each absorbed quantum need not be effec-
tive since part of the energy may be exchanged with 
phonons. (See also next section.) As an estimate, we may 
put, however 

n(v) — R(p)111 — exp (—a(v)d)] (43) 

where d is the thickness of the layer. Usually the simpli-
fying assumption is made2 that the absorption is uni-
form over an equivalent layer d'--1./a. 
The noise in that part of the photon stream that is 

effective in excitation is found from (42), setting e =n. 
If n. is the quantum efficiency at the signal frequency 
then the number of excitations per second due to J„ is 
n„.T.; when this number is equal to twice the rms fluctua-
tions induced by the photon noise we will denote it by 
Q„. The factor 2 will be explained in the next section. 
According to (42) and the above reasoning we have 

1/2 
= [2 f n(v).S.,,(v)dvAf] (44) 

The integral is to be extended over all frequencies of the 

background radiation that is permitted to fall on the 
detector. A performance figure of a particular cell is 

F = Pcq/Qea• (45) 

Jones calls this factor the noise figure. It is worthwhile 
to compare this figure with the noise figure in com-

munication receivers. In that case the limiting input 
noise is the thermal noise of the transformed antenna 
resistance [96], which depends on the particular an-
tenna and on its temperature. Likewise, the photon-
induced noise with which the actual noise is compared 

2 If the signal and the background radiation are composed of 
different wavelength regions, the inhomogeniety cannot be neglected. 
This can be one of the reasons why the response time and the time 
r from noise measurements are seldom in complete agreement. 

according to (44) depends on the operation of the par-
ticular detector (its quantum efficiency, cutoff wave-
length, and temperature). The situation is more com-
plicated here, however. A value of F close to unity may 
indicate that the optimum performance under the par-
ticular operating conditions is attained but these condi-
tions themselves may be rather unfavorable. As an 
example, let us assume that a lead sulphide cell cooled 
to liquid nitrogen temperature is seeing radiation noise 
of its room temperature surroundings. Noise figures 
close to unity have been reported experimentally under 
these conditions [32], [65]. A better performance could 
be obtained, however, by introducing a radiation shield 
with a transmission filter that only passes the signal 
wavelength, both of which are kept at low tempera-
tures. The cell may then no longer be limited by photon 
noise, but the noise equivalent power has been reduced 
below the radiation limit under previous conditions. 
This will be worked out more quantitatively in Section 
I I I-C. 

B. Interaction Between Photons and a Solid 

Let the photoconductor exchange energy with a 
black-body radiation field of temperature Tr. We assume 
thermal equilibrium and also that all transitions involve 
photon emission or absorption. The density of photons 

q(v) is given by Planck's law 

q(v) 8,(0/c3)/(€1. 1). (46) 

Let J, be again the radiation intensity incident on the 
detector area A; then 

= cAq(v)/4 = wi2 (1,2/ c2)/ (ehrikr, _ 1). (47) 

The spectrum of the photon noise is found with Bose-
Einstein statistics [911, [SOL 1451, [1011. 

.94 (f) = 24.(p)leh'ikri(eh'ikT, — 1)1. (48) 

For Q„ we find from (48) and (44) 

= [4 f n(e)-4(v)(Af) exp (1w/kTr)dil l/2 1 

exp (1w/kTr) — 1 
• (49) 

The spectrum of the photon noise as expressed by (48) 
is white as for shot noise. Apparently, this stream is 
noisier than one would expect from a Poisson distribu-
tion since the Bose factor [ 1 in (48) is larger than 
unity. It is remarkable that the noise of the effective 
photon stream n,J, reflects these Bose-Einstein fluctua-
tions [compare (42)] whereas the electrons follow Fermi 
statistics. Several authors have neglected these effects 
and assumed for simplicity that photons as well as 
electrons followed Poisson statistics. The consistency is 
then obvious [73], [77]. However, there is no dis-
crepancy, as we will now show. To that purpose we will 
adopt Einstein's notation [31], [3], [22]. Let the radia-
tion induce transitions between two levels 81 and 82 with 
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carrier occupancy n' and n, respectively; then we may 
write3 

dn 
= 

dl 
n'J,B12— n[J,1321-1- A21]. (50) 

The first term gives the photon induced excitations, the 
first term in the bracket is the "stimulated emission," 
and the last term is the spontaneous recombination rate. 
The quantum efficiency 71 is, expressed in this notation, 
the factor that relates the net excitation rate to L, hence 

= (n'Bi2 — nB21.). (51) 

We will identify n'JrBio with g*(n) and n(Jr/321-FA21) 
with r*(n) to conform with the notation of Section 
II-B; the asterisk is added to indicate that these quan-
tities refer to photon induced excitation and to radiative 

recombination. From (50) we have: 

d(an) (ag* ar*) + /49g* ar*) 
— ap 

dl an an 
— àn/r* (no'B io — noB21),à4 — AF,. (52) 

The interpretation is obvious: the first term gives the 
regression of any disturbance to equilibrium, r* being 
the radiative lifetime; the second term gives the fluctua-
tions of the induced net excitation rate Fq; and the last 
term accounts for the random fluctuations in the spon-
taneous recombination rate F,„. The subscript zero 
refers again to average values. Note that this equation is 
of the general form (10), the origin of the random func-
tion f(t) being specified in this case. For the noise in the 
net excitation rate we found already [(48), (42), and 
(51)]: 

= 2(110312— noi3 21)jr(oeh,llcr,/(eh,ikrr _ 1) . (53) 

Following Einstein's treatment the following relations 
are known 

no/no' = K exp (—hp/kn.); B12 = KB21. 

Hence one shows easily 

Se, = 2Biznó./0 2go*. 

(54) 

(55) 

Likewise we find for the fluctuations in the spontaneous 
recombination rate: 

Se,, -="" 211014 2iehvIkTi(e hvIkTr 1) 

2nerB21+ A21) 2ro*. (36) 

The contributions of (55) and (56) are equal since 

go* = ro*. Making a Fourier analysis of the various fluc-
tuating quantities in (52) one finds for S.: 

S (w) = 4go*T*2/ (1 w 2T *2) (57) 

3 In Einstein's paper the photon field is represented by the radia-
tion density q(v) instead of Jr(v). Both quantities are proportional 
(47) but differ in dimension by [sec]. It should also be noted that 
the Einstein A's and B's applied to this case are not constants but 
depend on the occupancy of the levels to which transitions are made 
and hence on n since ni-n' =constant. 

in complete agreement with (16). We thus proved: 1) 
the photon induced transitions and the spontaneous 
transitions give equal contributions to the noise; 2) 
the noise of the transition rates behaves as if two 
uncorrelated and completely random electron currents 
"flow" between the energy states Ci and 82 [multiplying 
with e2 in (55) gives the shot noise formula Si =2e(ego*) 
=2eI]; 3) there is complete reconciliation between the 
Bose statistics of the photons and the Fermi statistics 
of the electrons. The factor 2 in (44) is now explained: 
the total noise can never be less than twice the photon in-
duced noise. In the above treatment we assumed that 

the photoconductor interacted with background radia-
tion of a single frequency only. Obviously, the result 
remains the same when more frequencies are present 
providing the excitation mechanism is the same for all 
photon energies. Finally, we have to go into the case 
that the photoconductor is cooled and sees black-body 
radiation of room temperature. In these cases there is 
no thermal equilibrium. The absorption process is the 
same but the emission is usually radiationless. Since the 
emitted phonons have the same statistics as the 
photons (see also [34a]) the same result is found. If the 
absorption act also involves phonons, the detector is 
obviously not limited by photon noise and the noise 
equivalent power Po,«Qeo. 

It is instructive to also express Q, in photoconductor 
attributes. Let us specify to this purpose the detector 
as an intrinsic or near-intrinsic semiconductor. Then 
(Section II-B) the quantity go* can be expressed as 

go*= (An2)/r* = nopo/r*(no-Fp0). Since a signal J. gives 
an increase in excitation rate of n,J., we find for Q, 
from (55) and (56). 

= (4go* n 1 /2/71. = [4nopoàfir*(no pobb-2] 1/2. (58) 
A  

C. Infrared Photoconductors 

Since semiconductors have a bandgap of ev or 
smaller, these materials are suitable to detect infrared 
radiation. A review of the optical properties of ger-
manium and silicon is found in a paper by Burstein, 
Picus, and Sclar [23]. The long wavelength limits of 
Ge and Si are 1.8 µ and 1.2 respectively. It is known 

that the quantum efficiency for absorbed quanta is close 
to unity [37]. At room temperature these detectors see 

no radiation noise, since the lifetimes usually measured 
are orders of magnitude less than the radiative lifetimes 
which are of the order of one second [98a]. Obviously, 
the photon noise limit Q„ will not be reached at room 
temperature. Since the absorption coefficient is high 
( 104 cm-i) the crystals should be very thin (about 
1 micron) in order to reach the radiative limit at all. An 
alternative is offered by the use of junction diodes which 
do not have such a large dark current. 

PbS, PbSe, and PbTe are intrinsic photoconductors 
which have been widely used [65a]. GR noise in lead 

sulphide was measured by Lummis and Petritz [51]. 
This is somewhat surprising since these materials are 
applied in the form of microcrystalline films. It is as-
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sumed that in these materials the electrons (minority 
carriers) are mainly trapped. At room temperature the 
films are limited by dark current gr noise caused by 
lattice vibrations [51]. At low temperatures the photon 
limit has been reached for films exposed to radiation of 
room temperature or lower. Noise equivalent powers as 
low as 2 X 10-" watt have been reported [32], [106]. 
Lead selenide and telluride are less sensitive at com-
parable temperatures. In general, Q„ increases with 
decreasing bandgap as was discussed by Petritz 173] 

[compare also (62b) below]. 
Impurity semiconductors with deep donors and ac-

ceptors have been prepared in great variety in recent 
years. Germanium doped with nickel, iron, cobalt, 
manganese, gold, etc., has been prepared by Tyler, 
et al. [90]. These impurities generally give rise to double 
acceptor levels; n or p-type materials can be obtained by 
counterdoping. The impurity centers are of the order of 
0.2-0.4 ev from the conduction and valence band. Sili-
con has been doped similarly [28] although less is 
known than for Ge. To observe photoconductivity the 
temperature must be so low that most impurities are 
unionized. For the above materials 77°K is sufficient. 
Since the absorption constant is of the order of 1 cm-4, 
crystals can have the usual thickness (P ,1 mm). Noise 
in these crystals has not been reported as far as the 
author knows. In manganese doped germanium Fassett 
found that the noise was gr noise [31a] (Section II-D). 
This noise was measured with the.crystal at low tem-
perature and shielded from background radiation. It is 
known that the resistance decreases when the crystal 
at 77°K is exposed to room temperature radiation. 
Whether these crystals are still limited by photon noise 
when shielded by a cooled transmission filter (Section 
III-A) is not known yet. The noise in the germanium 
specimen doped with other impurities is being investi-
gated. An estimate of the sensitivity limit will be made 

below. 
We will calculate the quantities mentioned in Section 

III-A to predict the behavior of these detectors. For the 
signal response an equation analogous to (52) can be 
stated 

d(n)/d1 = - An/r 778.1„oei4" (59) 

or, putting Ai=ioeiwt=(I/no)An for a semiconductor 
with a simple type of carrier, we find: 

i0(./.(0 -1- VT) = (//no)nJ.0 (60) 

from which we find for the responsivity (39) 

61.(co) = Inar/no(1 co2r2)112. (61) 

With the noise given by (28) we obtain for 

2 [non - X\ 4 2. 

17 r \2 - 
P„ - (62a) 

In a similar way one obtains for near-intrinsic semicon-
ductors 

2 r  flop°,  1 12 
Pe, • (62b) 

Lr(no + Po) 

Since po and no are total numbers P, is actually- pro-
portional to A' 12(Af) 112. 

In PbS the result is slightly different since electron 
trapping and "barrier amplification" may occur [74]. 
For an intrinsic photoconductor, the noise figure is, ac-
cording to (58) and (62b) 

F = (i.*/.7.)112 (63) 

and this simple formula also holds for other two level 
cases. As emphasized by Petritz [73] it is not necessary 
to measure the absolute responsivity to find Peci. If 
the shape of the spectrum shows that (62a) or (62b) ap-
plies, then the quantity P„ may be calculated from no 
and T (which follow from the noise spectrum) and from 
an estimate of 'is. In case the spectrum is not of the 
above simple form, this indicates that transitions be-
tween more than two energy levels occur. The noise and 
the responsivity can still be calculated if the proper elec-
tron mechanism is known but this is usually compli-
cated. Moreover, the noise and responsivity may differ 
in frequency dependence (next section). Lower sensi-
tivity limits for intrinsic photoconductors have been 
listed in Petritz [73]. We will now make an estimate of 
Pe, for p-type Ge-Mn, using (62a). [The factor (1 -X) 
/(e -X) has to be omitted in this case; compare Section 
II-D I. At 77°K we observed: por,-. log holes; A =0.3 cm2 
ee10-5 sec. Putting Af =1 sec-i, hi' = 0.16 ev, we 

find for P„: 

P„ = 2.5 X 10-" watt. 

This detector should be useful up to about 7 microns. 

D. Photoconducting Insulators 

The best known photoconductive insulator is CdS. 
Noise and response measurements have been reported 
by Shulman [84], Btier [9], and by van Vliet and Blok 
[102]. The latter investigators found that the noise and 
response were quite different for wavelengths smaller or 
larger than the absorption limit. The results were ex-
plained on account of the two-center model for CdS. 
Response times varying from 0.1 sec (X>5100 A) to 
10-4 sec (X<5100 A) were observed. The response and 
the noise were parallel up to about 10 kc. Above that 
frequency the response dropped faster than the noise. 
This could be explained on account of electron trapping 
processes. In accordance with this the signal-to-noise 
ratio is constant up to 10 kc, even though the response 
time could be of the order of 1 second. Since CdS kas 
a negligible dark resistance (depending on doping) all 
excitations are photon induced. Thus, this detector is 
definitely limited by photon noise. The introduction of 
concepts like P, and Q„ is not unambiguous, however. 
The problem here is not to detect a light signal so small 
that quasi-thermal equilibrium can still be assumed. 
The dark current fluctuations, moreover, would have a 
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complicated behavior since these currents are space 
charge limited [85]. Usually CdS is illuminated strongly 
till reasonable conductivities (e.g., 10 KU for a cell) are 
obtained. One can, therefore, define a noise equivalent 
power depending on a certain amount of "bias light" 
that plays the same role as background radiation in 
semiconductors. Since the response as a function of the 
light intensity is not linear, this value Pc.„(J) will de-
pend on J in a complicated way. From absolute response 
measurements we obtained values of of 10—u watt 
for the highest light levels which may decrease by 

several orders of magnitude for the lowest practical 
light levels. 

IV. 1/f NOISE IN SEMICONDUCTOR FILAMENTS 

.4. Experimental Data 

When the noise in a semiconductor filament is meas-
ured between probes with a constant current generator 
applied to the crystal end contacts, any noise resulting 
from the current carrying contacts is eliminated or at 
least heavily reduced (similar to Fig. 2). It is thus sup-
posed that the remaining low-frequency noise is char-
acteristic of the filament. Whether the noise associated 

with the contacts is of the same nature as the noise that 
is attributed to the filament itself has not been sys-
tematically investigated. There is no reason to believe, 

however, that this necessarily should be the case. Here 
we turn our attention to the crystal 1/f noise. 

It seems quite clear at the present time that 1/f noise 
in germanium single crystals is, at least for the greater 
part, caused by the surface conditions. Probably the 
most direct proof was given by Maple, Bess, and Gebbie 
[54] who reported a 10 to 20 db increase in 1/f noise by 
switching the filament from a dry nitrogen ambient to 
one of carbon tetrachloride. The effect of proper etching 
of a crystal surface on 1/f noise is also well known. Mont-
gomery [60] could produce changes in 1/f noise by con-
centrating the carriers on the surface by means of a mag-
netic field. 

The frequency range over which 1/f noise extends is 
quite remarkable. It has been observed down to 2.10—' 
by Rollin and Templeton [76] for germanium fila-
ments. For point contact diodes it has been found even 
at 6 X 10-6 cycles per second [1], [33]. As to the upper 
limit more doubt exists. In carbon resistors and other 
materials 1/f noise was found up to 1 mc [99], [59] 
above which thermal noise drowned out the effect. 
However, this does not mean that 1/f noise in ger-
manium filaments extends that far, since this noise 
may be of other origin as remarked above. Montgomery 
[60] measured 1/f noise to quite high frequencies in 
germanium crystals. In those days germanium crystals 
were much less perfected than nowadays, however. 
Hyde [42] observed 1/f noise in two-terminal ger-
manium crystals up to 4 mc. Beyond this frequency the 
noise changed into a 1/f2 spectrum. Since the noise was 
not measured between probes it is uncertain whether t 

this noise should be considered to be characteristic for 
the filament. In many recent observations the 1/f noise 
does not extend beyond 100 to 10,000 cycles per second 
where it is masked by gr noise. Bess [8] reports an up-
per turnover frequency of ,--4000 cycles per second for 
crystals at low temperatures. In the experiments of 
Maple, et al. [54], the 1/f noise for a near intrinsic crystal 

emerged in carbon tetrachloride changed from 0 1'22 
dependence into a 1/f3 dependence at the frequency 
where the gr noise also started to decrease. This is in 
accordance with various proposed theories in which a 
lower limit for the upper turnover frequency is set by 
WØ -- 1/Tar where Tar is the lifetime of the carriers in-
volved. We return to this in the next section. 
Another remarkable effect is the slight temperature 

dependence of 1/f noise. In germanium little change has 
been found between liquid nitrogen temperature and 
room temperature. Templeton and MacDonald [89] 
measured noise in carbon resistors between 20 cycles per 
second and 10 kc and found little variation in magni-
tude. Similar results were reported by Russel [78] for 
ZnO crystals. 

The current dependence of 1/f noise in germanium 
differs somewhat from case to case. Often, the noise is 
proportional to the square of the dc current as one 
would expect for true conductivity fluctuations. Some-
times, however, a I4 dependence is reported. Brophy 
[14] has shown that such a higher power dependence is 
quite often found in plastically deformed crystals. 
Bess [8] attributes this behavior to edge dislocations. 
His theory will be discussed in Section IV-C. Since dis-
locations exist throughout the crystal, the noise is in 
his theory a combined bulk and surface effect. It was 
noticed by Brophy [16] that 1/f noise, if due to con-

ductance modulation, should not necessarily depend on 
the presence of an electric field. He could demonstrate 
that 1/f noise also occurs when conductivity changes are 
detected by placing the crystal in a temperature gradient 
rather than in an electric field, which is an important 
clue as to the mechanism of 1/f noise. 

Significant experiments have been performed in order 
to identify the carrier that is responsible for 1/f noise. 
The first experiments performed by Montgomery 
seemed to indicate that the noise is associated with the 
minority carriers. In his setup the noise was measured 
between each pair of three closely spaced terminals, A, 
B, and C on n-type germanium samples. The noise in-
tensities SAB, SBC, and SAC indicated considerable cor-

relation. From the drift length of the carriers the corre-
lation was also calculated and found to be in good agree-
ment with the results, if the carrier lifetime was that of 
the minority carriers. In more recent measurements, on 
the contrary, this correspondence could no longer be 
established [61]. Another approach to this problem was 
made by Brophy [13], Rostoker [15], and Bess [7] 
who measured the Hall effect noise. They concluded 
hat the noise in their samples was mainly due to 
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majority carriers. In nearly intrinsic material fluctua-
tions in the minority carrier density also contributed. 
The experimental data could best be fitted by assuming 
correlation between hole and electron fluctuations, such 
that 

An àp 

no Po 
(64) 

Bess [8] has pointed out that such a relation would be 
expected for slow fluctuations which modulate the 
Fermi level in a quasi-equilibrium-like fashion.. In that 
case pn=ni2=constant from which (64) immediately 
follows. It is interesting to note that Bess [7] also meas-
ured the Hall effect noise at frequencies where gr noise 
predominated; in this case the fact that An =Ap, as 
stated in Section II-E, was corroborated. 
Some general conclusions may be drawn from these 

experimental data. First of all, the effect cannot be 
caused by random events with a single time constant, 
since this results in a spectrum of the form cr/(1±w2r2). 
Moreover, the mechanism should explain the fact that 
the spectrum is usually not exactly 1/f, but of the form 
1/f«, where a varies somewhere between 0.7 and 1.5 for 
different materials and specimen. It has been known for 
a long time [87], [92], [30] that a superposition of 
r/(1-1-cer2) spectra can result in a 1/fa law. Formally, 
one may write 

T2 

S(f) f g(r)  dr. 
,27.2 

' 1 

(65) 

For g(r) = A/r this results in a 1/f spectrum for 1/r2<f 
<1/ri. This transfers the problem into the finding of a 
mechanism for g(r). This is not simple either. Elec-
tronic transitions between traps and the conduction and 
valence band as suggested by Baumgartner and Thoma 
[2] may give long trapping times but this is not ob-
served in the noise since the average free time of the 
carriers is much smaller. The time constant which de-
termines the noise spectrum is always the smaller one 
of the two time constants involved. This is the main 
reason that 1/f noise cannot be caused by a superposi-
tion of gr noise terms, involving deep traps. Presuming 
with Brophy that the noise is not inherent in the passage 
of current but can be attributed to conductivity fluctua-
tions, the two alternatives left are: either the carrier 
densities themselves are modulated (e.g., by the random 
creation and disappearance of donor centers [8]), or the 
rates of the carrier transitions are modulated in some 
way. Bess [8] opposes this idea, arguing that because 
of detailed balance such fluctuations are smoothed out 
within a few carrier lifetimes. This may be true for the 
behavior of the bulk where indeed, for times large in 
comparison with the carrier lifetime the occupancy of 
all states and consequently the rate of the transitions 
only depends on the Fermi level. At the surface, on the 

contrary, the relative position of the Fermi level de-
pends on the surface charges and can fluctuate. This 
will be considered in more detail in t he next section. 

B. McWhorter's and North's Analyses 

McWhorter [58], [57] has attributed the noise to the 
trapping and untrapping of so-called "slow surface 
states" [47], [49]. Before discussing his theory we first 
briefly review what is known about the surface of semi-
conductors such as germanium. It has been known for 
some time that the energy bands in a semiconductor are 
curved at the surface due to charges trapped in surface 
states. By a suitable choice of the ambient it is possible 
to make the surface either n-type or p-type irrespective 
of the bulk conductivity. The space charge region can 
be described by the parameters OR and Os (see Fig. 3). 

oxide 

Fig. 3—Band picture for a germanium surface (after Kingston, 
[471). The oxide layer is 20-40 Â. 

In addition there is an oxide layer at the surface indi-
cated by a surface barrier. The nature of the surface 
states was particularly investigated with the aid of the 
field effect [48], [63].In this effect the conductivity of 
the germanium sample is modulated by changing the 
surface charges with the aid of a pulsed or sinusoidally 
modulated transverse electric field (perpendicular to 
the surface). The response is usually quite complex. If 
a pulsed field is applied there is first a relatively rapid 
response, reaching a value corresponding to some 
quasi-equilibrium state of the carriers and the surface 
recombination centers. Then the conductance decays 
slowly to its original value with a half life for the decay 
ranging from milliseconds to several seconds, depending 
on the surface treatment and the gaseous ambient. The 
effect has been generally analyzed, assuming that there 
are two groups of surface states, the "fast states" which 
are responsible for the recombination velocity of the 
carriers, and the "slow states" which give the tail in the 
response curve. It is further assumed that the "fast 
states" are at the germanium-oxide interface, and that 
the "slow states" are in the oxide layer, or at the out-
side. McWhorter assumes that free carriers communi-
cate with the slow states by tunneling through the 
barrier. The attractive feature of this assumption is the 
temperature independence of this process. McWhorter 
measured the response to a sinusoidally varying field. 
In many cases the response could be approximated by 



1016 PROCEEDINGS OF THE IRE June 

àcr(w) = a log bco (66) 

for frequencies f If the slow surface states would 
have a single capture t bile constant r, then McWhorter 
shows that the response should be of the form 
jcar/(1-Fjcor). Note that this is the same as found in 
(23). The form (66) can only be explained if we intro-
duce a distribution of r's: 

r2 g(r)jcor 
Arr(w) = a'   dr. (67) 

f, 1 + jcor 

For g(r) ,,,l/r the result (66) is approximately found. 

Apparently, this is just the distribution of time con-
stants needed to obtain 1/f noise. It is accordingly very 
promising to assume that 1/f noise is caused by spon-
taneous fluctuations in the capture and release of car-
riers by the slow surface states. If r would be due to 
tunneling, then, according to quantum mechanics 

r = ro exp (2mV/h2)112w (68) 

where w is the barrier width, V the barrier height, and 
ro 10-12 sec. If w varies between 20 and 40 Angstrom, 
r varies between 10-4 sec and 106 sec. Unfortunately, 
the field experiments seem to indicate an upper value of 
f„,„„ lower than usually found for 1/f noise. However, the 
analysis of the field effect for frequencies close to the 

carrier lifetimes is not unambiguous. Since also the 
transition of 1/f noise into gr noise is not well known, no 
discrepancy may exist at all. McWhorter has also given 
a quantitative calculation of the expected noise. It is 
felt that this noise can be found in an easier way from 
the general procedures outlined in Sections II-B and 
II-C. The slow fluctuations in electrons and holes in the 
surface region are then easily found. The next step is to 
solve for the bulk conductivity fluctuations with the 
aid of Poisson's equation as is also done by McWhorter. 

Closely related to this procedure is a theory devel-
oped by North [67]. North assumes that the fluctua-
tions in the surface potential Os are thermal. Hence, 
the fluctuations in surface recombination velocity s fol-
low from 

as 
(482) = 4kTRegàf (41$2) = ( --) 2(482 ). (69) 

acks 

The quantity Re, is the real part of an equivalent 
impedance into which cb. looks. To calculate Ree, an 
equivalent network is developed by North in which the 
transition rates serve as conductances and the barrier 
capacitance and the time constants determine the 
capacitances. The theory is closely related to that of 
Section II-C. His basic idea was applied with success 
by Fongers to noise in transistors and junction diodes 
197]. 

C. Other Theories 

Bess [6], [8] has proposed an entirely different in-
terpretation of 1 /f noise. In accordance with the obser-

vation that the amount of 1/f noise can be changed by 
plastic deformation Bess assumed that the noise was 
associated with edge dislocations. Impurities should be 
diffusing along the edge dislocation line to and from the 
surface where they undergo some type of Brownian 
motion. With a highly specialized mathematical model 
this results in 1/f noise. Although the application of 
Bess' mathematical model is doubtful, his basic idea to 
associate the noise with dislocations is very attractive. 
As pointed out by Morrison [64a] the energy band 
structure in the neighborhood of a dislocation is similar 
to that of the surface (Fig. 4) a fluctuation of the 
trapped charge will thus modulate OD and the recombi-
nation velocity as in previous theories. This effect has 

EF 
n ........ 

Fig. 4—Band picture at a dislocation (after Morrison, [64a]). 

also been worked out by Morrison himself in a different 
way [64]. He assumes that the transition rates follow a 
relation of the Elovich type: 

d(Ant)/dt = B(ebAnt — 1) (70) 

where nt is the trapped charge and B and b are con-
stants. From this the correlation function and spectrum 
can be found. This results in a 1/f law over several 
decades. In contrast to North's theory one must as-
sume very large deviations from thermal equilibrium in 
order to explain the nonlinear behavior. 

Schiinfeld [80] has found the interesting result that 
random events of a 1/Vi character result in a 1/f spec-
trum according to Carson's theorem (Section II-A). 
However, no elementary events of such a form are 
known. 

V. MODULATION EFFECTS IN GRANULAR MATERIAL 

A. Proposed Theories 

So far we have not mentioned several of the older 
theories for 1/f noise which were largely based on dif-
fusion mechanisms. If these theories are applicable at 
all, then they might have some value for granular or 
microcrystalline material. MacFarlane [56] and Rich-
ardson [75] considered the diffusion of atoms or ions 

over the contact area of the grains. The spectra, how-
ever, are not 1/f like over many decades as pointed out 
by Burgess [17]. Moreover, the region in which a 
reasonable 1/f approximation is to be found is strongly 
temperature dependent. Petritz [72] has given a similar 
theory involving heat diffusion. McWhorter [56], [57] 
proposes that the tunnel processes also play a role in the 
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passage of current between contacting grains. Experi-
ments performed on a single mercury-aluminum contact 
gave support to this idea. Various other ideas have been 
suggested but nothing definite about the nature of the 
noise is known yet. The current dependence seems to 
be somewhat characteristic for the material. Carbon 
resistors invariably give a /2 dependence. PbS films 
often show a stronger current dependence, thermistors 
gave noise proportional to /1.25. Several features are dis-
cussed in a wartime report by Harris, Abson, and 
Roberts [38]. 

(11 

VI. BIBLIOGRAPHY 

Baker, D. "Flicker Noise in Germanium Rectifiers at Very 
Low Frequencies," Journal of Applied Physics, Vol. 25 
(July, 1954), pp. 922-924. 

[2] Baumgartner, W., and Thoma, H. U. "Zum Stromrauschen 
von Halbleitern," Zeitschrift fur angew. Physik, Vol. 6 
(1955), p. 66. 

[31 Becker, R. Theorie der Elektrizildt. Leipzig and Berlin: B. G. 
Teubner, sec. 70, 1933. Lithoprinted in the U.S.A. by Edwards 
Brothers, Inc., Michigan, 1945. 

[41 Becking, A. G. T. "Fructuatieverschijnselen by Bolometers," 
thesis, University of Utrecht, The Netherlands, 1953. 

[51 Bernamont, J. "Fluctuations du Potential aux Bornes d'un 
Conducteur Métallique de Faible Volume, Parcouru par un 
Courant," Annales de Physique, Vol. 7 (1937), pp. 71-140. 

[6] Bess, L. "A Possible Mechanism of 1/f Noise Generation in 
Semiconductor Filaments," Physical Review, Vol. 91 (Septem-
ber, 15, 1953), p. 1569. 
  "Relative Influence of Majority and Minority Carriers 
on Excess Noise in Semiconductor Filaments," Journal of 
Applied Physics, Vol. 26 (November, 1955), pp. 1377-1381. 

(81  . "Study of l/f Noise in Semiconductor Filaments," 
Physical Review, Vol. 103 (July 1, 1956), pp. 72-82. 

[91 Boer, K. W., and Junge, K. "Zur Freqttenzabhângigkeit von 
Elektronenschwankungserscheinungen in Halbleitern," Zeit-
schrift für Naturforschung, Vol. 8A (November, 1953), pp. 753-
755. 

[10] . "Einige Bemerkungen zur Gisolfschen Theorie der 
Elektronenschwankungserscheinungen von Halbleitern," An-
nalen der Physik, Vol. 14 (1954), pp. 87-96; also Vol. 15 
(1954), pp. 55-56. 

[11] , Kummel, U., and 1\4olgedey, G. "Elektronenrauschen 
von CdS Einkristallen bei Hohen Feldstârken," Annalen der 
Physik, Vol. 17 (1956), pp. 344-356. 

[12] Brophy, J. J. "Current Noise in Thermistor Bolometer 
Flakes," Journal of Applied Physics, Vol. 25 (February, 1954), 
pp. 221-224. 

[13] , and Rostoker, N. "Hall Effect Noise," Physical Review, 
Vol. 100 (October 15, 1955), pp. 754-756. 

[141  . "Excess Noise in Deformed Germanium," Journal of 
Applied Physics, Vol. 27 (November, 1956), pp. 1383-1384. 

[15]  . "Excess Noise in n-Type Germanium," Physical 
Review, Vol. 106 (May 15, 1957), pp. 675-678. 

[161  . "Experimental Investigation of Excess Noise in Semi-
_ conductors." Presented before the American Physical Society, 

Boulder, Colo., September 5-7, 1957. 
[17] Burgess, R. E. "Contact Noise in Semiconductors," Proceed-

ings of the Physical Society, Vol. B66 (April, 1953), pp. 334-
335. 

[18]  . "Fluctuations in the Number of Charge Carriers in a 
Semiconductor," Physica, Vol. 20 (November, 1954), pp. 
1007-1010. 

[19]  . "Fluctuations of the Number of Electrons and Holes in 
a Semiconductor," Proceedings of the Physical Society, Vol. 
B68 (September, 1955), pp. 661-671. 

120] . "Electronic Fluctuations in Semiconductors," British 
Journal of Applied Physics, Vol. 6 (June, 1955), pp. 185-190. 

(211  . "The Statistics of Charge Carrier Fluctuations in Semi-
conductors," Proceedings of the Physical Society, Vol. B69 
(October, 1956), pp. 1020-1027. 

1221 . "Statistical Fluctuations in Semiconductors." Presented 
before the American Physical Society, Boulder, Colo., Septem-
ber 5-7, 1957. 

[23] Burstein, E., Picos, G., and Sclar, N. "Optical and Photo-
conductive Properties of Silicon and Germanium," in Photo-
conductivity Conference, R. G. Breckenridge et al., eds. New 
York: John Wiley and Sons, Inc., 1956. 

[24] Buttler, W. M. "Ober das Randschichtrauschen in Halblei-

tern," Annalen der Physik, Vol. 11 (1952), pp. 362-367. 
[25] —, and Muscheid, W. "Die Bedeutung des elektrischen 

Kontaktes bei Untersuchungen an Kadmium Sulfid-Einkris-
tallen," Annallen der Physik, Vol. 14 (1954), pp. 215-219; 
also Vol. 15 (1954), pp. 82-111. 

126] Callen, H. B. and Welton, T. A. "Irreversibility and Gener-
alized Noise," Physical Review, Vol. 83 (July 1, 1951), pp. 34-
39. 

[27] Christenson, C. J., and Pearson, G. L. "Spontaneous Fluctua-
tions in Carbon Microphones and Other Granular Resistors," 
Bell System Technical Journal, Vol. 15 (April, 1936), pp. 197-
223. 

[281 Collin, C. B., and Carlson, R. O. Bulletin of the American 
Physical Society II, Vol. 1 (March 15, 1955), p. 127. 

[29] Davydov, B., and Gurevich, B. "Voltage Fluctuations in Semi-
conductors," Journal of Physics of the USSR, Vol. 7 (1943), 
pp. 138-140. 

[30] duPré, F. K. "A Suggestion Regarding the Spectral Density of 
Flicker Noise," Physical Review, Vol. 78 (June 1, 1950), p. 615. 

[31] Einstein, A. Physikalisch Zeitschrift, Vol. 18 (1917), p. 121. 
[31a] Fassett, J. R., M.Sc. thesis, University of Minnesota, 

Minneapolis, Minn., 1958, unpublished. 
[32] Fellgett, P. B. "On the Ultimate Sensitivity and Practical 

Performance of Radiation Detectors," Journal of the Optical 
Society of America, Vol. 39 (November, 1949), p. 970. 

[33] F rie, T., and Winston, H. "Noise Measurements in Semi-
conductors at Very Low Frequencies," Journal of Applied 
Physics, Vol. 26 (June, 1955), p. 716. 

[34] Fowler, R. "Statistical Mechanics," Cambridge: University 
Press, sec. 20.71, 1936. 

[34a] Frohlich, H. "Elektronentheorie der Metalle," Berlin: 
Springer Verlag, 1936. See especially sec. 13. 

[35] Gebbie, H. A. "Excess Noise and Trapping in Germanium," 
Physical Review, Vol. 98 (June 1, 1955), p. 1567. 

[36] Gisolf, J. H. "On the Spontaneous Current Fluctuations in 
Semiconductors," Physica, Vol. 15 (September, 1949), pp. 
825-832. 

[37] Gouscher, F. S. "The Photon Yield of Electron-Hole Pairs 
in Germanium," Physical Review, Vol. 78 (June 15, 1950), p. 
816. 

[38] Harris, E. J., Abson, \V., and Roberts, W. J. Report, Tele-
communications Research Establishment, 1946 (unpublished). 

[39] Herzog, G. B., and van der Ziel, A. "Shot Noise in Germanium 
Single Crystals," Physical Review, Vol. 84 (December 15, 
1951), p. 1249. 

[40] Hill,-J. E., and van Vliet, K. M. "Generation-Recombination 
Noise in Intrinsic and Near-Intrinsic Germanium Crystals," 
Journal of Applied Physics, Vol. 29 (February, 1958), pp. 177-
182. 

[41] Hyde, F. J. "Measurements of Noise Spectra of a Point 
Contact Germanium Rectifier," Proceedings of the Physical 
Society, Vol. B66 (December, 1953), pp. 1017-1024. 

[42] . "Excess Noise Spectra in Germanium," Proceedings of 
the Physical Society, Vol. B69 (February, 1956), pp. 242-245. 

[43] "Shot Noise in a Germanium Filament," Report of the Con-
ference on Semiconductors of the Physical Society, Rugby, Eng-
land (1956), pp. 57-64. 

[441 Johnson, J. B. "The Schottky Effect in Low Frequency Cir-
cuits," Physical Review, Vol. 26 (July, 1925), pp. 71-85. 

[45] Jones, R. C. "The Ultimate Sensitivity of Radiation Detec-
tors," Journal of the Optical Society of America, Vol. 37 
(November, 1947), pp. 879-890. 

[46] —. "Performance of Radiation Detectors" in Advances of 
Electronics. New York: Academic Press, Vol. 5, 1953. 

[471 Kingston, R. H. "Review of Germanium Surface Phenomena," 
Journal of Applied Physics, Vol. 27 (February, 1956), pp. 101-
114. 

148]  , and Mc \Vhorter, A. L. "Relaxation Time of Surface 
States on Germanium," Physical Review, Vol. 103 (August 1, 
1956), pp. 534-540. 

[49] —  , et al. Surface Physics. Philadelphia: University of 
Pennsylvania Press, 1957: 

1501 Lewis, \V. B. "Fluctuations in Streams of Thermal Radia-
tion." Proceedings of the Physical Society, Vol. 59 (January, 
1947), pp. 34-40. 

[51] Lummis, F. L., and Petritz, R. L. "Noise, Time Constant 
and Hall Studies on Lead Sulfide Photoconductive Films," 
Physical Review, Vol. 105 (January 15, 1957), pp. 502-508. 

[521 Machlup, S. "Noise in Semiconductors; Spectrum of a Two 
Parameter Random Signal," Journal of Applied Physics, 
Vol. 25 (March, 1954), pp. 341-343. 

[531 MacQuiston, R. B. Private communication. 
[54] Maple, T. G., Bess, L., and Gebbie, H. A. "Variation of Noise 

with Ambient in Germanium Filaments," Journal of Applied 
Physics, Vol. 26 (April, 1955), p. 490. 



1018 PROCEEDINGS OF THE IRE June 

[55] Mattson, R. H., and van der Ziel, A. "Shot Noise in Ger-
manium Filaments," Journal of Applied Physics, Vol. 24 
(February, 1953), p. 222. 

[561 McFarlane, G. G. "A Theory of Contact Noise in Semi-
conductors," Proceedings of the Physical Society, Vol. B63 
(October, 1950), pp. 807-814. 

[57] McWhorter, A. L. "1/f Noise and Related Surface Effects in 
Germanium," Lincoln Laboratory, Massachusetts Institute 
of Technology, Lexington, Mass., Report No. 80 (May, 
1955), unpublished. 

(58) —. "1/f Noise and Germanium Surface Properties," in 
Semiconductor Surface Physics, R. H. Kingston et al., eds. 
Philadelphia: University of Pennsylvania Press, 1957. 

[59] Miller, P. H., Jr. "Noise Spectrum of Crystal Rectifiers," 
PROCEEDINGS OF THE IRE, Vol. 35 (March, 1947), pp. 252-256. 

[60] Montgomery, H. C. "Electrical Noise in Semiconductors," 
Bell System Technical Journal, Vol. 31 (September, 1952), pp. 
950-975. 

[61] --. Private communication to A. L. McWhorter. 
[621 —. Private communication. 
[63] —, and Brown, W. L. "Field-Induced Conductivity Changes 

in Germanium," Physical Review, Vol. 103 (August 15, 1956), 
pp. 865-870. 

[64] Morrison, S. R. "Generation of I/f Noise by Levels in a Linear 
or Planar Array," Physical Review, Vol. 99 (September 15, 
1955), p. 1904. 

1Ma] —. "Recombination of Electrons and Holes at Disloca-
tions," Physical Review, Vol. 104 (November 1, 1956), pp. 
619-623. 

1651 Moss, T. S. "The Ultimate Limits of Sensitivity of PbS and 
PbTe Photoconductive Detectors," Journal of the Optical 
Society of America, Vol. 40 (September, 1950), pp. 603-607. 

j65a1  . "Lead Salt Photoconductors," PROCEEDINGS OF THE I RE, 
Vol. 43 (December, 1955), pp. 1869-1881. 
Mott, N. F., and Gurney, R. W. "Electronic Processes in 
Ionic Crystals." New York: Oxford University Press, second 
edition, 1948. 

[671 North, D. O. "Theory of Noise Processes in Diodes and Tran-
sistors." Presented before the meeting of the American Physi-
cal Society, Boulder, Colo., September 5-7, 1957. 

1681 Oliver, D. J. "Fluctuations in the Number of Electrons and 
Holes in a Semiconductor," Proceedings of the Physical 
Society, Vol. B70 (February, 1957), pp. 244-247. 

1691 . "Current Noise in Indiumantimonide," Proceedings 
of the Physical Society, Vol. B70 (March, 1957), pp. 331-332. 

170[ Petritz, R. L. "On the Theory of Noise in P-N Junctions and 
Related Devices," PROCEEDINGS OF THE IRE, Vol. 40 (Novem-
ber, 1952), pp. 1440-1456. 

[71]  . "On the Diffusion Theory of Noise in Rectifiers and 
Transistors," Physical Review, Vol. 87 (July 1, 1952), p. 189. 

172]  . "Theory of Contact Noise," Physical Review, Vol. 87 
(August 1, 1952), p. 535. 

173]  . "The Relation Between Lifetime, Limit of Sensitivity 
and Information Rate in Photoconductors,' in Photocon-
ductivity Conference, R. G. Breckenridge et. al., eds. New 
York: John Wiley and Sons, Inc., 1956. 

174]  . "Theory of Photoconductivity in Semiconductor Films," 
Physical Review, Vol. 104 (December 15, 1956), pp. 1508-1516. 

175] Richardson, J. M. "The Linear Theory of Fluctuations 
Arising from Diffusion Mechanisms; An Attempt at a Theory 
of Contact Noise," Bell System Technical Journal, Vol. 29 
(January, 1950), pp. 117-141. 

[76] Rollin, R. V., and Templeton, I. M. "Noise in Semiconductors 
at Very Low Frequencies," Proceedings of Physical Society, 
Vol. B66 (March, 1953), pp. 259-261. 

[77] Rose, A. "Performance of Photoconductors," in Photocon-
ductivity Conference, R. G. Breckenridge et al., eds. New York: 
John Wiley and Sons, Inc., 1956. 

[781 Russell, R. R. Tenth Annual Conference on Physical Elec-
tronics, M.I.T., Cambridge, Mass., March 30-April 1, 1950. 

[79] Sautter, D., and Seiler, K. " tIber das Rauschen von Germani-
um Einkristallen," Zeitschrift fier Naturforschung, Vol. 12A 
(June. 1957), p. 490. 

180] Schiinfeld, H. "Beitrag zum l/f Gesetz beim Rauschen von 
Halbleitern," Zeitschrift far Naturforschung, Vol. 10A (April, 
1955), pp. 291-300. 

1661 

[81] Shockley, W. Electrons and Holes in Semiconductors. New York: 
D. van Nostrand Co., Inc., pp. 342-346, 1950. 

182] Ibid., pp. 319-325. 
1831  , and Read, W. T. "Statistics of the Recombination of 

Holes and Electrons," Physical Review, Vol. 87 (September 1, 
1952), pp. 835-842. 
Shulman, G. I. "Shot Noise in CdS Crystals," Physical 
Review, Vol. 98 (April 15, 1955), pp. 384-386. 
Smith, R. \V., and Rose, A. "Space-Charge-Limited Currents 
in Single Crystals of Cadmium Sulfide," Physical Review, Vol. 
97 (March 15, 1955), pp. 1531-1537. 

1861 Smits, G. H., et al. "Excess Noise in I ndium-Antimonide," 
Journal of Applied Physics, Vol. 27 (1956), p. 1385. 

[87] Surdin, M. M. "Fluctuations de Courant Thermionique et le 
Flicker Effect," Journal de Physique et le Radium, Vol. 10 
(April, 1939), pp. 188-189. 

1881 . Revue Genérale d'Electricité, Vol. 47 (1940), p. 97. 
1891 Templeton, I. M., and McDonald, D. K. C. "The Electrical 

Conductivity and Current Noise of Carbon Resistors," Pro-
ceedings of the Physical Society, Vol. B66 (August, 1953), pp. 
680-684. 

[90] E.g., Tyler, W. W., and Woodbury, H. H. "Properties of 
Germanium Doped with Iron; I Electrical Conductivity," 
Physical Review, Vol. 96 (November 15, 1954), pp. 874-886. 
Newman, R., and Tyler, W. W. "Properties of Germanium 

Doped with Iron; II Photoconductivity," Physical Review, 
Vol. 96 (November 15, 1954), pp. 882-886. The same authors 
have published similar papers on many other impurity ele-
ments in germanium. They have appeared in recent volumes 
of the Physical Review. 

1911 Tolman, R. C. The Principles of Statistical Mechanics. New 
York: Oxford University Press, 1938. 

1921 van der Ziel, A. "On the Noise Spectra of Semiconductor 
Noise and of Flicker Effect," Physica, Vol. 16 (April, 1950), 
pp. 359-372. 
 . "Shot Noise in Semiconductors," Journal of Applied 
Physics, Vol. 24 (February, 1953), pp. 222-223. 
- "Simpler Explanation of the Observed Shot Effect in 
Germanium Filaments," Journal of Applied Physics, Vol. 24 
(August, 1953), p. 1063. 

[95] — -. "Note on the Shot Effect in Semiconductors and Flicker 
Effect in Oxide Cathodes," Physica, Vol. 19 (August, 1953), 
pp. 742-744. 

[96] . Noise. Englewood Cliffs: Prentice Hall, Inc., 1954. 
197] . "Noise in Junction Transistors," this issue, p. 1019. 
1981 van Roosbroeck, W. "The Transport of Added Carriers in 

a Homogeneous Semiconductor,' Physical Review, Vol. 91 
(July 15, 1953), pp. 282-288. 

, and Shockley, W. "Photon Radiative Recombination 
of Electrons and Holes in Germanium,' Physical Review, 
Vol. 94 (June 15, 1954), pp. 1558-1561. 

1991 van Vliet, K. M., van Leettwen, C. J., Blok, J., and Ris, C. 
"Measurements on Current Noise in Carbon Resistors and in 
Thermistors," Physica, Vol. 20 (August, 1954), pp. 481-496. 

[100] , and Blok, J. "Electronic Noise in Semiconductors," 
Physica, Vol. 22 (March, 1956). pp. 231-242. 

11011  ,  . "Electronic Noise in Photoconducting Insulators,' 
Physica, Vol. 22 (June, 1956), pp. 525-540. 

1102]  „  Ris, C., and Steketee, 1. "Measurements of Noise 
and Response to Modulated Light of Cadmium Sulphide 
Single Crystals," Physica, Vol. 22 (August, 1956), pp. 723-740. 

1103]  . "On the Equivalence of the Fokker-Planck Method 
and the Free Energy Method for the Calculation of Carrier 
Density Fluctuations in Semiconductors," Physica, Vol. 23 
(March, 1957), pp. 248-252. 

[1041  . "Irreversible Thermodynamics and Carrier Density 
[1051 Fluctuations in Semiconductors," Physical Review, Vol. 110 

(April 1, 1950), pp. 50-60. 
 , and Hill, J. E. "Arnbipolar Transport of Carrier Den-

sity Fluctuations in Germanium," to be published. 
11061 Watts, B. N. "I ncreased Sensitivity of Infrared Photocon-

ductive Receivers," Proceedings of the Physical Society, Vol. 
A62 (July, 1949), pp. 456-457. 

[1071 Williams, N. H., and Thatcher, E. W. "On Thermal Elec-
tronic Agitation in Conductors," Physical Review, Vol. 40 
(April 1, 1932), p. 121. 

[84] 

185] 

[93] 

[94] 

198a1 



1958 PROCEEDINGS OF THE IRE 1019 

Noise in Junction Transistors* 
..1. VAN DER ZIELt, FELLOW, IRE 

Summary—This paper gives a survey of the problem of shot 
noise and flicker noise in junction diodes and junction transistors. 
After a short introduction in Section I, the theory of shot effect is 
presented in Section II. First a simplified low-frequency theory is 
given and the close correspondence with earlier (heuristic) equivalent 
circuits is indicated. Then the theory is given in a more rigorous 
form, both from a collective point of view (Petritz, North, and van der 
Ziel) and from a corpuscular point of view (Uhlir, van der Ziel and 
Becking). Finally the conditions under which the theory holds are 
summed up and the possibility of deviations is discussed. Section 
III gives Fonger's theory of flicker noise in diodes and transistors 
and incorporates his discussion of base modulation effects into the 
equivalent noise circuit in a manner that differs somewhat from 
Fonger's original presentation. Section IV gives the experimental 
verification of the theory by Guggenbuehl and Strutt, Nielsen, Han-
son and van der Ziel and others and also discusses some further 
experimental material. Finally, the problem of low-noise circuits, 
the choice of the operating point of the transistor, and the design 
criteria for low-noise transistors is discussed. Section V extends 
Fonger's theory of base modulation effects to shot effect and dis-
cusses possible consequences of this effect. 

I. INTRODUCTION 

ET an active four-terminal network be connected 
to a signal source of internal impedance Z„= R., 
-I-jX„ or internal admittance Yn =1/Z., =gni-jb,. 

'I'he noisiness of the network may then be characterized 
in many ways. One may, e.g., represent the noise by an 
equivalent emf en in series with the source or by an 
equivalent noise current generator i. in parallel to the 
source; these quantities are defined such that the output 

noise power of the network is doubled if the noise emf en 
or the noise current generator i„ are introduced. One 
may then define the equivalent noise resistance R„ or the 
input equivalent saturated diode current I„ of the network 

by the equations 

e„2= 4k TR„Af; = 2e1„41 (1) 

where T is room temperature, k is Boltzmann's con-
stant, e is the electron charge, and .Cif a small frequency 
interval. Both quantities R. and I„ may depend upon 
the internal impedance of the source. 

It is more common to introduce the noise figure F of 
t he network as the ratio of the total output noise power 

over the output noise power due to the thermal noise 
of the source. The latter can be represented by a noise 

emf V4kTR„àf in series with the source or by a noise 
current generator V4kTg„,àf in parallel to the source. 

Then, according to (1) 

R. 
• (2) 

R„ 2kT 

* Original manuscript received by the IRE, February 28, 1958; 
revised manuscript received, April 17, 1958. 
1- Elec. Eng. Dept., University of Minnesota, Minneapolis, Minn. 

The noise figure always shows a parabolic dependence 
on R„ and has a minimum value Frn i. for R„=(R„).,1„. 
The smallest available signal power that can be de-

tected against the noise background of an amplifier of 
noise figure F and bandwidth B is about FkTB. One 
thus wants to make the noise figure F as small as pos-
sible under the existing operating conditions. 

In many cases it is possible to change the source 
impedance, as viewed from the input of the amplifier, 
within a wide range with the help of a lossless matching 
network. In such cases the amplifier with the lowest 
value of Frn in is the best one. In other cases it is necessary 
to connect the signal source directly to the amplifier 
without the benefit of a lossless matching network; in 
that case the amplifier with the lowest value of F,„;„ may 
be a rather poor choice. In the case of a low-impedance 
signal source the amplifier with the lowest noise re-
sistance R. is the best one. Whereas, with a high-
impedance signal source the amplifier with the lowest 
input equivalent saturated diode current I. is preferred. 
The first step in characterizing the noisiness of an 

amplifier stage consists of finding the noise sources in 
their active element and locating the proper positions 
of these sources in their equivalent circuit. It is then 
possible to determine the most suitable operating condi-
tions of a given active element, or to design the active 
element so that it gives the lowest noise figure F under 
the existing operating conditions. 
The representation of the noise properties of an active 

network by an equivalent circuit is not unique, since a 
given circuit can be transformed into another one by 
applying certain network theorems. Usually one tries 

to find the equivalent circuit that fits closest to the 

physics of the device. 
Since junction transistors have found many applica-

tions in amplifier circuits, it is important to have a good 
understanding of the noise properties of these devices. 
The noise properties of junction diodes also are of inter-
est for two reasons: their noise properties are closely 
related to those of junction transistors and certain 
transistor equations follow directly from the correspond-
ing diode equations. They also are of intrinsic interest 
because of their use as low-level radiation detectors. 

It was found that the noise in these devices consists 
of two parts, a flicker noise part with a low-frequency 
noise spectrum and a shot noise part with, at least at 
low frequencies, a flat spectrum. Flicker noise probably 
is caused by a modulation mechanism located at the 
surface of the devices; it can be considerably reduced 
by appropriate surface treatments and therefore is not 
a basic limitation. Shot noise is due to the corpuscular 
character of the current flow and thus represents a basic 
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limitation, so that it is important to have a good under-
standing of the phenomenon. 

II. THEORY OF SHOT NoisE IN JUNCTION DloDES 
AND TRANSISTORS 

The problem may be treated theoretically in two 
equivalent ways. 

1) The collective approach, where the noise is at-

tributed to the random diffusion of minority car-
riers and to the random recombination and genera-
tion of hole-electron pairs. 

2) The corpuscular approach, where the shot noise 
is attributed to a series of random and independent 

events, viz., the crossing of the emitter and/or 
the collector junction by the individual current 
carriers. 

Petritz published the first paper on the collective ap-

proach, using a lumped-parameter approximation [44]. 
Later he solved the one-dimensional diode problem 
more accurately [44a] and obtained a result that is 
nearly identical with (16) of this paper; unfortunately, 
this result was not given in an easily applicable form 
and no detailed account of this work was published. 
North [42] showed that the mathematical difficulties 
could be greatly simplified by representing the diffusion 
and recombination of minority carriers by a distributed 
RC network.' Van der Ziel [55] treated both the one-
dimensional diode and the one-dimensional transistor in 

this manner. Solow [49a] extended the theory to two-
and three-dimensional geometries in his thesis; the 
thesis also gives a summary of Petritz's unpublished 
work. The one-dimensional problem was also solved 
independently by Becking with the help of the collec-
tive method,' but his results were not published. 

Weisskopf [60] applied the corpuscular approach to 
crystal diodes; a similar approach is also the (hidden) 
basis of the earlier heuristic theories of diode and transis-
tor noise [15], [40], [53]. Uhlir [52] extended the 
method to high frequencies for diodes; van der Ziel and 
Becking [56] generalized his approach and extended it 
to transistors. 

A. The Low-Frequency Corpuscular Approach 

First consider noise in junction diodes. Let the diode 
have a characteristic: 

/ = /„(e'rikr — 1). (3) 

At low frequencies its admittance Y is a conductance 
Ge: 

dl e(I -I- I)  
(4) 

dV kr 

One may now consider the diode current / to consist 
of two parts, a part (./±/o) and a part —I.; the minus 

Petritz has used this method in the derivation of his 1953 diode 
formula [44al. (R. L. Petritz, private communication.) 

2 A. G. T. Becking, private communication. 

(a) 

sign indicates that the currents flow in opposite direc-
tions. Both currents should fluctuate independently 
and each should show full shot noise (see Section II-E). 
Hence, if the total noise of the junction is represented 
by a current generator i in parallel to the junction ad-
mittance Y=G=G.„ we have 

= 2e(I le),Af 2eloàf. (5) 

This result should be valid for arbitrary diodes at low 
frequencies. 

Application to point contact diodes showed that 
reasonable agreement could be obtained between theory 

and experiment for the case of forward bias, provided 
that the thermal noise of the contact resistance r of the 
diode was taken into account; this leads to the equiva-
lent circuit of Fig. 1(a) [51,] [54]. Anderson and 
van der Ziel applied the equivalent circuit for low fre-
quencies but could not explain their high-frequency 
data [2]. This is discussed later. 

(c) 

(b) (d) 

Fig. 1—Equivalent circuits for shot noise. (a) Equivalent circuit of a 
junction diode. (b) Equivalent circuit of a transistor. (c) Equiva-
lent circuit of Montgomery, Clark, and van der Ziel. (d) Equiva-
lent circuit of Giacoletto. 

The above theory of the junction diode is easily ex-
tended to transistors. Consider, for example a p-n-p 
transistor; for sake of simplicity it is assumed at first 
that all current is carried by holes. Let /. be the emitter 
current and Ir the collector current and let the collector 
be biased so that it does not inject holes into the base 
region. The current I. can now be considered as con-
sisting of a part (/,+/..) due to holes flowing from the 
emitter to the base and a part ( —I..) due to holes flow-

ing from the base to the emitter. Both currents should 
fluctuate independently and each should show full shot 

noise (Section II-E). Hence, if the emitter noise is rep-
resented by a current generator j1 in parallel to the 
emitter junction, 

2e(Ie+ lee) AI 2eIeetlf. (6) 

In the collector junction all holes move in the same 
direction. One would thus expect full shot noise for the 
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collector current Ir. Representing the collector noise by 
a current generator i2 in parallel to the collector junc-
tion, we have 

i22 = 2elcaf. (7) 

These equations follow directly from (5). The emitter 
noise is obtained by substituting /=./c and /0= /„; the 
collector noise is obtained by putting (I-FIe) =0 and 
10= L. The latter seems strange at first, but it should be 
remembered that the collector is biased in the back di-
rection and that (/-1-/0) corresponds to the hole current 
injected from the collector into the base, which is zero 
because of the existing bias conditions. Since (5) is valid 
for an arbitrary diode, (6) and (7) should also be valid 
if part of the current is carried by electrons (see below). 

In addition, one would expect thermal noise for the 
series resistance of junctions. The most important 
thermal noise source is the true base resistance ri,,b." 
The full equivalent circuit thus is as shown in Fig. 

1(b). The emitter admittance Y, shown in this circuit 
is actually a conductance Geo at low frequencies: 

ale e(le+ 
Ye = Ge = Gee = — =   

ave kT 
(8) 

The current generators lj and i2 are strongly correlated. 
To calculate the cross correlation iCi2 (the asterisk 

denotes the conjugate complex quantity), we observe 
that the part 0.(/c±/ce) of the hole current (/c-F/„) in-
jected into the base region by the emitter is collected 
by the collector; the quantity fi,, is the dc collector effi-
ciency of the collector junction. If the holes that are 
generated in the base region and are collected by the 
collector give a contribution /cc to I„ then 

Ic = 00(le l„) lec = &l c+ I,0; Ice = /cc. (9) 

The quantity /„, is called the collector saturated current; 
it is the collector current for open emitter.' The emitter 

and collector thus have the current 13,,(I+ lee) in com-
mon. 

i The cross correlation ii*I2 s caused by fluctuations in 
this current. It should have full shot noise, hence 

ii*i2 = 20e, + /0.bdif. (10) 

The current Be(I±I„) is also responsible for the 
signal transfer properties. The transfer admittance ne 
of the transistor is actually a transfer conductance Gee0 at 
low frequencies: 

3 The "true" base resistance net, is the base resistance found when 
the contribution of Early's feedback emf p.„vc (y, is the ac voltage 
across the emitter junction) to the "measured" base resistance is 
subtracted [11]. Early's feedback emf is omitted from the equivalent 
noise circuit given here, since it does not affect the noise figure of 
the device [551. 

4 The definition of /cc shows that /, is not the collector saturated 
current but that it is related to it. In the sanie way /, is not the emit-
ter saturated current. 

al, 13„e(le Ice) 
Y re = Gceo = =   

ave kT 

The signal transfer can be represented by a current 
generator li.„v„ in parallel to the collector junction, 
where vc is the ac emitter voltage. This current generator 
is also shown in the equivalent circuit of Fig. 1(b) 

Next, drop the assumption that all current is carried 
by holes. There are then also electrons going from 
emitter to base, from base to emitter, and from collector 
to base. Each of these electrons contributes either to 
Ic or to /r, but no electrons contribute to both I, and I. 
The conditions for full shot noise again exist and hence 
(6) through (8) remain valid, provided that the currents 
(./c±/ce) and ( —.Tee) are now properly redefined; for 
example, (/,+/,,) is now partly caused by holes in-
jected from the emitter into the base and partly by elec-
trons injected from the base into the emitter. 

In this case let the part yo(/c±/„) of the emitter cur-
rent be clue to holes injected into the base by the 
emitter; -y0 is known as the dc emitter efficiency. The part 
130 of these holes is collected by the collector; the emitter 
and collector junctions thus have the current 
7.00(/,+/(e) in common and this current should show 
full shot noise. 
We define the dc current amplification factor oco 

= (12) 

of the transistor and observe that the quantity tio in (9) 
through (11) should be replaced by oto in this case. These 
equations thus become: 

Ci2= 2eao(le Iee)41. 

e(Ie+ I„) 
Y„ = G„. = a„G,„ = ac  

kT 

le = (role ± Ice; ¡co = " ce + I cc• 

(13) 

(14) 

(15) 

B. Extension to High Frequencies 

Eqs. (4) through (6), (8), (10) through (12), (14), and 
(15) cease to be valid at higher frequencies. For ex-
ample, the diode admittance Y becomes complex and 
its real part G is no longer equal to Go at high fre-
quencies. The emitter admittance 17„ of a transistor 
also becomes complex and its real part G, is no longer 
equal to Gee. Finally, the transfer admittance Y„ be-
comes complex and Y„.1 decreases with increasing 
frequency. The noise equations (5), (6), and (13) should 
thus be extended to high frequencies; in addition, the 
current amplification factor should be redefined. The 
extension of the noise equations to high frequencies is 

carried out in Sections I I-D and II-E; here we only 
quote the results and show that they are compatible 
with the equations derived for low frequencies. 

For diodes, the following equation is of general 
validity: 

T2 = 4kTGAf — 2e1J (16) 

where f is taken positive for forward bias and negative 
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for back bias. For low frequencies G=Go; substituting 
(4) for G„, we obtain (5), so that (5) and (16) are 
compatible. The new equation tits well with the experi-
mental data, as was shown by Champlin [7], [8] (Sec-
tion IV-A). 

For transistors, the following equations are of general 

4kTG,,,dif — 2eI,Af 

122 = 2e1 raj 

2kTY„Pf. 

gomery, Clark, and van der Ziel [40], [53] and by 
Giacoletto [15]. 

The first proposed the equivalent circuit of Fig. 1(c). 
It contains two independent noise sources, a noise emf 
in series with the emitter and a noise current generator i 
ill parallel to the collector junction. Both noises were 
assumed to be uncorrelated, and'. 

(17) (le + 2/„\ 
e22 = 2kTR,„,àf 

(18) ± Iee 

(19) 2eao(1 — ao)/,,,dif 

At low frequencies, Ge=G,.0; substituting (8) into (17) 
gives (6) back again. Moreover, Ye.= Geeo at low fre-
quencies; substituting (14) into (19) gives (13) back 
again. Eqs. (17) through (19) thus seem to be the proper 
extensions of (6), (7), and (10) [or (13)] for higher 
frequencies. 

We observe with Guggenbuehl and Strutt [23] that 
(17) and (18) are a direct consequence of (16). For if 
(16) holds for arbitrary diodes, it will also hold for the 
emitter diode and for the collector diode. The emitter 
diode has a conductance Ge and a current Ie; substitut-
ing this into (16) yields (17). The collector diode has 
G=0 and 1= —I,. (because the collector diode is biased 
in the back direction, we have to use the minus sign; 

a diode biased in the back direction has practically 
zero conductance). Substituting this into (16) yields 
(18). 

Eqs. (16) through (19) reduce to thermal noise if the 
proper amounts of shot noise power are added for for-
ward bias and subtracted for back bias. Guggenbuehl 
and Strutt [23] have given arguments in favor of such 
a procedure and have used it to derive these equations 
from thermal noise considerations only. One may 
consider this as a first attempt towards a thermo-
dynamical derivation of the equations. A rigorous deri-
vation of these equations along these lines should be 
based upon the principles of irreversible thermody-
namics. 

At low frequencies, the current amplification factor 
a0 may be defined as a. =G,„/G„, according to (14). It 
thus seems logical to define the high-frequency ampli-
fication factor a as 

Y.. 
a = —  

Ye 

The value lal decreases with increasing frequency; 
generally 

a 
a. 

1 ± 

where f° is the a-cutoff frequency. 

C. Other Equivalent Circuits 

The equivalent circuit of Fig. 1(b) is nearly identical 
with two other equivalent circuits that were developed 
earlier on a more or less heuristic basis by Mont-

(20a) 

(21) 

where R,.,, 1/G,.,,. The signal transfer properties of the 
transistor are represented in this circuit by the current 
generator a„i,, where i„ is the current passing through 
the emitter junction. • 

The circuit of Fig. 1(b) is easily transformed into the 
one of Fig. 1(c); this leads to 

= (i2 — aoii); e,, = (21a) 

according to (14). The quantity ee2 is calculated from 
(6) and (8) and the expression for i2 follows from (6), 
(7), and (13). Finally, it is indeed true that e,. and i are 
practically uncorrelated, for 

= — all) = lca„1„R,,,,àf (21b) 

for /,>>1., this is small in comparison with V',.2. j! 

Giacoletto [15] represented the noise by two uncor-
related current generators is and i4; is was connected in 
parallel to the emitter junction and i4 was connected 
between the emitter and the collector junction, whereas 

=-- 2elbaf; ii2 = (22) 

where lb= (Ie—I,.) is the base current. This equivalent 
circuit is shown in Fig. 1(d). 
The circuit of Fig. 1(b) is easily transformed into the 

one of Fig. 1(d); this leads to 

= 13 -f14; i2 = 14 

so that j.i2 follows directly from (7), whereas 

(23) 

= (il — j2)2 = 2elb,Cif -1e(Ice + I„),àf (24) 

according to (6), (7), (13), and (15). This corresponds 
(20) to (22), if 2(/..+/...)«/s. Moreover, is and it are prac-

tically uncorrelated, since 

i2* )i2 = (25) 

according to (7), (13), and (15), which is small in com-

parison with VU:742 as long as /„ is small. 
These discussions show that the three equivalent 

circuits are interchangeable, except for the minor details 
just mentioned. 

5 Montgomery and Clark 1401 gave the expression for eel except 
for the (usually unimportant) factor (I.-1-21.)/(I.+I..) that was 
added by van der Ziel. They also gave the second term in ii; the first 
term was added by van der Ziel 1531. 
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D. The Collective Approach 

The operation of the junction diode and the junction 
transistor is based upon the injection and extraction 
of minority carriers. The flow of these carriers is by 
diffusion; they disappear sooner or later by recombina-
tion. These two processes are studied in detail in the 
collective approach. As mentioned in the beginning of 
Section II the diffusion and recombination of the 
minority carriers can be represented by a distributed 
RC network; for a one-dimensional model this cor-
responds to a distributed line without distributed in-
ductance. That this is indeed the case is most easily 
seen by comparing the differential equation for a dis-
tributed line of series resistance R, parallel conductance 
G, and parallel capacitance C (all per unit length) with 
the differential equations describing a one-dimensional 
diffusion* problem in which drift is negligible in com-

parison with diffusion.6 
Let the minority carriers be holes with a charge e, 

a diffusion constant Dp, and a lifetime r„. Let p,, be the 
equilibrium hole concentration, p the total hole concen-
tration, and p' =p—p„ the excess hole concentration (all 
per unit length) and let ip be the hole current. In the 
transmission line let E be the voltage on the line and I 
the current. Then, according to van der Ziel, the follow-
ing correspondence holds between the diffusion problem 
and the transmission line problem: E corresponds to p', 
I corresponds to i„, R corresponds to 1/(eDp), G cor-
responds to (e/r,,), and C corresponds to e. A diffusion 
problem can be solved now by first translating it into 

a transmission line problem, solving that by standard 
methods, and then translating back to the diffusion 
problem. 

In this model the noise is caused by recombination 
fluctuations and diffusion fluctuations. In a section of 
length ix the first effect can be represented by a fluctu-
ating current àii,x disappearing in the section àx, 
whereas the diffusion fluctuations give rise to a fluctuat-
ing hole density in that section. Van der Ziel [55] 

showed that 

= 2e2Af(p Pn)Ax/TI, (26) 

àpx2 = 4p.à.f.Cix/Dp. (27) 

Van der Ziel proved (26) from shot noise considera-
tions and showed in an indirect manner that the ex-
pression for Apx2 had to have the form (27); otherwise 
a junction diode at zero bias would not give full thermal 
noise at all frequencies. Petritz [44a], [49a] derived 
expressions for these noise sources with the help of the 
Kolmogaroff-Fokker-Planck equation. He was able to 
give a rigorous proof of (27), whereas he obtained 

= 4o7àfpax/r, (26a) 

The fact that the problem is one-dimensional implies that the 
recombination must be volume recombination, not surface recombi-
nation. 

instead of (26).7 In the opinion of this author, the dis-
crepancy between (26) and (26a) is due to the fact that 
the Kolmogaroff-Fokker-Planck equation has to be ap-
plied with caution to the recombination fluctuations if 
pop„, whereas the shot noise method remains fully 
applicable in that case. 
The quantities Aip and dapx are, of course, inde-

pendent, since they represent independent fluctuations. 
In the transmission line analogy Apx corresponds to a 
distributed series noise emf and àipx corresponds to a 
distributed parallel noise current generator. The fluctua-
tions in the sections àx can be treated as independent 
as long as àx is large in comparison with the free path 
length of the carriers. The final result is obtained by 
adding the contributions of all sections Lx quadratically. 
Solow [49a] has extended this treatment to two and 

three dimensions; his theory includes the effects of 
surface recombination velocity. He uses Petritz's bulk 
noise generators and derives surface generators with 
the help of the Kolmogaroff-Fokker-Planck equation. 
A simple proof of (26) may be given with the help of 

the shot noise method; it starts from the diffusion 
equation 

ap 1 ai„ 

at e ax 
(28) 

For stationary current flow ap/at =0 and hence, accord-
ing to (28), a current epiàx/r„ disappears between x and 
(x-Fàx) by recombination. Because of the equilibrium 
concentration p,, an additional current epntlx/ri, dis-
appears for the same reason, which is balanced by the 
appearance of a current ep„ax/r„ by pair generation. 
The total current disappearing in the section àx is 
thus epàx/r, and the total current appearing in that 
section is ep,,àx/rp. Both currents should fluctuate in-
dependently and each should show full shot noise. The 
Fourier component ài„, of this fluctuation therefore is 
given by 

epiCix 
Zlips2 = 24- ) 2e( e t. PnàX A 

rP 7 p 

which corresponds to (26). 
Knowing the noise sources, it is not difficult to calcu-

late the noise currents in the lead; short-circuiting the 
electrodes and to prove (16) through (19). The equa-
tions thus are valid at all frequencies for a one-dimen-
sional model in which all current is carried by holes. 

Eqs. (16) through (19) do not give any reference to 
the model; therefore it was expected that they should be 

7 Petritz used (26a) and (27) for noise generators in his derivation 
of the diode result [44a]. By a slight rearrangement of terms his 
expression can be written as 

2G  
i2 4kTGàf — 2eLàf 2GG . (16a) 

+ o 

The difference between (16a) and (16) arises entirely from the differ-
ence in the expression for the recombination source [(26a) instead of 
(26)]. 
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of general validity. The discussion of Section II-E 
shows that this is indeed the case. 

E. Extension of the Corpuscular Theory [561 

The basic assumptions underlying the theory of Sec-
tions II-A and 11-B will now be verified and the results 
of those sections extended to higher frequencies. To do 
so, the problem of current flow in p-n junctions has to be 
investigated in greater detail. 

Consider first an n-type semiconductor sample with 
an ohmic contact. If electrons are injected into the 
material, space-charge neutrality will be re-established 
in a very short time, of the order of magnitude of the 
dielectric relaxation time of the material (about 10-1" 
seconds for germanium). This is achieved by a small dis-
placement of the other electrons; at the same time elec-
trons will leave through the ohmic contact to make the 
material externally neutral. If holes are injected into 
the material, space-charge neutrality will again be 
established in a very short time by a slight rearrange-
ment of the electrons; at the same time electrons will 
enter through the ohmic contact to make the material 
externally neutral. The injected holes now spread out 
slowly by diffusion and disappear by recombination, but 
this does not cause any current in the external lead to 
the ohmic contact. In both cases, therefore, current 
occurs only at the instant that the carriers are injected 
into the material. 
Now consider a p-n junction with two ohmic contacts. 

A very short current pulse will occur in the external 
circuit if a hole enters into the n region through the 
space-charge region or when a hole leaves the n region 
through that region. The two current pulses have op-
posite polarity and the displaced charge per pulse is 
+e. The duration of the pulse is determined by the dif-
fusion time of the carriers through the space-charge 
region and is, in general, very short. Similar considera-
tions hold for electrons entering or leaving the n region. 

It is interesting to note that the individual current 
pulses are independent and that each pulse transfers a 
charge +e in the external circuit. It is thus allowed to 
assign full shot noise to the various currents and, be-
cause the individual current pulses are so short, this 
should be the case for all frequencies of practical inter-
est. 

If the applied voltage is changed, then the minority 
carrier concentration at the boundaries of the transition 
region follows the applied voltage practically instan-
taneously, since the diffusion time through the transi-
tion region is so small. However, the subsequent dif-
fusion of the minority carriers is a very slow process; it 
is responsible for the high-frequency behavior of the 
diodes and the transistors. To understand this high-
frequency behavior, consider devices in which all cur-
rent is carried by holes and split the carriers into dif-
ferent groups. 

In a p-n junction diode one has to split the carriers 
into three groups' (Fig. 2). 
Group 1: Holes flowing from the p region into the 

n region and recombining there. They give very short, 
random, and independent single current pulses and carry 
a current (/-1-/0); their contribution to i" is therefore 
equal to the first term in (5) for all frequencies of practi-
cal interest. Moreover, because the rate of diffusion of 
the holes of Group 1 across the space-charge region fol-
lows the applied voltage practically instantaneously, 
this group gives a contribution e(11-.10)/kT to the junc-
tion admittance Y at all frequencies. 
Group 2: Holes flowing from the p region into the n 

region and returning to the p region before having re-
combined. They give independent and random double cur-
rent pulses, each consisting of two single, short current 
pulses of opposite polarity with the second one being 
delayed by a random delay time with respect to the first 
one. This group of holes is responsible for the high-
frequency behavior. 

3 

Fig. 2—The holes taking part in the conduction process in a junction 
diode are divided into three groups. 

Group 3: Holes generated in the n region and diffusing 
into the p region; they give rise to very short, random, 
independent, single current pulses carrying a total cur-
rent ( —Is); thus they give a contribution equal to the 
second term of (5) for all frequencies of practical inter-
est. This group of holes does not contribute to the diode 
admittance Y, since the current ( —1o) is independent 
of the applied voltage. 
The admittance Y thus consists of a part G. caused 

by the holes of Group 1, an unknown part Y2 due to the 
holes of Group 2, and a partjwCT due to the capacitance 
CT of the space-charge region.' Putting 

Y = G jB = Go + Y2 ± iWCT 

we have 

Y2 = (G — Go) ± j(B — coCr). 

(29) 

(29a) 

One might object that it is not known in advance whether a 
hole will belong to Group 1 or Group 2. It is sufficient for our argu-
ment that it will either belong to Group 1 or to Group 2. It is also 
unnecessary to describe processes in which the hole under discussion 
crosses the space-charge region several times. For, if a hole enters 
(or re-enters) the p region, another hole will leave through the ohmic 
contact to maintain space-charge neutrality; the hole can then no 
longer be distinguished from the other holes in that region. 

9 The applied ac voltage changes the width of the space-charge 
region periodically with time and the charge stored in that region 
varies in the same rhythm; the region thus acts as a capacitance. 
Because the charge transfer follows the applied voltage practically 
instantaneously, this effect gives a contribution jcoCr (with constant 
Cr) to the admittance Y for all frequencies of practical interest. 
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The holes of Group 2 thus give a contribution (G — G.) 
to the diode conductance G. Without going into a de-
tailed calculation, we see that the high-frequency be-
havior of the admittance is due to the holes of Group 2. 
These holes return to the p region by diffusion, which 
is a thermal process; the noise caused by these holes 
should thus be thermal noise of the conductance 
(G—G0), so that Group 2 gives a contribution 
4k T(G —G0).àf to i2. Adding this to (5) we obtain (16) 
after substituting (4). By making a Fourier analysis of 
the random, independent current pulses of the indi-
vidual holes of Group 2, van der Ziel and Becking 
proved in a rigorous manner that the holes of Group 2 
give indeed the contribution 4kT(G — Go).àf to e. 

This result holds for all geometrical configurations 
and its validity does not depend upon the mode of re-
combination of the injected carriers. 
The condition that the current is carried by holes 

may now be dropped; since the current carriers give 
independent pulses, (16) remains valid if part of the 
current is carried by electrons. 

In p-n-p transistors one has to split the holes into 5 

groups (Fig. 3): 

3 

..."."--'"--7 «••• 

P N P 

Fig. 3—The holes taking part in the conduction process in a junction 
transistor are divided into five groups. 

1) Holes injected into the base region and collected 
by the collector. 

2) Holes injected into the base region and recom-
bining in that region with a free electron. 

3) Holes injected into the base region and returning 
to the emitter. 

4) Holes generated in the base region and collected 
by the emitter. 

5) Holes generated in the base region and collected 

by the collector. 

The validity of (17) and (18) already follows from the 
general validity of (16). A similar proof may also be 
given by making a careful analysis of the contributions 
of the holes of groups 1) to 5) to j2 and i52. A similar 
analysis also shows that the equations remain true if 
part of the current is carried by electrons. 

Finally (19) has to be proved. We observe that only 
the holes of group 1) contribute to both the emitter 
current le and the collector current Ic and that no elec-
trons contribute to both Ic and I,. Hence only the holes 
of group 1) contribute to ii*i2 and to the signal transfer 

admittance Y.,. 

If a small ac voltage ve is applied to the emitter, then 
the ac current in the short-circuited collector is Yce, 
and the ac emitter current is The part aoGeove of 
this emitter current comes from the holes of group 1); 
since the rate of diffusion of the holes of group 1) follows 
the ac emitter voltage practically instantaneously, this 
contribution to Yeve is the same for all frequencies of 
practical interest. At low frequencies the ac collector 
current follows the emitter voltage practically instan-
taneously, so that Y„.---G„.----a„Ge„, as mentioned before. 
If all holes of group 1) had the same diffusion time r 
through the base region, one would have: 

Yce = (30) 

Because the diffusion of holes through the base region 
is a random process, there will be a distribution h(r)dr 
in diffusion times and, as a consequence 

Yee --r-> f:Geeoe— ierh(T)dr. (30a) 

This explains the decrease in Ycel at high frequencies. 
Now turn to the cross-correlation Let in and in 

be the contributions of the holes of group 1) to j1 and 
i2, then Since individual current pulses are 
independent and since all holes of group 1) will ulti-
mately pass both the emitter junction and the collector 
junction we have in analogy with (13) 

i212 2ea0(.1.± LOW = 2kTG...W. (31) 

If all holes had the same diffusion time through the base 
region, one would thus expect 

ln*in = = (32) 

Introducing again the distribution h(r)dr in diffusion 
times r we thus obtain, by substituting (30a) 

1 12 — fo 2kTGccotife—i'Th(r)dr = 2kTYcéàf (32a) 

which is identical with (19). 

F. Validity of the Theory 

The above general proof of the validity of (16) 
through (19) is based upon the following (implicit and 

explicit) assumptions: 
Assumption 1: It was explicitly assumed that the 

individual current pulses were independent and occurred 
at random. At high injection levels the injected carriers 
give rise to an appreciable space charge; this means that 
the above assumption is not satisfied under that condi-
tion, because space charge implies interaction between 
individual carriers. A violation of this assumption does 
not necessarily lead to a large deviation from (16) 

through (19). 
Assumption 2: It was explicitly assumed that a single 

current pulse displaced a charge +e in the external cir-
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cuit. This cannot be correct if the space-charge region(s) 
of the junction(s) have an appreciable trap density. At 
low injection levels these traps are only partly filled so 
that part of the carriers diffusing through the space-
charge region will get trapped there. Those that get 
trapped will not displace the full charge + e, so that the 
average charge displaced per pulse is less than this 
amount and the low-frequency noise is less than full 
shot noise. At higher injection levels practically all the 
traps are permanently filled and the noise equals full 
shot noise. Champlin has detected this effect in silicon 
diodes [7]. 

Assumption 3: The series resistance of the junctions, 
partly caused by the finite conductivity of the bulk 
material and partly due to the contact resistance of the 
junctions, was neglected. This effect is usually taken into 
account by introducing these resistances into the equiv-
alent circuit and ascribing full noise to them [Fig. 1(a)-
1(d)]. Moreover, these series resistances are strongly 
current dependent and this gives rise to interesting 
modulation effects that were discovered by Fonger [13]. 
The influence of these effects upon flicker noise is dis-
cussed in Section III, and upon shot noise in Section V. 
As far as shot noise is concerned, we shall first neglect 

modulation effects altogether for two reasons. The first 
is that these effects have not been taken into account 
before, so that it is difficult to discuss earlier work when 
this effect is taken into account. Moreover, it will be 
shown that it is often warranted to neglect these effects 
for shot noise, because of peculiar coincidences. 
To understand most of the earlier work, represent the 

shot noise by an emf e, in series with the emitter and a 
current generator i in parallel with the collector junc-
tion (Fig. 4). As is easily seen, 

i = i2 — ail e, = iiZ, (34) 

which is the proper extension of (21a). The signal trans-
fer properties of the transistor are now represented by 
the current generator aie, where ic=ve/Z. is the current 
flowing in the emitter junction. Furthermore, introduce 
the emitter impedance Ze = 1/ Ye, the collector imped-
ance Z.— 1/Y., and the base impedance Zb,b=rb,b 
-1-iXeb (to take into account that the base impedance 
may be complex at high frequencies); rb,b should show 
thermal noise. Fig. 4 is the high-frequency extension of 
Fig. 1(c). 

Substituting (17) through (19), we have 

= (i2* — oc*ii*)(i2 — au) = 2e(Ic — al'Ic)àf 

= 2e[(ao — I a1 2)I. (35) 

and, if ie>>/ee, so that G.,,,eIe/kT: 

ee2= I Z (2 = 2kT(2G. — Ge.)Af I Z.I 2 (36) 

which are the high-frequency extensions of (21). Finally, 
if /e>>/„, we also have 

= 2kTa(G,,, — Y*)3,1". (37) 

Fig. 4—Extension of Montgomery, Clark, and van der Ziel's circuit 
to higher frequencies. 

The correlation is thus practically zero at lower fre-
quencies but may have an appreciable value at higher 
frequencies. 

III. FLICKER NOISE IN DIODES AND TRANSISTORS 

We now turn to the problem of flicker noise. Its 
causes are not yet fully understood, though several 
investigators have worked on the problem. Fonger has 
discovered several noise sources and has found their 
proper place in the equivalent circuit. This allows a 
discussion of its effect in circuit applications. Here we 
follow Fonger's theory with some slight modifications. 

A. General Characteristics of Flicker Noise [13] 

According to Fonger there are two types of flicker 
noise, both with a low-frequency spectrum: surface 
noise and leakage noise. 
We discuss surface noise first. It is now known that 

there are two types of energy levels at the surface of a 
semiconductor: "slow" states and "fast" states; the 
first act mainly as traps for the majority carriers and 
the latter as recombination centers for minority carriers 
[33]— [35]. The fluctuating occupancy of the slow 
states modulates the conductivity; this is the cause of 
flicker noise in bulk material. In addition, it modulates 
the capture cross section of the recombination centers; 
this is the cause of surface noise in diodes and transis-
tors. The fluctuating current of minority carriers dis-
appearing at the surface causes a fluctuating current to 
flow through the junction (or junctions) and modulates 
the series resistance of the junction (or junctions). 

Leakage is caused by a thin conducting film bypassing 
the junction; it occurs at the perimeter of the junction 
and gives rise to a dc leakage current IL and a leakage 
conductance gL, which increase strongly with increasing 
bias. Spontaneous fluctuations in gi cause leakage 
noise. 

Surface noise is very sensitive to the ambient at-
mosphere; it is, e.g., quite large in a humid atmosphere. 
It may be considerably reduced by proper surface treat-
ment, it increases strongly with increasing current, and 
it is most prominent for junctions biased in the forward 
direction. Leakage noise is also very sensitive to the 
ambient atmosphere. Proper heat treatment can reduce 
it to such an extent that it becomes negligible for bias 
voltages less than a few volts; for that reason leakage 
noise is usually negligible for forward bias but may 
become quite important for large back bias. 
Other studies, especially on diodes biased in the back 

direction, were carried out by Kennedy [31] and Mc-
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Whorter [35], [38]; their results agree in general with 
Fonger's. McWhorter distinguishes between flicker noise 
and channel noise. A "channel" is a surface layer having 
a conductivity opposite to that of the bulk material. 
Channels formed in reverse bias diodes cause excess 
back current and a considerable increase in noise. An 
increased channel length increases the effective junction 
area (and hence the back current) and the length of its 
perimeter (and hence the leakage current); the back 
current increases linearly with the channel length due 
to both effects. Channel effects can also be diminished 

by proper surface treatments. 

B. Flicker Noise in Diodes 

The influence of modulation effects on the series re-
sistance is discussed first. Consider a junction diode 
carrying a dc current I; let R be the dc series resistance 
of the junction. Because of the current dependence of R, 
the ac series impedance Z, of the junction differs from 
the dc resistance R, since the ac current flowing through 
R will modulate R. We may thus split Z, into a dc part 
R and a modulation part Zmb. At low frequencies 

= Rnib is real and negative and 

aR 
Rmb = 

al 

aR 
za = r = R I — , (38) 

aI 

where r is the ac resistance of the junction. Rmb is nega-
tive, since R decreases with increasing current; hence r 
is smaller than R. At high frequencies Zmn (and hence 
Z.) becomes complex; there are strong indications that 
Z m b becomes inductive at high frequencies. At the fre-
(1uencies where flicker noise is important, (38) may be 

used. 
Now turn to the surface noise. Since the series resist-

ance of the junction is strongly current dependent, 
fluctuations in the rate of generation and recombination 
of hole electron pairs at the surface will randomly modu-
late this resistance; because of the flow of dc current 
this modulation will show up as noise. Let this noise be 
described by a current generator i„ across the junction. 
In addition, fluctuations in the surface recombination 
rate will modulate the dc resistance in two ways:n 

1) Directly. This is described by a noise emf eb in 
series with R; eb should be partly correlated with 

is. 
2) Indirectly, through the current generator is. 

Fonger describes this by an additional emf isRmb 
in series with Rmry. An equivalent representation 
connects the current generator is across both the 
junction impedance Ro and the modulation im-
pedance Rmb, as shown in Fig. 5(a); this demon-
strates more clearly how the current generator 1, 
modulates the dc resistance R. 

10 This splitting of the modulation effect is, of course, somewhat 
arbitrary. It means that we try to take the modulation effect into ac-
count by relocating the current generator i5. That part of the modula-
tion effect that is not taken into account by this procedure is incor-
porated into the emf eh. The sole justification of this noise schematic 
is that eh happens to be very small for flicker noise. 

(b) 

Fig. 5—Equivalent circuits for flicker noise. (a) Equivalent flicker 
noise circuit for a junction diode. (b) Equivalent flicker noise 
circuit of a transistor. 

Since Rmb is negative at the frequencies of interest 
for flicker noise, the influence of the current generator 

will be zero if (Ro-1-Rmb) =0. Fonger found indeed that 
the low-frequency noise of a diode went through a deep 
minimum at a certain current I, in agreement with the 
above prediction; his results also indicated that the 
effect of the noise emf eb was quite small and usually 
negligible. To enhance the modulation effect, Fonger 
used transistors with a large base.. resistance in diode 
connection (emitter and collector in parallel); then the 
effect became easily observable. For normal diodes, the 
effect is much less pronounced and may only be notice-

able at very large currents [2]. 
The leakage noise can be described by a current 

generator iL. It is not immediately clear where this cur-
rent generator should be located. If the leakage noise 
modulates the dc resistance R as effectively as the sur-
face noise, IL should be connected across both Ro and 
the modulation resistance Rmb; if the leakage noise does 
not modulate the dc resistance R appreciably, the cur-
rent generator iL should be connected across Ro only. 
Fonger has tried to discriminate between these two 
possibilities by measuring leakage noise in transistors 
(see the following section) but his experiments were in-
conclusive. This means that it makes little difference 
either way which one of the two possibilities is chosen 
in practice. Fonger has chosen the second possibility 
and his approach is followed here. He finds that iL2 is 
proportional to the square of the dc leakage current 
IL; since /L increases strongly with increasing back bias, 
the leakage noise can be considerably reduced by bring-

ing the back bias closer to zero. 
Fig. 5(a) gives the full equivalent circuit of the diode. 

As was said before, surface noise predominates strongly 
over leakage noise for forward bias; the current gener-
ator L may then be neglected. The leakage noise is only 
observable for diodes biased in the back direction. In 
that condition is is quite small (because the dc current is 
so small) and iL usually predominates over i„. The junc-
tion impedance for back bias is so high that resistance 
modulation effects may be neglected. In that case the 
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modulation resistance Rmb may be eliminated from the 
equivalent circuit, which completely removes the un-
certainty in the location of the current generator 

C. Flicker Noise in Transistors 

The influence of modulation effects on the series re-

sistances of the junctions is discussed first. Here the 
base resistance is strongly current dependent. Because 
of the resistance modulation, the ac base impedance 
Zwb may be split into a de part Rieb and a modulation 

part Z„,b. At low frequencies Zmb =  Rmb is real and 

Z,,,,, = Rmb — ib 

aRb,b 

alb 

OR,,.,, 
Zeb = rb•b = Rea ± 

alb 

where rb•b is the ac base resistance. Since Rb.b decreases 
with increasing lb, rb,b<Rb ,b. At high frequencies 
and hence Za,b becomes complex; in analogy with the 
diode case one would expect Zmb to become inductive. 
For frequencies at which flicker noise is important, how-
ever, one may safely assume that Z,,,b 
We now turn to the noise and discuss first the surface 

noise component. The minority carriers disappearing at 
the surface give rise to two current generators ie and 
i„2 connected across the emitter and the collector junc-
tion. This noise source also modulates the dc base re-
sistance Rb',, in two ways: 1) directly, as described by 
the noise emf eb; 2) indirectly, by means of the current 
generators i„1 and Fonger describes this with the help 
of two noise emf's lajRmb and iaRmb, but it is better 
represented by connecting i,,i across Ree and Rmb and the 
current generator i.2 across Z. and Rmb. The noise emf eb 
is, of course, correlated with is' and ie2; its influence is 
usually so small that it can be neglected. 
The leakage noise can be described by a current 

generator iL connected across the collector. If base re-
sistance modulation is important for this noise source, 
iL should be connected across Ze and R.b; if it is unim-
portant, 1L should be connected across Z, only. We fol-
low Fonger who has chosen the first possibility. The 
best transistors show negligible leakage noise for 

17,1 <10 volts; to avoid leakage noise in poorer units, 
it is recommended that I 17,1 be kept considerably 
smaller. 

The full equivalent circuit for flicker noise in transis-
tors thus is as shown in Fig. 5(b). In this equivalent 
circuit the current generator adie is also connected across 
Zo and Rmb and not across Zo only, since this current 
generator should also modulate the base resistance; one 
would expect the current generators ie2, iL and ac,i, to be 
connected in the same manner. 
Now represent the flicker noise by an emf ee in series 

with the emitter and a current generator i in parallel 
with the collector impedance Z,. This corresponds to 
the equivalent circuit of Fig. 4, but with different 
values for i and ee: 

(39) 

= aoi8i ic; e,, = — Rn,b) eb. (40) 

If eb and iL are negligible, i and e„ will be practically 
fully correlated. We return to this later. 

In one respect there is a considerable difference be-
tween shot noise and flicker noise. In shot noise, even 
though the current generators ii and i2 are strongly 
correlated, ee and i are nearly uncorrelated, but in 
flicker noise e,, and i are strongly correlated. This dif-
ference comes about because i, and i2 on the one hand, 
and and ii,2 on the other hand, have an opposite phase 
relationship. One may also put it as follows. Shot noise 
mainly circulates through the transistor and the current 
generator i is the difference between 12 and ail; flicker 
noise generated at the surface flows from the base sur-
face towards both junctions and the current generator 
i is the sum of 1„2 and ceoi,d. 

IV. EXPERIMENTAL VERIFICATION OF THE THEORY AND 
CIRCUIT APPLICATIONS 

Here the experimental data on diode noise and tran-
sistor noise are reviewed and the theory is applied to 
transistor circuits. 

A. Semiconductor Diodes [2], [7], [8], [17], [18], [30], 
[35a], [43], [49] 

We have already dealt with the work on low-fre-
quency noise in some detail; now shot noise and appli-

cation of the theory to photodiodes is discussed. 
For shot noise we define the noise ratio n of the junc-

tion conductance as 

i2 = n•4kTG.Cif. (41) 

Let Goo -- eI„,/kT be the low-frequency junction con-
ductance for zero bias and Go=e(I-1-10)/kT, the low-
frequency conductance of the biased diode. Substituting 
(16) into (41), we obtain 

G. Goo 
n = 1 — — — • 

2G 2G 
(41a) 

For forward bias (G0>Go„,) the junction conductance 
has a noise ratio n varying between 4 and 1, going to 
unity for very high frequencies, since G> Go in that case. 
Assuming full thermal noise of the ac series resistance r 
thus gives that the noise ratio of the whole device is 

between 4 and 1; this agrees roughly with Anderson and 
van der Ziers early data [2]. 

Probably the most accurate measurements were made 
by Champlin who used an ac bridge circuit with the 
junction in one arm, a variable RC network in the other 
arm, and noise diodes connected across the junction and 
across the RC network [7], [8]. First, the RC network 
was adjusted so that the bridge circuit was balanced at 
the frequency at which the noise measurement was to 
be performed and then the saturated current of one of 
the noise diodes was adjusted so that the two arms of 
the bridge circuit gave equal amounts of noise power. 
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In most cases he observed full thermal noise of the ac 
series resistance plus full shot noise of the junction. The 

frequency dependence of the junction noise agreed well 
with (41a). In some silicon junction diodes at low cur-

rents the noise was less than full shot noise; the cause 
of that result was mentioned previously (see Section 

II-F). 
In p-n junctions used as photoelectric cells the junc-

tion is biased in the back direction. The light then 
generates hole-electron pairs; the holes are collected by 
the p region and the electrons by the n region. Full 
shot noise should be associated with this photocurrent; 
in addition, some low-frequency noise will be generated, 
but this may not be very large if the surface is properly 
treated. Shot noise in semiconductor photoelectric cells 
has been observed by Slocum and Shive [49] and by 
Pearson, Montgomery, and Feldmann [43]. The latter 
group found shot noise down to 80 cycles in a dry 

atmosphere. In a humid atmosphere the noise was low-
frequency noise and the noise power at 100 cycles was 

a factor 3X lob above shot noise. This shows the im-
portance of the ambient atmosphere. 

In p-n junction photocells operated under open-
circuited eondition the photovoltage biases the junction 
in forward direction to such an extent that the forward 
current exactly balances the photocurrent I. Gianola 
[16] investigated silicon photovoltaic cells and found 
low-frequency noise at low frequencies; the mean square 
value —e2 of the open-circuit noise voltage was propor-
tional to the photocurrent I for small values of I and 
inversely proportional to I for large values of I. His 

result is understandable if for the flicker noise the cur-
rent generator i (is or iL, probably is) has a mean square 
value ij that is proportional to I. If R. is the internal 
resistance of the cell, then e2 = 12Ro2. For small I the 

resistance R. is independent of I and hence é is propor-
tional to I in that case; for larger values of I the resist-

ance R. varies as 1// (since R.'--kT/eI) and hence e2 
varies as 1//. It is shown in the next section that the 
proportionality of j2 to the current I occurs more often. 
Hyde [29] has found spectra of the form const 

/(1-1-w2r2) in point contact diodes under reverse bias 
conditions. Such spectra are probably due to traps; 
they might also be expected for some types of junction 

diodes. 
An interesting noise phenomenon associated with 

avalanche breakdown is found in silicon p-n junctions 
biased in the back direction. The breakdown seems to 
occur at very tiny discharge spots (microplasmas) that 
emit light. The noise is generated as pulses, many 
millivolts high, occurring at random and at a rate that 
depends very strongly upon the current [9], [10], [36], 

137], [45]. 

B. Shot Noise in Transistors 

The validity of the shot noise theory may be tested 
by verifying the equivalent circuit of Fig. 4, that is, 
by determining 70, e,2, and the cross correlation ee*i. 

Extensive tests have been carried out by Nielsen, by 
Guggenbuehl and Strutt, and by Hanson and van der 
Ziel and others [6], [19 ]— [21], [23]—[28], [41], [50]. 
One way consists in expressing the noise figure F in 

terms of 112, i22, and 012. This was done by Guggenbuehl 

and Strutt [23], who found 

E = 
e [1e 

I Z. + rb,r, 41 2 

— lei Z. + rb'bll • (42) 

The merit of this equation is that it expresses the noise 
in terms of the macroscopic parameters of the transistor. 
However, if one finds deviations between theory and ex-
periment, detection of the source of the discrepancy is 
not so easy. In that case it is better to introduce with 
Hanson and van der Ziel [28] the noise conductance 
gd, the noise resistance Rd, and the correlation imped-
ance Zsc =(R„-F-Fee,.) as follows. First ee is split into a 

part e.' that is uncorrelated with i and a part ee' that is 
fully correlated with I. One then defines 

2kTR. 

• = 4kTgspg; 4kTRaf; 
1a12 

cxe,f aeei* 
= = — (43) 

according to (34). Substituting (17) through (19) into 

(35) one obtains 

g.1 = e  (au — al 2)1 -I- 11 
• 2kT[ 10,12 

(43a) 

At low frequencies, the noise resistance Re for L,>>/.., is 

R„1 = 4R00, (43h) 

where Re0 is the low-frequency emitter resistance. 
Calculating the noise figure F and expressing it in 

terms of gd, Rd, Zse, and the other transistor parameters, 

we obtain 

(net, +  g. 
F =1+ 1— 4- Z,-F Zb'b Zse 2, (44) 

Rs 

where Rs is the resistive part of the source impedance 

Zs. 
Nielsen neglects the correlation between e. and 1, 

which amounts to putting Zee =0, and further assumes 
that R„I /2„., at all frequencies. One then obtains, if 

Zb,b= rb,b, 

(rwb+ g.1 
F =-- 1 -I-  — Z.+ Ze+ rb'b1 2. (44a) 

Rs Re 

Nielsen found reasonable agreement between theory 

and experiment and showed how the theory could be 
used for the design of low-noise transistor circuits. This 
indicates that his approximations were warranted; we 

shall see later why that should be the case. 
Expression (44a) shows that the frequency depend-
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ence of the noise figure comes mainly from the fre-
quency dependence of gd. To understand this, we sub-
stitute a = ao/(1±/f/f0); (43a) then becomes 

e [(ade I„)(1 +.f2/42) — «0211 
g., 

2kT «.2 (45) 

from which it follows that ed has increased by a factor 2 
at the frequency f =f/1—ae. The noise figure of the 
transistor is thus reasonably constant for f <f,./1 —a, 
and increases rapidly with increasing frequency for 
f>foN/1 —ao. For frequencies below the a-cutoff fre-
quency fe, the quantity ed increases with increasing 
frequency mainly because of the frequency dependence 
of the term (ao — I al 2) in (43a); for frequencies above 
fo, the quantity go, increases mainly because the factor 
I al 2 in the denominator of (43a) goes to zero. In order 
to,, obtain good noise figures at high frequencies, it is 
important to use transistors with a high a-cutoff fre-
quency. 

Guggenbuehl and Strutt's (42) takes the correlation 
between e‘ and i into account. The source reactance X e 
should now be chosen such that F is a minimum. In 
(44a) this is the case if Xe= —Xe; in (44) the expression 

IC 

1 a 12 
(X. + X e)2 — I eXe2 (46) 

should be made a minimum. Differentiation shows this 
to be the case if 

I C=   X,. (46a) 
(I — a 2I e) 

Substitution of (46a) into (42) shows that the correla-
tion should have an appreciable effect on the noise figure 
at higher frequencies. This is discussed later. 
Guggenbuehl and Strutt also found reasonable agree-

ment between theory and experiment [23]. They noticed 
the strong increase in noise figure with increasing fre-

quency and found, for constant source resistance Re, 
that they had to go to very low values of Io to attain 
minimum noise figures at high frequencies. At least a 
major part" of their results can be explained by the fre-

quency dependence of go, and by the facts that ge 
decreases with decreasing I, whereas R, and R„, in-

crease with decreasing I,. The minimum noise figure thus 
occurs at the value of I. where any further decrease in 
F due to g„1 is offset by the increase in F due to Re 
and R.I. 

We now turn to Hanson and van der Ziel's results 
[28]. Starting with (44) and considering F as a function 
of the source reactance X., F is a minimum if 

X e ± X. + Xeb + X = 0 (47) 

" Guggenbuehl and Strutt maintain that the frequency de-
pendence of gd cannot fully explain the observations at high injection 
levels. According to Section 11-F, deviations between theory and 
experiment are not impossible at high injection levels, but no quanti-
tative theory exists at present. 

in which case 

(reb -F Re) ge 
Re = 1 -I-   — rlyb+ Ree) 2 

Re 

= A -I- — CR,. 
Re 

June 

(48) 

The quantities .4, B, and C may be determined experi-
mentally by measuring Fas a function of R.; calculating 
from (48) we also have 

A = 1 -I- 2g.,(R. r b' b R..); 

B = real- R., g.i(R, rb' b Riec) 2;C = gal. (48a) 

Having deduced the values of A, B, and C from the 
measurements, we may express the following quantities . 
in terms of A, B, and C: 

(Re + b Rac) = 

(re,' 

(A — 1) 

2C 

+ R.1) . 4BC — (A — 1)2 

4C 

= C. (49) 

Unfortunately, it often happens that (A —1) is only 
small and/or that 4BC and (.4 —1) 2 differ relatively 
little. In that case the quantities (Ro -Fra,b+R8o) and 
(reb+Rei) are only inaccurately known and hence the 
values of Rol and R„ can only be determined inaccu-
rately too. 

Theoretically, [6] Rae is zero at low frequencies and 
passes through a maximum for higher frequencies. The 
quantity X,, should have a rather broad maximum 
around f =f0V1—cre and should have an appreciable 
value at those frequencies, so that tuning for minimum 
noise figure should give a marked noise figure improve-
ment. Finally, Rol should be of the order of IX at low 
frequencies and should decrease rapidly with increasing 
frequency. 

Hanson and van der Ziel [28] found that the experi-
mental values of go, agreed very well with the theoretical 
expectations. In most transistors the experimental 
values of Rol and Ree agreed with the theoretical values 

within the (rather large) limits of experimental error. 
In some transistors with a low value of ao the value of 
Ree differed markedly from zero; this effect might pos-
sibly be attributed to base modulation (Section V). 

Moreover, they found that only little improvement in 
noise figure could be obtained by properly adjusting the 
source reactance X,; this probably indicates that the 

experimental value of Xee was considerably smaller than 
the expected theoretical value. This might either be 
caused by the reactive component of the base imped-
ance Zb,b or by base modulation effects (Section V). 
Now we may also understand why Nielsen could 

ignore the correlation effect. If X, is adjusted for mini-

mum noise figure, then the quantity Re, in A and B may 
be omitted if R., is small in comparison with (Rel-reb). 
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This is especially true at low frequencies, where the 
terms 2gai(Re+rb, 6+ R.,) and goi(Re-Frb,b+Rar).2 a re 
often quite small; even at higher frequencies, where 
these two terms are larger, the omission of R,.. from the 
equations may not cause too large an error. Moreover, 
if Rol <rt,,b, it does not make much difference whether 
one puts Rol —IL. or a smaller value. For good infor-
mation on X, and Rol we thus need accurate measure-

ments of A, B, and C. 
These can be achieved as follows. The quantities B 

and C may be determined accurately by a direct method. 
Since the total noise resistance R„ of the whole circuit 
is equal to FR., the quantity B corresponds to the noise 
resistance Roo for zero source impedance 

B = R.. = rb,b Rol ± r b R.0)'. (50) 

The quantity C is related to the equivalent input satu-
rated diode current I. for large source impedance Rc. If 
we define the equivalent input saturated diode current 

I. by an equivalent current generator N/i„2= V2eI„eàf in 

parallel to R„ then obviously 

or 

i7= 2eIoàf = F • 4kT àf/ R.; 

1.= 2kTr A + B c]. 

e LR. R82 

For large values of R„ we have I,, = I. independent of 

R„ or 

2k7' 
„„„ =  C, or C (31a) 

2kT 

The quantity (A —1) may finally be determined from 

the minimum noise figure F„,1o. According to (48) the 
minimum noise figure Fuxin is attained if R.= N/7?, in 

which case 

F = F„„;.= A +2.‘ / Be; or (A —1)= (Fmin -1— / BC). (52) 

= leIcgaf (54) 

or, substituting (35) 

= (au — a 12)/8 lc.. (55) 

If !,„ is very small, then this equation tells us that 
7„ is equal to (1 —a0)./.0 for small frequencies, practically 
twice as large for f =f„-V1 — a., equal to 47, at the a-cut-
off frequency fo, and equal to lc above the cutoff fre-
quency. If I, is quite small, /, should be equal to .7,„ at 
all frequencies. All these predictions were well verified 
by Hanson and van der Ziel's measurements; their re-
sults indicated that the measurement of 7, as a func-
tion of frequency might be used to determine the «-

cutoff frequency fo [28]. 
\Ve note that the quantities 7„ and I. are closely 

related, since" 

The accuracy with which (A —1) can be determined, 

depends upon the difference between Fod„ and 

(1±2N/BC). 
As mentioned before, the measurement of the noise 

conductance g„, allows the determination of whether 

(35) is correct. This equation can also be checked very 
accurately by inserting a large impedance in series with 
the emitter (input open) and determining the equivalent 
output saturated diode current /oc, of this circuit. To 
do so, one connects a noise diode in parallel to the out-
put and determines the diode current for which the out-
put noise power is doubled. According to Fig. 4 we have 

Tfl Zo12 -F 4kTrb,bàf = 2e.leciàfi Zo rb'bI 2 • (53) 

Unless the frequency is very high, it may be assumed 
that 1Z,1 is large in comparison with rb, b. Retaining only 

the terms in 4.2 in that case, we have 

we have 

e e 
gal = C = „ 

2kT 2kT I al' 

7„ = 1 a 12. (56) 

Hanson and van der Ziel found good agreement between 

the experimental values of g„, and /o,„ at relatively low 

frequencies. 
At high frequencies, Hanson and van der Ziel some-

times found values of 7, that differed from these pre-
dictions. Some transistors, for example, had 7„ <7o for 
large currents and 7,„> L. for small current at frequen-
cies at which one would expect 7i-2 -= 2eIcàf. This could 
be attributed to the fact that 1Z,.1 was no longer large 
in compariscni with rb,b; calculating î'2 from (53), using 
the observed value of 7e,„ it was found that i2- ^..,2elveàf 
even in this case. This apparent deviation between 
theory and experiment is thus caused by the fact that 
the output terminals are not connected directly to Zc 
but are connected through the base resistance rvb that 

also has noise associated with it. 
In the case discussed by Guggenbuehl and Strutt 

[23] it was important to go to low emitter current. 
Hanson [27] has reported a few cases in which the ca-
pacitive feedback between emitter and collector gave a 
considerable increase in the apparent current amplifi-
cation factor of the device." This resulted in a consider-
able decrease in the noise figure that could be greatly 
reduced by going to larger emitter currents. 
A similar condition occurs in drift transistors. Here 

the a-cutoff frequency increases with increasing emitter 
current; for high-frequency applications of drift transis-
tors, the emitter current therefore should not be chosen 

too small. 

" This means that the simultaneous measurement of 1„ and 
might be used to determine the value of la1 2 under the exact operat-
ing conditions of the circuit; this sometimes may be useful. 

13 It is thus important to screen input and output of transistor 
amplifiers at high frequencies. 
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C. Flicker Noise in Transistors [1], [3], [5], [13], [39], 
[58], [61] 

As was already mentioned in Section 111, one has to 
discriminate between surface noise and leakage noise. 
Roth have a low-frequency spectrum. We saw that 
leakage noise was most easily reduced by bringing the 
collector bias closer to zero; by giving the device the 
proper treatment, the effect can be reduced still further. 
Surface noise could also be reduced by proper surface 
I reatment. 

Another interesting feature of surface noise is the 
difference between p-n-p and n-p-n transistors; the 
latter show considerably more flicker noise than the 
former [5], [6a]. This reflects differences in the physical 
characteristics of the surface layer of the base regions 
of the two types of transistors. The reduction of surface 
noise in p-n-p transistors has apparently proceeded 
farther than in n-p-n transistors. 
Another interesting point is that the current depend-

ence of the surface noise resembles the current depend-
ence of shot noise. Measuring the equivalent output 
saturated diode current /, with open input, one has, for 
frequencies where shot noise predominates, 

/s.« = (/,)s = 2/44(1 — ao),Cif (57) 

if the collector saturated diode current Lo is negligible. 

This dependence is especially characteristic for tetrode 
transistors where a, can be changed over a wide range 
by changing the current bias of the base region. Ya-
jima [61] showed that a similar expression holds for 
these transistors at frequencies where flicker noise pre-
dominates 

const 
Us,» = /oao(1 — ao)Af. (58) 

He concluded from this result that flicker noise in junc-
tion transistors arises at least partly from the recombi-
nation process of injected carriers in the base and nearby 
surface. This agrees with Fonger's ideas. 

For triode transistors for which (58) is also valid, 
(/„)f should be proportional to .1,, since an is practically 
independent of I, in that case. Many transistors indeed 

show such a relationship, but deviations do occur in 
some types. 

In (40) the flicker noise was represented by an input 
emf e, and an output current generator i. Neglecting 
leakage noise, which is allowed in good units, and ignor-
ing the noise emf eb, which is also allowed according to 
Fonger, gives that e, and i are practically fully corre-
lated. Splitting e, into a part e," that is uncorrelated 
with i and a part e,' that is fully correlated with i, and 
representing the flicker noise by an equivalent emf in 
series with the input yields: 

1 
en; = e,± — (Z, -F reb) 

an 

2: - 
= e," - (4+ rb'b  )• (59) 

ao 
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We now define the flicker noise resistance 1?,." by the 
equation e„12=4kTRe dif; furthermore we introduce 
three constants, the emitter noise resistance en, the 
flicker noise conductance gn, and the correlation resist-
ance Rj* by 

ane.' 
= 4kTRiiàf ; = -1kTplaf; Rfc =   

a. 2 (60) 

as a characterization of the flicker noise properties of 
the transistor; R11 and gin should vary as 1/f and, in 
view of what was said above, gf, is proportional to I.. 
According to (40) 

aoi,il 

Rfc (Re. -F R.,b) 
(js2 ani.1) 

Substituting into (59), we have 

Rtif = Rfl Z. + R,. -F rb'b Rfc1 2. (61) 

For minimum flicker noise resistance, the source 
reactance X, should be chosen such that 

Xs 2 (Re. reb Rr.)2. (61a) 

It is thus not sufficient that X. is small in comparison 

with the input resistance of the transistor circuit, which 
may be quite large if feedback is applied; one has to 

satisfy (61a). If a source is thus capacitively coupled to 
the input of a low-noise (audio) transistor amplifier, the 
coupling capacitance should be chosen sufficiently 
large. 

The emitter noise resistance en is zero if e, and i are 
fully correlated for flicker noise. If VR„f is then plotted 

as a function of R„ one should obtain a straight line. 
Chenette [5] has carried out the experiment. Measuring 
RIef as a function of the source resistance R., he found 
that the linear relationship was well satisfied; this indi-
cates that es and i are indeed practically fully correlated 
and that en r->2 0 . The straight line intercepts the zero 
axis at the point 

R, = — + reb R;,) 

(60a) 

= — [Rb,b (L.+ R,,,,) (62) 
is2 

(is2 aoist)] 

since NI, is given by (60a) and (Rb,b-l-Rmb) accord-
ing to Section III. The values for R., observed by 
Chenette roughly agree with the theoretical expectations. 

D. A pp/ications to Low-Noise Circuits [3], [12], [19], 
[32], [39], [47], [50], [58], [59] 

Most of our circuit discussions held for a grounded 
base circuit. It is easily shown, however, that a grounded 
base and a grounded emitter circuit have the same noise 
.figure F if the source impedances used in the two circuits 
are identical [231. The grounded emitter circuit usually 
is recommended, since it allows a much simpler inter-
stage coupling and a much higher gain per stage. 

As mentioned before, the noise figure due to shot 
noise is reasonably flat for frequencies up to fo-V1 
where fo is the a-cutoff frequency. It therefore is impor-
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tant to use transistors with high cutoff frequency in low. 

noise applications. 
Let us first consider the low-frequency case and let us 

further assume that R.1= 4Reo, Racc----0, and Rf1-0. The 
total noise resistance of the circuit, according to (48) 

and (61), is then 

= R. rb,b 4Reo gol(Re Reo rb'b)2 

+ 8MR. ± Re. ± rift, (63) 

In these equations gri and gal usually depend linearly on 

/,,, whereas Reo is inversely proportional to 
First consider the case where flicker noise predomi-

nates. For minimum noise resistance at a given value of 

the source impedance R„, the last term in (63) should 
then be made a minimum. For Ra>>(Reo-Frb,b+Rie) this 
leads to the condition that gri must be as small as possi-
ble, which is the case for very small emitter currents. 
For R.<<(Reo-Frb,h+Rf,) the quantity gii(Reo±rieb+Rfc)2 
should be made a minimum; experimentally it is found 
that this also leads to quite small emitter currents. 

If shot noise predominates and Re is given, one should 
make [(R.-1-rb,b+1Rro) gn(R. -1-r b+Reo) 21 a mini-
mum. We observe that the first term predominates over 
the second one if g„i(Ra ±rwb-FRa.) <1. For that reason 
RH does not depend so strongly upon R. as in the previ-
ous case, unless Re is large. For very large R. one should 
make g„i as small as possible; this leads again to very 

small values of le. If gat(R.-Frb,b+Re„)« 1, one makes 
1?„0 as small as possible; this leads to relatively large 
values of le. For low source impedances Re the require-
ments for low flicker noise resistances and low shot noise 

resistances are thus opposite. 
Low-noise p-n-p transistors, operating at emitter 

• currents of about 0.5 ma and fed from a source with 
low source resistance Re(Re < 50 ohms), may have noise 

resiàtances as low as 1000 ohms at 10 cycles. At higher 
frequencies, where shot noise predominates, the noise 
resistance may be as low as 100-150 ohms. This is con-
• siderably better than vacuum pentodes, which have 
noise resistances of about 105-10' ohms at 10 cycles and 
about 102 ohms at frequencies where shot noise pre-
dominates. Low-noise audio and subaudio amplifiers, 
operating from a source of low impedance, should thus 

use low-noise transistors instead of vacuum tubes. 
For signal sources with very large source impedances 

Re, the vacuum tube is much better. The reason is that 
the noise resistance RHe of the tube is independent of the 
source impedance, whereas the noise resistance of the 
transistors varies as Ra2 for large Re. The total noise re-
sistance of the vacuum tube circuit is thus (Re+Rnt), 
whereas the total noise resistance of the transistor cir-

cuit is approximately [R„+(g.1-1-gfi)R„21 for large Re. 

Hence if: 

Re> 
Al 12„1 

ge± 

the vacuum tube is better than a transistor. Neverthe-
less, in some applications it may happen that the tran-

sistor amplifier, though inferior to the vacuum tube 
amplifier, is still adequate for the purpose for which it is 

used. 
Volkers and Pedersen [58] were the first to notice the 

low noise resistance of the transistor for low source im-
pedances. The units with which they worked had con-
siderable leakage noise; to eliminate this, they had to 
operate the transistor at nearly zero bias. They called 
this mode of operation the "hushed" operation. In 
modern transistors the leakage noise is much smaller so 
that the collector bias does not have to be chosen so 
close to zero; it is still important, however, not to make 

I Val too large. 
We now consider the case where the circuit can be 

adjusted for minimum noise figure. If flicker noise pre-
dominates strongly and if Fah„, is the noise figure due 

to shot noise, 

RH, 
F = Feint + 

which has 
mum, 

for 

(Re ± rteb c)2 
= Fshot go" 

1?„ 
(64) 

its minimum value if the last term is a mini-

F1,,, = Fshot 4 g/l(Roo rb'b Rfo) 2 

(R8)111111 = (RC, rG'1, R1c• (64a) 

In Section IV-C the plot showing 1?,,, as a function of 
Re intercepted the zero axis at R.= - (Re)min. Consid-
ered as a function of le, the minimum noise figure is 
smallest if L is quite small. 

For frequencies where shot noise predominates, the 

value of F was given by (48) and its minimum value 
F,„1,, was shown in (52). Substituting the values of A, 
B, and Cgiven by (48a), putting R„1-= Me, and neglect-

ing R. yields 

Fmin = 1 + 2gal(Reo neb) 

2N/g„i(iR.o rb,b) g.12(.12c. rb,b)2 (65) 

for 

1   
Re = — N/gii(4-Re. + rb,b) + g.,2 (Re. rb,b)2. (65a) 

Depending on the relative magnitude, one thus has to 

minimize gal(R..-Frb,b) or gat(R.0-1-rb,b); since these 
conditions do not differ so strongly, we shall here mini-
mize gelaReo-F-rb,b). This is easily done, for g„i and R,„ 
depend upon the emitter current Te in an opposite man-
ner; gai decreases with decreasing I., whereas R,H 
•-__-'kT/ele increases. We have from (43a) 

1 1 - a„)[ 1,. 
gRi(Ra. 4- ráb) = -(4 a„ a„(1 - a.) 

r1 2erb,bl 

»LI kTl . 
(66) 
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Assuming a„ to be independent of /c, this has a minimum 
value. 

for 

1 1 - ao‘ 

—4 ( ) [1 + I 
a. co 2er b' 

ao(1 - a.) kT 

lc= 
Ic.  kT 

4/ a0(1 - an) 2ervb • 

Substituting into (65) yields 

Froio 1 ± 2-Vg„,(-1Roo rieb) 

(66a) 

(66b) 

--VI - ao 2ertet, 
= 1 -}- — • --- • (67) 

ao ao2 kT 

Taking, for example, h.,,-..›21 a, a,= 0.98, and rb,b-= 100 
ohms, we have a minimum noise figure of about 1.25 at 
h/L---80 pa. This shows that rather low noise figures can 

be obtained by proper choice of the source impedance 
and the emitter current." 

The design conditions for low-noise transistors are 
that the quantities (1 -ao) and I,orbq, should be made 
as small as possible and that (2e1 „orb, b/kT) <(l -a.). 

Next we investigate the noise figure close to the cutoff 
frequency and determine how R. and h should be chosen 
in order to make the noise figure F a minimum. The 

minimum noise figure is again given by (65), if we 

neglect the correlation resistance R., (which is probably 

allowed). Furthermore, we assume that g.i(Rsi -Freb) 
«8812(R,-Erb,b)2 and take into account that up 
to the cutoff frequency. In that case 

Froin 1 + 4gRi(Re, rh,b) for (R,. rb,b). (68) 

We now minimize this expression as a function of the 
emitter current I. In a good transistor ao 1 so that. 
I al 2-'>--•4 at the cutoff frequency. One then has at that 
frequency 

so that 

e 
= (1, 21,,); 

2kT 

kT 
R„. f›- - 

el, 

erb,) 
Finin" 1 + 2(1, ± 21 ,o)(-1 -F 

kT 
(68a) 

at that frequency. This has to be minimized as a func-
tion of J. The minimum value is: 

Finio 1 2 (1 -I- V ery2h„---)2 
kT 

" This calculation is incorrect if ct, depends on /.. This is, for 
example, the case in silicon transistors, where 04, decreases strongly 
with decreasing I. for small emitter currents. This probably will not 
change the design conditions very much. 

for 

ekrbl:b 
1, - 2f   (69) 

As in our previous example, take 1,0=1 pa and roq, = 100 

ohms, then at h20 ma. The minimum noise 
figure is now obtained for a much smaller emitter cur-

rent than in the previous case, in agreement with 
Guggenbuehl and Strutt's results [23]. Moreover, the 

example shows that the task of designing transistors 

that have a reasonable noise figure at the cutoff fre-
quency is not a hopeless one, though it is impossible to 

have F„,io <3 in this case (corresponding to about 5 
db). 

The design condition for transistors with a low noise 

figure at the a-cutoff frequency is thus that leorwi, 
should be made small. The minimum obtainable noise 
figure at the cutoff frequency will not change very much 
if a, depends upon I. 

The condition which must be satisfied for I„.r„,„ is 
actually less stringent than in the previews case. 

For we now have to require only that (2eI„ormt,/kT) 
«1, whereas it had to be < (1 -ao) in the previous case. 
Viewed in that light, the requirement of a low noise 

figure at the cutoff frequency does not pose any addi-
tional restrictions upon the product 1. b' b. 

If we look at the circuit from a noise resistance point 
of view, (63) has to be modified somewhat. If we now 
put Rol•2•0 and Roe'z---0, which may not be too far from 
the truth, we have for the cutoff frequency 

R„ R.+ r b' b gal(Rro ± R, + rb,b)2 

1 
-= (R.+ ra,a)-F -- (Re. ± R.+ rwa)2 (70) 

2Re. 

since 

kT el, 1 
Re ›__-_' R,,, = ----- and got =   • (70a) 

el, 2kT 2R,0 

Considered as a function of Re., this has a minimum 
value 

R„ 3(R, ± rieb) if R,, (R„ ro,b), or 

kT 
=  (70b) 

e(Rs+ rea) 

Putting R.-=0 and rb,L, = 100 ohms, this corresponds to 

/e= 0.25 ma and R„300 ohms. At low frequencies at 
the sanie current, g, is quite small, hence 

(R.+ rb'b = 4(R, roe,,) (70c) 

so that R„21.50 ohms if R.=0. This shows that at the 
frequency f, there is an optimum noise resistance for 

small source impedance R. and that the noise resistance 
only increases by a factor 2 by going to the cutoff fre-
quency. The low-noise properties of a transistor operating 
from a low impedance source thus hold quite well for .fre-
quencies up to the cutoff frequency. 
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At very large source impedances R., the noise re-
sistance Rg.R.2; close to the cutoff frequency R. thus 
increases rapidly with increasing frequency unless /", is 
of the order of Ic„, the collector saturated current. 
Whether or not this noise performance can be tolerated 
in practical cases depends upon the required value of 

the equivalent input saturated diode current 1«. [see 

(56)]. 
We finally turn to the grounded collector [6], [41] cir-

cuit (Fig. 6). In order to calculate its noise figure, we 
use open-circuit output and obtain after some calcula-
tion, if the correlation impedance Z„ is neglected, 

rb' ± eel I a 12g01 
F = 1 +  (R. ± rb,b)2. (71) 

R. R. 

Fig. 6—Equivalent circuit of a transistor in grounded collector 
connection. 

For low frequencies, I al 2•.••-•1 and this is only slightly 
better than the other two circuits. For very high fre-
quencies (f>f,,) the last term is smaller and the grounded 
collector circuit has a much lower noise figure than the 
other two circuits; unfortunately, this is not very use-
ful, since the circuit gives a power gain less than unity 

at those frequencies. 
To investigate how much improvement can be ob-

tained at lower frequencies, we determine 

Fmin = 1+ 2 al 2gairo,o 

± 2V I a I2g,,i(rwo RR1) + I al 4g812rwo2. (72) 

If I al 2g8Iri,,o«1, this may be written, if R,1=..M.: 

Fruit, c2- 1 + 2/l al2gai(rwo + IR.). (72a) 

If I «I 1, this is practically identical with the value 

1 + 2-Vg„,(ro,o 

obtained for the other two circuits from (65) under 
corresponding conditions. 
As far as the noise figure is concerned, the grounded 

collector circuit is thus practically identical with the 
other circuits. Since its power gain is much smaller, it 
should be checked carefully whether the noise of the 
following stage becomes important. In most cases the 

other two circuits will be preferred. 

V. MODULATION NOISE CAUSED BY SHOT EFFECT 

In view of Fonger's successful treatment of flicker 
noise, it seems logical to apply his approach also to the 
modulation noise caused by shot effect. This has not 

been done before; but, since the various noise sources 
cannot be expected to behave in different manners, 
modulation noise caused by shot effect should also 

exist. 
Fonger assumed that not the ac but the dc series re-

sistance of the junctions should show thermal noise. 
This means that the bulk material, quite apart from 
the fluctuations in the rate of injection, recombination, 
and escape of the carriers will also show noise because 
of the random motion of the carriers; this corresponds 

to thermal noise of the dc resistance. \Ve thus follow 

Fonger's suggestion. 
First turn to the junction diode. An ac current pass-

ing through the diode will change the rate of injection, 
recombination, and escape of the carriers; this is the 
cause of the modulation impedance Z„,/,. Fluctuations 
in these rates will cause the shot noise described by the 
current generator i [Fig. 1(a)] connected in parallel to 
the junction; they will also modulate the dc series re-
sistance R of the diode in two ways.'' 

1) Directly, as indicated by the noise emf eb in series 
with R. 

2) Indirectly, through the current generator i; this 
is taken into account (as in the flicker noise case) 
by connecting i across both the impedances Z and 

Ztnb• 

The full equivalent circuit is thus as shown in Fig* 
7(a). In the case of low-frequency noise Fonger found 
that the noise emf el, had negligible influence; this does 
not necessarily have to be true for the shot noise case. 
Moreover, eb and i should be partly correlated. The 
correlation does not necessarily have to be a complete 
one, since part of el, may be caused by hole-electron 
pairs that never cross the junction; they only modulate 
the dc resistance, but do not contribute to i. 

If eb is neglected, the open-circuit noise emf is 

e = ¿.,b) -V4kTRo,bAf. (73) 

At low frequencies, 40,=R„,,, and R„,,,--1(aR/an is 
negative, whereas Z=Ro=1/G.; the shot noise term 
thus should be zero if (Ro±R.o) =0. This effect has not 
yet been detected for shot noise. 

If we now introduce the noise resistance R. by equat-
ing e2 =4kTRnAf and bear in mind that T,2= 2kT4f/R„ 
for />>/„ at relatively low frequencies, we obtain 

1 (Ro R,,,o)2 1 R.o2 
= R +  = R. + r +  (73a) 

2 R. 2 2R„ 

In most diodes the last term is negligible in compari-
son with the other two. The total noise power is then 
practically equal to the full shot noise power of the 
junction plus full thermal noise of the ac resistance; 
this agrees with Champlin's experimental data [7], [8]. 
Deviations should be expected for diodes with a large 

lb For the meaning of these two modes of modulation see footnote 
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A = 1+ 2g.,(R,+ rb,b+ R.,); 

B = Rieb+ R.1+ g.,(R,+ rb'b Rae) 2; C = gii; (75) 

where rb,b is again the ac base resistance. In these equa-
tions R.1 and Roo are slightly different, whereas in the 
first term of B the ac resistance rb,b has been replace( 
by the dc resistance Rb',,. 

The quantity g,, which gives the most important 
contribution to the noise figure F, has not changed, and 
the other terms in A, B, and C have not changed very 
much; it may thus be assumed that the theory of Sec-

tion IV-B remains essentially correct even if base 
modulation noise is taken into account. 

Now consider some of the changes expected at rela-
tively low frequencies. First let eb be assumed negligible, 
then 

(c) 

Fig. 7—Modulation noise caused by shot effect. (a) Equivalent cir-
cuit of a junction diode. (b) Equivalent circuit of a transistor. 
(c) Modification of the equivalent circuit of Fig. 4. 

dc resistance R operating at large currents (small Ro). 
Attempts are being made at the University of Minne-
sota to detect such deviations. 
The same ideas can be directly applied to transistors 

and lead to the equivalent circuit of Fig. 7(b). Here the 
current generator i is connected in parallel to Zo and 
Z„,b, and the current generator 12 is connected in parallel 
to Zo and Zmb. The noise emf eb in series with the dc base 
resistance Rb',, should be partly correlated with ii and 
/2; it is probably not always warranted to ignore eb 
(contrary to the flicker noise case). 

As far as the noise figure is concerned," we may re-
place the circuit of Fig. 7(b) by the one of Fig. 7(c) with 

1 = (12 — ail); ee = 11(Z, — eb• (74) 

This circuit is nearly equivalent to the one shown in 
Fig. 4. The only differences are that the dc base resist-
ance now shows thermal noise and that ee has a different 
value. The current generator i apparently is not affected 
by the base modulation. The circuit of Fig. 7(c) should 
only be used if it may be assumed that I Z,.I >>14,b1; 
the same condition was imposed upon Fig. 4. 

Defining again the quantities g.1, R,,1, and R.o as in 
(43), we may write the noise figure F as in (48), but 
with values for A, B, and C different from the ones 
given in (48a) 

n The circuits of Fig. 7(b) and 7(c) do not have equal response 
to the input signal, because of the different location of the current 
generator ai, in the two cases. But since this change affects the signal 
and the noise in the sanie manner, the two circuits have identical 
noise figures. The effects of the base modulation are thus incorporated 
into the noise sources e, and i. 

e„" = ,(R,0 Rmb); 

or 

R„, =   12(R,, + Rmb) 2 1 (Ren -4— Rmb --)2 . (76) 

4kTf 2 R,„ 

Substituting into the expression for B and putting 
(Rb,b-FR,,,b)==reb, we have 

1 1 Rmb2 
B = = — Re° rb, b ± 

2 2 Roo 

+ g.,(R,„ + rb'b (77) 

Without base modulation we would have had, since 
R,i 

B = 1Reo rb'b gel(Rco ref. Rtm) 2- (77a) 

Admittedly, the R„ values may be slightly different in 
the two cases, but since the last terms in (77) and (77a) 
are small in comparison with the other ones, this will 
not cause a considerable difference. In that case the 

two B values differ mainly by the amount iRme/Ree, 
which should be noticeable for transistors with a large 
dc base resistance Rb,b at large emitter currents (small 
Roo). If eb is not negligible, the difference may be either 
larger or smaller, depending upon the correlation be-

tween eb" and 11. 17 Coffey [64 seems to have found 
indications that the measured noise resistance R„„ for 

zero source impedance is somewhat larger than would 
be expected from (77a). 

Now investigate the correlation resistance R„ at 
relatively low frequencies. In that case 

111* ebi* 
R„o = a 0 -= ao(Re, R.b) - + ao --=--

i2 i2 i2 

= ao--
i2 (78) 

since 111* = 0 at relatively low frequencies, according to 

" e," is that part of eh that is uncorrelated with j. 
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(17) and (19). At low frequencies one would thus ex-
pect a measurable correlation resistance only if eb is not 
negligible and if a considerable correlation exists be-
tween i and el,. Hanson and van der Ziel [281 found a 
measurable correlation resistance in transistors with a 
low value of ao (and hence with a large base current). 
This is probably a base modulation effect; if it is, it 
would indicate that eb is not always negligible. 
The influence of shot noise base modulation requires 

further study. Work in progress at the University of 
Minnesota is aimed at obtaining a better understanding 

of the effect. 
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The Effects of Neutron Irradiation on Germanium 
and Silicon* 

G. C. MESSENGERt, ASSOCIATE MEMBER, IRE, AND J. P. SPRATI't 

Summary—The known effects of neutron irradiation upon ma-

jority and minority carrier properties of germanium and silicon are 
reviewed, and used as a basis to derive a theoretical expression for 

the dependence of grounded-emitter current gain of a transistor 
upon accumulated neutron dose. This theoretical expression assumes 

a Shockley-Read recombination mechanism in the base of the tran-
sistor; the crystal defects introduced by bombardment act as re-
combination sites. A number of germanium and silicon transistors 

were irradiated at different facilities; the observed changes in tran-
sistor parameters are explained in terms of the theory. This explana-
tion enables determination for germanium of certain basic quantities 

in recombination theory, viz., the position in the forbidden band of 
the recombination site (Ec — E, =0.23 ev), and the capture cross sec-
tion of the site for hole and electron capture («„ =1.0 X 10-'2 cm2, 
and s,,4 X 10-15 cm2). 

INTRODUCTION Ver HE electrical properties of semiconducting ma-
terials are extremely dependent upon disorder in 
lattice structure. Nuclear bombardment of these 

materials greatly increases this disorder through the 
creation of Frenkel defects, i.e., regions in which atoms 
have been knocked from their sites in the lattice and 
placed in interstitial positions. Such defects produce 
energy levels in the forbidden band of a semiconductor 
and thus cause changes in the electrical properties. 
James and Lark-Horovite have proposed a model for 

* Original manuscript received by the IRE, March 14, 1958. The 
work described was carried out under a subcontract with Boeing 
Airplane Co., sponsored by the Air Force under Prime Contract No. 
AF-33 (600)-35050. 

f Res. Div., Philco Corp., Philadelphia, Pa. 
' H. M. James and K. Lark-Horovitz, "Localized electronic states 

in bombarded semiconductors," Z. Physik Chem., vol. 198, nos. 1-4, 
pp. 107-126; 1956. 

the energy levels associated with Frenkel defects that 

provides a qualitative, and to some extent a quantita-
tive, explanation of the observed changes in germanium 
and silicon as a result of bombardment. This model 
predicts that the interstitial atom will act as a donor, 
and the vacancy as an acceptor. It predicts further 
that for semiconductors with high dielectric constants, 
such as germanium and silicon, there will occur in the 
forbidden band two levels (viz., the first and second 
ionization potentials) corresponding to the interstitial 
atom, and also two levels corresponding to the vacancy. 
When Frenkel defects are formed, the electrons do-
nated by the interstitial atom are redistributed among 
the states of lower energy, so that the interstitial may 
be single or even doubly ionized. Correspondingly, the 
vacancy may have one or two electrons in it. 

Cleland" and co-workers at Oak Ridge National 
Laboratories have attempted to explain radiation-
induced changes in the majority-carrier properties of 
n and p-type germanium in terms of the James-Lark-
Horovitz model. Agreement between the theory and 
these experiments was good at room temperatures; all 
four levels were located and identified. The results of 
these experiments show that the interstitial atom intro-
duces one level approximately 0.2 ev below the conduc-
tion band and one level 0.18 ev above the valence band, 

2 J. \V. Cleland, J. H. Crawford, and J. 
bombardment of n-type Ge," Phys. Rev., vol. 
1955. 

3 J. W. Cleland, J. H. Crawford, and J. 
bombardment of p-type germanium," Phys. 
1181; August, 1955. 

C. Pigg, "Fast-neutron 
98, pp. 1742-1750; June 

C. Pigg, "Fast neutron 
Rev., vol. 99, pp. 1170--
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while the two levels due to the vacancy lie 0.066 ev and 
0 ev above the valence band (see Fig. 1). The conduc-
tivity behavior of n and p-type germanium under neu-
tron bombardment can be successfully explained in 

terms of this distribution of energy levels. 

FORBIDDEN BAND 

VACANCY 

CONDUCTION BAND 

-0-

INTERSTITIAL 

VALENCE BAND 

Fig. 1—Level diagram for Frenkel defect in germanium. 

In addition to changing majority-carrier properties, 
nuclear bombardment would also be expected to affect 
minority-carrier properties of semiconductors, since the 
lattice disorder may act as a recombination center. 
Many investigators4,5 have shown that bombardment 
does affect minority-carrier lifetime drastically. The 
effect of nuclear irradiation upon minority-carrier life-
time in bars of n and p-type germanium has been de-
termined quantitatively by Curtis et al." Radiation 
introduces recombination sites at a linear rate, so that 
the induced lifetime is inversely proportional to radi-
ation dose. A dependence of this induced lifetime upon 
initial carrier concéntration was observed by Curtis and 
was explained in terms of the Ha118 and Shockley-
Read9 model for minority-carrier recombination. A 
unique determination of the position of the recombina-
tion site in the forbidden band was not possible solely 

4 C. D. Florida, F. R. Holt, and J. H. Stephen, "Irradiation of 
transistors," Nature, vol. 173, pp. 397-398; February, 1954. 

W. L. Brown, R. C. Fletcher, and K. A. Wright, "Traps pro-
duced by electron bombardment of germanium at low temperature," 
Phys. Rev., vol. 96, p. 834; November, 1954. 

6 0. L. Curtis, et al., "Effect of irradiation on the hole lifetime of 
n-type germanium," J. Ape Phys., vol. 28, pp. 1161-1165; October, 

1957. 
7 O. L. Curtis, Jr., and J. W. Cleland, Annual Meeting of the 

American Physical Society, New York, N. Y.; January 29-February 

1, 1958. 
8 R. N. Hall, "Electron-hole recombination in germanium," Phys. 

Rev., vol. 87, p. 387; July, 1952. 
W. Shockley and W. T. Read, "Statistics of the recombinations 

of holes and electrons," Phys. Rev., vol. 87, pp. 835-842; September, 

1952. 
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on the basis of Curtis' work, but by assuming that the 
assignment of levels given by Cleland was correct and 
that therefore the important recombination site would 

be the level corresponding to the first ionization poten-
tial of the interstitial, Curtis was able to show that Et, 
the position of the level, is 0.23 ev below the conduction 

band. 
Knowledge of the bulk properties of irradiated semi-

conductors permits the changes in parameters of transis-
tors subjected to bombardment to be deduced, if the 
relationships between transistor parameters and bulk 
properties of the constituent semiconductors are known. 
Loferski," using Webster's" equation for the grounded-
emitter current gain of a transistor, has shown that A1/0 
should be directly proportional to neutron dose, due 
to lifetime degradation in the base region. This de-
crease in p is also inversely proportional to the square 
of the electrical base width: thus, for a given radiation 
flux level, the thinner the base, the smaller the change 
in 13. Loferski also reported that observed changes in sur-
face-recombination velocity of transistors upon neutron 
bombardment were transient, and did not contribute 

appreciably to permanent damage. 
The work of these investigators has provided a basis 

for the present detailed experimental analysis of the 
effects of fast neutrons on transistors; this analysis is 

presented in the following sections. 

DESCRIPTION OF EXPERIMENT 

Radiation Sources 

The radiation sources employed in this study were a 
cyclotron, a nuclear reactor, and a critical assembly. 
The 60-inch cyclotron at the University of Washington 
in Seattle provided a high energy spectrum (peaking at 
approximately 10 mev) by focusing 20-mey deuterons 
on a beryllium target, which stripped the deuteron of a 
proton and allowed the neutron to pass through. The 
Materials Testing Reactor at Arco, Idaho, provided, in 
addition to fast neutrons, a high thermal and epithermal 
flux. The third radiation source, the "Godiva," a critical 
assembly at Los Alamos, N. M., provided a fission 

spectrum. 
The use of several neutron sources for these experi-

ments posed the problem of correlating dosimetry data; 
expected effects would depend upon the neutron spec-
trum employed, due to the following relationship. 

The number of Frenkel defects 
f the number of defects 

(E) X neutrons (E)dE. 
neutron 

The number of defects introduced per neutron as a 
function of neutron energy increases from the threshold 
for displacement (about 1 key) until saturation (about 

10 J. Loferski, "Analysis of the effect of nuclear radiation on 
transistors," J. Appt. Phys., vol. 29, pp. 35-40; January, 1958. 

II W. M. Webster, "On the variation of junction-transistor cur-
rent-amplification factor with emitter current," PROC. IRE, vol. 42, 
pp. 914-920; June, 1954. 
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2-4 mev); N(E), the neutron spectrum, depends upon 
the neutron source. Dosimetry measurements for these 
experiments were performed and correlated by members 
of the Applied Physics Staff, Pilotless Aircraft Division, 
Boeing Airplane Company, under the direction of Dr. 
D. A. Hicks. Both neutron threshold detector foils and 
transistor voltage punch-through dosimeters were used. 
The results presented here are in terms of neutrons 
above 4 key in a "Godiva" spectrum. This spectrum was 
chosen to fit the requirements of systems designers; it 
can be related to other spectra by a multiplicative con-
stant. Neutron dose was measured in terms of neutrons 
per square centimeter (nvt). 

Measurements of Effect of Radiation on Transistors 

Transistors provide a definite advantage over semi-
conductor bulk material for studying radiation effects 
since they permit measurement of base lifetime in the 
range from several hundred microseconds down to the 
millimicrosecond range, whereas determination of life-
time by photoconductivity in bars of semiconductor 
material is in general limited to the range greater than 
1 microsecond. 

One hundred and twenty transistors of 25 types were 
employed in these experiments. The group included both 

germanium and silicon transistors. The aim was to pro-
vide a range of bulk and device parameters as wide and 
as representative as possible. Prior to irradiation, elec-
trical and mechanical quantities essential to the ex-
pected analysis were measured; the quantities included: 

rb' =extrinsic base resistance 
= collector capacitance 

f,„o„= maximum frequency of oscillation 
¡'pr =punch-through voltage 
/bo =collector saturation current 
VD D = emitter-diode-breakdown voltage 
VDe = collector-diode-breakdown voltage 
Ac=area of the collector 
Ae= area of the emitter. 

These quantities were remeasured after irradiation, 
when possible. The dynamic measurements consisted of 
measuring grounded-emitter current gain for the 120 
transistors as a function of fast neutron dose. Collector-

diode characteristics with the base open were taken for 
29 germanium transistors. 

After the dynamic measurements were completed, 
the transistors were removed from their headers and 

were etched and remeasured to detect surface effects, if 
any. Germanium p-n-p graded-base transistors were 
also probed to determine whether the high-resistivity 
region around the collector junction had converted 
from n to p-type. 

THEORY OF THE EFFECTS OF RADIATION UPON 
TRANSISTORS 

Lifetime Damage 

In attempting to obtain an expression for the 
grounded-emitter current gain of transistors that have 

been permanently damaged by fast neutron irradiation, 
we shall revise the equation for grounded-emitter 
current gain by adapting Shockley-Read statistics to 
the bulk-recombination process. Further, we shall 
assume that at low neutron doses the only semiconduc-

tor parameter affected by the radiation is bulk lifetime 
in the base region. Experimental results indicate that 
the effect of radiation upon surface properties is pri-
marily transient; therefore, in considering permanent 
damage, surface-recombination velocity can be neg-
lected. 

The following expressions from Shockley-Read statis-
tics are necessary in this analysis. 

dp p (1 + cp) 

dl To (1+ ap) 

Here: 

no, 

(po+ pi) (no + ni) 
To = rno + T pU 

(no+ Po) (no+ Po) 

a 
TCG = Th0 ±Tpo = To 

e 

(1 ± R)(no+ po) 

no+ n1 + &poi- pl) 
7" 1,0 Cp X r pa. cp Cr„ 

R =   = 1.3— • (5) 
Tp0 Cn-Vi V Tragen ern 

U = recombination rate 
p =added hole concentration 
Po = initial electron and hole concentration 

n1, p, ---- electron and hole concentration when Fermi 
level falls at trap level 

ro --low-level lifetime 

ThO e Tp0 = lifetiMe of electrons and holes injected into 
highly p and n-type material, respectively 

r,0= high-level lifetime 

a, c = constants of recombination process 
R= ratio of capture probability 

C„, Cp =capture probability of electrons and holes 
vr„, vrp =average thermal velocity of electrons and holes 

ucp---capture cross section of recombination site for 
electrons and holes 

Ni=density of recombination sites. 

Webster's"-'3 expression for grounded-emitter cur-
rent gain is 

SW A, rubw 1 g(Z) + (W Y] (1 ± Z). (6) 
DpA, freL, 

Here the first term describes surface recombination. 
The second term describes injection efficiency and vol-

' A. Rittmann, G. C. Messenger, R. A. Williams, and E. Zimmer-
man, "Microalloy transistor," IRE TRANS. ON ELECTRON DEVICES, 
vol. ED-5, pp. 49-54; April, 1958. 

13 N. H. Fletcher, "Note on the variation of junction transistor 
current amplification factor with emitter current," PROC. IRE, vol. 
44, pp. 1475-1476; October, 1956. 
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time recombination. The factor (1+Z) multiplying 
11n/L62 treats bulk recombination as a bimolecular 
process. Applying the Shockley-Read statistics to de-
scribe the variation of lifetime with injection level and 
combining the effects of injection efficiency and surface 
recombination into a single term, 1 /0o, we get 

W2 
1/5 = 1/e0+  h(Z) 

2Dpro 

h(Z)=-H(Z)g(Z) 

II(Z) 2a — — 1) 
a 

g(Z)—(1-1-Z)/ (1+2Z) 

WI. 
Z — 

qDA eno 

Here W is base width, 14 is hole-diffusion constant, fe 

is emitter current, and A, is emitter area. The function 
h (Z), which combines the current dependence of 137, and 
ro, is such that for injection levels of interest, 

1 Z 
h(Z) = - — 1 — 

2a 

2 6 cl (9) 

aZ) 
In (1 — 

c 

(aZ\2 

1 

(7) 

(8) 

For (aZ/c)>>1, the high-level case, the expression is 

h(Z) = — • 
4a 

H (Z) 

Irradiation 1041 

C >2o 

C .213 

C<2o 

Fig. 2 Variation of h(Z) with Z for various values of 
the ratio, c/a. 

This is the basic equation which explains the depend-
ence of current gain on both flux and injection level. 
Two useful relations for obtaining the ratio a/c can be 
deduced from this equation if we assume a linear ap-

proximation to h(Z) 

ails = al/13 

ale aIe 0-0 

0.2 (1 4))1 OZ/ 
+ — —(1 — 
fee, r, K 6 aie 

  = 
821/0 ai/Sm 1 az 21 

&pale ad, 3 a1,.( c • 

Here vem is the value of 1/5 at zero emitter current, if 
the dependence of surface effects upon emitter current 

is neglected. 
By combining (3), (5), and (13), a relation between 

damage constant, K, and the statistics of the recombi-

nation process is obtained. 

2a\ 

c I 
(15) 

(10) no ± RP0 RP1 
K = 

aNt 

The variation of h(Z) is shown in Fig. 2. 
Utilizing the expression for the current-gain fre-

quency cutoff, 

Ira = 

Eq. (5) may be written 

to 

1.22D„ 

0.2 
1/0 = 1/50 + h(Z). 

fears 

(no+ Po)vrper„ 
ad) 

(17) 

Resistivity Damage 

At relatively high flux levels, the change in effective 
(11) donor density of the semiconductor material is given by 

ND = NDO K10 (18) 

where Ki is the rate of change of donor concentration 

with neutron dose. 
(12) The punch-through voltage of a transistor is defined 

by 
Assuming that lifetime degrades with flux according 

1 1 

ro ri K 
(13) 

where ri is the value of lifetime before any irradiation, 

then 

0.2  1/ ( 1 + ct, 
= (30+ — —)h(Z). (14) 

W2qND 
V pr — = CND 

2s 
(19) 

where e is the dielectric constant and ND is the donor 
density. Combining (18) and (19) provides (20) for the 
punch-through voltage as a function of flux, which can 
be used to experimentally determine K1. 

PT = V pro(1 (20) 
.Vnfe 
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Fig. 3-Plot of 1/0 vs Ic at different neutron doses for a 
typical germanium transistor. 

100 

*7 
K for silicon. K is higher in n-type germanium than in 
p-type germanium of comparable resistivity, which is 
consistent with theoretical expectations on the basis of 

,6 (15), provided R is close to 1. It is also noted that this 
higher value of K in n-type germanium does not agree 
with Loferski's assumption. s65 
Damage constants for germanium p-n-p graded-base 

04 units averaged 0.5 X10" nvt-µsec. Preliminary calcula-
tions indicate that the expected increase in K (because 

95 3 of the built-in field) is more than offset by the expected 

decrease in K (because the average resistivity is much 
lower than the 2 ohm-cm characteristic of homogeneous-
base units). Since K in silicon is probably not a function 
of resistivity, some improvement in K is expected from 

a built-in field. Preliminary experimental results indicate 
that this is probably true. 

Characteristics of the Recombination Site in Germanium 

It has been shown that, of the four levels introduced 
into the forbidden band of germanium by bombard-
ment, the recombination processes should be controlled 
by the level corresponding to the first ionization poten-
tial of an interstitial atom.' This level is known to lie 
above midband so that 

2 

o 

GENERAL RESULTS 

Lifetime-Damage Constant 

It was found experimentally for all the transistors 
tested that 1/am increases linearly with accumulated 
neutron dose according to (14). Fig. 3 shows curves for 
a typical germanium transistor which indirectly verify 
(13). It was also found that the quantity K, the life-

time-damage constant, as expected, was a function of 
base type, and semiconductor type, as indicated by (17). 
No conclusions could be reached about the dependence 
of K upon base resistivity, however, since the spread in 
base resistivity in available transistors is slight, and any 
such dependence would be masked by experimental er-
ror. Since a large percentage of commercially available 
transistors have a resistivity close to 2 ohm-cm, it is a 
useful oversimplification to determine average values of 
K for p and n-base silicon and germanium; these values 

TABLE I 

CONSTANTS or THE RECOMBINATION PROCESS IN IRRADIATED 
GERMANIUM AND SILICON 

K (nvt-psec) Ec- Et up(cm2) Œ,,(c1112) aNdao 
nGe 5.0 +2.0 X10'3 0.23 ev 1.0X10-'6 ,-,4 X10-'6 3 
pGe 2.4+0.4 X1013 0.23 ev 1.0 X10-45 ,,,i1X10-s 3 
nSi 2.8 +0.8X10'2 - - - - pSi 3.2 ±1.1X1012 - - - - 

are listed in Table I. In addition, because of the different 
relative positions of trap levels and of the Fermi level 

in silicon, its K is not expected to vary with resistivity. 
The first and most obvious comment is to note that 

K for germanium is an order of magnitude higher than 

a 
- = (1 -F R)(no po)/no + RPo. (21) 

Using (21) for a/c, we see that it is possible to deter-

mine ni and therefore El, the position of the level, by 

two methods. The first consists of determining a/c for 
both n and p-base germanium transistors for neutron 
doses so small that conductivity changes can be neg-
lected. This will furnish two sets of equations in two 
unknowns, n1 and R, and therefore will allow us to 
evaluate both these quantities. Such an analysis was 

performed using germanium transistors, and the results 
show that 

Et= 0.23 + 0.02 ev below the conduction band. (22) 

Although the determination of R from this equation is 

considerably less accurate, its most probable value is 
0.3. The values given by Cleland and Curtis for El are 
0.20 and 0.23 ev, respectively, while Curtis estimates R 
to be in the neighborhood of 1.0. 

The second method of determining Et consisted of 
irradiating transistors to very high fluxes, so that con-
ductivity begins to change. The contribution to 

(a1/0)/ah due to conductivity modulation by emitter 
current is independent of base resistivity, so that (15) is 
valid even at flux levels high enough to change base 
resistivity. Applying (15) and (21) to p-base germanium 
transistors, it should be possible to make the quantity 
(al/i3)/aIe go negative for high-neutron doses since Po 
increases with flux. Such an effect was actually pro-

duced on one n-p-n transistor which we were able to 
irradiate to the high level necessary. The resultant 
family of curves shows the slope going through zero 
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Fig. 4—Plot of 1/13 vs I. at different flux levels for a germanium 
n-p-n transistor that exhibited slope becoming negative. 

(Fig. 4). Since h(Z) levels off relatively early for 
1/2 <a/c<1, it cannot be determined which curve 
corresponds to which value of a/c. However, if we as-
sume that the observed case of zero slope corresponds 
to a/c= 1, we need make no assumption about the mag-
nitude of R. Therefore, at this value of radiation dose, 

therefore, 

at/i3 avo 
ale al, 

ni = Po -= Po 10—n ± 

a 
— = 1; (23) 

(24) 

The value of apo/ao is taken as 1.5/cc/nvt from 
Cleland's" data,3 so that Eg is 0.2 ev below the conduc-
tion band." Recent Russian experiments" have also 
shown that it is possible to achieve a value of 1 for a/c 
in a p-n junction by varying the resistivity of the 

sample. 
The lifetime-damage constant is related to the bulk 

properties of the germanium by (17). aNdao can be 
determined from measurements of the initial rate at 
which the majority-carrier concentration changes in 
moderate-to-low resistivity n-type germanium. For 
such material, two electrons are removed for each 
Frenkel defect, so that by obtaining aNn/ao we can 

obtain aN,,iao. G. L. Keister" of Boeing Airplane Com-
pany has performed experiments on transistor voltage 
punch-through dosimeters using the same spectra em-
ployed in these experiments, and his results, based on 

(20), show that 

14 Cleland's value is actually 0.75/cc/nvt. Comparison of our ex-
perimental values for »wadi on n-base germanium with Cleland's 
experimental values for aND/ae on n-base germanium disclosed a 
factor of two discrepancy. This was attributed to a difference in 
dosimetry, so that the value of 0.75/cc/nvt was multiplied by two to 
correct for this difference. 

16 The value for used in this calculation is that m,=0.51 m, 
given by B. Lax, H. J. Zeiger, R. N. Dexter, and E. S. Rosenblum, 
"Directional properties of the cyclotron resonance in germanium," 
Phys. Rev., vol. 93, pp. 1418-1420; March, 1954. 

16 M. I. Iglitsyn, Y. A. Kontsevoy, and A. I. Sidorov, "The life-
time of non-equilibrium charge-carriers in germanium at arbitrary 
injection levels," J. Tech. Phys. (U.S.S.R), vol. 27, pp. 2461-2468; 
November, 1957. 

a2V4 
= 3/cc/nvt. (25 

Using this figure and the value obtained above for ni, 
we can determine o-, (which is the capture cross section 
of the recombination site for holes) from experimentally 
determined values for K using (18). a, was computed, 

and the value obtained was 

0-, = 1.0 X 10-15 cm'. (26) 

cr. could not be determined accurately due to the occur-
rence of R in the equation. However, since 

ap 
R = 1.3 --

o„ 
(27H 

and since R was in the neighborhood of 0.3, o-,, is prob-
ably about 4 X 10—" cm'. 

Surface-Recombination Velocity (s) 

As has been stated, the primary effect of irradiation 
upon the surface of a transistor is a transient one. How-
ever, the permanent effects can also be studied, and two 
different methods were used to do this. The first consists 
of plotting vp„ vs nvt for some thin-base transistors. 
For such units, a large flux was required to produce 8 
degradation due to lifetime damage, so that variations 
in 1/8m at lower fluxes could be attributed to surface-
recombination velocity. Several high-frequency p-n-p 
germanium transistors exhibited variations in 1/i3A1 
which show that s varies with flux as shown in Fig. 5. 
Other experimenters" have reported an increase in e 
at low-flux levels, followed by degradation due to life-
time damage. This result indicates that it may be pos-
sible to obtain very low values of s by using radiation 

techniques. 
The other technique used to determine effects of 

irradiation on s consisted of removing the transistors 
from their cases after they had been bombarded, etching 
them, and remeasuring their grounded emitter charac-
teristics. If the latter had improved appreciably, the 
damage could be attributed to surfaces. No such effect 
was noticed. Silicon transistors showed no change in 
characteristics at all. Changes brought about in ger-
manium were approximately equal to those produced 
in unexposed units used as controls to check the etch. 
These results indicate that, aside from an interesting 

effect at low values of flux, the effect of irradiation upon 

18 Unpublished data. 
18 B. Reich and G. E. Pavlik, "A survey of the nuclear radiation 

effects on semiconductor materials," AGET News Bull., vol. 1, pp. 
8-17; July. 1957. 
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5--Relative surface-recombination velocity as a function of 
fast neutron dose for a germanium p-n-p transistor. 

surface-recombination velocity of transistors is small 
compared to bulk lifetime effects. 

Resistivity Conversion in P-N-P Graded-Base Germanium 
Units 

Since the collector-saturation current of p-n-p ger-

manium graded-base transistors increased so markedly, 
and since some transistors actually appeared to have 
shorted from collector to emitter, it was decided to de-
termine whether or not conversion of n-type germanium 
to p-type had occurred near the collector junction. 
Several of the units were removed from their cases, and 
a thermoelectric probe was placed on the collector side 
of the wafer. The base lead of the transistor was used as 
the reference point. 

On two 2N247 transistors, there were definite indi-
cations that conversion had occurred; one L-5405 
transistor exhibited slight p-type behavior on the base 
wafer near the collector dot, but the thermoelectric cur-
rent was rather small, so that no final conclusion could 
be made in this case. These indications were reproduci-
ble, whether a hot or a cold probe was used. Quantitative 
measurements of the removal rate were difficult to 
obtain from these units since the initial carrier concen-
tration was not known. However, if we assume that 
n o<7 x10'3 corresponding to p> 20 ohm-cm under the 
collector, and if the average value of aND/aN,is —0.5, 
then the neutron dose to which these units were sub-
jected would have been sufficient to cause conversion. 

Collector-Saturation Current 

The collector-saturation current, /m), was not obtained 
directly as a function of neutron dose, but its behavior 

can be inferred from the observed dependence on neu-

tron dose of collector-saturation current measured with 
the base lead open. This latter quantity is proportional 
to the product 13/60, and it was roughly constant over a 
range of neutron dosage for homogeneous-base ger-
manium units. Therefore, it can be concluded that L.0 
increases as f3 decreases with flux, so that the product is 
constant. This is to be expected from the dependence of 
Jo on semiconductor bulk parameters. 

DISCUSSION 

By combining the Shockley-Read statistics and 
transistor-design equations, constants have been de-
rived which describe the damage mechanism for ger-
manium and which agree very well with results ob-
tained by other workers using other methods. Con-

stants for silicon are being derived by a similar method. 
However, if, as expected, the recombination process is 
more complicated in silicon, additional information, 
such as data on the dependence of radiation-induced 
lifetime upon temperature, may be needed. 

CONCLUSIONS 

By modifying Webster's equation for grounded-
emitter current gain through the application of Shock-
ley-Read statistics to the lifetime term, we have derived 

the dependence of current gain in transistors on injec-
tion level and radiation level. Transistor measurements 
interpreted in terms of this theory gave values of 0.23 
ev for Eg, 1.0X 10-15 cm2 for up, and 4 X10-'5cm' for cro. 
The dependence of current gain on the injection and 
radiation levels describes quantitatively the variation in 
transistor parameters with flux level. The surface dam-
age was negligible compared to bulk damage except for 
an interesting decrease in surface-recombination velocity 
at relatively low flux levels. 

Preliminary experiments on germanium indicate that 
the lifetime-damage constant is smaller for graded-
base units than for homogeneous-base units. The high-

resistivity material beneath the collector is quite likely 
to convert at flux levels lower than those which cause # 
degradation. 
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Irradiation of P-N Junctions with Gamma Rays: 
A Method for Measuring Diffusion Lengths* 

R. GREMMELMATER t 

Summary—The photovoltaic effect in p-n junctions can be used 

to measure the diffusion lengths of minority carriers in a semicon-
ductor. The short-circuit current in an irradiated p-n junction is 
et= egL, where e is the electron charge, g the generation rate (num-
ber of electron-hole pairs per unit volume and unit time generated 
by the radiation), and L a quantity which equals the diffusion length 
if the position of the p-n junction is suitably chosen. If g is known, 

the diffusion length can be calculated from the short-circuit cur-
rent. The generation rate can easily be calculated if the junction is 
irradiated by -y rays from a Coe° source. The method will be de-
scribed more closely in this paper. Diffusion lengths were measured 
in Si, GaAs, and InP containing a P-n junction. In GaAs diffusion 
lengths up to 8 a were measured, and up to 130 et in InP. 

I. INTRODUCTION 

T
HERE are a number of methods which can be 
employed to measure the lifetime or diffusion 
length of the minority carriers in a semiconductor. 

Of special interest for the production of rectifiers and 
transistors are those methods which allow one to meas-
ure the lifetime in specimens containing, for example, an 
alloyed or diffused p-n junction, because the lifetime 
depends not only on the nature of the raw material, but 
also on any further treatment of the material. One 
method suitable for this purpose is that of directly ob-

serving the decay with time of the density of injected 
minority carriers.' However, this method can only be 
employed with difficulty if the lifetime is very short and 
if, in addition, numerous traps are present as is the case 
in GaAs, for example. In this case another method, 
which is based on the photovoltaic effect in p-n junc-
tions, can be used. 

In the case of the photovoltaic effect, the short-circuit 
current through the junction is carried by the current 
carriers which can reach the p-n junction by means of 
diffusion. These are on the average the carriers gen-
erated within a diffusion length on each side of the p-n 
junction.2 Therefore, if the generation rate g is known, 
the diffusion lengths can be calculated from the short-
circuit current. The calculation can be easily made if g 
is constant. This is the case with radiation which is 
weakly absorbed in the semiconductor, e.g., with very 
fast electrons or 7 rays. The monoenergetic 7 rays of a 

radioactive isotope are very suitable for the investiga-

tion; especially favorable is the radiation of Co". The 
7-ray source can be easily handled; activities in the 
order of 1 curie or less are sufficient for the measure-
ments. The intensities can be calculated from the dis-
tance between source and junction. The absorption co-
efficients for 7 rays of this energy range are well known, 
so that the generation rate can be calculated. This 
method will be described in more detail in the following.3 

II. RELATION BETWEEN DIFFUSION LENGTH 
AND SHORT-CIRCUITED CURRENT 

The photovoltaic effect in p-n junctions has already 
been dealt with by various authors.3.4 The following dis-
cussion is based on the model schematically illustrated 
in Fig. 1. There a p-n junction is shown in a crystal, the 

* Original manuscript received by the IRE, March 3, 1958. 
t Research Lab., Siemens-Schuckertwerke, Erlangen, Germany. 
I S. R. Lederhandler and L. G. Giacoletto, "Measurement of 

minority carrier lifetime and surface effects in junction devices," 
PROC. IRE, vol. 43, pp. 477-483; April, 1955. 

2 R. L. Cummerow, "Photovoltaic effect in p-n junctions," Phys. 
Rev., vol. 95, pp. 16-21; July 1, 1954. 

Electrode 

—Rays 

N Electrode 

d 

Fig. 1—Model of a p-n junction. 

thickness of which should be small compared with the 
mean free path of the 7 rays. Let the width of the 
space-charge region be W, and the distance of the junc-
tion from the electrodes (being assumed to make an 
ohmic contact) dp and dn. L. and L, are the diffusion 
lengths of the electrons in the p region and of the holes 
in the n region, respectively. The generation rate should 
be constant in the whole range. (The calculation of g 

will be carried through in the next section). 
If the diffusion lengths are large compared with the 

width W of the space-charge region, the short-circuit 

current per unit area is given by4 

3 R. Greminelmaier, Phys. Verhandlungen, vol. 7, pp. 196; 1957. 
4 R. Wiesner, "Hableiterprobleme Ill," Friedr. Vieweg & Sohn, 

Braunschweig, pp. 59-74; 1956. 
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ik = eg(LI 4- L2). (1) 

In (1) L1= alL „, where ai is a function of d„/L„. Cor-
respondingly, L2 where a2 is a function of d, "L,,. 
(JI practical interest are the following two cases: 

1) dp>>L,, and d „>>L ,, i.e., the electrodes are many 
diffusion lengths away from the p-n junction. In this case 
Li =Lo and L2 = i.e., 

ik = eg(L. L„). (la) 

only the sum of the diffusion lengths is obtained by 
measuring the short-circuit current. If, however, the 
mobility ratio is great (as, for example, in GaAs) and 
the lifetimes in the n and p regions are comparable, one 
term will predominate. Then one obtains approximately 
the diffusion length of the carriers with the higher mo-
bility, and from this one can calculate the lifetime. 

2) The junction is situated close to the one electrode, 
while the other electrode is several diffusion lengths 
away, i.e., 

d„ << L., d,<< L„, L„ or d. << L„, d. << L., d„ » L.. 

Then 

it = egL, or it -= egL.. (lb) 

In this way one diffusion length is obtained directly 

from the measurement. This result can be easily ob-
tained with alloyed and diffused p-n junctions if the 
diffusion length is not too small. Conditions are even 
more favorable if the measurements can be made on a 

surface-barrier layer. Then one diffusion length only is 
obtained from the short-circuit current even if this dif-
fusion length is very small. 

The lower limit for the application of this method is 
reached when the diffusion lengths become comparable 
with the width W of the space-charge region. All the 
minority carriers generated by the irradiation in the 

space-charge region are drawn by the inner electric field 
of this region into the neighboring region before they 
can recombine. Consequently, the more exact equation 
for the short-circuit current is 

eg(L„ L„ W). (2) 

If the diffusion lengths are very small, i eg W. Here 
it is possible to determine the width of the space-charge 
region from a capacity measurement and then to cal-
culate the diffusion length from the short-circuit cur-
rent. The accuracy of this method will, however, no 
longer be good for L <W. If W is of the order of some 
tenths of a micron, it will still be possible to measure 

diffusion lengths of 1 µ with sufficient accuracy. 
In some cases it is easier to measure the open-circuit 

voltage than the short-circuit current. Since, with small 
radiation intensities, the open-circuit voltage is pro-

portional to the short-circuit current (for voltages under 
kr/e), the diffusion length can be easily determined 

from the open-circuit voltage too. It is only required to 
determine, in addition, the zero-voltage junction resist-
ance Ro of the p- n junction from the volt ampere char-
acteristic without irradiation. 
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Fig. 2—Total absorption coefficient of y rays in InP, Ge (GaAs), Si 
and Pb as a function of the energy of the -y rays. 

III. CALCULATION OF THE GENERATION RATE 

y rays exhibit an exponential absorption in matter. 

The number N.,, of the -y quanta in a homogenous ma-
terial decreases exponentially with the distance of 
penetration x, i.e., 

N,(x) = N7(0) exp (— 3Cx). (3) 

The total absorption coefficient 3C is composed addi-
tively of the absorption coefficient of the three absorp-
tion processes: 1) photoelectric effect (3e,,5), 2) Compton 
effect (3Cc), and 3) pair production (3C„)": 

3C = 3Cph 3C, + 3Cp. (4) 

Fig. 2 shows the total absorption coefficient for y 
rays in InP, GaAs (Ge), and Si and, for comparison, in 
Pb as a function of the energy of the y rays from 0.1 to 
10 mev.7 

During the decay of a Co" atom, one y quantum of 

1.17 mev and one of 1.33 mev are emitted. In this 
energy range the absorption in Si, Ge, GaAs, and InP 
takes place almost exclusively by Compton effect. The 
two other processes can be practically ignored. (The 
photoelectric effect is still most strongly observed in 

1nP. However, 3C„,, amounts only to approximately 5 
per cent of 3C,.) This makes calculation of the generation 
rate considerably easier. 

In Fig. 2 it can be seen that the absorption coefficient 
in the relevant energy range of the Co6° radiation is less 

5 W. Heitler, "The Quantum Theory of Radiation," Oxford Uni-
versity Press, New York, N. Y.; 1944. 

8 E. G. Segre, "Experimental Nuclear Physics," John Wiley and 
Sons, Inc., New York, N. Y.; 1953. 

Calculated according to Landolt-Bornstein, "Physikalische-
Chemische Tabellen," Springer-Verlag, Berlin, vol. 1; 1952. See, pt. 
5, pp. 351-360. 
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than 1 cm-' for all semiconductors examined, i.e., the 
mean free path of the y rays is a few centimeters long. 
Over the range of a few millimeters—this is large com-

pared with the diffusion length—the absorption in the 
semiconductor can therefore be regarded with sufficient 
accuracy as constant. Consequently, dAT.,= N,XL 
7 quanta per unit time are absorbed in a layer of thickness 
L, where N,, is the number of quanta per unit time inci-
dent on the layer. 

Fig. 3 illustrates further the processes connected with 
the absorption. (In the following we restrict ourselves 
to a discussion of the Compton effect which is alone im-
portant for calculating the generation rate.) For each 
-y quantum absorbed, one Compton electron is obtained 
which is preferentially emitted in the forward direction 
at a y energy of 1.2-1.3 mev. The energy distribution 
and distribution in angle of the Compton electrons are 
schematically represented in Fig. 3 (the length of the 
arrows should be taken as a measure of the energy of 
the electrons emitted in this direction). The Compton 
electrons produce electron-hole pairs along their path 
and, on an average, E,/e pairs are obtained if E, is the 
average energy of a Compton electron and e the average 
energy required to produce one electron-hole pair. 
One further point should be noted here. In order to 

calculate the diffusion length from the short-circuit cur-
rent, it is necessary to know the generation rate g within 
a volume on both sides of the p-n junction which is, 
roughly speaking, limited by the diffusion lengths 
(shaded part in Fig. 3). The range of the Compton elec-
trons now lies in the order of 1 mm, i.e., it is generally 
much greater than the diffusion length. Consequently, 
the Compton electrons produced within this shaded 
part lose only a fraction of their energy in this volume. 
Therefore, they do not generate E c/E electron-hole pairs 
there but considerably fewer. The calculation is easily 
carried through if the distance of the shaded part from 
the surface is greater than the maximum range of the 
Compton electrons. Then the same number of electrons 
enter this region as leave it and the number of elecron-
hole pairs produced therein per unit time is equal to the 
number of Compton electrons produced in this region, 
multiplied by the number of electron-hole pairs gen-
erated on an average by one Compton electron. It is 
assumed that the lateral dimension of the p-n junction 
is very large compared with the range of the Compton 
electrons. So the electrons leaving the region at the edge 
and the electrons entering the region from the edge can 
be neglected. Thus the generation rate is given by 

E, 
g = X,3C (5) 

e 

and the short-circuit current 

Ec 
1k = eN,3C — L. 

E 
(6) 

N„ is the number of y-quanta incident per unit area 
and unit time. It can be determined from the activity of 
the y-ray source and the distance. For the Compton cf-

3—Schematic representation of the absorption 
of -y rays by Compton effect. 
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Fig. 4—Irradiation of a p-n junction by -y rays: (a) p-n junction near 
the irradiated surface. (b) p-n junction on the reverse side of the 
crystal. 

fect, 5C =0.13 cm-1 in silicon, 3C =0.27 cm-' in gallium 
arsenide and germanium, and 3C =0.24 cm-, in indium 
phosphide. The average energy of the Compton elec-
trons is 0.59 rnev,5 and the average energy required to 
product one electron-hole pair in silicon is e =3.6 ev;8 
no great error will be made by taking e=4 ev for GaAs 

and I nP.9 
Since, in most practical measurements, the p-n junc-

tion lies very near the one surface or electrode (cf. Sec-
tion II), we must discuss how the generation rate g is 
modified by this. Two cases should be considered: 1) the 
p-n junction lies on the side of the crystal on which 
the irradiation is incident [Fig. 4 (a) ], 2) the p-n junc-
tion lies on the reverse side of the crystal [Fig. 4 (b)]. 
In both cases the thickness of the semiconductor crystal 
should be large compared with the range of the Compton 

electrons. 
The generation rate can be determined in both cases 

from (5) if a slice of the same material is placed in front 
of or behind the crystal (1 or 2 in Fig. 4), and if the 

K. G. McKay and K. B. McAfee, "Electron multiplication in 
silicon and germanium," Phys. Rev., vol. 91, pp. 1079-1084; Septem-
ber 1, 1953. 

9 Based on measurement made by H. Pfister, "Electron irradia-
tion of p-n junctions," Z. Naturforschg, vol. 12a, pp. 217-222; March, 
1957. 
e in GaAs has a highest value of 6.3 ev. However, this value is 

surely too high. 
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thickness of this slice is greater than the range of the 
Corn pton electrons. 

In case 1), it makes little difference if slice 1 is replaced 
by a piece of another material: the range of electrons in 
matter is inversely proportional to the density of the 
material." If the density of slice 1 is greater, the range 
of the Compton electrons in this layer is consequently 
smaller. On the other hand, the absorption coefficient 
for the Compton effect is proportional to p(z A) 
(p= density, z =atomic number, A = atomic weight).5 
So with a greater density, correspondingly more Comp-
ton electrons per unit volume are produced. The number 
of Compton electrons incident on the surface of the 
semiconductor crystal therefore remains almost un-
changed. There is only a slight dependence on z/A. 
When the atomic number increases, the number of 
Compton electrons decreases slightly. With a very great 
atomic number (with Au, Pb, etc.), the number of the 

incident electrons once more increases since photoelec-
trons as well as Compton electrons are now produced 
in the layer. 

In case 2), the backscattering of the electrons enter-
ing slice 2 from the semiconductor becomes notice-
able.' The percentage of backscattered electrons in-
creases with the atomic number. If the atomic number 
of slice 2 is considerably greater than the atomic number 
of the semiconductor, the short-circuit current is ex-
pected to be higher than in the case where the atomic 
numbers are the same. 
Measurement on silicon p-n junctions with slices of 

aluminum, brass, indium, and lead gave the following 
result. With an arrangement according to Fig. 4(a) and 
the same 7-ray density, the short-circuit current meas-
ured changes qualitatively in the manner discussed 
above. The subsequent increase for higher atomic num-
bers is slight. When using lead, the short-circuit current 
lies somewhat below the short-circuit current when 

aluminum is used. In all, the short-circuit current 
changes only by 10-12 per cent. 

Investigations with GaAs p-n junctions gave a similar 
behavior of the short-circuit current as function of the 

atomic number. Here the short-circuit current is 
changed by a total of 20-22 per cent. This can be ex-
plained by the fact that, with small diffusion lengths, 

the electrons striking the semiconductor from outside 
contribute relatively more to the short-circuit current 

than is the case with large diffusion lengths. The diffu-
sion length in GaAs is only a few microns, compared 
with 100-400 µ in the silicon measured. 

Measurements of silicon p-n junction in an arrange-
ment according to Fig. 4(b) showed a steady rise in the 
short-circuit current with the atomic number of the 
material of slice 2. The changes in the short-circuit 
current amounted to 30-40 per cent (from z 13 to 
z=82). 

The influence of the electrodes can be described in the 
same manner. If the atomic number of the electrode 

'° Landolt-Bornstein, op. cit., pp. 325-351. 

material deviates widely from the atomic number of the 

semiconductor material, it is best to make the measure-
ments in an arrangement according to Fig. 4(a), that is, 
with the p-n junction near the irradiated surface. The 
error will then be within tolerable limits. 

IV. EXPERIMENTAL ARRANGEMENT 

From (6) a short-circuit current of approximately 
5 X 10—'2 /cm2 is obtained wiel a diffusion length of ltr 
and 107 y quanta per cm2-sec. One curie of Coe. emits 
2 X3.7 X10' quanta per sec. Consequently 10 quanta 
per cm2-see are obtained in a distance of about 25 cm. 

A cobalt source of this magnitude is adequate for most 
measurements. The experimental arrangement is very 
simple. All that is needed to measure the short-circuit 

currents is a sensitive galvanometer or, still better, a 
de amplifier. 

For the measurements described in Section V; a Co" 
source of approximately 300 millicuries was used. The 

samples were contained in a thin, light-tight aluminum 
box. The distance between the 7-ray source arid the 
samples could be varied between 10 cm and 100 cm. 
The short-circuit current and, in some cases, also the 
open-circuit voltage, were measured with a Leeds and 
Northrup dc µj.ra amplifier or dc 1.tv amplifier and a 
series-connected Speedomax. 

V. RESULTS 

Measurements were carried out on alloyed and dif-
fused silicon p-n junctions" and on diffused GaAs and 
InP p-n junctions. The alloyed silicon p-n junctions 
were a few microns below the one electrode and the sili-
con slices were about 1.5 mm thick. Diffusion lengths of 
the electrons between 350 and 450 12 were measured in 
one group of p-n junctions. In a second group, which 
had been manufactured by a different process, the diffu-
sion lengths of the electrons were between 130 and 170 p. 
Both groups correspond to a series of rectifiers in which 
Herlet has determined the diffusion length by another 
method." 

For comparison, the lifetime in the group with the 
smaller diffusion lengths was measured by the method 
of Lederhandler and Giacoletto.' The deviations of 
these lifetimes from the values determined by the meas-

urements of the short-circuit current amounted to a 
maximum of 20 per cent. 

In diffused silicon p-n junctions diffusion lengths of 
the holes between 75 µ and 110 IA were measured. The p 
material at the surface was approximately 1 µ thick. 

" The author would like to express his thanks to Mr. Patalong 
of the Pretzfeld Lab. of the Siemens-Schuckerwerke, and Dr. Wies-
ner of the Halbleiterfabrik, Munchen of the Siemens, and Halske 
AG for the silicon p-n junction put at his disposal. 
" A. Herlet, "Determination of the diffusion length L and the in-

version density ni from the forward characteristics of alloyed silicon 
area rectifiers," Z. Angew Phys., vol. 9, pp. 155-158; April, 1957. 
Herlet measured the diffusion length as a function of the concentra-
tion of injected carriers at high injection levels, whereas our method 
gives the value of the diffusion length at very small deviations from 
the equilibrium density of the carriers. 
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Contrary to the silicon p-n junctions, the p-n junc-
tions in GaAs and InP were situated more in the interior 
of the material. In each case only the sum of the diffu-
sion lengths could be obtained from the short-circuit 
current. Because of the great mobility ratio, it is, how-
ever, possible to equate the sum of the diffusion lengths 
approximately with the diffusion length of the electrons 
without incurring too great an error. The maximum dif-
fusion lengths measured and the lifetimes determined 

therefrom are summarized in Table I. 
The accuracy of the measurements is determined by 

the degree of accuracy by which the values in (5) are 
known and by the magnitude of any disturbance due to 
the electrodes. E and 3C are known with sufficient ac-
curacy. For e the possible deviation is 10 per cent in the 

TABLE I 

Timm 

GaAs 
InP 130p 

9 X 10-9 sec 
2 X 10-1' sec 

case of Si.' With GaAs and InP the deviation may be 
greater. The error in determining N. is approximately 
10 per cent (inaccuracy in the measurement of the 
activity of the cobalt source). These errors in determin-
ing e and N, give a systematic deviation in the results. 
Errors due to the influence of the electrodes and due to 

unfavorable position of the p-n junction can be kept 
small by using a careful experimental arrangement (cf. 

Sections II and III). 

Formation of Junction Structures by 
Solid-State Diffusion' 

F. M. SMITSt 

Summary—The diffusion of group III and group V impurities 
into germanium and silicon is reviewed. Observed and possible vari-
ations of the diffusion coefficient with concentration are discussed, 
followed by a summary of the diffusion coefficients and of solutions 
to the diffusion equation. Finally, methods for the evaluation of 
diffused layers and diffusion techniques are described. 

INTRODUCTION 

r-  HE formation of p-type and n-type regions within iL a single crystal of semiconductive material is the 
basis for the fabrication of semiconductor de-

vices. This paper is concerned with the application of 
solid-state diffusion techniques as a method of junction 
preparation. Since most studies of solid-state diffusion 
in semiconductors have been performed during the past 
decade, only a few review articles cover the subject. t-5 
So far, most published studies of impurity diffusion in 

* Original manuscript received by the IRE, March 27, 1958. 
t Bell Telephone Labs., Inc., Murray Hill, N. J. 
N. B. Hannay, "Recent Advances in Silicon" in "Progress in 

Semiconductors," Heywood and Co., London, Eng., vol. 1, P. 3; 
1956. 

2 G. C. Dacey and C. D. Thurmond, "P-N junctions in silicon 
and germanium: principles, metallurgy, and applications," Metal-
lurgical Rev., vol. 2, pp. 157-193; June, 1957. 

3 C. S. Fuller, "Diffusion Techniques" in "Transistor Technol-
ogy," D. Van Nostrand Co., Inc., New York, N. Y., vol. 3, ch. 3A, 
in press. 
.1 H. Reiss and C. S. Fuller, "Diffusion and Precipitation in Ger-

manium and Silicon," in "Semiconductors," Reinhold Publishing 
Corp., New York, N. Y., ch. 7, in preparation. 

5 J. N. Hobstetter, "Equilibrium Diffusion and Imperfections 
in Semiconductors" in "Progress in Metal Physics," Pergainon Press, 
I.td., London, Eng., vol. 7, in preparation. 

semiconductors have been concerned with diffusion in 
germanium and silicon while the studies in other semi-

conductors, such as III-V compounds, are still in early 
stages. In silicon and germanium, the elements of group 
III and group V are the common acceptor- and donor-
type impurities which are used in the preparation of 
junction structures. This discussion is restricted there-
fore to the diffusion of these elements in silicon and 

germanium. 
The diffusion coefficient is the basic parameter in a 

diffusion process and is discussed first. Then, solutions 
to the diffusion equation are given which correspond to 

configurations encountered in practical applications, 
followed by a discussion of methods for the evaluation 
of diffused layers. Finally, typical diffusion processes 

are reviewed. 

THEORY 

Differential Equation of Diffusion 

Diffusion processes generally are described in terms 
of a diffusion coefficient D, which is the factor of pro-

portionality relating the flow density F of diffusing 

atoms with the concentration gradient VN of the atoms, 

F = — DVN. (1) 

The negative sign expresses the fact that diffusion takes 
place down the concentration gradient. This definition 
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of the diffusion coefficient dates back to Fick (1855)6 
and the form of (1) can be justified by more funda-
mental treatments of the diffusion process. 

In the general case, the diffusion coefficient is a tensor, 
since the rate of diffusion can be anisotropic. However, 
in a cubic lattice, symmetry requires an isotropic rate 
of diffusion and D in such cases must be a scalar. This 
fact simplifies the treatment of diffusion processes in 

silicon and germanium. Since we are generally interested 
in plane parallel junction structures, we are able to re-
strict ourselves to the simplest case of diffusion flow in 
one dimension. 

Furthermore, we are mostly interested in single crys-
tal semiconductors, so that complications, such as grain 
boundary diffusion, do not enter. The density of the 
diffusing impurities generally is small enough that we 
can neglect changes in dimensions which occur during 
diffusion. Accordingly, we can use the crystal lattice as 
a frame of reference. 

The application of the continuity equation to (1) 
leads to what is known as Fick's Second Law: 

ON a ( ON 

(2) at ax ax 

Only, if the diffusion coefficient is a constant, (2) simpli-
fies to 

ON a2N 

at ax2 (3) 

Generally, the assumption of a constant D has been 
made for the case of impurity diffusion in semiconduc-
tors and the diffused distributions are analyzed in terms 
of solutions to (3). These solutions are readily available, 
while solutions to (2) in most cases, require numerical 

approximations. Before applying (3) to the diffusion of 
group III and group V elements in silicon and ger-
manium, we wish therefore to examine the validity of 
the assumption of a constant D. 

Diffusion Coefficients 

By general considerations, for an ideal solution the 
diffusion coefficient can be shown to be related to the 
microscopic mobility G (i.e., the velocity attained by 

an atom under unit applied force) by the relation 
(valid for a single mechanism operating)7 

Di = kTG (4) 

where k is Boltzmann's constant and T is the absolute 
tern perature. 

' A. Fick, "Ueber diffusion," Ann. Phys., vol. 94, pp. 59-86; 1855. 

7 A. Einstein, "Ueber die von der molekularkinetischen Theorie 
der waerme geforderte Bewegung von in ruhenden Fluessigkeiten 
suspendierten Teilchen," Ann. Physik, vol. 17, pp. 549-560; July, 1905. 

A. D. Le Claire, "Diffusion of Metals in Metals" in "Progress in 
Metal Physics," Pergamon Press, Ltd., London, Eng., vol. 1, p. 306; 1949. 

L. S. Darken, "Diffusion, mobility and their interrelation through 
free energy in binary metallic systems," Amer. Inst. Mining Metal-
lurgical Engs., vol. 175, pp. 184-201; 1948. 

June 

The subscript i indicates that no force fields are affect-
ing the motion of the atoms. Departure from ideality 
(activity coefficient not unity) can be attributed to 
force fields and will modify the diffusion coefficient. 
Certainly, a change in the microscopic mobility G also 
affects the diffusion coefficient. Both sources of a vari-
ation in D can be encountered in the diffusion of im-
purities in semiconductors. 

Effects of "Built-In" Fields: For the diffusion of 
group III and group V acceptors and donors, only 
effects of electrical fields appear to cause departures 
from an ideal solution; ion pairings and compound for-
mations," should be negligible for practical cases." 
For a generalized treatment of diffusion, the effects of 
electric fields can be included in the chemical potential 
and the particle flow can be analyzed in terms of the 
gradient of the chemical potential. For the present case, 
such a treatment is identical to considering the force 
acting on an ionized impurity atom in an electric field 
E." This force is given by +qE, with q as the electronic 
charge. We therefore can express the flow of impurity 
atoms by (we assume complete ionization): 

ON 
F = — kTG — + GeN 

Oa-

ON 
= Di — + elEAl 

Ox (5) 

where it =Gq, the more familiar field mobility (velocity 
attained in a unit field). 

The form of (5) is identical to the usual description of 
the flow of mobile carriers as a sum of a diffusion current 
and a field current. For the present case of impurity dif-
fusion it is more convenient to identify (5) with (1), 
thus introducing a variable diffusion coefficient given by 

gEN . D D;( \ 1 ±   (6) 
kTaY/ax) 

Electric fields arise in an extrinsic semiconductor with 
a nonuniform impurity concentration due to the rapidly 
diffusing electrons and holes which, compared to the 
impurity atoms, come to equilibrium instantaneously. 
If, therefore, the density of diffusing impurity atoms 
approaches or exceeds the density of intrinsic carriers 
at the temperature of diffusion, (6) has to be considered. 
In most cases, E can be found from the neutrality con-

dition. For the special case of only one diffusing im-
purity, (6) takes the form" 

9 H. Reiss, C. S. Fuller, and F. J. Morin, "Chemical interactions 
among defects in germanium and silicon," Bell Sys. Tech. J., vol. 35, 
pp. 535-636; March, 1956. 

9 H. Reiss, C. S. Fuller, and A. J. Pietruskiewicz, "Solubility of 
lithium in doped and undoped silicon, evidence for compound forma-
tion," J. Chem. Phys., vol. 25, pp. 650-655; October, 1956. 

'° S. Zaromb, "An analysis of diffusion in semiconductors," IBM 
J. Res. Den., vol. 1, pp. 57-61; January, 1957. 
" H. Reiss, private communication. 
H. L. Frisch, private communication. 
12 H. J. Oel, "Diffusion von lonen und Elektronen," Z. physik. 

Chem., Frankfort, vol. 10, pp. 165-183; February, 1957. 
" Derived by F. X. Hassinon. 
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N \ 
D = D,(1 (7) 

%/(2ni)' N2/ 

with ni the density of intrinsic carriers. This form holds 
equally for donor- and acceptor-type impurities since 
the fields are always in such a direction as to retard the 
mobile carriers. This implies that these fields always aid 
the oppositely charged impurities. The effect can ac-
count therefore for a change of D by a factor of two. 
Howard observed a variation of D with concentration 
for phosphorus diffusion in silicon, which could be fitted 
by (7)." He evaluated his results in terms of (3) which 
means that the diffusion coefficients quoted are some 
average values. 

Mobility Variations: Variations in the microscopic 
mobility G will result in a variation of D. Such mo-
bility variations will be closely related to the particular 
diffusion mechanism. 

Experiments by Valenta and Ramasastry showed an 
effect of heavy doping on the self-diffusion in ger-
manium." Their experiments were performed in order 
to determine the nature of the self-diffusion mechanism, 
in particular, if it occurs by the vacancy mechanism. 
For a vacancy mechanism the mobility term should be 
proportional to the density of vacancies, and it should 
be possible to change the mobility term by changing the 
vacancy density." A method for varying the vacancy 
density is suggested by Reiss, Fuller, and Pietruszkie-
wicz9 if one assumes that vacancies act as acceptors. 

Reiss and co-workers conducted experiments in which 
they were able to confirm Reiss' prediction" that the 
solubility of donors and acceptors can be influenced by 
the position of the Fermi level. The position of the 
Fermi level in turn can be controlled by donors and 
acceptors already present in the crystal. In particular, 
Reiss showed that, to a first approximation, the solu-
bility should be proportional to the fraction of neutral 
impurities. Consequently, the solubility of an acceptor, 
in comparison to intrinsic material, should be increased 
in n-type material and decreased in p-type material. 
Since in germanium vacancies are found to act as ac-
ceptors, the self-diffusion in germanium, if proceeding 
by the vacancy mechanism, should be enhanced in n-
type material and retarded in p-type material. This, 
indeed, is the finding of Valenta and Ramasastry. 

Since other possible diffusion mechanisms would not 
show such a behavior, these experiments must be con-
sidered as proof that the self-diffusion in germanium 
proceeds by the vacancy mechanism. By analogy, one 
can assume that the self-diffusion in silicon and the dif-

" B. T. Howard, "Phosphorus Diffusion in Silicon," presented at 
the Fall Meeting of the Electrochemical Society, Buffalo, N.Y., 
October, 1957, and J. Electrochem. Soc., to be published. 
" M. W. Valenta and C. Ramasastry, "Effect of heavy doping on 

self-diffusion of germanium," Phys. Rev., vol. 106, pp. 73-75; April 1, 
1957. 
" R. L. Longini and R. F. Greene, "Ionization interaction be-

tween impurities in semiconductors," Phys. Rev., vol. 102, pp. 992-
999; May, 1956. 
" H. Reiss, "Chemical effects due to the ionization of impurities 

in semiconductors," J. Chem. Phys., vol. 21, pp. 1209-1217; oily, 
1953. 

fusion of group III—group V elements in silicon and 
germanium proceeds by the vacancy mechanism also. 
Therefore, this could result in a similar dependence of 
the mobility term for impurity diffusion. 
There is a distinct difference between self-diffusion 

and impurity diffusion, since a diffusing impurity itself 
is a doping agent and thus can change the location of the 
Fermi level. The diffusion coefficient therefore becomes 
dependent on concentration once the impurity concen-
tration approaches or exceeds the density of carriers for 
the intrinsic semiconductor at the temperature of dif-
fusion. With vacancies acting as acceptors, the effect 
would result in a decrease of the diffusion coefficient of 
an acceptor and an increase for a donor. However, the 

exact dependence might be more complicated. 
So far, no conclusive experimental evidence for such 

an effect on the diffusion of impurities has been reported, 
and further experimental studies are necessary. In par-
ticular, the electrical behavior of vacancies in silicon is 
still uncertain. 
The previously mentioned results of Howard do not 

cover a range wide enough to ascertain a constant D 
(equal to 2Di) for high concentrations. The presence of 
a vacancy effect in this case could result in an increase 
of D above the value 2/4 It would be interesting to 
obtain similar results on the diffusion of acceptors where 
the field effect and the vacancy effect would tend to 
affect D in opposite directions. 

Recently, Karstensen found an effect of lattice de-

fects on the rate of diffusion." He reports a preferential 
diffusion of Sb along small angle boundaries in ger-
manium. In particular, he finds that the increased rate 

of diffusion occurs only in the direction of the lines of 
dislocations formed by the small angle boundaries; no 
increase could be observed in a direction perpendicular 

to the line of dislocations. 
Values of the Diffusion Coefficients: From the fore-

going we conclude that in a good single crystal the dif-
fusion coefficients of group III and group V elements 
vary only if the impurity density exceeds the intrinsic 
density of carriers at the temperature of diffusion. 
These densities are generally fairly high. In many 
cases, therefore, (3) is strictly valid. For higher concen-
trations the use of (3) may introduce errors. 
The diffusion coefficients reported in the literature 

are based on experiments evaluated with solutions to 
(3). They generally have a temperature dependence of 

the form 

D = Do exp — (AQ/kT) (8) 

where ,CiQ is an activation energy. 
Table I and Table II give the values for Do and AQ 

for the group III and group V elements in germanium 
and silicon respectively. 

18 F. Karstensen, "Preferential diffusion of antimony along small 
angle boundaries in germanium and the dependence of this effect on 
the direction of the dislocation-lines in the boundary," J. Elect. and 
Control, vol. 3, pp. 305-307; September, 1957. " 
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TABLE I 

DIFFUSION COEFFICIENTS IN GERMANIUM 

Element Do(cn12/sec) ,C.Q(c V) References 

B 1.8109 4.6 19 
Ga 35 3.1 19 
In 0.15 2.6 22,19,21 
11 0.00 2.7* 23 

P 3.6 2.3 19 
As 3.6 2.4 22,19,21,20 
Sb 1.2 2.3 22,19,21 
Bi 4.7 2.4 23 
Ge 7.8 2.98 24 

* Estimated value. 

TABLE IT 

DIFFUSION COEFFICIENTS IN SILICON 

Element Do(cm2/sec) àQ(eV) References 

B 14 3.7 
Al 5.5 3.4 
Ga 4.0 3.5 

In, T1 40 4.0 

r 1500* 4.4 
As 0.55 3.6 
Sb 10 4.0 
Bi 2200 4.7 

25,26 
25 
25 
/5 

14,25 
25 
25,26 
25 

* For intrinsic silicon. 

Solutions to Diffusion Equation 

The form of actual impurity distributions can be cal-
culated from the differential equation subject to certain 
initial conditions and certain boundary conditions. The 
initial conditions are specified by the spatial dependence 
of the impurity concentration at time zero, while the 
boundary conditions specify conditions for the concen-
tration or the flow of impurities at certain points or 
planes. These boundary conditions may have a time 
dependence. The differential equation describing a dif-
fusion process is mathematically identical to the dif-

ferential equation describing heat conduction. A great 
variety of solutions are available in the literature."-" 
We discuss certain solutions which are applicable to 
practical cases; in particular, only boundary conditions 
which are constant in time. 

ID W. C. Dunlap, Jr., "Diffusion of impurities in germanium," 
Phys. Rev., vol. 94, pp. 1531-1540; June 1,1954. 

20 K. M. McAfee, W. Shockley, and M. Sparks, "Measurement 
of diffusion in semiconductors by a capacitance method," Phys. Rev., 
vol. 86, pp. 137-138; April, 1952. 

21 C. S. Fuller, "Diffusion of donor and acceptor elements into 
germanium," Phys. Rev., vol. 86, pp. 136-137; April, 1952. 

22 W. Boesenberg, "Diffusion von Antimon, Arsen und Indium in 
festem Germanium," Z. Naturforsch., no. 10a, pp. 285-291; 1955. 

23 C. S. Fuller, private communication. 
26 H. Letaw, Jr., W. M. Portenoy, and L. Slifkin, "Self-diffusion 

in germanium," Phys. Rev., vol. 102, pp. 636-639; May, 1956. 
25 C. S. Fuller and J. A. Ditzenberger, "Diffusion of donors and 

acceptor elements in silicon," J. Appi. Phys., vol. 27, pp. 544-553; 
May, 1956. 

26 W. C. Dunlap, Jr., H. V. Bohm, and H. P. Mahon, Jr., "Dif-
fusion of impurities in silicon" (abstract), Phys. Rev., vol. 96, p. 
822; November, 1954. 

27 H. S. Carslaw and J. C. Jaeger, "Conduction of Heat in 
Solids," Clarendon Press, Oxford, Eng.; 1947. 

Fig. 1-Diffusion from a concentration step. 

Diffusion from a Concentration Step and from a Con-
stant Surface Concentration: Only the initial condition 
has to be considered for the diffusion from a concentra-
tion step in an otherwise infinite solid. Such an initial 
condition is encountered in grown-diffused and dif-
fused-meltback techniques. The initial condition can he 
specified by (Fig. 1): 

X 2N0 for x < 0, 

N =- 0 for x > O. 

The diffusion from such an initial condition is described 
by 

N = .V0 erfc (x/2Vret) (9)• 

with 

2 r 
erfc y e-e2dt. J,, 

At the point x =0, the concentration at all times has the 
constant value N(0) =No. The same equation describes 
therefore the diffusion from a constant surface concen-
tration No into a semi-infinite solid bounded at x=0. 

Outward Diffusion: Such a reduction of a problem in-
volving a semi-infinite solid to a problem of an infinite 

solid is typical for cases involving constant surface con-
centrations. Hereby, we can use purely mathematical 
terms, like negative concentrations. As an example, 
consider an infinite solid with a step in concentration 
from -No to +No at x=0 (Fig. 2). For such an initial 
condition the diffused distribution is described by 

N = No[l - erfc (x/2N/Dt)] -= No erf (x/Wilt). (10) 

For this case the concentration accordingly remains 0 
at x =0 for all times. For x >0, the distribution de-
scribes the outward diffusion from an initially uniform 
concentration with 0 surface concentration at all times. 

" R. M. Barrer, "Diffusion in and through Solids," Cambridge 
University Press, Cambridge, Eng.; 1951. 

29 W. Jost, "Diffusion in Solids, Liquids and Gases," Academic 
Press, New York, N. Y.; 1952. 

so W. Seith, "Diffusion in Metallen," Springer:Verlag, Berlin, 
Ger.; 1955. 

31 J. Crank, "The Mathematics of Diffusion," Clarendon Press, 
Oxford, Eng.; 1956. 

32 W. Jost, "Diffusion," D. Steinkopf, Darmstadt, Ger.; 1957. 
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Fig. 2—Out diffusion. 

In semiconductors the difference between donor con-
centration and acceptor concentration, ND - NA, de-
termines the electrical behavior of the material. There-
fore, we like to plot donor concentrations as positive 
and acceptor concentrations as negative. Now negative 
concentrations have a physical meaning and we can in-
terpret the purely formal use of negative concentrations. 
The diffusion of an acceptor from a constant surface 
concentration is described by an initial condition of 
N = —2No for x<0 and N=0 for x>0. Since the dif-
ferential equation is linear we can superpose solutions. 
Accordingly, the case of outward diffusion also can be 
described by specifying an initial condition of constant 
concentration N = +No for x 50 superposed on a con-
stant concentration N = —2N0 for x <0 (Fig. 3). The 
concentration —2/Vo alone describes an acceptor dif-
fusing in the +x direction from a surface concentration 
N(0) =No, while the constant concentration +No alone 
describes a nondiffusing donor. The sum of both is de-

scribed by (10). 
We conclude therefore that the outward diffusion of 

a donor results in a distribution of electrically active 
impurities which is equivalent to the diffusion of an 
acceptor into a sample uniformly doped with a non-
diffusing donor. Such a picture is helpful in considering, 
for example, the effect of outward diffusion of the 
original doping on the location of a p-n junction formed 
by the inward diffusion of another impurity. 

Planar Source: The condition of constant surface 
concentration requires that the diffusion is the only 
rate determining factor with no additional rate limita-
tion at the surface. The other extreme is a completely 
impermeable surface for which case the flow across 
x=0 has to vanish for all times. To obtain the diffused 
distribution with such a boundary condition at the 
surface, the diffusing material has to be introduced into 
the solid prior to diffusion. The simplest configuration 
for such a case is a planar source at x=0. Again, this 
case is readily analyzed by considering an infinite solid 
with a planar source at x =0. This source is described 
by the total number of atoms per cm2. If this number is 
2N0, then the diffused distribution is described by 
(Fig. 4): 

N — exp (e/4D11. 
N/1-Dt 

(11) 

Fig. 3—Superposition equivalent to out diffusion. 

Fig. 4—Diffusion from a planar source. 

This function is known as the Gaussian distribution. 
Clearly, the gradient at x=0 vanishes for all times. This 
means that there is no flow across x=0. Half of the 
material of the planar source can be found on the left, 
the other half on the right. Eq. (11) therefore describes 
the diffusion of impurities for a planar source of a sheet 
density No into a semi-infinite solid with an imperme-
able surface. Clearly, the surface concentration for such 
a distribution becomes a function of the time and can 
be described by 

TV-0  
N(0) — (12) 

-Or Dt 

Rate Limitations at the Surface: For the diffusion into 
a surface, we considered two extremes thus far: 1) for 
the case of constant surface concentration, no rate 
limitation at the surface, and 2) for the Gaussian dis-
tribution, a completely impermeable surface. Clearly, 
if the surface would be impermeable for the case of 
constant surface concentration, no diffusion would be 
possible. On the other hand, for the Gaussian distribu-
tion with no rate limitation at the surface, the material 
would be lost instantaneously. With a finite rate limita-

tion both cases would result in a diffused distribution 
but both would be modified. For the general case, we 
therefore have to consider a rate limitation at the sur-
face which may be described as a potential barrier 
which an impurity atom must surmount in order to 
enter or to leave the crystal. 
The appropriate boundary condition for diffusion with 

a rate limitation at the surface is equivalent to the so-
(-ailed radiation boundary condition encountered in heat 
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conduction problems. For this reason the solutions for 
similar heat flow problems are applicable with a proper 
change in variables.'" 

After a diffusion time t-->oc , the impurity concentra-
tion reaches a constant equilibrium value N, which is 
determined by the external phase. Under actual con-
ditions, the surface concentration therefore approaches 
this equilibrium value Arr. The most reasonable as-
sumption one can make (and this is the only assumption 
that has been treated mathematically) is that the flow 
across the surface is proportional to the difference 
between the actual surface concentration and the 
equilibrium concentration. This flow must produce an 
equal diffusion flow within the solid which yields as a 
boundary condition 

[N„ — N(0) JK =- — DaN/axj.,=0. (13) 

The constant K thus introduced describes the rate 
limitation at the surface. Clearly, K.= co requires that 
the surface concentration is always equal to the equilib-
rium concentration, which is the case of constant sur-
face concentration treated previously. The case K=0 
means that there is no flow across the surface, the con-
dition we required previously for the Gaussian dis-
tribution. 
To obtain the distribution of an impurity in the solid 

for the equivalent cases treated before, we have to solve 
the diffusion equation subject to the boundary condition 
given in (13). The solutions for similar heat flow prob-
lems are applicable with a proper change in variables. 
The solutions are more easily expressed in terms of the 
parameters 

y = x/2',./DI, 
K 

z = — -/DI. (14) 
D 

The more important solutions are as follows: 
Case 1 (solution equivalent to the case of constant 

surface concentration) AT =constant, 0 initial concen-
tration in the solid: 

N = Ne exp (—y2) (exp (y') erfc (y) 
— exp [(y z)2] erfc (y z)) = fi(y, z). (15) 

Case Il (diffusion out of the solid) equilibrium con-
centration Ne= 0, uniform initial concentration No in 
the solid: 

N = No(1 — MY, z)) = 0.1.2(Y, z)• (16) 

Case III (solution equivalent to the Gaussian dis-
tribution) equilibrium concentration Ne = 0, planar 
source of sheet density No initially in the solid at the 
surface: 

No  
N =  exp (—y2)(1 — z-Or exp [(y z)2[ 

N/irDt 
No 

X erfc (y -I- z)) =  13(y, z). (17) 
VirDt 

33 F. M. Smits and R. C. Miller, "Rate limitation at the surface for 
impurity diffusion in semiconductors," Phys. Rev., vol. 104, pp. 
1242-1245; December, 1956. 

Certainly, the last function approaches the Gaussian 
distribution for K—>0(z--->0). With a finite K the dis-
tribution has a maximum. The distribution described in 
Case I approaches the erfc distribution for z----> (K--+ 
or t—> ), while for the other extreme, z—>0, the distri-
bution is given by 

X = X,2z f erfc edE. 
Y 

(18) 

The last solution corresponds to a constant flux NeK 
across the surface. The surface concentration (which is 
a function of time) of such a distribution is given by 
N(0, t)=Ne2z/ -V7r. 

Evaporating Surface: Diffusion may occur while the 
sample surface is evaporating." Due to the evaporation, 
the surface of the sample is constantly receding with the 
velocity v. Under such a condition a diffused distribution 

reaches a steady state after a certain time. Under 
steady state, the surface concentration certainly will be 
independent of time even in the presence of a rate 
limitation at the surface, in which case the surface con-
centration would not correspond to the equilibrium 
concentration. By measuring depth from the surface of 
the sample, the steady-state distribution has the form 

X = X(0) exp — x). 
D 

Steady state is effectively reached for 

D 
1> — • 

v2 

(19) 

(20) 

It is instructive to compare the impurity distributions 
described by (9), (11), (18), and (19). Fig. 5 gives such 
a comparison showing N/N(0) against distance with 
the distance normalized in such a way that all distri-
butions coincide for N/N(0) --= 10-3. The similarity be-
tween the case of no rate limitation (9) and the case 
of an extreme rate limitation (18) is particularly 
striking. This demonstrates that the shape of an im-
purity distribution for the case of a constant external 
phase is not significantly affected by a rate limitation 
at the surface. This finding is significant for the experi-
mental evaluation of a diffused distribution. 

EVALUATION OF DIFFUSED LAYERS 

Analysis of Profiles 

The standard techniques involving radioactive iso-
topes" have been successfully applied to the study of 
impurity diffusion in semiconductors. These techniques 
are useful in finding the exact profile of an impurity dis-

3, F. M. imito, R. C. Miller, and R. L. Batdorf, "Surface Ef-
fects on the Diffusion of Impurities in Semiconductors," presented 
at the International Symp. on Semiconductors and Phosphors, 
Garmisch-Partenkirchen, Germany, 1956. Also to be published by 
F. Viweg, Braunschweig, Ger. 

35 See, e.g., R. E. Hoffman, "Tracer and Other Techniques of 
Diffusion Measurements" in "Atom Movements," American Society 
for Metals, Cleveland, Ohio, p. 51; 1951. 
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Fig. 5—Comparison between basic distributions. 

tribution by lapping thin layers off a diffused sample 
and counting the activity of the impurities in the re-
moved material. 
The electrical effects of the impurities also are con-

venient in studying the distribution of the impurities. 
In particular, the sheet conductivity of a material is a 
measure of the sheet density of current carriers and, 
therefore, a measure of the sheet density of impurities. 
The difference in sheet conductivity before and after 
the removal of a layer, divided by the thickness of the 
removed layer, gives the average conductivity of the 
removed portion. The profile of an impurity distribu-
tion can be deduced easily from such measurements. 
However, the sheet conductivities have to be measured 
very accurately since the difference of two measure-
ments is the number to be determined. 

Measurement of Layer Thicknesses 

The evaluation of a diffused layer is considerably 
simplified if one knows the functional relationship de-
scribing the diffused distribution. In most cases, two 
independent parameters are then sufficient to describe 
the exact profile. 

For the case of an impurity diffused into material 
(loped with an impurity of opposite conductivity type, 
an inversion layer results with a p-n junction occurring 
where ND =N1. The position of such a p-n junction is 
readily obtained by cross sectioning the sample. Such 
cross sectioning may be done perpendicularly to the 
surface and after locating the p-n junction, gives the 
true layer thickness. Since the layer depth frequently is 
very small, a better accuracy is obtained by cross sec-
tioning at an angle and thus enlarging the thickness to 
be measured. From this, the true layer thickness is ob-
tainable by either geometrical relationships, or one 
can employ optical interference techniques," in which 

" W. L. Bond and F. M. Smits, "The use of an interference 
microscope for measurement of extremely thin layers," Bell Sys. 
Tech. J., vol. 35, pp. 1209-1221; September, 1956. 

case the depth is obtainable in terms of the wave length 
of monochromatic light. 

Various techniques are employed to locate p-n junc-
tions. The thermoelectric voltage, occurring between 
hot and cold contacts to a sample, changes sign across 
the junction; similarly, the characteristic of a point 
contact rectifier changes sign at the junction. Also, one 
may probe the potential distribution across a reverse-
biased junction, or one can electroplate only the p-type 
side of the junction by applying a proper bias to the n-
type side. The photoelectric effect can also be used. 

Preferential etching between p-type and n-type ma-
terial delineates the junction. This technique, however, 
is only practical for a direct cross section. For surface-
diffused samples, it requires that the samples be em-
bedded in, for example, a plastic resin. For the case of 
silicon surface-diffused layers, a staining technique is 
preferable." For this, the cross section is wet with a 
small drop of concentrated HF acid containing a trace 
of HNO3 (0.1-0.5 per cent by volume). Under the proper 
conditions, the p-type regions turn dark (presumably 
an oxidation), thus sharply defining the p-n junction. 

Measurement of Sheet Resistivities 

A second important parameter for a diffused inver-
sion layer is its sheet conductivity. For surface layers, 
the four-point probe technique" is suitable for the eval-
uation of the sheet conductivity or its inverse, the sheet 
resistivity p.. Since, in most practical cases, the layer 
thickness is much thinner than the point spacing, the 
logarithmic potential distribution applies. For a linear 
four-point probe with equal point spacing, the sheet 
resistivity on an infinite sheet is obtained as 

V 7r V 
p. — X -- = — X 4.5324 • • • (21) 

I ln 2 I 

where V is the voltage between the inner points and I 
is the current flowing through the outer points. For 
finite geometries the method of images can be applied to 
obtain correction factors. For circular samples one 
image dipole is necessary, while for rectangular struc-
tures a two-dimensional, infinite array of dipoles has to 
be considered. The evaluation of this problem leads to an 
expression for the sheet resistivity of the form 

V 

Pa = c* 
(22) 

The correction factor C for various sample sizes is avail-
able in the literature." 

Surface Concentrations 

The surface concentration of a diffused impurity dis-
tribution can be obtained from the layer thickness and 

37 L. B. Valdes, "Resistivity measurements on germanium for 
transistors," "'Roc. IRE, vol. 42, pp. 420-427; February, 1954. 

38 F. M. Smits, "Measurement of sheet resistivities with the four 
point probe," Bell Sys. Tech. J., vol. 37, pp. 711-718; May, 1958. 
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the sheet resistivity. In general, an impurity distribu-
tion can be expressed as 

N = c, (X • x) 

whereby X = 1/2N/Dt for the nonsteady-state distribu-
tions discussed before and X =v/D for the steady-state 
distribution (19). With Nb the original doping of the 
material, the sheet resistivity is given by 

l/Po = f Nb)• (N — Nb)dx 

(23) 

fe(N)f(Xx)dx — Nb f qµ(N)dx 
o 

where a is the layer thickness. The latter function can 
be brought into the form 

th•a = F(No,Nb). (24) 

In other words, the average resistivity of a diffused 
layer for a given type of distribution is only a function 
of the surface concentration and the impurity concen-
tration in the parent material. For silicon the function 
F(No, Nb) has been evaluated for the Gaussian distri-
bution, the erfc distribution, and the exponential distri-
bution. 39 A rate limitation at the surface makes the im-
purity distribution deviate from the erfc distribution. 
However, it has been shown that even for the extreme 
case—for the purpose of evaluating the surface concen-
tration—the deviation in the shape of the impurity dis-
tribution is small enough to be negligible for most prac-
tical cases. As an additional parameter one can deter-
mine the gradient of an impurity distribution in a p-n 
junction by measuring the small-signal ac capacitance 
as a function of the reverse bias."'" The simultaneous 
diffusion into two samples of different resistivities has 
also been employed to measure two points of an im-
purity distribution." 

DIFFUSION TECHNIQUES 

The magnitude of the diffusion coefficients makes the 
diffusion of group III—group V impurities into silicon 
and germanium an ideal technique for the fabrication 
of diffused layers in a range of thickness from less than 
10-4 cm to 10-2 cm or more. In designing a diffusion 
process, emphasis has to be given to the reproducibility 
of the results. A higher or lesser degree of control is 
required for each device design. For example, a diode 
requiring only a single diffusion usually does not require 
the same control on the diffusion parameters as is neces-
sary for a double-diffused transistor. Accordingly, one 
may select a different diffusion process for a diode ap-
plication than one would for a transistor application. 

39 G. Backenstoss, "Evaluation of surface concentration of dif-
fused layers in silicon," Bell Sys. Tech. J., vol. 37, pp. 699-709; May, 
1958. 

49 K. Lehovec, K. Schoeni, and R. Zuleeg, "Evaporation of im-
purities from semiconductors," J. Ape Phys., vol. 28, pp. 420-423; 
April, 1957. 

The diffusion coefficient, the time of diffusion, the 
initial conditions, and the boundary conditions deter-
mine the diffused distribution. As discussed before, the 
diffusion coefficient generally has an exponential tem-
perature dependence. The control of the diffusion co-
efficient requires therefore a good control of the dif-
fusion temperature. The dependence of the diffusion 
coefficient on the concentration of impurities does not 
represent an independent variable and need only be 
considered in the analysis of particular impurity dis-
tributions. The necessity for controlling the diffusion 
coefficient and the diffusion time is common to all dif-
fusion techniques. A convenient classification of the 
various techniques can be made by considering the 
initial conditions and the boundary conditions in-
volved in any particular process. 

Diffusion of Impurities in Solution in the Solid 

The simplest configuration is the diffusion from a con-
centration step in an infinite solid. A solid can be con-
sidered infinite if the length over which the diffusion is 
carried out is small compared to the thickness of the 
sample. A diffusion process involving such a principle 
reduces the control problem (besides the temperature 
and time control) to the control of the initial condition 
established prior to diffusion. 

Diffused Meltback: A typical process for such a con-
figuration is the diffused-meltback process."-43 The 
process requires the simultaneous diffusion of at least 
two elements to give n-P-n or p-n-p structures. As an 
example we discuss this technique as applied to the 
fabrication of n-p-n structures in silicon which requires 
a single crystal of silicon intentionally doped with both 
donor and acceptor impurities. The doping concentra-
tions are such that the crystal grows uniformly n-type 
with a low resistivity. Bars of such material are par-
tially remelted and solidified again. Since the impurities 
are less soluble in the solid silicon than in the liquid, the 
impurities segregate as the melted portion freezes, re-
sulting in a sharp drop in impurity concentrations to 
very low values determined by the initial concentrations 
and the segregation coefficients of the impurities. By 
proper choice of the impurities and their concentrations 
in the crystal, the conductivity in the regrown region 
will remain n-type. The region of low concentration 
extends only over a relatively short distance and in-
creases again to higher values because, due to desegre-
gation, the impurity concentration in the liquid phase 
increases during the regrowth resulting in an impurity 

4' K. Lehovec and A. Levitas, "Fabrication of multiple junctions 
in semiconductors by surface melt and diffusion in the solid state," 
J. Appt. Phys., vol. 26, pp. 106-109; January, 1957. 

42 I. A. Lesk and R. E. Gonzalez, "Germanium and silicon tran-
sistor structures by the diffused-meltback process employing two or 
three impurities," IRE TRANS. ON ELECTRON DEVICES, vol. ED-5. 
No. 3; July, 1958. 

43 A. B. Philips and A. M. Intrator, "A new high frequency n-p-n 
silicon transistor," 1957 IRE NATIONAL CONVENTION RECORD, pt. 
3, pp. 3-14. 
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Fig. 6—Diffused-leltback initial condition. 

distribution as shown in Fig. 6. This meltback procedure 
results therefore in a concentration step for both the 

donor and the acceptor impurity exactly at the plane to 
which the meltback was carried. This impurity distribu-
tion represents the initial condition for the diffusion. 
Both the donor impurity and the acceptor impurity are 
diffused and form distributions described by (9), super-
posed on constant concentrations corresponding to the 
concentrations in the regrown region. If the acceptor 
impurity has a significantly higher diffusion constant 
than the donor impurity, a p-type region is formed be-
tween the region of high impurity concentration and the 
region of low impurity concentration, resulting in a 
n-p-n structure (Fig. 7). The increase in net impurity 
concentration during the regrowth is a very desirable 
feature since it reduces the series resistance without 
reducing the breakdown voltage of the adjacent p-n 

junction. 
The limitations of such a technique are given by 

simultaneous requirements on the segregation coeffi-
cients and the diffusion constants of the impurities. 
Since, in silicon, the acceptor impurities diffuse faster 
than the donor impurities, it is possible to produce 
n-p-n structures as discussed above. In germanium the 
opposite is true and p-n-p structures can be made. For 
best results with germanium, three impurities are re-
quired for practical reasons. 42 

Grown-Diffused: A similar technique is the grown-
diffused process. 44'45 In this process the step of im-
purity concentration required as an initial condition is 
produced during the crystal growth itself. After grow-
ing the collector region, growth is stopped, the base 
and emitter producing impurities are added, and growth 
is resumed. During the growth of the emitter region, the 
base producing impurities diffuse into the collector 
region and thus produce a narrow base region. The 
thickness of the base region depends upon the relative 

44 B. Cornelison and W. A. Adcock, "Transistors by the grown-
diffused technique," 1957 IRE WESCON CONVENTION RECORD, pt. 
3, pp. 22-27. 

45 W. C. Brower and C. E. Earhart, "70 MC Silicon Transistor," 
presented at the Third Annual Electron Devices Meeting, Washing-
ton, D. C.; October 31—November 1,1957. 
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Fig. 7—Diffused-Meltback final impurity distribution. 

doping levels, the impurities used, and the growth rate 
and time taken to grow the emitter region. In ger-
manium, p-n-p structures can be produced by this pro-
cedure using gallium and arsenic as the impurities. In 
silicon, n-p-n structures are possible with the combina-
tions arsenic-aluminum and arsenic-boron as doping 
impurities." 

Out-Diffusion: In both previous techniques the con-
trol of the boundary conditions during the actual dif-
fusion cycle is completely eliminated and the control 
of the concentrations in the diffused distributions is en-
tirely reduced to procedures preceding the actual dif-
fusion step (mainly the crystal growing). Contrary to 
this, all diffusions from the surface require control of 
boundary conditions at the surface. The case of out-

ward diffusion of impurities from a crystal, uniformly 
doped with impurities, takes a special place. As dis-
cussed previously, outward diffusion of one impurity is 
equivalent to inward diffusion of an impurity of op-
posite conductivity type into a semiconductor doped 
with a nondiffusing impurity. In the absence of a rate 
limitation at the surface, the equivalent inward diffusion 
has a surface concentration equal to the concentration of 
the impurity in the solid prior to diffusion. A rate limita-
tion at the surface modifies this picture and the original 
doping level now corresponds to the equilibrium con-

centration N,. We see therefore that the outward dif-
fusion of an impurity from a previously doped crystal 
represents a case in which one has only to consider the 
boundary condition at the interface while the concen-
trations are determined by the initial conditions and 
one can effectively diffuse an "acceptor" with the dif-
fusion coefficient of a donor. 
The magnitude of the rate constant K, as defined 

before, is particularly important for an out-diffusion 
technique. The rate constant has been studied for 
antimony diffusion in germanium by a radio tracer 
technique, 46 by measurements of punch-through volt-

443 R. C. Miller and F. M. Smits, "Diffusion of antimony out of ger-
manium and some properties of the antimony-germanium system," 
Phys. Rev., vol. 107, pp. 65-70; July, 1957. 
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ages," and by a technique using the capacitance of a 
rectifying metal contact." Essentially the same tem-
perature dependence was found for the diffusion con-
stant D and the rate constant K;40,46 therefore, the quo-
tient D/K is independent of temperature. The length 
D/K has a physical significance. It follows from (16) 
that for z = (K/D)VDt=-- I the surface concentration has 
decreased to approximately half of the original concen-

tration. This condition is met for a diffusion length 
N/Dt=D/K. Accordingly, the thinnest usable depletion 
layers are of the order D/K in thickness. The values 
reported for this length are 5 X10-8 cm," 1 X10-4 cm," 
and 5 X10-5 cm 4° respectively. The first value was ob-
tained between 800°C and 900°C, the latter values were 
measured at 700°C. 

The discrepancies might well be within experimental 
error, and they might also reflect a slight temperature 
dependence of D/K. For practical applications, outward 
diffusion will have to be carried out under the very best 
vacuum conditions possible. 

Diffusion from a Surface Phase 

A great variety of diffused distributions is obtainable 
by the inward diffusion of impurities from the surface. 
For this the impurities have to be introduced from some 

external phase which determines the concentration of 

the impurities in the solid. The application of such 
procedures requires not only a control of the conditions 
at the interface, but also a control of the external phase. 
For most applications, starting material, doped with 
only one impurity, is required. 

Alloy Source: Most diffusion constants were meas-
ured in a system in which the impurity was introduced 
from a liquid phase on the surface of the semiconductor. 
For this, the semiconductor specimen is sealed into a 
quartz tube together with the impurity to be diffused. 
Upon heating, the impurity forms a liquid alloy with the 
semiconductor. At the interface there is a transfer of 
impurity into the solid semiconductor. The concentra-
tion in the solid is related to the concentration in the 
liquid by the segregation coefficient. It is safe to assume 
that the rate at which the impurity crosses the interface 
is fast compared to the rate at which the impurity dif-
fuses in the solid phase. This means that the concentra-
tion in the solid at the interface is constant in time and 
the distribution can be described by (9). Actually, dur-
ing the diffusion, material is removed from the liquidus 
phase into the solid, thus depleting the impurity con-
centration in the liquidus. This should result in a solidi-
fication of liquidus at the interface. However, the segre-
gation coefficients frequently are so small that the 
amount diffusing into the solid causes only a negligible 
depletion of the liquidus. 

47 J. Halpern and R. H. Redicker, "Out diffusion as a technique for 
the production of diodes and transistors," this issue, p. 1068. 

In such a system the surface concentration of the 
impurity is determined only by the thermodynamic 
properties of the system impurity-semiconductor and is 
equal to the solid solubility of the impurity at any 
given temperature. The disadvantage in the applica-
tion of such techniques lies mainly in the fact that one 
is dealing with an alloy at the surface. Therefore, the 
location of the junction is determined by an alloy depth 

plus a diffused depth which might result in irregularities 
in the junction depth. 

Such irregularities may not be significant for diode 
applications," or if one can use the diffused distribution 
resulting from the simultaneous diffusion of two ele-
ments from a common alloy at the surface." In such a 
case one of the impurities need not diffuse appreciably 
if the regrown region has the corresponding conduc-
tivity type."'" 

Reaction Phase: In a system involving more than the 
components semiconductor and impurity, a reaction 
phase, which also can be liquid, might be formed at the 
surface. Such a phase, for example, might be composed 
of an oxide originally present on the semiconductor 

(SiO2 in the case of silicon) and the donor or acceptor 
oxide employed in the diffusion. At a fixed temperature 
an equilibrium concentration of donors or acceptors 

can be established in the reaction phase, which concen-
tration in turn gives rise to a fixed surface concentra-
tion in the semiconductor. The rate of transfer of im-

purity from such a reaction phase into the semicon-
ductor is believed to be fairly rapid. Thus the impurity 
distribution corresponds to the case of constant surface 
concentration. It should be pointed out that the surface 
concentration obtained from such a reaction phase can-
not exceed the solid solubility which is obtained for the 
case of an alloy source. Frequently, the exact nature of 
such a reaction phase is complicated and not well under-
stood. For example, the surface concentration obtained 
for aluminum diffusion into silicon in a quartz tub& is 

believed to yield a surface concentration which is 
limited by a reaction since the surface concentration of 
aluminum obtained under such conditions is approxi-
mately two orders of magnitude less than the surface 
concentration one obtains in a true two-component 
silicon-aluminum system." The latter system certainly 

48 J. S. Saby and W. C. Dunlap, Jr., "Impurity diffusion and space-
charge layers in 'fused-impurity' p-n junctions," Phys. Rev., vol. 90, 
pp. 630-632; May, 1953. 

19 M. Tanenbaum and D. E. Thomas "Diffused emitter and base 
silicon transistors," Bell Sys. Tech. J., vol. 35, pp. 1-22; January, 
1956. 
" J. R. A. Beale, "Alloy-diffusion: a process for making diffused-

base junction transistors," Proc. Phys. Soc. B, London, vol. 70, pp. 
1087-1089; November, 1957. 

" R. S. Schwartz and B. N. Slade, "A High Speed PNP Alloy. 
Diffused Drift Transistor for Switching Application," presented at 
the Third Annual Electron Devices Meeting, Washington, D. C.; 
October 31-November 1, 1957. 

52 R. C. Miller and A. Savage, "The diffusion of aluminum in 
single crystal silicon," J. Ape Phys., vol. 27, pp. 1430-1432: 
December, 1956. 



1958 Smits: Formation of Junction Structures by Solid-State Diffusion 1059 

requires extreme precautions with regard to cleanliness. 
It has not been employed for practical applications. 

In silicon such a reaction phase has been obtained by 
a deposit from the vapor phase and also by the applica-
tion of compounds on the surface." 

Ta por Source 

A certain partial pressure of impurity vapor will be es-
tablished over an impurity-semiconductor alloy. Estab-

lishing such a vapor pressure over the solid semiconduc-
tor is sufficient to produce an equilibrium concentration 
N, corresponding to the solid solubility. However, if 
one reduces the vapor pressure to lower values, it corre-

sponds to equilibrium concentrations below the solid 
solubility. In the ideal case, the equilibrium concentra-
tion is proportional to the vapor pressure. Obviously, 
with a vapor pressure below the one corresponding to 
the solid solubility, the formation of a liquid alloy is pre-
vented. The control of the vapor pressure is a con-
venient means to control the surface concentrations over 
a wide range of concentrations. The vapor phase does 

not necessarily have to be composed of the vapor of the 
impurity element; it may lw composed of a chemical 
compound of the impurity, such as an oxide. Particu-
larly for the latter case, a reaction phase is frequently 
formed at the surface of the semiconductor. Generally, 
one will have to consider rate limitations at the surface 

for the case of a vapor source. These rate limitations 
might be clue to a limit in mass transport in the vapor 
phase or they might be due to limitations in the reac-

tions at the interface. 
Vapor Pressure Control by Dilution: A convenient 

way to produce a controlled vapor pressure correspond-
ing to a certain equilibrium concentration of impurity 
in a semiconductor is to heat semiconductor material 
doped with the desired equilibrium concentration to-
gether with undoped pieces of semiconductor. If the 
system is not completely closed, the loss of impurity 
x-apor will give surface concentrations which are some-
what less than the concentration in the source material. 
Rate limitations at the surface tend to reduce the sur-
face concentration even further. Diffused base ger-
manium transistors have been produced by such a tech-

nique." 
Two Temperature Systems—Vacuum: As an alternate 

technique the impurity diffusion may be performed in a 
vacuum furnace having two temperature zones as the 

one shown in Fig. 8 described by Kestenbaum and 
Ditrick." In this system the temperature of the first 

53 C. J. Frosch, "Silicon Diffusion Technology" in "Transistor 
Technology," D. Van Nostrand Co., Inc., New York, N. Y., vol. 3, ch. 

3B, in press. 
" C. A. Lee, "A high-frequency diffused base germanium tran-

sistor," Bell Sys. Tech. J., vol. 35, pp. 23-34; January„ 1956. 
" A. L. Kestenbaum and N. H. Ditrick, "Design, construction, 

and high-frequency performance of drift transistors," RCA Rev., vol. 
18, pp. 12-23; March, 1957. 
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Fig. 8 —Vacuum diffusion system tor germanium. 
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zone is such that an arsenic vapor pressure of approxi-
mately 10-3 mm Hg is obtained from a source of pure 
arsenic. A metal shield in this zone prevents undesirable 
condensation of the arsenic vapor in the colder portion 

of the furnace tube. The diffusion specimen is located in 
a second zone which is maintained at a higher tempera-
ture which is adjusted to control the diffusion process. 
In such a system the vapor pressure determining the 
surface concentration is controllable by the pellet tem-
perature and the geometry. In the system shown here 
a surface concentration of 5 X10 17 cm -3 was obtained 
for 200°C in the first zone and 785°C in the second zone. 
The same basic principle of controlling the surface 

concentrations can be applied for silicon. However, in 
silicon the rate of evaporation is comparable to the rate 

of diffusion for group I II and group V elements and one 
can obtain a steady-state distribution as discussed 

before (19). 
Fig. 9 shows a diffusion system which is used for 

the simultaneous diffusion of phosphorus and gallium 

into n-type silicon for the fabrication of n-p-n struc-
tures." In this system the surface concentrations are 
controlled by the temperature of the gallium source 
and the phosphorus source. The phosphorus source is 
heated by an external heater, while the temperature of 
the gallium is controlled by the position of the source 
in the extension tube, utilizing the temperature gradient 

which exists along this tube when the system is heated 

to the diffusion temperature. 
The important parameter of the steady-state distri-

bution is the quantity D/v which has been found to have 

an activation energy of only —0.95 ev." This means that 
the steady-state layer thickness decreases approximately 

40 per cent for 100°C increase in temperature. This 
slight temperature dependence of the diffused distribu-
tion relaxes the requirements for temperature control. 

Values for D/v obtained at 1300°C for phosphorus 
and gallium are 1 X10-4 cm and 1.4 X10-4 cm respec-
tively. The fact that, for the steady-state distribution, 
transients in the beginning of the process are unim-
portant gives such a process an inherent advantage for 
diffusions requiring low surface concentrations. How-

" R. L. Batdorf and F. M. Smits, "The diffusion of impurities into 
evaporating silicon," to be published. 
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Fig. 9—Vacuum diffusion system for silicon. 

ever, the layer thicknesses cannot be changed readily. 
Certainly, by choosing different impurity elements, the 
layer thicknesses in steady state will be proportional to 
the respective diffusion coefficients. It also is feasible to 

reduce the rate of evaporation by a proper geometrical 
arrangement. This would lead to an increase in the 
steady state layer thickness. As a matter of fact, in-
creased layer thicknesses have been observed on samples 
whose surfaces are exposed to the direct evaporation 
from other pieces of silicon. 

Two Temperature Systems—Gaseous Atmosphere: Dif-

fusion systems under atmospheric pressure have been 
published only as applied to silicon. A typical sys-

tem described by Frosch and Derick" is shown in 
Fig. 10. It consists essentially of a fused silicon tube 
extending through .two controlled temperature zones. 
The first temperature zone serves to regulate the rate of 
evaporation of an impurity placed therein. The silicon 
samples are located in the second temperature zone. The 
positive temperature gradient between the two zones 
prevents the redeposition of the impurity vapor before 
reaching the silicon samples. The vapor from an im-
purity heated in the first temperature zone is carried by 
a gas past the silicon heated in the second zone. In such 
a system the source material may consist of the element 
of the impurity or a properly chosen chemical com-
pound. Alternatively, one might introduce the impurity 

67 C. J. Frosch and L. Derick, "Surface protection and selective 
masking during diffusion in silicon," J. Electrochem. Soc., vol. 104, pp. 
547-552; September, 1957, 
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Fig. 10—Gas flow diffusion system for silicon. 

into the gas flow in the form of a compound which is 
volatile at room temperature."'" 

n such a system the carrier gas is likely to react with 
the silicon surface which can result in an undesirable 
erosion of the silicon surfaces. Frosch and Derick found 
that the erosion is avoided by the use of an oxidizing 
atmosphere." 

The continuous nonvolatile SiO2 layer formed on the 
silicon protects the underlying silicon and prevents its 
evaporation and complete oxidation. The oxide layer 
itself is easily removed by washing in HF. Oxygen, 
water vapor, and carbon dioxide have been reported as 
oxidizing agents in the carrier gas. 

In addition to surface protection, an SiO2 surface 
layer introduces a rate limitation at the surface for the 
diffusion of some donors and acceptors into silicon. 
Most likely, the rate limitation will not follow the simple 
law discussed previously for which case we showed that 
even with a very strong rate limitation, for the case of 
diffusion from a constant external phase, the impurity 
distribution is very close to an erfc distribution. Ac-

cordingly, it is reasonable to assume that for the same 
conditions an impurity distribution under a masking 

SiO2 layer can be considered also as an erfc distribution 
(for the purpose of evaluating the surface concentra-
tion). 

The rate limitation introduced by an SiO2 layer can 
vary over a wide range. It depends on the impurity ele-
ment and the compound in which it is used. Also, the 

carrier gas atmosphere and the temperature of diffusion 
have a significant effect. Conditions of an extreme rate 
limitation which lead to complete masking in the dif-
fusion at-e very desirable for device applications since 
partial removal of an oxide layer grown prior to dif-
fusion makes it possible to obtain intricate diffused 

patterns. A complete masking has been reported for 

58 H. S. Veloric and K. D. Smith, "Silicon diffused junction ava-
lanche diodes," J. Electrochem. Soc., vol. 104, pp. 222-226; April, 
1957. 

59 R. J. Andres and E. L. Steele, "A medium power silicon rec-
tifier," 1957 IRE WESCON CONVENTION RECORD, pt. 3, pp. 73-79. 
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arsenic, antimony, and boron as the diffusants. For 
phosphorus, a reduction in surface concentration by 
more than two orders of magnitudes under the oxide 
layer has been observed. 

Prediffusion: Basically, the surface concentration can 
be controlled by the temperature of the source material. 
Also, the composition of the carrier gas can have a 
strong effect on the surface concentrations. This fact 
must be due to certain chemical equilibria in the gaseous 
phase. Ccrtainly the higher surface concentrations are 
more readily controllable. To obtain lower surface con-
centrations, a two-step process might be employed." 
In a prediffusion which is carried out at a relatively low 
temperature, thin layers with a high surface concentra-
tion are produced. After removing all deposits on the 
silicon surface by washing the samples in HF, the main 
diffusion is carried out in an oxidizing atmosphere at 
high temperatures. During the prediffusion an essen-
tially planar source is produced in the surface of the 
solid. If the oxide layer grown in the main diffusion has 
masking properties, no impurities are lost during this 

step. When the final layer thickness is deep compared 
to the thickness obtained in the prediffusion, the im-
purity concentration essentially follows a Gaussian dis-

tribution. In such a process the total number of atoms 
in the diffused layer is controlled by the prediffusion 
and this number may be varied by changing the tem-
perature and times for the prediffusion. Subsequently, 
any given prediffused layer can be subjected to a variety 
of diffusion cycles to produce a complete family of layers 
having characteristics suitable for both emitter and base 
regions of transistors. It is evident that the masking 

properties of the Si02 layer during the main diffusion 

are essential in such a procedure. 
A special system for phosphorus diffusion into silicon 

by this technique has been reported by Howard," who 
achieved a control of the sheet resistivity and the 
junction depth of a diffused layer to within +5 per cent. 
This corresponds to a control in the surface concentra-
tion to within + 10 per cent. However, these control 
limits gradually increase, once the sheet resistivity of the 
diffused layer exceeds 100 a On account of the high 
reproducibility achieved in this system, it was possible 
to observe the increase in diffusion coefficients with the 
concentration mentioned before. 
The prediffused technique has an additional inherent 

advantage, since the removal of the thin prediffused 
layer requires only a very slight etch of the silicon. If 
such an etch is carried out with local masking of the 
silicon surface (e.g., by photoengraving6") the diffused 
layer can be limited to defined regions. It is important 
to realize that the depths to be etched can be much 
smaller than the depths of the final diffused layer. 

All of the diffusion techniques described here are sub-

60j. Andrus and W. L. Bond, "Photoengraving in transistor fab-
rication," Recent News Abstracts of Electrochem. Soc. Semiconductor 
Symp., Washington, D. C.; 1957, and in "Transistor Technology," 
D. Van Nostrand and Co., Inc., New York, N. Y., vol. 3, ch. 5E, in 
press. 

ject to a variety of variations and modifications."' By 
the successive application of several diffusion steps, it is 
certainly possible to obtain almost any structure re-
quired for device applications. Particularly, the possi-
bility of localizing the diffusions allows, for example, 
transistor structures in which the base region extends 
to the surface and which are therefore easy to contact. 

Lifetime Effects" 

A previous drawback for diffusion techniques has been 

the degradation of the carrier lifetimes as a consequence 
of the heat treatment required for the diffusion. The 
smaller base-layer thicknesses obtainable by diffusion 
methods make these effects less important. Also, meth-
ods have been discovered to reduce the magnitudes of 
these effects. In particular, it has been found that the 
degradation is mainly due to the introduction of rapidly 
diffusing impurities, for example, gold in silicon or cop-
per in germanium. Since these impurities are mobile at 
relatively low temperatures where the group III and 
group V impurities are essentially immobile, these un-
desirable impurities are often removable subsequent to 
the main diffusion. For this purpose the sample can be 
heated in the presence of a liquid us layer for which the 
distribution coefficient for the undesirable impurity is 
considerably less than unity and which therefore acts as 
a getter for the undesirable impurity. Slow cooling also 
has been reported as a method to increase the minority 
carrier lifetime subsequent to the heat treatment. If the 
fast diffusing, undesirable impurity has a solid solubility 
which increases with temperature, slow cooling results 
in a precipitation of these impurities at, for example, 
dislocations. As a precautionary method it is advisable 
to always cool the silicon samples slowly from the dif-
fusion temperature. 
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The Preparation of Semiconductor Devices by 
Lapping and Diffusion Techniques* 

H. NELSONt 

Summary—A new approach to the fabrication of semiconductor 

devices has been investigated. This approach allows the processing of 
large semiconductor wafers to a point where they can be diced into 
numerous and identical devices. Lapping, instead of etching, is em-
ployed for all shaping of the units, and the high degree of precision 
built into the lapping apparatus is passed on to all of the devices pre-

pared. The approach is applicable to the fabrication of a great variety 

of semiconductor devices. Unipolar, photo-unipolar, as well as bi-
polar transistors and negative resistance devices, have been fabri-
cated. These devices exhibit superior electrical characteristics. Sili-
con power transistors have current transfer ratios in the 20 to 40 

range and power gains from 30 to 40 db. Silicon unipolar transistors 
have tutnsconductances in the neighborhood of 500 /mhos and input 

resistance of about 100 megohms. Silicon photo-unipolar transistors 
show a dc photo response of 2 to 20 a per lm. 

I xiltoDucriox TRANSISTOR-fabrication procedures have been 
described" in which impurity diffusion is em-

  ployed to achieve control of doping and dimen-
sions. These procedures, however, involve the use of 
troublesome etching and masking practices to delimit 
the diffused regions. A different approach has been in-
vestigated that seems to be more amenable to mass 
production. This approach, which involves lapping 
operations, allows the precision processing of large semi-
conductor wafers to the point where they can be diced 
into numerous finished semiconductor units. The ap-
proach is simple and precise, and is applicable to the 
fabrication of a great variety of semiconductor devices. 
I Tnipolar and photo-unipolar, as well as bipolar tran-
sistors and negative resistance devices, have been fabri-

cated. This paper describes these devices as well as the 
details of the new fabrication procedure. 

CONTROL OF TRANSISTOR GEOMETRY HY LAttefxt; 

The use of the lapping process to confine a desired im-
purity doping to a specific region of a device structure 
can be illustrated by a description of its application in 
the preparation of silicon-power transistors. Large-
area silicon wafers are used as starting material. As a 
first step in their processing, these wafers are provided 

with emitter grooves in a lapping apparatus of the type 
shown in the photograph of Fig. 1. The wafers are at-
tached to the lap base by means of a thin film of wax. 
The runners at the sides of the lap base provide for 

automatic stoppage of the lapping when the desired 

*Original manuscript received by the IRE, February 26, 1958. 
f RCA Labs., Princeton, N. J. 
1 M. Tanenbaum and D. E. Thomas, "Diffused emitter and base 

silicon transistors," Bell Sys. Tech. J., vol. 35, pp. 1-22; January, 
1956. 

2 C. A. Lee, "A high-frequency diffused base germanium tran-
sistor," Bell Sys. Tech. J., vol. 35, pp. 23-24; January, 1956. 

e - 

Fig. 1—Lapping apparatus for the preparation of 
semiconductor devices. 

groove depth is reached. After grooving, the wafers are 
exposed to a phosphorus diffusion process which leads 

to the generation of a phosphorus-containing glass 
film on the surface of the wafer and to the establish-
ment of a p-n junction below this surface. This p-n 
junction and the doped regions are shown in the cross-
section sketch of Fig. 2(a). The diffused regions in the 
lands of the grooved surface are removed by a second 
lapping step. The silicon wafers are then subjected to 
a diffusion step wherein the lands of the grooved sur-
face are doped with boron and the n regions with addi-
tional phosphorus. 

After this final diffusion step, the wafers are plated 

with nickel and subjected to further lapping to isolate 
emitter from base regions. For this process, a lap head 
is used which is an exact duplicate of the one used for 
cutting the original grooves, except that the groove-

cutting teeth are a few mils wider. A set of runners is 
used to provide a lap depth just short of the original 
groove bottom. Fig. 2(b) shows the cross section of the 
wafers after the final lapping. Fig. 2(c) shows one of the 
transistors diced from this wafer. 

An obvious advantage of the above technique is that 
it lends itself to the production of large lots of identical 
transistors. The same high degree of precision, originally 
built into the lapping apparatus, is passed on to all of the 

transistors prepared. Base-width variations from unit 
to unit, as well as from point to point overlarge emitter 
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Diffusion of phosphorus is then carried out at 1300°C 
for four hours. The diffused regions in the lands of the 
grooved surface are then removed in a second step of 
lapping. For this step, a set of runners is used which 
provides for automatic stoppage of the lapping at an 8-
mil thickness of the wafers. This lapping is followed by 
cleaning of the wafers and by a second diffusion step in 
which the wafers are exposed to boron-trichloride treat-
ment' at 1200°C and to diffusion at 1300°C for one 
hour. After the diffusion, the wafers are cleaned by 
rinsing in hydrofluoric acid, boiling in concentrated nitric 
acid, and by rinsing in deionized water. They are then 
plated by an "electroless nickel" process' and subjected 
to further lapping to isolate emitter from base regions. 
For this lapping step, a lap-head is used which is an 
exact duplicate of the one used for the original cutting 
of the emitter grooves, except that the groove cutting 
teeth are 86 mils instead of 80 mils wide. A set of runners 
is used to provide for a lap depth of 3 mils and for the 
final geometry of the wafers which is shown in Fig. 2(b). 
The wafers are then diced into transistor units, one 

of which is shown in Fig. 2(c). The mounting of the 
units is facilitated by the presence of the nickel coat-
ing on the electrode surfaces, since leads and cooling 
fins can readily be soldered onto this coating. After 
mounting, the elimination of interelectrode leakage is 
readily accomplished by a light etch in CP4. 

Transistors prepared in the above manner have been 
subjected to cross-section studies and to such electrical 
tests as would serve to evaluate the degree of success 
attained in the precise control of amount and location 
of doping impurities. The dimensions of the emitter, 

base, and collector regions can be determined from the 
cross sections. The net acceptor concentration in the 
starting material is known and also, therefore, the phos-
phorus concentration at the p-n junction planes. Since 
the diffusion coefficient of phosphorus& and the time 
and temperature of the diffusion are known, the phos-
phorus concentration can be calculated for any parallel 

plane between the p-n junctions and the surface. Pene-
tration of diffused boron in the base-lead region is cal-
culable on the basis of known values of the diffusion 
coefficient of boron and its concentration at the sur-
face of the wafer. This concentration is assumed equal 
to that obtained at the surface during the diffusion 
process and approximately equal also to the value of 
1 X10" atoms per cm' obtained by Fuller& for the proc-

essing conditions employed in diffusing the cross-
sectioned specimen. 

Emitter efficiency and base resistance of the transis-

tors have been estimated on the basis of the calculations 
described above. For the lot of transistors, of which the 
cross-sectioned unit of Fig. 3 is representative, the 
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Fig. 2--The preparation of diffused emitter and collector transistors. 
(a) Wafer cross section after first diffusion. (b) Wafer cross section 
after final lapping. (c) Transistor diced from processed wafer. 

areas, may accordingly be effectively minimized. The 
lapping process, also, leads to a separation of the emitter 

from the base that is uniform from unit to unit as well 
as from point to point along the emitter periphery. 
The lapping-diffusion technique may be applied 

advantageously, not only to the preparation of bipolar 
transistors, but to the manufacture of semiconductor 
devices in general. Essentially, it is a technique that 
provides precisely controlled confinement of a desired 
impurity doping to a specific region of a semiconductor 

structure. The technique appears to be particularly 
attractive for the manufacture of semiconductor de-
vices in which achievement of this objective is essential. 

TRANSISTORS PREPARED BY DIFFUSION 
AND LAPPING 

Diffused Emitter and Collector Transistors 

Several lots of this type of transistor have been pre-

pared by the lapping-diffusion cycle described in the 
preceding section. P-type silicon in the 2 to 6 ohm-cm 

range has been used as starting material for n-p-n 
power transistors. Large-area wafers, of dimensions 1 X -4 
inch, of this material are lapped to a thickness of 10 
mils and are provided with emitter grooves 80 mils 
wide and 6 mils deep. After grooving, and after re-

moval of wax and loose particles, the wafers are cleaned 
by a two-minute immersion in boiling, concentrated 
nitric acid and by a thorough rinsing in deionized 

water. The cleaning procedure is followed by the appli-
cation of a "phosphate glass" film to the surface of the 
wafers by a phosphorus pentoxide treatment' at 1200°C. 

3 C. J. Frosch, "Surface protection and selective masking during 
diffusion in silicon," J. Electrochem. Soc., vol. 104, pp. 547-552; Sep-
tember, 1957. 

4 M. V. Sullivan and J. H. Eigler, "Electroless nickel plating for 
making contacts to silicon," J. Electrochem. Soc., vol. 104, pp. 226-
229; April, 1957. 

3 C. S. Fuller and J. A. Ditzenberger, "Diffusion of donor and 
acceptor elements in silicon," J. Ape Phys., vol. 27, pp. 544-553; 
May, 1956. 
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Fig. 3-The preparation of diffused emitter and base transistors. 
(a) Wafer cross section after final lapping. (b) Transistor diced 
from processed wafer. 

emitter efficiency was estimated to be roughly compar-
able to that of alloyed emitters. The average density 
of donors in the emitter region within 0.5 mil of the p-n 
junction is about 1018 per cm3 while the density of ac-

ceptors in the base region is in the neighborhood of 
1016 per cm3. It is assumed, therefore, that the current 
transfer ratio of the transistors is primarily determined 

by the base width and effective lifetime of the injected 
carriers. Table I shows measured values of these param-
eters for five samples of the transistor lot in question. 
The relatively small spread in current transfer ratio, 
aeb, and effective lifetime,6 re, is indicative of the uni-
formity of product achieved. The emitter area of these 
units is 0.04 cm' and the base width 0.75 mil (from cross-
section measurements). The ad, of these units is limited 
by the high recombination rate of injected carriers, 
rather than by low-injection efficiency. When the sur-
face-recombination rate is lowered by a sodium-dichro-
mate treatment,' higher values of ad, and re are ob-
tained. Values of 28 and 1.5 µsec, for instance, were 
obtained for unit No. 5 after sodium dichromate treat-
ment. 

The data in Table II show results obtained for p-n-p 
silicon transistors prepared by the same diffusion-
lapping cycle employed for the fabrication of the n-p-n 
units. The p-n-p transistors differ from the n-p-n ones 
in that 1.5 to 3 ohm-cm n-type silicon was used as 
starting material and boron, instead of phosphorus, 
was used for diffusing the emitter and the collector re-
gions. The base width is approximately 0.6 mil. 

Diffused Emitter and Base Transistors 

Transistors in which the emitter and base, instead of 
emitter and collector, are diffused have also been made. 
These have been prepared through a cycle of lapping, 

6 L. R. Lederhandler and L. J. Giacoletto, "Measurement of 
minor ty carrier lifetime and surface effects in junction devices," 
PROC. IRE, vol. 34, pp. 477-483; April, 1955. 

7 A. R. Moore and H. Nelson, "Surface treatment of silicon for low 
recombination velocity," RCA Rev., vol. 17, pp. 5-12; March, 1956. 

TABLE I 

ELECTRICAL CHARACTERISTICS OF DIFFUSED EMITTER 
AND COLLECTOR tt-p-n SILICON TRANSISTORS 

Transistor 
4-kc Current 
Transfer 
Ratio (cite) 

4-kc Power 
Gain db 

Effective 
Lifetime 
(r.) psec 

No. 1 
No. 2 
No. 3 
No. 4 
No. 5 

11.5 
13.0 
11.0 
12.5 
12.0 

34 
33.5 
33.5 
34.0 
35.0 

0.85 
0.95 
0.9 
0.95 
1.0 

All values of gain measured at V, = 6 v, I, =50 ma. Power gain 
measured with resistive input and conjugate-matched output. 

TABLE II 

ELECTRICAL CHARACTERISTICS OF DIFFUSED EMITTER 
AND COLLECTOR p-n-1, SILICON TRANSISTORS 

Transistor 
4-kc Current 
Transfer 
Ratio (cr,h) 

No. 1 
No. 2 
No. 3 
No. 4 

4-kc Power 
Gain db 

Effective 
Lifetime 
(r,) eisec 

35 
28 
16 
27 

36 
34 
29 
32 

2.1 
1.2 
1.1 
1.1 

All values of gain measured at Vo =6v, I, =50 ma. Power gain 
measured with resistive input and conjugate-matched output. 

cleaning, and diffusion processes similar to those de-
scribed above. For the preparation of n-p-n power 
transistors, 9-mil thick wafers of 2 to 8 ohm-cm n-type 
silicon are provided with 40-mil-wide and 2-mil-deep 

grooves. These wafers are first subjected to boron dif-
fusion for the generation of a p-n junction 2 mils below 
the surface. They are then relapped to remove a 1.5-mil-
thick layer from the ungrooved surface and a 0.5-mil-
thick layer from the bottom of the grooves. The relap-

ping is followed by an application of "phosphate glass" 
and further lapping to remove this "glass" from the 
lands of the grooved surface of the wafers. The wafers 
are then introduced into the diffusion furnace, exposed 
to boron tricholoride gas at 1200°C, and afterwards 
brought to a temperature of 1300°C. Diffusion is then 
carried out at 1300°C for about 4 hours. After removal 
from the diffusion furnace, the wafers are cleaned and 
plated with "electroless nickel." Then follows a final lap-
ping step in which the emitter regions are isolated from 
the base regions by removal of nickel and degenerate 
silicon from the groove edges. A lap head with 44-mil, 
groove-cutting teeth is used for this operation along 
with a set of runners which provides for a 0.7-mil groove 
penetration. Fig. 3(a) shows the cross section of one of 
the wafers after this final lapping and Fig. 3(b) shows 
one of the transistor units obtained after the dicing 
of the wafer. 

Transistors prepared in this manner have been sub-

jected to cross-section studies wherein the dimensions 
of emitter and base regions have been determined. The 
concentration of diffused impurities in these regions can 
be roughly calculated on the basis of diffusion time and 
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TABLE III 
ELECTRICAL CHARACTERISTICS OF DIFFUSED EMITTER 

AND BASE n-p-n SILICON TRANSISTORS 

Transistor 
1 2 3 4 5 6 

ad, P. G. db ad,* P. G. db* B V CHO BIT E80 

No. 1 
No. 2 
No. 3 
No. 4 

11.5 
10.0 
12.5 
10.5 

39.5 
39.0 
40.0 
37.0 

18.5 
17.0 
18.0 
15.5 

38 
40 
41 
39 

12 v 
13.5 
16.0 
17.0 

90 y 
140 
110 
120 

* After sodium dichromate surface treatment. 
All values of gain measured at V.=6 v, I.= 50 ma. Power gain 

measured with resistive input and conjugate-matched output. 

temperature data, and the knowledge of diffusion co-
efficients and surface concentrations referred to earlier. 
For one lot of transistors the average net concentration 

of donors in the emitter region within 0.5 mil of the 
emitter junctions was calculated to be about 10'8 per 
cm8. The average acceptor concentration in the base re-
gion, on the other hand, was calculated to be about 
5X 1018 per cma. It may be expected, therefore, that 
the current-transfer ratio of these transistors will be 
limited by recombination loss of injected carriers rather 
than by low-injection efficiency. This is borne out by 
the data shown in Table III. The current transfer ratio, 
ado, and the power gain obtained for four representative 
samples of these transistors after a light CP4 etch are 
shown in columns 1 and 2, while the values of the same 
parameters after sodium dichromate treatment are 
shown in columns 3 and 4. Columns 5 and 6 show 
emitter and collector breakdown voltages before the 

dichromate treatment. 
The effective lifetime of minority carriers injected 

into the base region could not be measured with avail-
able equipment (<0.1 µsec). Values as high as 1.0 
µsec were obtained, however, for holes injected from the 
base into the collector region. 

Diffused Transistor with Negative Collector Resistance 

Transistors with negative collector resistance may be 
prepared by a diffusion-lapping cycle similar to that 
employed for the preparation of diffused emitter and 
collector transistors. The procedure used for the fabrica-
tion of the latter type of transistors is modified to give 
the final cross section of the processed wafer shown in 
Fig. 4(a), or a final shape of the diced transistor unit 
as shown in Fig. 4(b). This transistor structure is dif-

ferent in that the region of the base, B1, to which the 
base lead is attached, is separated from the regions of 
the base, B2, between the emitter-collector junctions, 
by a third region, B3, which is so thin that its resistance 
is substantially affected by the penetration of the de-
pletion layer associated with the collector junction. 
When the degree of depletion-layer modulation is suit-
ably related to other pertinent electrical characteristics 

of the transistor, a negative collector resistance is ob-
tained. An increase in the collector bias causes a suffi-
cient decrease in the conductance of the region 133 to 
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Fig. 4—The preparation of transistors with negative collector re-
sistance. (a) Wafer cross section after final lapping. (b) Transistor 
diced from processed wafer. 
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Fig. 5—Output characteristics of silicon transistor with negative 
collector resistance—load resistance =1000 ohms. 

 * to 

cause lowered forward bias and lowered injection at the 

emitter junction. 
Measurements taken on several cross sections of this 

type of transistor show that the thickness of the B3 
section of the base can be precisely controlled by the 
diffusion-lapping technique. One lot of devices pre-
pared showed a channel thickness range before etching 
from 0.7 to 1.0 mil. These particular transistors, which 
were prepared from 8 ohm-cm p-type silicon, exhibited 
collector current-collector voltage characteristics as 
shown by the family of curves in Fig. 5. 

Diffused Unipolar and Photo-I: nipolar Transistors 

To fabricate unipolar transistors,8 a cycle of diffusion 
and lapping is employed which leads to a final cross 

8 W. Shockley, "A unipolar field-effect transistor," PRoc. IRE, 
vol. 40, pp. 1365-1376; November, 1952, 
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Fig. 6—The preparation of unipolar devices. ,a) Si \‘‘ifer processed 
for unipolar transistor preparation. (b) Unipolar transistor diced 
from processed wafer. (c) Si wafer processed for photo-unipolar 
transistor preparation. (d) Photo-unipolar transistor. 
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Fig. 7—Unipolar transistor operated as combined photocell 
and amplifier. 

section of the wafer as shown in Fig. 6(a). These wafers 

are diced into transistor units as shown in Fig. 6(b). 
The thickness of the channel, C, is susceptible to precise 
control by etching after mounting the transistor. 

When a unipolar transistor of the type shown in 
Fig. 6(b) is operated in a circuit as shown in Fig. 7, it 
will respond to light impinging upon the channel sur-
faces. Drain-current flow will increase as a result of 
increased channel conductivity because of hole-electron 
pair generation and also, to a greater extent, as a result 

of a lowered gate bias caused by an increased current 

flow through the resistor R. Unipolar devices especially 
designed for this type of operation have been prepared. 

These have been termed "photo-unipolar" transistors. 
To fabricate these devices a lapping-diffusion cycle is 
employed which produces a final wafer cross section as 
shown in Fig. 6(c). The wafers are diced into photo-uni-
polar units as shown in Fig. 6(d). These units are pro-
vided with a large photosensitive area which serves as a 
source of photogenerated hole-electron pairs. 

Dimensional measurements from a number of cross 
sections of unipolar transistors have shown a high degree 
of channel uniformity from unit to unit. This uniform-

ity is also evidenced by the electrical properties of the 
units. When the transistors have been prepared from 

21 ohm-cm, n-type silicon, they have shown trans-
conductances, gn„ in the neighborhood of 500 µmhos. 
At a gate bias of —4v and a drain bias of 10 v, one repre-
sentative unit shows a g„‘ of 460 µmhos, a drain resist-
ance of 3200 ohms, and a gate-to-channel capacity of 

96 µµf. This unit was prepared from 21 to 30 ohm-cm 
n-type silicon and had been provided with channels 
80 mils long, 4 to 6 mils wide, and 0.5 to 0.7 mil thick. 
The unipolar silicon transistors show improved electri-

cal characteristics after sodium dichromate treatment. 
The curves of Fig. 8 show the Id as a function of En 
before and after this treatment for a typical unit. The 
increase in channel resistance is in conformity with the 
view that application of sodium dichromate film leads to 
the extraction of electrons from the underlying silicon.' 
The detailed reasons for the increase in g„, are not 
known. 

The curves of Fig. 9 show Id as a function of V,, for 
another unipolar transistor at room and liquid nitrogen 
temperature. The greatly increased gm observed at the 
liquid nitrogen temperature is a consequence of the 
increased mobility of the electrons at the lower tem-
perature. As expected, the reverse gate current was 
found to be extremely low at liquid nitrogen tempera-

ture. In fact it was lower than 10-12 a, which was the 
limit of the sensitivity of the instrument used for the 
measurements. 

Photo-unipolar transistors have been prepared from 

21 to 30 ohm-cm n-type silicon and they have been 
provided with a p-n junction through boron diffusion. 

The three channels are each 180 mils long and they are 
connected in parallel. The channels are approximately 

5 mils wide and 0.6 mil thick. The section P of the 
boron-doped region, which serves as the photosensitive 
element of the device, is approximately 0.070X0.180 
inch in area and 0.001 inch thick. 

Measurements on a representative unit showed a 
gate-to-channel capacity of 140 µµf, a g„, of 500 ¡mhos, 
and an íd of 7 X10-3 a, at a gate bias of —4 v and a drain 
bias of 10 v. An amplified photo-response of 3 a per lm 
was obtained when a 2-megohm resistor was connected 
in series with the gate bias. 
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DISCUSSION OF EXPERIMENTAL REST! - 

The results obtained in the course of this investiga-
tion indicate that a diffusion-lapping technique may be 
applied advantageously to the preparation of a great 
variety of silicon devices. Some of the advantages ex-
pected from the application of the impurity-diffusion 
process have been realized. Large-area, diffusion-doped 
regions of uniform thickness have been obtained with 
relative ease. When phosphorus and boron have been 
used as diffusants, emitter-impurity concentrations 
have been obtained which are compatible with high-
injection efficiency in bipolar transistors. Although the 
lifetime of the silicon deteriorates as a result of its ex-
posure to the high-diffusion temperatures, this deteriora-
tion does not preclude the attainment of "high" trans-
fer ratios at thin base widths ( <0.8 mil). As in the case 
of silicon transistors prepared by the alloy process, high 
surface, rather than high body, recombination appears 

as the, obstacle to be overcome for the attainment of 
high current multiplication. Steps taken to minimize 
emitter and collector junctions separation at the emitter 
periphery of diffused emitter and collector transistors 

have, accordingly, been found effective in reducing loss 

of minority carriers in the base. 
As indicated by the experimental results, "high" trans-

fer ratios may be obtained with diffused emitter and 
base, as well as with diffused emitter and collector 

transistors. The fact that very thin and uniform base 
widths may be obtained readily in the former transistors 
favors the attainment of high-current gains in these 
although the effective lifetime in the base is low (pre-
sumably because of high impurity concentration in the 
base near the emitter junction). With regard to other 
electrical characteristics, it follows from a consideration 
of the nature of the processing, that the steps involved 
in the preparation of diffused emitter and base transis-
tors favor the attainment of high-frequency response 
and high-collector breakdown. The steps involved in 
the preparation of diffused emitter and collector tran-
sistors on the other hand are more compatible with the 
attainment of high-emitter breakdown and low-collec-
tor lead resistance. 
The ready preparation of unipolar and photo-unipolar 

devices with useful electrical characteristics is a good 
demonstration of the versatility of the diffusion-lapping 
technique. The above experimental data are included 
to illustrate this fact, rather than to show what can be 
ultimately achieved. 

It is worth noting that unipolar, unlike bipolar silicon 
transistors, show a general improvement in electrical 
characteristics with decreasing temperature (an opti-
mum is reached at about 100°K—where the mobility 
peaks). The virtual absence of reverse gate current at 
low temperatures suggests applications for silicon-uni-
polar devices where the amplification of extremely 
minute currents or light signals is desired. 

Relatively few transistors with negative collector 
resistance have been prepared. The experimental data 
presented, therefore, represent only preliminary at-
tempts in this direction. The results obtained do, how-
ever, indicate that devices possessing predeterminable, 
stable, negative resistance at low applied voltages can 
he prepared by the diffusion-lapping technique. 

CONCLUSIONS 

By means of impurity diffusion and lapping pro-
cedures it has been possible to prepare a variety of sili-
con devices in which the shape and the location of doped 
regions are subject to precise control. In bipolar tran-
sistors suitable for power applications, thin and uniform 
base widths compatible with high-current transfer ra-
tios have been obtained. In unipolar transistors, chan-
nel geometries compatible with high power gain have 

also been attained. 
Two novel semiconductor devices have also been 

prepared: a photo-unipolar transistor with a de output 
of 2 to 20 a per lm and a silicon transistor with a pre-
determinable, stable, and negative resistance. 
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Outdiffusion as a Technique for the Production of 
Diodes and Transistors* 

J. HALPERNt, MEMBER, IRE, AND R. H. REDIKERt, ASSOCIATE MEMBER, IRE 

Summary—The outdiffusion process, which consists of the ex-
traction of impurities from a semiconductor wafer by heating it to an 
elevated temperature in a high vacuum, is shown to be a practical 
method for the production of diodes and transistors. The usefulness 
of outdiffusion as a technique for device fabrication depends on how 
easily impurities can be evaporated from the crystal surface. The 
surface-evaporation velocity K which characterizes the ease of re-
moval of impurities has been determined for the evaporation of 
antimony out of germanium at 700°C and is (1.5 + 0.5) x10-8 cm/sec. 
This value is large enough to indicate that it is definitely feasible to 
make high-frequency devices by outdiffusion. Narrow base germani-
um computer diodes have been fabricated that have a forward drop 
of 0.11 volt at 1 ma and that switch at speeds up to 5 mc. The op-
eration of these graded base diodes is analyzed. Germanium n-p-n 
graded base transistors have also been fabricated which have 

grounded-emitter current gains, 0, of over 100 and alpha frequency 
cutoffs, fao,,, of above 200 mc. 

I. INTRODUCTION 

r-I HE diffusion of impurities out of semiconductors 
has been described in the literature.'— The process 

consists of the extraction of impurities from a 
crystal by causing them to diffuse to the surface from 
where they are evaporated into a vacuum. In this paper 
we will describe the application of this technique to the 

production of p-n junctions and consequently to the 
fabrication of diodes and transistors. 

The usefulness of outdiffusion as a practical technique 
for the fabrication of devices depends on how easily the 
impurities can be removed from the crystal. The surface-
evaporation velocity K is a measure of the ease with 
which the impurities can be removed. This quantity was 
determined from punch-through voltage measurements 

on the p-n junctions which were produced by the out-
diffusion process. 

The value of the surface-evaporation velocity which 
we have obtained is large enough to permit the fabrica-
tion of diodes and transistors from compensated5 n-type 

* Original manuscript received by the IRE, February 26, 1958; 
revised manuscript received, March 24, 1958. The research reported 
in this document was supported jointly by the Army, Navy, and Air 
Force, under contract with the Mass. Inst. Tech. Preliminary reports 
of this work were presented at the IRE-PGED Meeting, Washington, 
D. C., October 25-26, 1956, and at the IRE-AIEE Semiconductor 
Devices Res. Conf., Univ. of Colorado, Boulder, Colo., July, 1957. 
t Lincoln Laboratory, M.I.T., Lexington, Mass. 
' B. Serin, "Heat treatment of semiconductors and contact recti-

fication," Phys. Rev., vol. 69, pp. 357-362; April 1 and 15, 1946. 
2 F. M. Smits and R. C. Miller, "Rate limitation at the surface 

for impurity diffusion in semiconductors," Phys. Rev., vol. 104, pp. 
1242-1245; December, 1956. 

3 K. Lehovic, K. Schoeni, and R. Zuleeg, "Evaporation of impuri-
ties from semiconductors," J. Appl. Phys., vol. 28, pp. 420-423; 
April, 1957. 

4 R. C. Miller and F. M. Smits, "Diffusion of antimony out of ger-
manium and some properties of the antimony-germanium system," 
Phys. Rev., vol. 107, pp. 65-70; July, 1957. 

5 Compensated germanium is material containing both donor and 
acceptor impurity elements, the type being that of the impurity ele-
ment of greater concentration. 

germanium using practicable heating times and tem-
peratures. Since it has been possible to grow germanium 
with predetermined concentrations of both p- and n-
type impurities, the precise impurity profile after out-
diffusion is known once K is known, and hence it has 
been possible to design diodes and transistors to desired 
electrical specifications. Narrow base diodes with high-
speed capability and with very low forward drop have 

been fabricated by this technique. These devices have 
graded base regions. This gives an extra degree of free-
dom in their fabrication and permits a higher optimiza-
tion for the combination of junction capacitance, 
avalanche breakdown, and punch-through voltage than 
for a uniformly doped base region. N-p-n graded base 
transistors have also been fabricated using the outdif-
fusion process and have shown, in addition to all the 
advantages of the graded base structure, extremely 
high grounded-emitter current gains. 

II. SEMICONDUCTOR JUNCTIONS BY OUTDIFFUSION 

Junctions can be produced by outdiffusion if the semi-
conductor material with which one starts contains both 
donor and acceptor impurities (i.e., it is compensated) 
and the impurity having the larger diffusion constant is 
present in the greater concentration. In this case the 
boundary conditions at the semiconductor surface must 
be such as to permit sufficient evaporation of the faster 
diffusing impurity so that a surface layer of conduc-
tivity different from that of the bulk can be produced. 
It is also important that the evaporation rate of the 
semiconductor material itself be smaller than that of the 
impurities. For germanium at most practical tempera-
tures this last condition is always fulfilled. If all these 
conditions are satisfied it is then possible to produce 
p-n junctions by heating the material to an elevated 
temperature in high vacuum. 

The rate at which an impurity evaporates from the 
surface can be assumed to be proportional to the devia-
tion of its surface concentration from equilibrium. The 
boundary condition at the surface is then 

dC' 
KW (0, t) — C„„1 = D 

dx x=0 ' 

(1) 

where the left-hand side of (1) is associated with evapo-
ration of impurities from the surface and the right-hand 
side with diffusion of impurities from the bulk to the 
surface. The quantity D is the diffusion constant, 
C(x, t) is the impurity concentration at a depth x from 
the surface at a time t, and Cm is the equilibrium con-

centration at the surface. All the outdiffusion runs were 
performed in vacua of better than 10-6 mm of Hg in 
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which case C',„ can be assumed to be zero. The quantity 
K in (1), which is called the surface-evaporation ve-
locity, is a measure of the ease with which an impurity 
atom can be removed from the surface of the semi-
conductor and a knowledge of it is necessary for the 
controlled utilization of the outdiffusion process. 

If a compensated semiconductor is initially uniformly 

doped with . Nao acceptors/cm' and N do donors/cm" the 
net acceptor concentration as a function of distance at 
a time t can be determined from the solution of the dif-
fusion equation subject to the boundary condition given 

by (1) and is:8 

knowledge regarding the impurity profile to the theo-
retical curves in Fig. 1 we have been able to obtain a 
value for the pertinent surface evaporation velocity, K, 

for antimony. 
The experimental quantity which has been used in the 

determination of the surface-evaporation velocity is the 
reverse junction voltage at which the space-charge re-
gion of the junction penetrates through the p-type out-
diffused skin. This reverse voltage is the well-known 
punch-through voltage. The sample whose theoretical 
impurity densities are plotted in Fig. 1 was then indif-
fused at 600°C for 4.5 hours from a surface concentra-

exp [Kax  „ — = N„„{erf [  2v Dal Da Ka21 ] 2N/erfc x _) ‘/-jZt)]} Dal Da 

v  — N (Ad x 1 r Kdx +  
exp d„ [   2N/ DA DjKd21] erfc 2-V./hi) Dd 

where the subscripts a and d refer to acceptors and 

donors, respectively.' 
If the surface-evaporation velocities and diffusion 

constants are known, the precise impurity profile can be 
determined from (2). This is unlike the indiffusion case 
where both the concentration of the impurity atoms in 
the gaseous phase and the partition function must be 
known. An impurity profile calculated from (2) is 
shown in Fig. 1 for an outdiffusion run which was per-
formed at 700°C for 24 hours using a germanium wafer 

initially doped with 7.4 X1018 atoms/cm' of indium and 
10.4 X1018 atoms/cm' of antimony.' Fig. 1 has. been 
plotted using the appropriate values for the diffusion 
constants for antimony and indium at 700°C (1.6 X 10-12 
and 9 X 10-u cm2/sec, respectively) and different values 
of surface-evaporation velocity. The lower branch of the 
curve for Ksb =10-8 in the figure has been plotted 
assuming a value of Kindjum = œ . The other curves have 
been plotted assuming Kindium =0 (i.e., Na remains con-
stant throughout the material after outdiffusion). In our 

work the value of Kiodjum is immaterial since that region 
where the impurity profile is affected is relatively small 
because of the small diffusion constant for indium. 
Furthermore, in the fabrication of transistors or diodes 
this region is either indiffused or removed (see Section 
I V-C and Section III-E). By relating experimental 

O The problem is identical in form to that in heat flow: constant 
initial temperature and radiation at the surface into a medium at zero 
temperature. See H. G. Carslaw and J. C. Jaeger, "Conduction of 
Heat in Solids," Oxford Univ. Press, London, Eng., p. 54; 1947. 

(2) 

2 f 
erf ex,) (—edE 1 — erfc y. 

ir o 
8 There should not be more than 5 per cent inaccuracy in these 

impurity concentrations. The underdoping was determined by grow-
ing three p-type indium doped uncompensated crystals under the 
same conditions that the compensated one was grown. It is assumed 
that when two types of dopant are put into the melt, no interaction 
occurs to change the underdoping profile as measured on the control 
crystals. This seems reasonable when one considers the small amount 
of impurities put into the melt. 

tion of 5 X 10'8 atoms/cc of arsenic. The indiffused n-p 
junction was found using sectioning and etching tech-
niques to be at a depth of 1.6 microns from the surface? 
The theoretical impurity profile for the sample after 

the indiffusion is shown in Fig. 2. There are two ad-
vantages to be gained by this additional indiffusion 
process. Firstly, the effect of the unknown surface-
evaporation velocity for indium on the impurity profile 

has been considerably reduced and therefore the evapo-
ration velocity for antimony can be more accurately de-
termined. Secondly, the punch-through is sharper to the 
heavily doped n-type indiffused layer than it is to in-
version layers or low lifetime regions of unknown depth 
below the surface. If one makes the valid assumption of 
complete depletion in the space-charge region of the out-
diffused junction when it is reverse biased, the rate of 
change of electric field with distance in this region is ob-

tained from Poisson's equation: 

dE q 
— = — (Na NO, (3) 
dx s 

where q is the electronic charge and e is the dielectric con-
stant in rationalized mks units. This quantity, which we 

have called dEldx punch-through is shown as ordinate 
in Fig. 2. By integrating the curves of Fig. 2 (for each of 
the parametric values of K) from the indiffused junction 
through the outdiffused junction to the point of total 
charge neutrality, the field E in the space-charge region 
at punch-through is obtained as is shown in Fig. 3. The 
area under each of the curves is the punch-through 
voltage corresponding to the particular value of K. Per-
forming these graphical integrations yields the result 
that if K were 10-8 cm/sec the punch-through voltage 
would be 9.4 volts while if K were 2 X10-8 cm/sec the 

Because the indiffused junction is relatively abrupt its depth 
from the surface can be accurately measured by sectioning and etch-
ing techniques. The outdiffused junction, on the other hand, is very 
graded. 
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Fig. 1—Impurity profiles calculated for an outdiffusion run of 24 
hours at 700°C for two assumed values of surface-evaporation 
velocity of antimony. The lower branch of the curve for Ksb 

10-8 has been plotted assuming a value of KindiUM e' • The 
other curves have been plotted assuming Kiwi.. =0. 
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Fig. 2—Theoretical impurity profiles for outdiffused wafer of Fig. 1 
after an indiffusion at 600°C for 4.5 hours. From Poisson's equa-
tion these can also be given in terms of dEldx as shown on the 
left-hand ordinate. 

punch-through voltage would be 24.4 volts. The meas-
ured punch-through voltage on a number of dice from 
this sample wafer was 15 + 0.5 volts.'0 These results indi-
cate a value of the surface-evaporation velocity K for 
the diffusion of antimony out of germanium at 700°C 
of (1.5 +0.5) X10-8 cm/sec. An attempt has been made 
to include uncertainties in the theory and in the experi-
ment in the indicated probable error. This value of K for 
antimony is in agreement with the value obtained by us 
over the past 18 months in other experiments on the 
punch-through voltage of outdiffused junctions. It is 
slightly smaller than the value 3 X10-8 cm/sec reported 
by Lehovic and collaborators.2 It is larger than the 

1° To make sure that the measured breakdown voltage was associ-
ated with punch-through and not avalanche, indiffusions to various 
depths were performed on dice all of which had originally come from 
the same outdiffused wafer. The breakdown voltage from sample to 
sample varied as would be expected for punch-through. In addition 
the breakdown voltage was measured as a function of temperature 
and the temperature dependence was as expected for punch-through 
(see O. Garretta, "Variation of the punch-through voltage of a 
transistor as a function of the temperature," C. R. Acad. Sci., vol. 241, 
pp. 857-859; October, 1955) and opposite to that expected for 
avalanche. 

4 5 6 7 4 

DISTANCE FROM SURFACE Imic.OnS) 
11 

Fig. 3—Punch-through field as a function of distance into the crystal. 
These curves have been obtained from those of Fig. 2 by a point 
by point integration. The punch-through voltage corresponding 
to each of the K values is also given. 
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Fig. 4—Cross section of an outdiffused diode (not to scale). 

mean value for K of 6 X10-8 cm/sec as determined from 
extrapolating the data of Miller and Smits4 to 700°C but 
is within their indicated probable error. 

It can be seen from Figs. 2 and 3 that the punch-
through voltage is far more sensitive to variations in K 
than is the base width. Hence this method enables one 
to determine K more accurately than would a determi-
nation of the outdiffused junction depth. 

The value we have obtained for the surface-evapora-
tion velocity for antimony, the more rapidly diffusing 
impurity, is sufficiently large to make feasible the fabri-
cation of diodes and transistors using outdiffusion tech-
niques." These devices will now be described. 

Ill. OUTDIFFUSED DIODE 

A. Impurity Distribution 

The outdiffused diode is a narrow base diode pro-
duced by the outdiffusion of a compensated n-type ger-
manium wafer. The graded p-type skin so formed serves 
as the base of the diode. Fig. 4 illustrates the geometry 
of the outdiffused diode. 

The starting material and the outdiffusion cycle used 
in the fabrication of most diodes give impurity profiles 
after outdiffusion which are very similar to the curves 

shown in Fig. 1. The impurity profile corresponding to 
any K value within our probable error [I( = (1.5 ± 0.5) 
X10-8 cm/sec] will fall between the two curves in the 

" It has been pointed out by the reviewer that it is also possible 
to produce junctions by outdiffusion from compensated material in 
the case where the rapidly diffusing impurity has a smaller surface-
evaporation velocity and a smaller concentration than that of the 
slower diffusing impurity. It also has been pointed out that if one had 
impurities with suitable diffusion coefficients and surface-evaporation 
velocities one could obtain two junctions by outdiffusion alone. 
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figure. An examination of Fig. 1 indicates that the net 
impurity density in the p-type base region can be much 
more closely represented by a linear function of distance 
than by the exponential approximation which gives a 
constant built-in field and which is usually assumed in 
calculations for graded regions. It is assumed that the 
material near the surface, in which the impurity density 
may deviate from this linear behavior because of the 
outdiffusion of the indium, will be absorbed into the 
ohmic contact when the device is fabricated (see Section 

III-E). 

B. Current-Voltage Relationship 

The current-voltage relationship for the outdiffused 
diode will be derived under the assumption that the net 
impurity density in the base region is a linear function 

of distance: 

— Nd = (X/20 N. (4) 

where N. is the net impurity density at the ohmic con-
tact, w is the base width, and x is here defined as the 
distance from the junction towards the ohmic contact 
as is shown in Fig. 5(b). If conductivity modulation at 
high injection level is neglected, this doping distribution 

gives rise to a built-in field: 

kT N.  1 
E = 

q 2niw 
(5) 

where k is the Boltzmann constant, T the absolute tem-
perature, q the electronic charge, and ni the intrinsic 
carrier density. This built-in field, which is shown in 

Fig. 5(c), can be approximated by a constant field 

kT N. 
E = —• 

q 2niw 

from the junction to the point i5 = 2n,w/Ne and by a 
hyperbolic field, E=kTlqx, from the point /5 to the 
ohmic contact. Using this approximation it would be 
necessary to solve the diffusion equation for each of the 
two regions and to match boundary conditions. How-
ever, in the case of the doping gradients that are being 
used, it turns out from transition region theory" that 
the junction width at zero applied voltage extends to 
the point Xm>ô as is shown in Fig. 5(c) and hence one 
need only solve the diffusion equation: 

d2n dE(x) dn 
D. — got  etnE(x) —dx = 0 (6) 

dx 

between the limits of xm and w, where E=kT /qx and n 
is the minority carrier concentration in the base. The 

12 The theory for the transition region for exactly this case is given 
in \V. Shockley, "The theory of p-n junctions in semiconductors and 
p-n junction transistors," Bell Sys. Tech. J., vol. 28, pp. 435-489; 
J uly, 1949. 
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Fig. 5—Representation of the outdiffused diode (a) showing the as-
sumed doping distribution (b) and the built in field (c) which re-
sults from this doping distribution. (Figure not drawn to scale.) 

lifetime term in the diffusion equation has been neg-
lected because the base width is much smaller than a 

diffusion length. 
The boundary conditions that must be satisfied by 

the solution to (6) are: first, at x = w, the current density 

is 

J. = qs(n — — qD„(-- 
nj2 dn n 

N. dx zu 

where we have characterized the ohmic contact by a 
contact generation velocity, s, defined by the first equal-
ity in (7) as the ratio of the current density to the change 
in the charge density of minority carriers at the contact. 
The quantity ni2IN0 is the equilibrium value of this 
minority carrier density. The expression on the right-
hand side of the second equality in (7) includes the cur-
rent due to both diffusion and electric field. Second, at 
x = x„, the minority carrier density is 

n j220 
=   e'er I IcT 

• 
NoXm 

(7) 

(8) 

It should be noted that the quantity ni2w/AT,,x. in (8) is 
the equilibrium carrier density at xm only if x„,>>(5, 
which condition implies that the net impurity density at 
xm is significantly larger than the intrinsic carrier den-
sity. This is also the condition for the validity of the 
assumed hyperbolic field. For the impurity densities 

used, this condition is reasonably satisfied. The de-
termination of x., the transition-region boundary, is 
discussed by Shockley' and can be determined for the 
case of complete depletion by solving the two equations 
relating the junction potential 1/, with x.. 

q N. 
%Pm = Xm 3 

3E IV 

niw 
and Xm = — egenakT. (9) 

N. 

From the solution of the diffusion equation (6) sub-
ject to the boundary conditions (7) and (8) the current-
voltage relationship can be obtained: 
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2qD„nw 
J=   

1 

2D„ 
± 1 — 

(01,/kT _ 1) , (10) 

where n,, ni2/N,, is the equilibrium value of the minor-
ity carrier concentration at the ohmic contact. If 
x„,2«w2, which is usually the case in practice, the cur-
rent-voltage relationship can be written as 

= qn ws 
1 

1 + 
SW 

2D. 

In the derivation of (10) the minority carrier lifetime 
has been assumed large, the leakage resistance shunting 
the junction has been neglected (these assumptions can 
be fairly well approximated in fabricated diodes), and 
the hole current flowing in the n-type region has been 
neglected, since the ratio of this current to the electron 
current into the p-type skin is small because of the nar-
row base width. Eq. (10) may be compared with the cur-
rent-voltage relationship for a uniformly doped narrow 
base diode, which has been derived under equivalent 
assumptions." 

(ear ik T 1) „ (10a) 

J = qnwsl 
1 

SW 
1 — 

D 

(eqVileT _ 1) . 

For narrow base diodes, as the reverse voltage is in-
creased the space-charge region eats into a significant 
portion of the base region and the effective base width 
w is reduced. For a perfect ohmic contact, defined as 
s= 00, the diode reverse current will vary as the recipro-
cal of the effective base width and hence will strongly 
depend on the reverse voltage; therefore the diode will 
not saturate. However, if the ohmic contact is not per-
fect, the reverse current will vary with effective base 
width as 

for the outdiffused 

swy+ —2D 

diode and as 

for a uniformly doped narrow base diode. The factor multiplying the the term sw/D in the expression for the 

outdiffused diode reduces the dependence of the reverse 
current on the effective base width and thus improves 
the diode saturation characteristic. The physical reason 
for this improved saturation characteristic is that the 
field due to the graded doping in the base region helps to 
collect a greater percentage of the electrons that are 
generated at the ohmic contact even at larger base 

13 R. H. Rediker and D. E. Sawyer, "Very narrow base diode," 
PRoc. IRE, vol. 45, pp. 944-953; July, 1957. 

thicknesses. Thus as the effective base thickness is re-
duced and the collection efficiency of the junction in-
creased, there are fewer additional electrons which 
can be collected. 

In the above treatment conductivity-modulation ef-
fects which occur at high injection levels have been 
neglected. Because of its narrow base width the out-
diffused diode requires a relatively small amount of 
carrier injection to produce the concentration gradient 
necessary for forward current flow. Conductivity mod-
ulation is advantageous, however, in that at large for-
ward currents it reduces the built-in field which opposes 
the flow of this current. 

C. Switching Speed 

The switching speed of a narrow base diode such as 
the outdiffused diode is determined by the time it takes 
to switch the diode from the forward low-impedance 
state to the reverse high-impedance state. This reverse 
recovery time consists mainly of the sum of the time re-
quired to clear the stored minority-carrier charge from 
the base region and the time required to charge the 
junction depletion layer capacitance. 

It has been shown" that a figure of merit for the 
minority-carrier storage switching time is the ratio of 
the forward current to the charge of the minority car-
riers stored during forward conduction. For linear grad-
ing in the base region such as assumed above in the 
derivation of the J-V relationship this figure of merit is 

If 2D[ 1 

Q w2 (, 2D) W 1 x 
id- —  ln — — — + — 

„,2 1, (12) 

me x„, 2 2w2 

while for a uniformly doped base region it is given by 

If 2D 1 

Q w 2 2D 
1 — 

s'w 

(13) 

Because the built-in field opposes the flow of minority 
carriers when the outdiffused diode is biased in the for-
ward direction, more minority carriers must be stored 
in the base region to produce a given forward current. 
As can be seen by comparing (12) and (13) for a given 
base width, the figure of merit for minority-carrier stor-
age for an outdiffused diode is smaller than that for a 
uniformly doped diode. 

Outdiffused diodes whose impurity profiles are similar 
to that indicated in Fig. 1 and whose base contacts have 
penetrated about 1.5 X10-4 cm from the surface, have 
base widths w of approximately 3 X 10 cm and junction 
widths at zero bias of approximately 0.1 X10-4 cm. 
If the ohmic contact is characterized by a generation 
velocity s -= 5 X104 cm/sec, the figure of merit for these 
diodes as determined from (12) is I /Q, 4.5 X 107 sec-4, 
which value is about three times smaller than that for a 
diode with a uniformly doped base region of identical 
base width. However, for the outdiffused diode the elec-
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tric field in the base region helps to clear the stored 
minority carriers when the diode is switched from for-
ward to reverse bias and most of them are removed from 
the base region at the maximum current permitted by 
the external circuit. Thus a•good approximation to the 
minority-carrier storage switching time for these out-
diffused diodes is 22 meec (which is just the reciprocal 
of the figure of merit) multiplied by the ratio of the 
forward current to the maximum current permitted by 
the external circuit to clear the stored charge." 

In the outdiffused diode the entire base region is to a 
good approximation in the active region between the 
junction and the ohmic contact, as is shown in Fig. 4. 
Thus in this diode the problem of charge stored in re-
gions of the base which are laterally displaced from the 
active region can be neglected, and the one-dimensional 
analysis presented above is applicable." 

In some narrow base diode designs the time required 
to charge the depletion layer capacitance is larger than 

the time required to clear out the stored minority car-
rier charge and becomes the major factor in determining 
the reverse recovery time. Outdiffused diodes have been 
fabricated in which this is indeed the case. Because of 
the grading of the net impurity concentration, the re-
sistivity rising as the p-n junction is approached, the 
outdiffused diode will have a smaller depletion-layer ca-
pacitance than an equivalent diode with a uniformly 
doped base region of identical geometry and punch-
through voltage (and therefore the same maximum volt-
age rating). The ratio of the capacitance of the outdif-
fused diode to that of this uniformly doped base-region 
diode (which may for the purposes of this discussion be 
assumed to be of alloy junction type") is 

Cou( 
Gil 1 loy 

{(V Vc,,,,,y) 1121 1 
= 0.5   

(V + Vomit)" (V)"6 
(14) 

for any reverse voltage V. V,10 and Vo.ut are approxi-
mations to the internal contact potentials of the alloy 
and outdiffused junctions, respectively,'" and have 
been neglected in the second fraction of (14) as they are 
small compared to punch-through voltage V„. At any 

appreciable applied reverse voltage the junction contact 

potentials may be neglected and (14) reduces to 

Gout 0.5 (_y\ 1/6 
(15) 

Col Loy \Vri 

14 For analyses of minority carrier storage switching time for di-
odes with uniformly doped base regions see: R. H. Kingston, "Switch-
ing time in junction diodes and junction transistors," PROC. IRE, 
vol. 42, pp. 829-834; May, 1954, and B. Lax and S. F. Neustadter, 
"Transient response of a p-n junction," J. A pc Phys., vol. 25, pp. 
1148-1154; September, 1954. 

15 In many other diodes and transistors, however, this charge 
exists and must be laterally removed. This adds appreciably to the 
minority carrier storage time and does not permit a one-dimensional 
analysis to be made for these devices. 
e The condition for which (14) is derived is that the equivalent 

diode has a depletion layer which penetrates the base region only. 
The most common diode for which this condition applies is the alloy 
junction diode. 

17 D. R. Muss, "Capacitance measurements on alloyed indium-
germanium junction diodes," J. App!. Phys., vol. 26, pp. 1514-1517 
December, 1955. 

To the same approximation, the ratio of the charge in 
the depletion layer of the outdiffused diode to the 
charge in the depletion layer of the equivalent alloy-

type diode is: 

Q.t. 3 (V yie 

Qalloy 8 \17,,j 

Thus in switching from a given forward current to a 
given reverse bias more minority-carrier charge must be 
removed from the outdiffused diode than from the 
equivalent diode with a uniformly doped base region, 
but less charge must be put into the depletion layer. 

D. Maximum Reverse Voltage 

The two breakdown effects, the lower of which deter-
mines the maximum reverse voltage of the diodes dis-
cussed, are avalanche and punch-through. To maximize 
the reverse voltage capability of a uniformly doped 
base-region diode of any given base width, it is neces-
sary to choose the resistivity such that avalanche break-
down and punch-through occur at the same reverse 
voltage since if one is increased the other will decrease. 
The higher resistivity near the junction gives the out-
diffused diode a greater avalanche voltage, while the 

lower resistivity near the ohmic contact causes the rate 
of penetration of the space-charge region to tend to bog 
down, giving a greater punch-through voltage. Hence 
for any given base width the outdiffused diode can al-
ways be designed with a greater maximum reverse-volt-
age rating than can a diode with a uniformly doped base 

region. 

(16) 

E. Fabrication 

Most of the diodes have been fabricated from 0.5 
ohm-cm n-type compensated germanium wafers con-
taining both antimony and indium as impurities 
(Nd= 10.4 X10"; Na= 7.4 X10" atoms/cc). The indium 

underdoping if uncompensated would be equivalent to 
0.5 ohm-cm p-type. After suitable surface treatment 

the wafers are outdiffused for a period of 24 hours" in 
vacua of better than 10-7 mm of Hg at fixed tempera-
tures which have ranged from 700°C to 800°C. After 
outdiffusion the p-type skin on one face of the wafer is 
etched or lapped off. Ohmic contact to the n-type bulk 
is then made by bonding this entire face to a gold-anti-
mony plated tab. Ohmic contact to the P-type skin has 
been made in a number of ways including sandblasting 

followed by indium plating, and aluminum evaporation 
and alloying. These contacts absorb approximately one 
micron of germanium thus removing from the base of 

the diode that region where the net impurity distribu-
tion is not linear with distance. (Hence the analyses 
given in Sections I I I-B and III-C hold.) The ohmic 

contact is then masked and the area of the p-n junction 
defined by etching. Diodes have been fabricated having 

18 This time was chosen only because of its convenience for lab-
oratory operation. 
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Fig. 6—Artist's representation of a typical outdiffused diode. 

junction diameters varying from 0.010 inch to 0.030 
inch. An artist's representation of a typical outdiffused 
diode is shown in Fig. 6. 

Computer diodes have been fabricated by the out-
diffusion process which meet the electrical specifications 
shown in Table I which has been adapted from Rediker 
and Sawyer.l3 It is believed that the outdiffusion process 
is eminently suited for the production of many unique 
types of fast diodes, the electrical specifications of just 
one of which are given in Table I. 

TABLE I 

ELECTRICAL SPECIFICATIONS FOR THE OUTDIFFUSED DIODE 
ALL PARAMETERS DEFINED AT (25 -I- 1.5)°C 

f V=0.11 volt />1 ma Forward characteristics 
V=0.5 volt 1>100 ma 

Reverse characteristics 

íL, <25 pamp 
I V„....>15 volts 

(Voltage at which 1>100 pamp) 
r> 750 KS/ (31 volts) 
1C<I5 if (3i volts) 

Reverse recovery time 
<0.15 psec 

Reverse recovery time is the time for the 
back resistance to recover to 100 K 
(/ <85 painp) when the test diode is 
switched from 2 ma forward current to 
6 volts reverse bias (initial reverse cur-
rent 6 nia). 

IV. DOUI31,E DIFFUSED n-p-n TRANSISTOR 

A. General Considerations 

The n-p-n transistor here described is a doubly dif-
fused germanium transistor whose narrow-graded base 
region is produced by the outdiffusion of a compensated 
n-type germanium wafer and whose emitter is produced 
by indiffusion. Fig. 7 illustrates the geometry of the 
doubly diffused transistor. 
As in the case of the outdiffused diode the impurity 

distribution in the base region of the double diffused 
transistor can best be represented by a net impurity 
concentration that is linear with distance. This impurity 
distribution gives rise to a field which aids in the trans-
port of minority carriers, electrons, from emitter to 

OHMIC CONTACT TO COLLECTOR 

COMPENSATED N-TYPE COLLECTOR 

ANNULAR OHMIC CONTACT TO 
BASE REGION 

OHMIC CONTACT TO EMITTER REGION 

\ \ \ INDIrFUSED 5-TYPE EMITTER 

OUTDIFFUSED P-TYPE BASE 

Fig. 7—Cross section of an n-p-n graded base transistor 
(not to scale). 

collector. It therefore has the advantages of graded base 
or "drift" transistors which have been described in the 
literature' 9-22 and have been well publicized. The calcu-
lation of Moll and Ross" of the frequency response and 
transit time for a transistor with a linear impurity dis-

tribution in the base region is of interest here. They 
show that, to within their clearly indicated approxima-
tions, a transistor with a linear impurity distribution in 
the base region has a transit time of one-half and a fre-
quency response 2 VI times that of a transistor with a 
uniformly doped base region of identical base width. 
From a fabrication standpoint ultraplanar junctions 

and extremely fine control of base-layer thickness can 
be obtained as a consequence of the double diffusion 
process. 

B. Electrical Characterization of Fabricated Transistors 

The technique of outdiffusion and then indiffusion is 

amenable to the production of devices with extremely 
high emitter-injection efficiencies. This high emitter ef-
ficiency may be ascribed to two factors. Firstly, since 

the emitter is diffused in, there is no liquid phase during 
its fabrication as there is in the case of evaporated and 

microalloyed emitters. This greatly reduces the de-
pendence of the shallow emitter region on the surface 
condition of the germanium and also eliminates the 
problem of finding, for the n-type impurity, a carrier 
which does not have a detrimental effect on the subse-
quent cleanup of the emitter junction. Secondly, it is 
easy to sufficiently dope the emitter region by means of 
indiffusion of an n-type impurity so that the ratio of the 

total number of charge carriers in the emitter region to 
the total number in the base region is large. Indicative 
of this very high emitter efficiency are the values for 

grounded-emitter current gain fl which have been ob-
tained for outdiffused transistors. Curves of fl as a func-

tion of collector current are shown in Fig. 8 for three 
"large area" experimental units. These devices have 

19 H. Krenner, "Der drift transistor," Naturwiss., vol. 40, pp. 578-
579; November, 1953. 

29 H. Krómer, "Zur theorie des diffusions und des drift tran-
sistors," Arch. eleck. Uberlragung, vol. 8, pp. 223-228,363-369,499-
504; 1954. 

21 C. A. Lee, "A high frequency diffused base germanium tran-
sistor," Bell Sys. Tech. J., vol. 35, pp. 23-34; January, 1956. 

22 J. L. Moll and I. M. Ross, "Dependence of transistor parame-
ters on the distribution of base layer resistivity," PROC. IRE, vol. 44, 
pp. 72-78; January, 1956. 
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100 and alpha frequency cutoffs, fe,c,,, of above 200 mc• 
A more complete set of electrical specifications which 
these units have met is shown in Table II. 
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Fig. 8—Grounded-emitter current gain as a function of collector 
current for three "large area" laboratory n-p-n germanium tran-
sistors. 
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TORE 1211-13 
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TYPE 1263-A 

Fig. 9—Circuit for the measurement of gain-bandwidth product. The 
resistors have been so chosen as to give a gain of 5 in the calibrate 
position. The oscillator frequency is raised until the meas, and 
cal. positions give identical readings on the detector. Gain-band-
width product is then just five times the indicated oscillator fre-
quency. 

circular emitter and collector areas, respectively 0.015 
inch and 0.025 inch in diameter, and base widths of ap-
proximately 2.5 X10-4 cm. Differences in the curves of 
Fig. 8 can be explained by modifications in the fabrica-
tion technique from unit to unit. For these and similar 
units, low-frequency values of p measured in the 
grounded emitter configuration have consistently aver-
aged better than 100 over the range of 2-40 ma collector 
current and in some units have peaked at as high as 
350. At lower currents, of the order of 100 1.1a, O's on 
some units have still been found to be as high as 10-15. 

Gain-bandwidth product, which is an indication of 
frequency response, has been measured in the circuit 
shown in Fig. 9 and has been found to be of the order of 
60 mc for these devices (at V c= 5 volts and 1".=5 ma). 
The gain-bandwidth product for these transistors is 
definitely limited by the large collector capacitance, 
which is of the order of 15 µµf. 

Efforts are now being directed towards increasing the 
frequency response of these devices by reducing the elec-
trode areas. As a step in this direction units have been 
fabricated which have had collector areas reduced by a 
factor of three from that of the above described large 
geometry transistors. These more recently fabricated 
devices have grounded emitter current gains, e, of over 

TABLE II 

ELECTRICAL SPECIFICATIONS FOR THE n-p-n GRADED BASE 
GERMANIUM TRANSISTOR 

ALL PARAMETERS DEFINED AT (25 ±1.5)°C 

Gain-bandwidth product 
(Measured in circuit of Fig. 9) 

ang., at 20 ma 
13. at 5 ma 

at 5 v 
at 5 

VcE„,„,( I co at VcE.< 2 LIO .,DDVI 
VEBb,..kdowie, <50 pamp) 

at I.,=20 ma 
faco 

at 5 volts 5 ma 
10 volts 1 .5 ma 
1.5 volts 10 ma 

>100 mc 
> 50 mc 
> 50 mc 
> 50 
<200 
< 25 µa 
< 4 /id 
> 15 volts 
> 0.2 volt 
< 1 volt 
>200 mc 

These laboratory units which have been made, while 
showing the feasibility of the use of the outdiffusion 
process to make high-frequency n-p-n germanium tran-
sistors, have by no means exhausted the potentialities 
of the process in this direction. 

C. Fabrication 

Fabrication procedures for these units are identical 
with those described for the diode of Section III through 
the preparation of the outdiffused skin. Emitter regions 
are then produced by the diffusion in of arsenic. (A 
typical indiffusion is performed for 4.5 hours at 600°C.) 
Ohmic contact is made to the collector region by alloy-
ing on a gold-antimony plated kovar tab after etching 
to expose the n-type bulk. Ohmic contacts are made to 
the emitter and base regions with the aid of photolitho-
graphic techniques.23 Masks of appropriate geometry 
are formed by the exposure of photosensitive lacquer 
(with which the germanium dice are coated) through 
photographic transparencies. For the emitter contact 
gold-antimony is evaporated on and microalloyed in. 
In view of the inherent difficulties in the production of 
extremely thin, injecting n-type regions by means of 
evaporation and alloying, or by shallow alloying, one 
cannot overemphasize the importance of the injecting 
region being built into the device thus necessitating only 
an ohmic contact to be made to the emitter. Base con-
tact is made by controlled etchingm through the emitter 
region after suitably masking the device and then 
evaporating on and microalloying in an aluminum layer. 
The collector area is also defined using photographic 
masking techniques and then etching. An artist's repre-
sentation of a typical unit is shown in Fig. 10. 

" These techniques were discussed in a paper presented by J. W 
Lathrop and J. R. Nall at the IRE-PGED Meeting, Washington, 
D. C., November, 1957. 

24 Etching has been controlled to ±0.5 X10-4 cm using an etch 
composed of 10 cc HF, 10 cc H202 and 40 cc H20. 
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Fig. 10—Artist's representation of a typical n-p-n 
double diffused transistor. 

CONCLUSIONS 

The diffusion of antimony out of germanium has been 
studied and the use of this process has been shown to be 
an easy way of producing p-n junctions in compensated 

n-type germanium. Outdiffusion has been used to pro-
duce high-speed narrow base diodes and high-speed 
n-p-n germanium transistors. While diodes and tran-
sistors which have been fabricated using this technique 
have many desirable and presently unavailable electri-
cal characteristics, the potentialities of the process have 
been by no means exhausted, either for the production 
of these or other types of semiconductor devices. 
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The Evolution of the Theory for the Voltage-Current 
Characteristic of P-N Junctions* 

J. L. MOLL, MEMBER, IREt 

Summary—The rectifying action in semiconductor p-n junctions 
is controlled essentially by the equilibrium densities, diffusion con-
stants, and recombination times of minority carriers. The low-level 
behavior of germanium junctions at room temperature is adequately 
described by a theory which is based on the rate of diffusion and 
recombination of minority carriers on either side of the barrier 
region. It is necessary to include the effects of carrier recombination 
and generation in the barrier region to explain the low-level behavior 
of silicon. 

At high current densities, the junctions depart from the ideal 
low-level rectifier law because of effects associated with majority 
carrier modulation. As a consequence of recombination current to 
the barrier region at low levels and conductivity modulation effects at 
high levels, the simple h(exp qV/kT —1) behavior is rarely observed 
in silicon junctions at room temperature. 

t
1 VER since the observation of nonohmic behavior 

in metal-semiconductor contacts, the theoretical 
explanation of rectification has received a great 

deal of attention. Most of the theories that were pro-
posed prior to Shockley's definitive article' in 1949 con-
tained some features in common with modern theory. 

* Original manuscript received by the IRE, April 4, 1958. 
t Bell Telephone Labs., Inc., Murray Hill, N. J. 
1 W. Shockley, "The theory of p-n junctions in semiconductors 

and p-n junction transistors," Bell Sys. Tech. J., vol. 28, pp. 435-
489; July, 1949. 

However, the theories generally omitted the important 
role of minority carriers and, for this reason, can be 
considered of value only to the extent that they helped 
workers in the field to reach present-day concepts. 
There is one very notable exception to the preceding 
statement, viz., a theoretical paper by Davydov in 
1938.2 In this paper Davydov considered most of the 
essential features of modern low-level rectification 
theory and specifically pointed out the importance of 
minority carriers in determining the rectifying action. 
He also included the concepts of nonequilibrium den-
sity and finite lifetime, with perhaps the most notable 
lapse being the assumption that equilibrium minority 
and majority carrier density was related to lifetime. 
An extremely abbreviated list of pre-1949 contribu-

tions would include such names as Wilson and Nord-
heim who independently proposed the tunnel effect as 
an explanation of rectification.3.4 This theory was 
quickly discarded since it gave the wrong direction of 

2 B. Davydov, "The rectifying action of semiconductors," Tech. 
Ploys., (USRR), vol. 5, pp. 87-95; February, 1938. 

$ A. H. Wilson, "A note on the theory of rectification," Proc. Roy. 
Soc., vol. 136, p. 487; May, 1932. 
' L. W. Nordheim, "Xur Theorie der Detector wirkung," Zeits. f. 

Phys., vol. 75, p. 434; April, 1932. 
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rectification. However, Esaki has noted rectification 
by tunneling in extremely thin (i.e., highly doped) 
junctions.' 
The possibility of relatively thick barriers between 

the p and n-type regions was also considered at an 
early date, and the role of impurity density in determin-
ing barrier-layer thickness was recognized.1,7 If Davy-
dov's paper is disregarded (as was generally done at the 
time even though it was published in English in 1938), 
the general view of rectification until 1949 was that n-
type and p-type semiconductors were "boxes" of Max-
well-Boltzmann gases of electrons and holes, respec-
tively, with a potential barrier at the p-n boundary. The 
potential barrier keeps the two gases from spilling across 
the boundary, and the thickness of the potential barrier 
is determined from the height of the barrier and the 
density of ionized impurities. As the applied voltage is 
changed, escape of particles from the two gases becomes 
more or less difficult depending on the direction of the 
applied voltage.' Now this view of the rectifying action 
gives the right qualitative result of an exponential law 
for rectification and is, in fact, consistent with present 
theory. However, the theory which has been built up 
with Shockley's 1949 paper' as a basis is more useful for 
understanding p-n junctions. In Shockley's theory the 
elementary processes of the escape of the Maxwell-
Boltzmann gas have been separated, with the result 
that the various modifications of the theory which are 
necessary to fit specific situations are easier for the 
intuition to grasp. With Shockley's theory it becomes 
possible, for the first time, to make a quantitative check 
of the theory in terms of the basic semiconducting prop-
erties of the component parts of the junction.' 
The escape of an electron from the n side to the p 

side of a junction involves: 

1) Surmounting the potential barrier at the junction, 
2) Disappearance on the p side by recombination (or 

removal across a reverse junction in the case of a 
transistor). 

In addition to the process of escape of carriers with 
recombination, there is, of course, the inverse process of 
generation of minority carriers which diffuse to the 
junction where they are swept down the potential 
barrier. Where the generation is thermal, the process of 
generation appears as simply a negative recombination 
or vice versa. If the generation is by means of photons 

6 L. Esaki, "A new phenomenon in narrow germanium p-n junc-
tions," Phys. Rev., vol. 109, pp. 603-604; January, 1958. 

6 N. E. Mott, "The theory of crystal rectifiers," Proc. Roy. Soc., 
vol. A171, p. 27; May, 1939. 

7 W. Schottky and E. Spenke, "Zur Quantitativen Durch fiihrung 
der Rauinladungs-und Randschichttheorie der Kristallgleichrichter," 
Wiss. Veroff. Siemenswerke, vol. 18, p. 225; October, 1939. 

8 See for example, H. C. Torrey and C. A. Whitmer, "Crystal 
Rectifiers," McGraw-Hill Book Co., Inc., New York, N. Y., pp. 78-
79; 1948. 

F. S. Goucher, G. L. Pearson, M. Sparks, G. K. Teal, and 
W. Shockley, "Theory and experiment for a germanium p-n junc-
tion," Phys. Rev., vol. 81, pp. 637-638; February, 1951. 
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Fig. 1—Idealized planar step junction. (a) Assumed distribution of 
impurity distribution. It is assumed for purposes of analysis that 
all of the mobile carriers have been swept out of the barrier region 
resulting in a space-charge density which is simply the ionized 
donor or acceptor density. (b) Field distribution and potential 
in a step junction. The width of the barrier region adjusts itself so 
that the resulting dipole will sustain the contact potential plus 
the applied voltage. 

or other particles, it is usually easiest to treat the gen-
eration as a separate process. It is not our object here 
to treat any situations other than the rectification of 
p-n junctions. 

Following Shockley's treatment' the mathematical 
model which is used to represent the p-n junction is 
illustrated with the aid of Fig. 1. The junction and infi-
nitely long pieces of P-type and n-type semiconductor 
are divided into three separate regions: 1) the neutral 
n-type region, 2) the neutral p-type region, and 3) the 
barrier region, or depletion region on both sides of the 
p-n boundary. It is assumed that the majority carriers 
have been essentially all swept out of the barrier region, 
and that a space charge of the ionized donors and ac-
ceptors exists. The essentially field-free nature of the 
neutral region requires that the positive charge per unit 
area of the donors on the n side of the boundary be 
balanced exactly by the negative charge per unit area 
of the acceptors on the p side. Thus, the barrier region 
extends far enough on either side of the junction to sus-
tain the barrier potential, with the relative extent of the 
region on the two sides being governed by the require-
ment of net neutrality. The validity of the assumption 
of an abrupt transition from neutral material to swept-
out material is considered in some detail in Shockley's 
paper' where the assumption is shown to be valid 
for junctions with steep concentration gradients. For 
junctions with sufficiently shallow concentration gradi-
ents, there is no space-charge region or rectification. For 
the case of the very shallow gradient, the change in 
equilibrium carrier concentration with distance is so 
slow that it is not possible to disturb the equilibrium 
with applied field, and there is no rectification. The 
change in equilibrium conditions at the p-n boundary is 
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essential to the rectifying action. The junctions that are 
of interest in semiconductor technology generally fall 
well within the required range of steepness to justify the 
assumption that the transition between neutral material 
and material which has had all of the majority carriers 
swept out is infinitely sharp. 

The part of the conduction process which involves 
surmounting the potential barrier at the junction is 
most easily understood as a deviation from the thermal 
equilibrium condition. At thermal equilibrium, the 
product of electron and hole densities throughout the 
sample is constant. Thus, we may write' 

pn = ni2 (1) 

where 

p --- hole density 
n =electron density 
ni = intrinsic carrier density. 

The intrinsic carrier density is a characteristic of the 
semiconductor and is a strong function of temperature. 
The value of ni2 for germanium at room temperature is 
approximately 10", and doubles with each increase in 
temperature of 8°C. On the n-type side of the junction, 
the number of electrons is very nearly equal to the 
number of excess donors, so that electrons outnumber 
holes by many orders of magnitude for reasonably 
large excess donor density. Reciprocal considerations 
hold for the p-type side. The solid curves in Fig. 2 show 
the variation of electron and hole density through the 
junction at equilibrium. The sum of the logarithms of 
the equilibrium densities is a constant, independent of 
position. 

When a bias is applied to the junction, the equilibrium 
is disturbed. The p-n product changes in the barrier 
region by a Boltzmann factor,' and becomes 

pn = n2 exp (qV /kT) (2) 

where 

V is the applied voltage (p positive with respect to n) 
q= electronic charge 
k = Boltzmann constant 
T =absolute temperature. 

The dotted curves in Fig. 2 show the disturbed carrier 
densities for a forward applied bias. The p-n product is 
constant through the barrier region and approaches the 
thermal equilibrium value in the neutral material as the 
excess carriers diffuse away from the junction and 
recombine. 

The effect of (2) is that when the injected minority 
carrier density is small compared to the equilibrium 
majority carrier density, the majority carrier density 
on either side of the barrier region remains unchanged. 
However, the minority carrier density at the boundary 
of the neutral regions and the barrier is increased by the 
exp (qV/kT) factor. We see then that the effect of a 
given voltage on a junction is to disturb the carrier 
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Fig. 2—Carrier density at and near a p-n junction. The solid curves 
are log n and log p, respectively, for the thermal equilibrium 
conditions. The sum of the logarithms is constant throughout 
the specimen. The dashed curves show the densities with a 
moderate forward bias. The sum of the logarithms is essentially 
constant in the barrier region implying a constant n-p product. 
The n-p product decreases in the neutral material from its value 
in the barrier to the thermal value far from the junction. 

densities. The actual current through the junction is 
limited by the rate of disappearance (or appearance) of 
the excess (or deficit) minority electrons and holes. 
The rate of disappearance of the minority carriers is 

governed by their rate of diffusion and recombination in 
the neutral regions. The problem of determining the 
junction current now becomes the problem of calcu-
lating hole and electron densities (and flow) in each of 
the two neutral regions subject to the boundary condi-
tions of (2) at the boundary of the barrier, and (1) at 

The transport equations for minority carriers are par-
ticularly simple for small densities (linear equations) 
and uniform semiconducting regions (no build-in fields). 
The result of the calculation of carrier densities for this 
simple case, interpreted in terms of current, is' 

I = /dexp (qV /kT) — (3) 

where 

/ = junction current amp/cm2 
V =junction voltage—volts 

I„= saturation current =q[(n„o/r.)L.-1-(Pnoirp)Lp] 
7,, = electron lifetime in p-type semiconductor 
r„= hole lifetime in n-type semiconductor 
= thermal electron density in p-type semiconductor 

pno = thermal hole density in n-type semiconductor 
Ln= VD„rn= electron diffusion length 

Derp= hole diffusion length 
D,= electron diffusion constant 
D5= hole diffusion constant. 

We will refer to this result (3) as the ideal rectifier 
equation since it was derived for the p-n junction with 
quite drastic simplifying assumptions on the nature of 
the p-n boundary and the conduction process. In addi-
tion, the resulting rectification ratio is the best that is 
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possible in a simple electronic process. For a forward 
bias ( V> 0) greater than a few kT/q, the current in-
creases exponentially with voltage. For reverse bias 
(V <0), I saturates at —I, which corresponds to the 
rate of generation of minority carriers in the slice which 
is L, thick on the n side and L. thick on the p side of 
the junction. The solid curve in Fig. 3 is a plot of the 
ideal rectifier (3). In the case of a reverse bias greater 
than several kT/q, the boundary condition (2) does not 
give the correct minority carrier densities." For this 
case, practically no carriers surmount the barrier, and 
the density is determined by the rate of flow of holes 
from the n side and of electrons from the p side across 
the junction. However, the minority carrier density has 
become so small that (2) continues to give the correct 
answer in most practical problems. Eq. (3), which pre-
dicts a saturation of current with reverse voltage, con-
tinues to hold. 
One of the high points in the evolution of junction 

theory was the development of (3) which predicts the 
current-voltage characteristic in terms of basic semi-
conductor properties and its quantitative verification 
in germanium p-n junctions.'•9 The simple theory of 
Shockley' has served as a basis for many extensions and 
modifications. In particular, it was found that the range 
of current and voltage for which junctions satisfied (3) 
was limited in the case of germanium to low-level 
operation and in the case of silicon was nonexistent at 
room temperature. The departures from (3) are always 
in the direction of poorer rectification, where rectifica-
tion is taken as the ratio of forward to reverse current at 
some low voltage. As based on the semiconducting 
properties of the two neutral regions and the simple 
theory (3), more current is conducted in the reverse or 
blocking direction than I„ and in the forward or easy 
conducting direction more voltage than the amount 
specified in (3) is required. This departure is illustrated 
in Fig. 3 where voltage is plotted on a linear scale, and 
current on a logarithmic scale. The slope of the ideal 
forward characteristic is kT/q volts per e (naperian log 
base) of current or 2.3 kT/q per decade of current. We 
will refer to the ideal case as a kT/q slope or exp qV/kT 
behavior in discussing departures from the simple case. 
The degraded rectification characteristic in Fig. 3 has a 
slope steeper than kT/q. 
The reasons for the departure from the ideal case are 

seen most easily as modifications of the simple theory. 
Our approach will be to consider departures first in the 
reverse characteristic, then at low forward bias, and 
finally at high forward bias since this is generally in the 
direction of increasing complexity. It is convenient to 
divide the diode V-I characteristic into four distinct 
regions for the purposes of analysis. These are: 1) high 
reverse bias, 2) low and medium reverse bias, 3) low 
forward bias, 4) high forward bias. The boundaries of 

lo C. T. Sah, R. N. Noyce, and W. Shockley, "Carrier generation 
and recombination in p-n junction characteristics," PROC. IRE, vol. 
45, pp. 1228-1243; September, 1957. 
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Fig. 3—Rectifier characteristics. Modifications of the ideal theory 
lead to degradation of the rectifier characteristic. In (a) the con-
duction mechanism is dominated by the space-charge region 
carrier recombination and generation. Note the lack of satura-
tion in the reverse characteristic and extra conduction at low 
forward voltages. As the forward voltage is increased the diffusion 
current becomes dominant and there may be a tendency towards 
ideal behavior (b). At high-level injection (c) the diffusion current 
departs from the ideal law, with an increase in the semilogarith-
mic slope. Finally the current is limited by series ohmic resistance 
(d). 

these regions are not very sharp but general distinctions 
can be made. 
The problem of high reverse bias is the problem of 

the mechanism of reverse breakdown and is a subject 
unto itself. It is not within the scope of this article to 
consider the breakdown mechanism in detail; however, 
a short discussion is warranted. In 1953 McKay and 
McAfee showed that the breakdown in moderately wide 
junctions occurs through a mechanism of carrier multi-
plication or avalanche in a manner almost completely 
described by the Townsend gaseous discharge mecha-
nism."—" In the avalanche process, electrons and holes 
acquire enough energy from the applied field to cause 
secondary production of electron-hole pairs. The second-
ary pairs, in turn, can cause further ionizations. In very 
thin junctions, the breakdown is believed to be by the 
Zener mechanism whereby electrons are pulled out of 
the valence bond by the excessively high fields that 
occur." In silicon junctions the breakdown which 
occurs at voltages greater than about 6 y is avalanche 
breakdown. However, through no fault of Zener, the 
breakdown has been called "Zener breakdown." A name 
more appropriate than the erroneous "Zener Diode," as 
applied to the usual voltage-regulator diode, might be 

11 K. G. MaKay and K. B. McAfee, "Electron Multiplication in 
silicon and germanium," Phys. Rev., vol. 91, p. 1079; September, 
1953. 

12 K. G. McKay, "Avalanche breakdown in silicon, "Phys. Rev., 
vol. 94, pp. 877-884; May, 1954. 
u S. Miller, "Avalanche breakdown in germanium," Phys. Rev., 

vol. 99, pp. 1234-1241; August, 1955. 
14 A. G. Chynoweth and K. G. McKay, "Internal field emission 

in silicon p-n junctions," Phys. Rev., vol. 106, pp. 418-426; May, 
1957. 
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simply, "Avalanche Diode" or perhaps "V-R Diode" 
(Voltage Regulator Diode), in analogy to the V-R tube 
which performs the same function in circuits and actu-
ally uses the avalanche mechanism. We will take me-
dium reverse bias as being reverse bias sufficiently 
small that avalanche effects are negligible. This re-
quirement is satisfied for silicon and germanium diodes 
at voltages roughly less than half the breakdown 
voltage. (Since the multiplication increases the alpha 
of a transistor above unity, this restriction to half the 
breakdown voltage is generally not nearly strict enough 
for the case of the transistor collector.) 

For medium reverse bias, measurements on actual 
diodes generally result in more current than I. as given 
in (3). Part of this current may be a result of surface 
leakage, inversion layers, 15" or simply gross body de-
fects in the junction. The surface leakage as well as 
inversion layers can be eliminated by proper treatment 
of the surface while body defects can be eliminated by 
making the junction so small that there is a statistical 
chance that all gross defects have been excluded. After 
all of these precautions have been taken, excess current 
is still observed in silicon junctions at room tempera-
ture and in germanium junctions at lower temperatures. 
This extra (over the simple theory) current has been 
attributed to charge generation in the barrier re-
gion."."-" The rate of carrier generation by recombi-
nation-generation centers2° in the barrier region, where 
almost all of the mobile carriers have been swept away, 
is approximately 

Gbarrier = ni/r (4) 

whereas the generation rate in a region where only the 
minority carriers have been removed is 

Gaeutral = nmin/r (5) 

where nziiir, is the equilibrium density of minority 
carriers, and r = lifetime. 
The equilibrium minority carrier density is much less 

than the intrinsic density so that the generation rate in 
the barrier region is much greater than in the neutral 
material. The saturation current in (3) varies as the 
second power of intrinsic carrier density, but the gener-
ation current that arises from the generation rate in (4) 

15 M. Cutler and H. M. Bath, "Surface leakage current in silicon 
fused junction diodes," PRoc. IRE, vol. 45, pp. 39-43; January, 1957. 

18 W. T. Eriksen, H. Statz, and G. A. DeMars, "Excess surface 
currents on germanium and silicon diodes," J. Appl. Phys., vol. 28, 
pp. 133-139; January, 1957. 

17 H. Kleinknecht and K. Seiler, "Einkristalle und ph Schicht-
kristalle aus Silizium," Zeits. f. Phyisk, vol. 139, pp. 599-618; De-
cember, 1957. 

18 E. M. Pen and G. M. Roe, "Reverse current and carrier life-
time as a function of temperature in germanium junction diodes," 
J. Appi. Phys., vol. 26, pp. 658-665; June, 1955. 

18 H. S. Veloric and M. B. Prince, "High voltage conductivity-
modulated silicon rectifier, "Bell Sys. Tech. J., vol. 36, pp. 975-1004; 
July, 1957. 

2° W. Shockley and W. T. Read, Jr., "Statistics of the recombina-
tions of holes and electrons," Phys. Rev., vol. 87, pp. 835-842; Sep-
tember, 1953. 

varies as the first power of intrinsic carrier density. As 
a result, this generation current is dominant when the 
intrinsic carrier density is small as is the case for silicon 
at room temperature or germanium at lower tempera-
tures. The reverse space-charge generation current is 
proportional to the volume in which generation occurs 
and is thus proportional to the barrier width. The bar-
rier width generally increases with reverse voltage so 
that there is no true reverse saturation of current for 
the case where space-charge generation dominates re-
verse current. For germanium at room temperature, 
the intrinsic carrier density is large enough for the 
saturation current of (3) to be dominant, so that ger-
manium p-n junctions obey the simple theory for 
moderate reverse bias. 

If the barrier region generation term is dominant in 
the case of small reverse bias, this effect will also domi-
nate the conduction mechanism of (3) for a small for-
ward bias." As a result, more current will be conducted 
at a small forward voltage than is predicted by (3). This 
current" will have a semilogarithmic slope greater than 
kT/q at biases of several kT/q and explains the depar-
ture of silicon p-n junctions from the simple theory even 
at small biases (Fig. 3). 

As the forward bias is increased, the diffusion cur-
rent into the neutral region increases faster than the 
recombination current in the barrier layer until, finally, 
the diffusion and recombination of carriers in the neutral 
region is the essential conduction mechanism. At this 
point we might expect the diffusion theory that results 
in (3) to give the correct diode behavior, i.e., a kT/q 
slope and, in fact, a small region where the V-I tends 
towards exp (qV /kT) behavior has been observed in 
silicon rectifier diodes." However, at high forward bias 
so many minority carriers are injected across the junc-
tion that the minority carrier density becomes of the 
same magnitude as the majority carrier density, and (3) 
must be modified. For this case of high injection, the 
assumption of charge neutrality outside the barrier 
region is still satisfied. However, the electric field in the 
neutral region is no longer negligible. Majority carriers 
move to the junction to neutralize the minority carriers 
—thus establishing a gradient of majority carriers. 
Fig. 4 shows the near equality of majority and minority 
carriers under conditions of high injection. In this case 
the p-type side is more heavily doped (more extrinsic) 
than the n-type side so that modulation occurs essen-
tially on the n-type side only. The gradient of electrons 
results in a diffusion current of electrons; however, a 
small unbalance of charge results in a field that is just 
strong enough to result in an equal and opposite drift 
current. Exact analysis is difficult since the transport 
equations for carriers become nonlinear."'" The result-

21 W. M. Webster, "On the variation of junction-transistor cur-
rent-amplification factor with emitter current," PRoc. IRE, vol. 42, 
pp. 914-920; June, 1954. 

12 E. S. Rittner, "Extension of the theory of the junction tran-
sistor," Phys. Rev., vol. 94, pp. 1161-1171; June, 1954. 
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extrinsic so that conductivity modulation extends from 
one contact to the other at high injection. The density 
of impurities in the weakly extrinsic part of the junc-
tion, and even the question of whether the conductivity 
is p or n-type becomes immaterial in the high injection 
condition. Thus the three-layer junction which consists 
of 1) heavily doped p-type, 2) a central layer of lightly 
doped p or n-type, and 3) heavily doped n-type semi-
conductor is called the PIN diode. At low biases the 
PIN diode (as usually constructed) behaves like a junc-
tion between heavily doped and lightly doped semi-
conductors of opposite conductivity types. In 1952 
Hall" set up a model for the PIN structure in which he 
assumed that all of the recombination occurs in the 
central region, with the result that for almost all forward 
biases, the junction follows exp q V/2k T. In this case, 
equal voltages must be supplied at the p+I and IN+ 
junctions to get carriers into the central intrinsic region. 

In 1956 Kleinman" considered the same problem with 
the assumption that recombination in the central I— 
region was negligible, with the result that the voltage 
drop across the central region is negligible, and the high-
level, forward current-voltage characteristic is deter-
mined by the P+ and N+ end regions. Kleinman con-
cluded that a nonlinear recombination law was neces-
sary to explain the departure of the diode from the ideal 

theory. 
The actual PIN diode has a finite amount of re-

combination in each of the three regions, and is un-
doubtedly a compromise between the two idealized 
models. However, the analytic problem of the PIN 
diode with finite recombination rates that are functions 
of density in all three regions is extremely difficult. At 
the present time we can take the results of Hall" and 
Kleinman" to give the qualitative result that the semi-
logarithmic slope of the forward characteristic should 
be greater than kT/q. 
The p-n step junction has also received considerable 

attention in the high forward bias range. In this case the 
high injection range begins when the minority density 
on one side becomes comparable with the majority 
carrier density."," High injection begins on the high 
resistivity side since the minority carrier density is 
always greater on this side as compared to the heavily 
doped side. The calculation of the diffusion current 
again involves solution of nonlinear differential equa-
tions, with the result of various approximations again 
indicating exp qV/2kT behavior. 
A p-n junction that is simple enough for the separate 

high-level effects to be separately considered is the 
emitter of a transistor. In this case the carriers that are 
injected into the base layer disappear in an average time, 

DISTANCE 

HIGH LEVEL DENSITY 

  EQUILIBRIUM DENSITY 

1g. 4—The solid curves show carrier density near a p-n junction 
under conditions of high-level injection. The p-n product is 
constant in the barrier region, and pr-en in the neutral n-type 
side near the junction. For reference, equilibrium densities are 
shown in the dashed lines. 

ing minority carrier drift current is in the same direc-
tion as the minority carrier diffusion current, thereby 
increasing minority carrier current. 
We must re-examine the boundary condition in the 

barrier as expressed in (2) for application to the high-
level case. The solid curves in Fig. 4 show the carrier 
densities under high-level injection conditions on one 
side (n side). The p-n product is constant, as before, 
through the barrier region. However, the majority 
carrier density (electrons) at the edge of the barrier on 

the n side has increased to several times the equilibrium 
number (conductivity modulated). Eq. (2) can still be 
used to obtain the p-n product in the barrier if the volt-
age V is interpreted to include the voltage associated 
with the field that holds the majority carriers in place as 
well as the voltage that appears across the barrier region, 
but excluding ohmic drops.1° The near equality of ma-
jority and minority carriers under high-level injection 
conditions results in an exp qV/2kT rate of increase of 
minority carriers. Thus the high-level rate of increase 
of minority carriers is slower than the low-level rate, 
and is in the direction of less current than (3). An addi-
tional complication analyzing the junction characteris-
tic is the fact that carrier lifetime is a function of 
carrier density with lifetime increasing with minority 
carrier density in silicon. 
The general approach to the problem of calculating 

the voltage-current characteristic for the p-n junction 
with high-level forward bias has been to simplify the 
problem in some respect until the differential equations 
can be handled. A junction of particular interest is the 
PIN structure. In order to reduce series ohmic resist-
ance to a minimum (and still maintain high reverse 
breakdown), high conductivity contacts are placed near 
enough to a junction where one side is only weakly 

23 R. N. Hall, "Power rectifiers and transistors," PRoc. IRE, vol. 
40, pp. 1512-1519; November, 1952. 
" D. A. Kleinman, "The forward characteristic of the PIN 

diode,» Bell Sys. Tech. J., vol. 35, pp. 685-706; May, 1956. 
26 J. S. Saby, "Junction Rectifier Theory," Proc. Rugby Con-

ference, Rugby, Eng.; 1956. 
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which is the diffusion time across the base layer, and the 
injected current is given by" 

= qpnDmin 
I   

f ow ndx 

(6) 

where 

p and n are the carrier densities just inside the base 
layer at the emitter junction, 

D,„1„ is the average diffusion constant for the mi-
nority carrier in the base, and 
fow ndx is the integral of majority carrier density 

the base layer and is the total number of majority 
carriers per cm2 in the base layer. 

From (2) and (6) we see that for the one-dimensional 
transistor case the emitted current is not reduced until 
the average number of majority carriers in the base 
layer is increased. It is possible, for example, in diffused 
emitter transistors for the emitter to be in a high 
injection state but for the total number of carriers to re-
main essentially constant. In this case, the high-level 
injection condition holds, but the emitter diode follows 
the ideal diode formula. When high injection (p 
extends across most of the base layer, the number of 
majority carriers in the base is proportional to the den-
sity at the emitter and the current-voltage characteris-
tic follows an exp (qV/2kT) law where V_ must be in-
terpreted as the voltage across the emitter and includes 
the contribution to voltage of the field in the neutral 
region which arises as a result of majority carrier modu-
lation but does not include resistive drops. 
A modification of the emitter junction, which is of 

some interest, is the emitter junction of the diffused 
base, diffused emitter transistor where the contact is 
made to the base by alloying through the emitter layer." 
In this case a relatively small contact is obtained and 
the problem must be considered as a two-dimensional 
one. Lateral flow of base current in the relatively high 
resistivity base causes the emission to be concentrated 
around the base contact so that the effective area is re-
duced as the current increases. The result for some 
cases of idealized geometry is exp (qV/2kT) behavior." 
Emission concentration can occur simultaneously with 
high-level injection with the result that behavior 
ranging from exp (qV/1.5kT) to exp (qV/3kT) has been 
observed. In silicon alloy transistors made on high 
resistivity base material, the lateral concentration effect 
crowds emission to the edge of the emitter region re-
sulting in a semilogarithmic slope greater than kT/q. 
A fairly wide range of exp (gV/kT) behavior has been 

26 J. L. Moll and I. M. Ross, "The dependence of transistor pa-
rameters in the distribution of bass layer resistivity," PROC. IRE, 
vol. 44, pp. 72-78; January, 1956. 

27 M. Tanenbaum and D. E. Thomas, "Diffused emitter and base 
silicon transistors," Bell Sys. Tech. J., vol. 35, pp. 1-22; January, 
1956. 

22 F. M. Smith (private communication). 

observed in the emitters of diffused base silicon transis-
tors with alloyed emitters. The minority carriers were 
removed by the collector so that the effective lifetime 
was the essentially constant diffusion time across the 
base layer. In addition, the conductivity of the base 
was high enough that there was no appreciable emission 
crowding. This type of junction did exhibit exp 
(gV/2kT) behavior at low currents due to space-charge 
generation of carriers. 

CONCLUSIONS 

The low level p-n junction theory of Shockley, which 
is based on the statistical escape of particles across a 
barrier and diffusion into the region beyond the barrier 
predicts the ideal diode formula, (3), for rectification. 
This theory adequately explains the low-level operation 
of p-n junctions that have fairly large saturation cur-
rents such as germanium junctions at room tempera-
ture. 

The low-level operation of junctions made from ma-
terials with low saturation currents (such as silicon at 
room temperature) requires the inclusion of the effects 
of generation and recombination of electron-hole pairs 
in the barrier region. In silicon at room temperature and 
germanium at low temperatures, the generation-recom-
bination dominates the low-level operation with a result-
ing departure from ideal rectification. 

The high-level forward biased junction has a greater 
voltage drop than predicted by the ideal rectifier for-
mula. This extra voltage arises because of the phe-
nomena associated with conductivity modulation in 
part of the diode. Exact theory for the conductivity 
modulated case is difficult to obtain, but solutions for 
various limiting cases result in a qualitative explana-
tion of the diode characteristics. 
As a result of the departure from the ideal law at low 

biases due to space-charge recombination and genera-
tion, ideal rectifier behavior is never observed in silicon 
junctions at room temperature. The departures from the 
simple theory at high biases limits the possible range of 
kT/q behavior to moderate forward bias, and in most 
cases there is no range of kT/q behavior at all. However, 
germanium does show ideal behavior at low biases. 
The exact formulation of the problem of calculating 

the V-I of the p-n junction is very difficult when either 
the low-level effect of barrier region recombination and 
generation or the high-level effect of conductivity 
modulation is included. In addition, it is impractical to 
obtain better than order-of-magnitude guesses as to the 
magnitudes of some of the semiconductor parameters. 
As a result, close agreement between theory and experi-
ment is difficult. However, effects that have been dis-
cussed are in good qualitative agreement with experi-
ment in both silicon and germanium p-n junctions. 
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Analog Solution of Space-Charge 
Regions in Semiconductors* 

L. J. GIACOLETT0t, SENIOR MEMBER, IRE 

Summary—Analytical solutions of space-charge regions in semi-

conductors can be carried out when a one-dimensional symmetry 
exists. Analog solutions can be used to solve Poisson's equation for 

more complex geometries. An analog method is described which has 
been used with some success. This method consists of a rubber 
membrane with surface mass loading being used to simulate the 

semiconductor space charge. 

INTRODUCTION 

OR a one-dimensional rectangular geometry the 1 .4 
depletion of mobile carriers in a semiconductor by 
a junction biased in the reverse direction is gov-

erned by the following Poisson equation' 

d2V p q nu. 
— = — — =- —  .il, a —  Nd), 
dx2 Keo Keo 

(1) 

where V is the voltage at distance, x, into the semicon-
ductor, p is the space-charge density, K is the relative 
dielectric constant, eo is the permittivity of free space, 
q is the charge of an electron, and N. and Nd are the 
acceptor and donor impurity densities, respectively. 
The solution of this equation using the boundary con-
ditions, 

dV 
V = 0, — = 0 at x = X, 

dx 

is 

q(N — Nd) 
= (x — )02, (2) 

21060 

where X, the distance to the edge of the depletion re-
gion, is determined with (2) by applying the boundary 
condition that V=VB+Vo at x=0. 

X = 2/Zio (Vs Vo). (3) 
/1/ q(N — Nd) 

In this equation VB is the applied bias voltage, and V, 
is an internal contact voltage. The per unit area capac-
itance of the junction is 

Keo 
C/A = —X • (4) 

It is possible to obtain similar solutions of space-charge 

* Original manuscript received by the IRE, February 20, 1958. 
This investigation was carried out while the author was with RCA 
Labs., Princeton, N. J. 
t Scientific Laboratory, Ford Motor Co., Dearborn, Mich. 
1 Relevant material on the space-charge depletion problem and 

associated junction capacitance will be found in L. J. Giacoletto, 
"Junction capacitance and related characteristics using graded im-
purity semiconductors," IRE TRANSACTIONS ON ELECTRON DE-
VICES, vol. ED-4, pp. 207-215; July, 1957. 

regions in semiconductors when a one-dimensional 
symmetry exists.2.3 Solutions for cylindrical and spherical 
geometrys are shown in Fig. 1. 

For a two-dimensional rectangular geometry the 
problem is to solve Poisson's equation 

a2v q 

= (No — Nd), 
ax2 ay2 K,0 (5) 

with the boundary condition that V=0, a v/ax =0, and 
a v/ay =0 at the boundary of the depletion. Attempts to 
solve this problem analytically are complicated by the 
fact that the boundary condition is not fixed but is, in 
fact, the part of the solution that is of greatest interest. 
One method of starting an analytical solution would be 
to formulate the space charge as a function of voltage 
such that the function is constant for any finite voltage 
of a given polarity, changes discontinuously to zero 
when voltage becomes zero, and then remains zero for 
any voltage of the opposite polarity. 
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Fig. 1—Voltage and capacitance for space-charge regions in 
semiconductors with one-dimensional geometry. 

ANALOG SOLUTION 

Analog techniques.' have been used to obtain solu-
tions of the two-dimensional space-charge depletion 
problem. One method of analog solution is to use a re-
sistance net, as employed for solving Laplace's equa-
tion, with constant current of appropriate value in-
jected at each node point to simulate space charge at 
that point. Current injection is moved progressively 

2 H. L. Armstrong, E. D. Metz, and I. Weiman, "Design theory 
and experiments for abrupt hemispherical p-n junction diodes," IRE 
TRANS. ON ELECTRON DEVICES, vol. ED-3, pp. 86-92; April, 1956. 

3 H. L. Armstrong, "A theory of voltage breakdown of cylindrical 
p-n junctions, with applications," I RE TRANS. ON ELECTRON DEVICES, 
vol. ED-4, pp. 15-16; January, 1957. 

4 J. H. O. Harries, "The rubber membrane and resistance 
paper analogies, PROC. IRE, vol. 44, pp. 236-248: February, 1956. 
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Fig. 2—Resistance net analog of space-charge regions 
in semiconductors. 

outward from the simulated junction electrode until 
the node voltage is zero. This method of solution is 
shown in Fig. 2. Semiconductor variable impurity 
density can readily be simulated by injecting different 
currents at the various node points rather than constant 
current. The boundary condition at the air-semicon-
ductor surface can readily be accommodated by suitably 
altering the mesh resistance as shown in Fig. 2. For 
a typical semiconductor depletion problem, the number 
of meshes required to give a reasonable accuracy gen-
erally will be prohibitively large. Some experiments were 
attempted using resistance paper in place of the resist-
ance net with current being injected through the paper. 
The results were not satisfactory due, in large part, 
to the inappropriate ratio between surface resistivity 
and transverse paper resistivity. 

It is possible to obtain an analog solution of Poisson's 
equation with the aid of a rubber membrane as has been 
extensively employed for the solution of Laplace's 
equation. Mass loading of the membrane as shown in 
Fig. 3 is used to simulate space charge. The mass load-
ing is moved progressively outward from the simulated 
electrode until the deflection of the rubber membrane 
(simulated voltage) is zero. The furthermost extent of 
the loading determines the depletion contour. In the 
event that the membrane is on a supporting table, the 
mass loading can be applied uniformly over the entire 
membrane, and the depletion contour is determined by 
the line of initial contact between the membrane and 
table. The scaling factor between mass and space charge 
involves the determination of the tension per unit length 
in the rubber membrane; this is not easily evaluated. A 
convenient way for determining the scaling factor is to 
set up the analog solution of a one-dimensional rec-
tangular depletion problem whose solution is known. 
The simulation of the air-semiconductor boundary con-
dition could be obtained by adjusting the elastic con-
stant of the rubber membrane so that the membrane 
gradients at the simulated air-semiconductor boundary 

ORIGINAL EQUATION  

D V _N 
x2 Sy' KE° d 
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Fig. 4—Rubber membrane analog of space-charge region with 
depletion occurring from a single surface electrode. 

CONCLUSIONS 

With considerable care quantitative results can be 
obtained using the loaded rubber membrane. However, 
it is believed that the real merit of the rubber membrane 
analog is the use of it as an aid for mentally visualizing 
complex depletion problems. For such problems, one 

ELECTRODES 

DEPLETION 
YtY) CONTOUR 

Fig. 5—Rubber membrane analog of space-charge region with 
depletion occurring from two surface electrodes. 

should first visualize the rubber membrane solution of 
the Laplace problem associated with the particulae 
geometry and then visualize the modification of thr 
membrane height as unit area loading is added starting 
from the simulated electrodes and moving outward. 

CORRECTION 
Henry G. Booker, author of "The Use of Radio 

Stars to Study Irregular Refraction of Radio Waves in 
the Ionosphere," which appeared on pages 298-314 in 
the January, 1958 issue of PROCEEDINGS, has advised 
the editors of the following numerical errors. 

On page 307, (1) should read 

XN2 = — 
reN 

and (4) should read 

(Any = 1 X4 (ANy 

n ) 4 XN4 N . 

Consequently, on pages 307-310 the expression 
(A./V)2 should be replaced everywhere by (AN)2/(471-2). 
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Germanium and Silicon Rectifiers* 
H. W . HENKELSt, SENIOR MEMBER, IRE 

Summary—Two general types of rectifier are singled out for re-
view in this paper. These are the silicon and germanium large area 
p-n junction rectifying cells. A discussion is given of various phe-
nomena which have a bearing upon the volt-ampere characteristics. 
Methods for fabricating the various kinds of p-n junctions into recti-
fying cells are described and typical volt-ampere characteristics are 
given. Finally, a brief summary of the kinds of applications these 
rectifiers have filled is provided with some typical illustrations. 

I. INTRODUCTION 

SEMICONDUCTOR rectifiers from a variety of 
materials have been employed in limited applica-
tions for very many years. The industry rapidly 

expanded with the introduction of, first, the copper 
oxide, and then the selenium rectifier. No sooner had 
standards for the latter units, termed at times dry 
plate or metallic rectifiers, been finalized than the 
germanium alloyed junction device was introduced. 
The initial impetus given the study of germanium and 
silicon during World War II, and the acceleration of 
activities with the discovery of transistor action, have 
resulted in the germanium device noted, and more 
recently, in the power silicon rectifier. 

This review will be concerned almost exclusively with 
germanium and silicon rectifiers with readily discernible 
single-crystal p-n junctions. Thus, point contact diodes 
and their modifications, in which local alloying or 
diffusion of impurities to form a doped semiconductor 
phase may result, metal-to-semiconductor rectifiers, 
and surface barrier rectifiers will not be expressly 
treated. Parts of the basic theory are applicable to such 
devices but additional developments are needed in 
considering the general problem of practical metal con-
tacts to semiconductor surfaces. There exists a quite 
extensive literature on point contact diodes. Some 
selected references are given here.'-44 Recent work on 

* Original manuscript received by the IRE, March 3,1958. 
t Westinghouse Electric Corp., Youngwood, Pa. 
J. H. Scaff and R. S. Ohl, "Development of silicon crystal rec-

tifiers for microwave radar receivers," Bell Sys. Tech. J., vol. 26, 
pp. 1-30; January, 1947. 

2 W. H. Brattain and J. Bardeen, "Nature of the forward current 
in germanium point contacts," Phys. Rev., vol. 74, pp. 231-233; 
July, 1948. 

3 H. C. Torrey and C. A. Whitmer, "Crystal Rectifiers," Mc-
Graw-Hill Book Co., Inc., New York, N. Y.; 1948. 

4 J. Bardeen, "On the theory of the a-c impedance of a contact 
rectifier," Bell Sys. Tech. J., vol. 28, pp. 428-434; July, 1949. 

S. Benzer, "High inverse voltage germanium rectifiers," J. 
Appl. Phys., vol. 20, pp. 804-815; August, 1949. 

6 V. A. Johnson, R. N. Smith, and H. J. Yearian, "D-C charac-
teristics of silicon and germanium point contact crystal rectifiers. II. 
The multicontact theory," J. Appi. Phys., vol. 21, pp. 283-289; 
April, 1950. 

7 H. J. Yearian, "D-C characteristics of silicon and germanium 
point contact crystal rectifiers," J. Ape. Phys., vol. 21, pp. 214-
221; March, 1950. 

1 M. Cutler, "Point contact rectifier theory," IRE TRANS. ON 
ELEcrRow DEVICES, vol. ED-4, pp. 201-206; July, 1957. 

the subject is covered by Uhlir." Early theories of the 
metal-to-semiconductor contact are found in references 
to the work of Mott," Schottky and Spenke,"a8 
Davydov," and Jaffe," and are summarized in a book 
by Henisch." More recent studies are contained in the 
work of Billig and Landsberg" and Landsberg." Much 
of the difficulty with the treatment of metal-semicon-
ductor contact lies in the problem of the contact po-
tentials of surfaces. Considerable attention has been 
given to the subject in the literature."--29 More recently 
the development of new experimental techniques (jet-

9 P. C. Banbury, "Theory of the forward characteristic of inject-
ing point contacts," Proc. Phys. Soc. B (London), vol. 66, pp. 833-
840; October, 1953. 

10 J. H. Simpscn and H. L. Armstrong, "Reverse characteristics of 
high inverse voltage point contact germanium rectifiers," J. Appi. 
Phys., vol. 24, pp. 25-34; January, 1953. 

11 P. M. Tipple and H. K. Henisch, "Thermal effects at point 
contact diodes," Proc. Phys. Soc. B (London), vol. 66, pp. 826-832; 
October, 1953. 

72 J. A. Swanson, "Diode theory in the light of hole injection," 
J. Appl. Phys., vol. 25, pp. 314-323; March, 1954. 

1" M. Cutler, "Forward characteristics of germanium point con-
tact rectifiers," J. Appl. Phys., vol. 26, pp. 949-954; August, 1955. 

74 T. E. Firle, M. E. McMahon, and J. F. Roach, "Recovery time 
measurements on point contact germanium diodes," PROC. IRE, vol. 
42, pp. 603-607; May, 1955. 

76 A. Uhlir, "The potential of semiconductor diodes in high-fre-
quency communications," this issue, p. 1099. 

10 H. F. Mott, "The theory of crystal rectifiers," Proc. Roy. Soc., 
vol. 171A, p. 27; May, 1939. 

77 W. Schottky and E. Spenke, "Zur Quantitativen Durchfuhrung 
der Raumladungs und Randschichttheorie der Krystall Gleich-
richter," Wissenschaftliche Veroffentlichungen aus dem Siemens-
Werken, vol. 18, p. 225; 1939. 

78 W. Schottky, "Simplified and extended theory of barrier layer 
rectifiers," Z. Phys., vol. 118, pp. 539-592; 1942. 

79 B. Davydov, "On the contact resistance of semiconductors," 
J. Phys. USSR, no. 1, p. 167; 1939. 

28 A. Jaffe, "Electrical resistance of contact between a semicon-
ductor and a metal," J. Phys. USSR, vol. 10, pp. 49-60; 1946. 

27 H. K. Henisch, "Metal Rectifiers," Oxford University Press, 
New York, N. Y.; 1949. 

22 E. Billig and P. T. Landsberg, "Characteristics of compound 
barrier layer rectifiers," Prot. Phys. Soc. (London), vol. 63A, pp. 
101-111; 1950. 

23 P. T. Landsberg, "Further results in the general theory of 
barrier layer rectifiers," Prot. Phys. Soc. (London), vol. 65B, pp. 
397-409; June, 1952. 

24 J. Bardeen, "Surface states and rectification at a metal-to-
semiconductor contact," Phys. Rev., vol. 71, pp. 717-727; May, 
1947. 

28 W. E. Meyerhoff, "Contact potential difference in silicon recti-
fiers," Phys. Rev., vol. 71, pp. 727-735; May 15,1947. 

29 W. H. Brattain and W. Shockley, "Density of surface states on 
silicon deduced from contact potential measurements," Phys. Rev., 
vol. 72, p. 345; August, 1947. 

W. H. Brattain, "Evidence for surface states on semiconductors 
from change in contact potential on illumination," Phys. Rev., vol. 
72, p. 34; July, 1947. 

27 J. J. Markham and P. H. Miller, Jr., "Effect of surface states 
on temperature variations of the work function of semiconductors," 
Phys. Rev., vol. 75, pp. 959-967; March, 1949. 

28 R. J. Rothlein and P. W. Miller, Jr., "Measurements of the 
variation of work function of silicon with temperature," Phys. Rev., 
vol. 76, p. 1882; December, 1949. 

29 H. H. Smith, "Temperature dependence of the work function 
of semiconductors," Phys. Rev., vol. 75, pp. 953-958; March, 1949. 
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A discussion of germanium and silicon rectifier 
theory must begin with the treatment of single crystal 
p-n contact theories. These describe simplified struc-
tures which are for the most part one-dimensional 
models. Unfortunately, the correlation of most proper-
ties of practical rectifiers with the contact theories re-
quires a posteriori evaluation of essential parameters 
from measured characteristics. The approach neglects 
problems of structure synthesis and uniqueness. The 
latter may be of little concern provided consistent 
theories can indicate qualitatively valid paths to follow 
in the improvement of rectifiers, but the former problem 
of synthesis is the one of principal concern to the recti-
fier industry. In addition, no attempt is made in con-
tact theory to treat the more mundane problems of 
making electrical connections to the semiconductor, of 
providing for heat dissipation, and of enclosure to per-
mit the finished units to function under the conditions 

of interest in applications. 

A. Contact Theory 

The contact theories applicable to germanium and 
silicon single crystals are those which developed after 
the discovery of the nonequilibrium steady-state carrier 
injection condition in single crystals. Consequently, the 
early theories already referenced are neglected. A his-
torical development begins with the early work of 
Shockley," which is more applicable to the germanium 
contact, and has been followed by important contri-

30 W. E. Bradley, "The surface barrier transistor. Part I. Princi-
ples of the surface barrier transistor," PROC. IRE, vol. 41, pp. 1702-
1706; December, 1953. 
" F. A. Schwartz and J. F. Walsh, "The surface barrier tran-

sistor. Part V. The properties of metal-to-semiconductor contacts," 
PROC. IRE, vol. 41, pp. 1715-1720; December, 1953. 

32 E. H. Borneman, F. A. Schwartz, and J. J. Stickler, "Rectifica-
tion properties of metal-semiconductor contacts," J. Appt. Phys., 
vol. 26, pp. 1021-1028; August, 1955. 

33 E. C. Wurst, Jr. and E. H. Borneman, "Rectification properties 
of metal-silicon contacts," J. Appl. Phys., vol. 28, pp. 235-240; 
February, 1957. 
" W. Shockley, "The theory of p-n junctions in semiconductors 

and p-n junction transistors," Bell Sys. Tech. J., vol. 28, pp. 435-
489; July, 1949. 

etching and plating) in connection with the surface 
barrier transistor has awakened renewed interest in the 

subject."-" 
This paper presents the general field of germanium 

and silicon rectifiers. An attempt will be made to treat 
the general synthesis of contacts and rectifiers. A sec-
tion on rectifier preparation is presented. The basic 
features of these methods, among the possible ones 
noted, that are presently used commercially, are re-
viewed. The final device properties, appearance, static 
characteristics, and typical ratings are discussed in the 
next section. Finally, a number of important uses are 
shown to illustrate the wide range of application of 
these devices which have been available for only a few 

years. 

butions by Shockley and Read," Hall," Pell," and Sah, 
Noyce, and Shockley" to a bulk contact theory in-
volving both diffusion currents, and additional contri-
butions from current generated at traps in the space 
charge layer. The breakdown conditions involve sepa-
rate consideration of McKay and others."-43 High for-
ward current conditions with consideration of the base 
contact are noted by Fletcher." Additions to the 
theories must be made to account for surface leakage 
effects (see Law," Christensen," McWhorter and 
Kingston," and Cutler and Bath"). Finally, one very 
important subject—the current through contacts im-
mediately after switching from reverse to forward di-
rections—has been treated in the literature (see Shul-
man and McMahon," Kingston," and Steele"). 

I I. RECTIFIER THEORY B. Junction Synthesis 
The first junctions were made by crystal pulling tech-

niques. By altering the composition of a semiconductor 
melt during the operation of pulling a single crystal, the 
desired p-n junction can be produced. Such junctions 
are generally more perfect than those made in other 
ways, and give breakdown voltages more in line with 
those theoretically predicted. However, except in spe-
cial cases where high-voltage capabilities or very low 
leakage characteristics must be used, because of the low 
current handling capacities, the rectifiers from pulled 
crystals find restricted application. Consequently, these 
types will not be discussed further. 

35 W. Shockley and W. T. Read, Jr., "Statistics of recombinations 
of holes and electrons," Phys. Rev., vol. 87, pp. 835-842; September, 
1952. 

38 R. N. Hall, "Electron-hole recombination in germanium," 
Phys. Rev., vol. 87, p. 387; July, 1952. 
" E. M. Pell, "Reverse current and carrier lifetime as a function 

of temperature in germanium junction diodes," J. Appt. Phys., vol. 
26, pp. 658-665; June, 1955. 

33 C. Sah, R. W. Noyce, and W. Shockley, "Carrier generation 
and recombination in p-n junctions and p-n junction characteris-
tics," PROC. IRE, vol. 45, pp. 1228-1243; September, 1957. 
" K. G. McKay, "Avalanche breakdown in silicon," Phys. Rev., 

vol. 94, pp. 877-884; May, 1954. 
48 K. G. McKay and K. B. McAfee, "Electron multiplication in 

silicon and germanium," Phys. Rev., vol. 91, pp. 1079-1084; Septem-
ber, 1953. 

41 P. A. Wolff, "Theory of electron multiplication in silicon and 
germanium," Phys. Rev., vol. 95, pp. 1415-1420; September, 1954. 

42 S. L. Miller, "Avalanche breakdown in germanium," Phys. 
Rev., vol. 99, pp. 1234-1241; August, 1955. 

43 H. S. Veloric, M. B. Prince, and M. J. Eder, "Avalanche break-
down voltage in silicon diffused p-n junction as a function of impur-
ity gradient," J. Appt. Ploys., vol. 27, pp. 895-899; August, 1956. 
" N. H.Fletcher, "The high current limit for semiconductor junc-

tion devices," PROC. IRE, vol. 45, pp. 862-872; June, 1957. 
48 J. T. Law, "A mechanism for water induced excess reverse dark 

current on grown germanium n-p junctions," PROC. IRE, vol. 42, 
pp. 1367-13'70; September, 1954. 

48 H. Christensen, "Surface conduction channel phenomena in 
germanium," PROC. IRE, vol. 42, pp. 1371-1376; September, 1954. 

47 A. L. McWhorter and R. H. Kingston, "Channels and excess 
reverse current in grown germanium p-n junction diodes," PROC. 
IRE, vol. 42, pp. 1376-1380; September, 1954. 

48 M. Cutler and H. M. Bath, "Surface leakage current in silicon 
fused junction diodes," PROC. IRE, vol. 45, pp. 39-43; January, 1957. 
" R. G. Shulman and M. E. McMahon, "Recovery currents in 

germanium p-n junction diodes," J. Appt. Phys., vol. 24, pp. 1267-
1272; October, 1953. 
" R. H. Kingston, "Switching time in junction diodes in junc-

tion transistors," PROC. IRE, vol. 42, pp. 829-834; May, 1954. 
111 E. L. Steele, "Charge storage in junction diodes," J. Ape 

Ploys., vol. 25, pp. 916-918; July, 1954. 
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Of paramount importance to the production of recti-
fiers is the quality of the semiconductor. 

Germanium is commonly zone refined and doped in 
a horizontal crystal furnace. Crystals may be grown in 
such a furnace or in the conventional vertical pulling 
furnace. Silicon is doped and grown in the latter furnace 
or in zone levitation equipments. Most of the group III 
and V elements have been employed in producing the 
desired doping, but As and Sb doping in n-type Ge, Ga 
doping in p-type Ge, As in n-type silicon, and residual B 
or Ga doping in p-type silicon are common. The values 
of breakdown voltages as a function of resistivity given 
by the theory are achieved only in selected small junc-
tions. In larger units in germanium near-intrinsic dop-
ing is commonly employed; in silicon higher ranges as 
indicated later. 

Average lifetimes in the initial ingots of well over 
100 µsec in germanium and over 50 µsec in silicon are 
usual. Recently, crystals with lifetimes to the milli-
second region have been employed. Trap densities for 
the most part cannot be detected directly. Crystals with 
lineage, aggregations, or dislocations give poor results 
regardless of lifetime measurements. It is difficult to 
detect bad effects of twinning in production. Crystals 
in both the (111) and (100) orientations are used. 
Some of the mechanical properties are pertinent to 

later discussion: the thermal expansion coefficient, the 
bulk or Young's modulus, and the ultimate stress. In 
germanium the values are 6X10-6 inch/inch°C, 5 X10' 
psi (100), 23 X106 psi (111) and 25,000 psi (tension, est.), 
respectively; in silicon they are 4.1 X10-6 inch/inch°C, 
25 X106 psi (111), and 17,000 psi (tension). 

1) Fused Rectifiers: The first of the two widely used 
methods for producing p-n junctions is that of fusion. 
This technique produces a p-n junction by melting an 
alloy in contact with the semiconductor, dissolving the 
semiconductor surface to some extent, and redepositing 
the dissolved semiconductor on the single crystal sub-
strate by cooling the system. 

The reverse diffusion current through the p-n junction 
can be minimized by having a highly doped region of 
appreciable thickness in contact with a region of op-
posite low conductivity. The extent of doping of the 
redeposit is the product of the distribution coefficient, 
defined as the ratio of the concentration of the impurity 
in the solid semiconductor to that in the liquid alloy, 
provided the solubility of the impurity in the solid 
semiconductor is not exceeded. If the alloy is that of 
the dissolved semiconductor and a pure metal, the 
distribution coefficient alone can be obtained directly 
from the binary phase diagrams (which have been 
detailed in the high semiconductor region with com-

mon group III and V doping agents as one of the 
constituents). Little information exists on distribu-
tion coefficients for other than the simple semicon-
ductor-element binaries. Data on solubilities of other 
than group III and V elements are limited. Besides the 
requirements that the acceptor or donor metal or alloy 
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redeposit in the semiconductor to give a highly doped 
region, there are additional restrictions in the counter-
electrode material: 1) it must dissolve sufficient semi-
conductor to give a redeposit which is reasonably thick 
at conventional processing temperatures; 2) in general, 
it must not form diffusable traps in the semiconductor. 
(In certain cases, however, traps have been added to 
the counterelectrode material to reduce the charge 
storage effect noted in Section II.) In the highly doped 
p-to-n cases, the indium and aluminum element-semi-
conductor binaries can be and are widely used on ger-
manium and silicon, respectively. In the complemen-
tary, highly doped n-to-p cases, the n-doping agents are 
always carried in a matrix of other metals because of 
the nonmetallic nature of the pure elements. 

Besides the requirements of the alloy or metal con-
cerned with the p-n contact formation itself, there are 
others associated with the problems of mechanical sta-
bility, lead attachment, heat transfer, and encapsula-
tion. They are as follows. 

1) It must be liquid at a temperature as far as possible 

below the melting temperature of the semicon-
ductor or other components of the cell. 

2) It must wet the semiconductor and counterelec-
trode contact metal. 

3) It should be solid at all temperatures encountered 
during processing after the fusion cycle, and solid, 
mechanically and chemically stable during storage 
or operation (to required specifications). 

4) It should have a low vapor pressure at all temper-
atures encountered in the fusion cycle. 

5) It should have high thermal conductivity. 

6) It should not produce excessive strain in the semi-
conductor. 

The first condition arises from the desire to retain the 
original lifetime of the semiconductor as much as possi-
ble. It is not absolutely necessary for the counterelec-
trode solder to remain solid during processing. Good 
cells have been made in which the condition was vio-
lated, but a solid electrode simplifies post-fusion process 
controls. The fourth condition is desirable from the 
standpoint of the ease of post-etching, but again is not 
essential. The temperature drops in the solders should 
be low to permit the greatest possible heat dissipation 
within the cell. The electrical properties depend upon 
strain to some extent, but it is more important for the 
semiconductor to be safely below its ultimate elonga-
tion in the range of temperatures found in the processing 
of the basic diode and the application of finished recti-
fiers. 

Condition 6) can be re-expressed quantitatively in 
terms of the properties of the counterelectrode solder 
and semiconductor for certain geometries of cell con-
construction," and restated in fundamental terms. 

u H. W. Henkels, "The fused silicon rectifier," Commun. and 
Electronics, vol. 28, pp. 733-746; January, 1957. 
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7) The product of thickness, modulus of elasticity, 
and difference of thermal coefficients of silicon 
and the alloy must be as small as possible. 

8) The solidus temperature of the alloy should be as 
low as possible consistent with condition 3). 

The eight conditions should be considered before 
noting the doping effect of the alloy since the addition 
of trace elements will in most cases adequately dope the 
the redeposited layer without greatly affecting those 
listed properties except for condition 2) which may be 
very sensitive to trace impurities. 

a) Germanium contact solders: In the case of the ger-
manium rectifier, the operating junction temperature 
(condition 3)) is restricted to about 100°C by the proper-
ties of the p-n junction itself. Consequently, low-tem-
perature solders are perfectly satisfactory as long as 
melting points are safely above this temperature (say 
150°C) and processing steps subsequent to the p-n 
junction fusion operation can be carried out without 
damage to that junction. It has been noted that junction 
lifetimes in germanium rectifiers deteriorate badly if the 
processing temperature exceeds 600°C or so. Thus, a 
range of solidus and liquidus temperatures from 150°C 
to 600°C is possible. Conditions 7) and 8) favor a low 
melting soft solder; condition 5), harder solders with 
better thermal conductivity. The higher melting possi-
bilities are Ag, Au, and Al. The former appears to affect 
badly the junction for reasons unknown to the author. 

Counterelectrodes on n-type material will be con-
sidered first. The aluminum electrode has been employed 
in emitter contacts of transistors to give good emitter 
efficiency on low resistivity base material. This situa-
tion is not present in rectifiers. Conditions 2) and 6) lead 
to restricted use despite the good thermal conductivity. 
Au must be doped to form a p+ contact. Of the doping 
possibilities, only Ga is readily carried out and has been 
used in some small fused wire rectifiers ("gold bonded"). 
Au-B, Au-Al alloys are brittle and difficult to prepare 
and fabricate. Practically all p+n rectifiers presently 
made employ the low melting alloys despite the low 
thermal conductivities. (The high thermal resistance 
may be relatively unimportant in certain designs in 
comparison with air and liquid film resistances.) Most 
common of all counterelectrode materials for n-type 
silicon is pure In. The melting point is satisfactory and 
operations subsequent to fusion can be carried out 
without damage to the recrystallized p+ region. The 
only drawback is the low thermal conductivity which 
has been a problem in some cases. The use of In-Ga 
alloys has been largely restricted to emitter preparation 
for high injection efficiency. Pb-In alloys with sufficient 
In have been tried with success but have no particular 
advantage over pure In. 

Counterelectrodes on p-type material employ the 
same basic materials except for Al. Thus, Au-Sb or Au-
As are possibilities. The low melting elements, including 
In, can be doped to produce n+ regions. Thus, binaries 

of Sn, Pb, and In with As and Sb and the ternary Sn, 
Pb, Sb have been used. 
The same mechanical considerations noted for the 

counterelectrode alloy apply to the base. Electrically, 
the materials must form either a highly doped region of 
of the same conductivity type as the base or a metallic 
recombination contact. Base solder' materials to form 
n+ regions are the same as those discussed in connection 
with rectifying junctions on p-type material. One of the 
most commonly employed materials, especially in large 
units, is pure Sn which acts as a metallic recombination 
surface. For ohmic solders on p-type material the range 
of materials Au-Ga, In, PbIn, PbSnIn are possibilities 
and have been used. 

b) Silicon contact solders: The increased fragility of 
silicon, the more difficult wetting problem, and the 
higher ambient processing and application temperatures 
make the choice of electrode materials for silicon recti-
fiers somewhat more difficult. The same higher melting 
elements as in the germanium case—Al, Au—are possi-
bilities. In addition, Ag has been employed with success. 
Aluminum is used in most cases as counterelectrode on 
n-type material. The contact is not ideal in that the 
silicon and aluminum eutectic temperature is too high 

(577°C) and the product noted in condition 7) is too 
large. The silver-silicon alloy suffers the same deficien-
cies as Al (eutectic 830°C, brittle redeposit). The condi-
tions in the silver-silicon alloy are bad enough to cause 
cracking of the silicon despite the presence of backing 
electrodes. The Au-Si alloy is also brittle but the eutectic 
temperature is low (370°C). Additions to the pure metals 
can be made to improve the situation. In lowering the 
solidus temperature of the Al-Si alloy, Mg and Ga would 
appear to be of interest (lowering the solid to about 450° 
and 425°C, respectively). Al-Mg alloys have about the 
same values of the product in condition 7) ; the Al-Ga 
alloys are soft. Sn-Al alloys have a phase that melts at 
232°C which restricts processing somewhat. Both Pb 
and Sn-Al alloys present difficulties in vacuum fusion 
operations. Additions of Al, In, Ga, or Ge, to Ag will 
lower the solidus somewhat. The solid solutions with 
Ga or In may be expected to have lower bulk moduli. 
Small In or Ga additions to Au dissolve but phase 
diagrams are not available. The bulk moduli of the Au-
Si and Ga or In ternaries should not be adversely 
affected. Small lead additions to Ag have been used to 
lower the solidus to the region of 500°C and soften the 
silicon alloy. 
Of the metals mentioned Al, Al-Ga, Al-Sn produce 

p+ regions on n material, Ag-Al, Au-Ga, Au-In do not 
seem to. Au and Ag-Pb alloys with Sb or As have been 
employed to make n+ contacts on p material. Au-Sb 
alloy has been most widely used in commercial rectifiers. 

Base contacts on p-type material can be made with 
Al and the Al-Ga and Al-Sn alloys. On n-type material 
the Au-Sb, Au-As, AgPbSb, AgPbAs alloys are possi-
bilities, the Sb alloys being more convenient to prepare 

and use. 
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Except in the cases of smaller junctions, all the harder 
alloy solders must be thin foils a few mils thick to pre-
vent undue stress in the silicon. Again in large area junc-
tions the hard solders are usually backed up by metals 
matching the silicon in thermal expansion coefficient. 

c) Counterelectrode and base electrodes: The counter-
electrode material must satisfy several requirements. 

1) It should have close to the same thermal coefficient 
as the semiconductor over the entire range of tem-
peratures encountered during operation and 
processing. 

2) It should have a bulk modulus which is high if the 
coefficient in requirement 1) matches well, and low 
if it does not. 

3) It should have high thermal conductivity. 
4) It should have fabrication possibilities and be 

reasonable in cost. 

5) It should, if possible, be inert to the action of 
etches employed in processing the basic diode. 

6) It should not contaminate the redeposited silicon. 
7) It should be wet by the counterelectrode in the 

range of fusion temperatures employed. 
8) It should be wet by solders used in attaching ex-

ternal leads. 

Table I lists properties of a number of interesting 
electrode materials. Chromium and zirconium are not 

TABLE I 

PROPERTIES OF COUNTERELECTRODE MATERIALS 

PROCEEDINGS OF THE IRE 
June 

cient of expansion. Tungsten and molybdenum have 
been used with both semiconductors. Molybdenum con-
tacts can be readily punched from sheets, and tungsten 
electrodes are most easily prepared by sintering tech-
niques. Molybdenum can be easily welded or soldered 
to with soft solders when clad with Kovar alloy, plated 
with Ni or noble metals, or tinned with Ag, Sn, or In. 
When the material is used as counterelectrode material, 
the surface next to the counterelectrode solder is not 
clad or plated. Tantalum can be easily fabricated and 
is relatively inert to action of etches employed in process-
ing. The element can be welded, but cannot be wet by 
soft solders unless clad or plated. It is expensive. The 
Kovar alloy and similar ones can be readily welded. 

2) Diffused Rectifiers: The application of diffusion 
techniques in the production of rectifiers and transistors 
has grown rapidly in the last few years but attention has 
been focused on the silicon unit as far as rectifiers are 
concerned. A p-n junction is obtained by diffusing an 
appropriate impurity into the surface of the base ma-
terial. In principal, any of the acceptors B, Al, Ga can 
be diffused into n-type material, and the donors P, As, 
Sb into p-type material, but in practice most units are 
made by diffusion of phosphorus and boron. 
The theory is discussed elsewhere in this issue in a 

paper by Smits." 

Two different methods have been developed, one at 
tatic reduced pressure, the second at atmospheric pres-
ure in a dynamic gas system. The second method is 
most widely used for rectifier preparation. 

Furnaces with two controlled temperature zones are 
employed. A quartz furnace tube is connected at one 
end to a source of different gases, N2, 02, H2, He, water 
vapor, or combinations. A suitable source of the dif-

0.35 usant, usually the oxide, is located in the zone at lower 

0.35 emperature. The vapors from the heated source are 
0.35 arried by the gases over wafers of silicon in the hot 
0.03 one of the furnace. Under these open furnace condi-

ons, a SiO2 film forms on the silicon surface and pre-
0.04 
0.48 ents evaporation of the silicon. The surface concentra-
0.13 ons N. which are required for calculation of junction 

0.025 pths have been determined for a variety of carrier 
ses and source and silicon temperatures. The diffusion 
nstants vary somewhat with the degree of surface dis-0.029 

0.16 rbance of the crystal. Quite uniform diffusion results 
from a lapped surface. With uniform diffusion con-
stants, junction depths still vary somewhat because of 
change of resistivity of the silicon crystals (especially 
those of high resistivity for high-voltage units) in the 
heat treatment at the high temperatures employed. 
Adequate provision must be made for such effects in 
rectifier processing. The lifetime of crystals usually de-
grades badly in the operation and considerable atten-
tion is being given to the temperature gradient during 
heating and cooling, to elimination of stresses on the 
crystals and the high temperatures, and to annealing 
procedures. 

" F. Smits, "Formation of junction structures by solid-state dif-
fusion," this issue, p. 1049. 

Elastic 
Modulus, 
Psi X106 

Coefficient of Ther-
mal Expansion 
Inch Per Inch 
CX10-6 

Thermal 
Conductivity, 
Calories Per 
Second (cm2) 
(C Per cm) 

Mo 
Mo, Kovar-alloy-

clad 
Mo, Ni-clad 
Kovar alloy 

Zi 

Ta 
Invar alloy 
(36 per cent Ni, Fe) 

Hypernik alloy (47-
50 per cent Ni, Fe) 

Cr 

50 5-6 

50 5-6 
50 5-6 
19.5 4 to 445 C 

>5 at high tem-
perature 

11 5 
50 4.3 
27 6.5 
21 2.7 to 200 C 

11.5 to 200-315 C 
15.5 to 315-425 C 

24 5.5 in small range 
36 6.2 

available in sheet form for general industrial use. The 
counterelectrode contact and the base contact in small 
rectifiers where the internal thermal resistance is not 
important need not have a good thermal conductivity 
and the Kovar and similar alloys have been used in both 
germanium and silicon with high-temperature solders. 
However, difficulty is experienced if an alloy freezes 
much above the inflection point in the thermal coeffi-
cient of expansion. Similar difficulties occur with some 
of the other Ni, Fe alloys. 

Of the elemental metals, tungsten best matches sili-
con, and molybdenum, germanium in thermal coeffi-

ti 

ti 
de 
ga 
co 
tu 
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After the diffusion operation, the oxide layers must 
be removed in HF before the surfaces of the blanks 
can be prepared for plating by lapping or chemical 
roughening. 
The silicon surfaces are then plated with Au, Ni, or 

Cu by electroless techniques. Soft solders are employed 
in soldering the basic cells to heat sinks and electrodes. 
The static reduced pressure method for carrying out 

the diffusion is not commonly employed for rectifier 
manufacture and will not be discussed. 

III. RECTIFIER PREPARATION 

A. Germanium Rectifiers 

1) Small Diodes: Two types of small germanium 
diodes will be discussed which are analogs of silicon 
types treated later. The first of these is commonly 
called the "gold bonded" diode and is similar to the 
fuzed aluminum wire diode in silicon. Small n-type 
square dice about 50 mils on a side with thickness about 
15 mils are used. These are fused to Dumet pedestals in 
appropriate jigs in N2 atmosphere. The Dumet alloy is 
used because the units are glass encapsulated. An Au-Ga 
alloy wire a few mils thick is welded to another Dumet 
wire. The free end is welded to the surface of the ger-
manium with a high current pulse. The glass capsule is 
sealed. Units made in such a manner have low power 
ratings (approximately 0.1 watt). 
The second type of germanium rectifier is larger and 

is prepared in much the same manner as some of the 
large units. A small indium dot comprises the counter-
electrode solder, tin the base solder. The latter solder is 
directly connected to a steel base. Much of the discus-
sion of the larger units given next applies to the smaller 
device. 

2) Large Power Rectifiers: The basic cells of the large 
areu germanium rectifiers available are remarkably 
similar. Although a number of alternate structures are 
possible as discussed in Section II, the indium n-type 
germanium-tin system, giving a p+nr or p-f-nn+ 
device, is widely used because of its simplicity and the 
satisfaction of all the requirements noted. This is not 
to say that very appreciable differences between basic 
cells do not exist, but rather to point up the extreme 
importance of the starting germanium materials and 
fine processing details. 
High resistivity n-type germanium of resistivity 20 

to 50 ohm-cm is employed. The crystal orientation may 
be (111) or (100) but the latter may be preferred. The 
material is zone refined to a high degree and doped to 
the desired resistivity in a horizontal furnace. The in-
jected carrier lifetimes exceed 100 µsec and may run 
into the millisecond range. Lineage and aggregations of 
dislocations must be absent. There is an optimum range 
of etch pit densities. The crystal must be relatively free 
of dislocations for best results but if the number is too 
small difficulties are encountered in containing the 
indium counterelectrode solder. A value of about 
103/cm2 etch pits represents a good compromise. 

The crystal is sawed into slices of diameter up to 
about one inch. These are then etched or lapped and 
etched to the desired thickness of 15-30 mils in the 
common HF, HNO3 solutions containing iodine, bro-
mine, and/or acetic acid. Thin films of gold may be 
evaporated onto the surfaces to improve wetting. 

Pure indium counterelectrode solder of thickness (3 
to 60 mils) appropriate to the fusion process and ger-
manium thickness employed is cleaned by physical, 
chemical, or electrolytic means. The base solder of Sn 
or Sn-Sb alloy is likewise carefully cleaned. 
The above components are then assembled in appro-

priate jigs with or without bottom and/or top contacts 
mentioned previously. These are fused sometimes in 
inert gas with a preliminary outgassing in vacuum. Tem-
peratures range from 550°C to 600°C. The units are 
then etched chemically in the mixed acid etches or 
electrolytically in NaOH solution. In cases, no post-
etching at all is employed. 
A variety of cases have been employed by different 

manufacturers. These may be filled with dry air or in 
cases with resins. Designs are available for both water 
and forced air cooling. 

B. Silicon Rectifiers 

Neglecting the very small junction diode types which 
employ Al junctions with whisker electrodes to the 
counterelectrode solders in modifications of process 2 
below, a total of seven representative methods to yield 
units covering a broad range of forward and reverse 
current and voltage ratings will be discussed. Structur-
ally similar devices will be treated in groups although 
specific dimensions of parts, silicon resistivities, and sur-
face treatments may vary within the group to yield 
final units with different ratings. 

Historically, one of the first small p-n junction recti-
fiers introduced was the so-called fused-wire diode. 
There are two distinct types; the first was designed for 
very low-current (forward current knee 1 volt drop at 
approximately 10-2 amperes) and for low-power opera-
tion. 

1) Twin Fused Wire: The silicon employed is n-type 
in the form of dice approximately 0.1 X0.05 X0.05 inch. 
These are etched in conventional acid etches. Ten mil 
wires of Al and Au-Sb alloy are cleaned and the ends 
are cut square. These are clamped to lead wires through 
glass or ceramic headers to give a spacing between wires 
of 0.040-0.050 inch. They are fused to the silicon die 
located on a heating element. The fusion occurs in inert 
atmosphere at about 800 or 900°C. 

Basic cells are post-etched, immersed in silicone 
greases, and hermetically sealed in glass or metal cases. 

2) Single Fused Al Wire: For higher current ratings 
(forward current knee 1 volt at 1 to 5 X10-1 ampere), 
the design above was modified to decrease the forward 
resistance. There are a number of manufacturers pres-
ently producing this type. As in the instance of large 
power germanium rectifiers, the processes are quite 
similar. 
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The starting material is n-type silicon of resistivity 
appropriate to the voltage rating desired. The correla-
tion between resistivity and breakdown voltage is 
usually quite poor. Ranges commonly employed are 
indicated in Table II. The silicon is sliced, diced, and 
etched to give dice in the range of thickness between 7 
and 15 mils. Within a given process, the dice thickness 
variation is the order of +0.5 mil. 

TABLE H 

Resistivity Voltage for Reasonable Yield 

1 ohm-cm 
10 ohm-cm 

100 ohm-cm 

>25 volts 
>200 volts 
>1000 volts 

All types employ an aluminum wire for counterelec-
trode. The diameters vary from 10 to 20 mils depending 
upon the current ratings desired. 
The base solder to the silicon is usually Au-Sb foil 1 

to 3 mils thick which is employed with Mo or Kovar 
type alloys. If Au foil is not used, the silicon must be 
plated to permit subsequent attachment to a base con-
tact. Electroless nickel plating procedures have been 
used. 

The preparation of the basic cell with leads attached 
is carried out in one- or two-step processes: 

One-step 

Process 1—Simultaneous fusion of Al wire to silicon and 
of the latter to the base support of Kovar alloy with 
Au-Sb alloy. 

Two-step 

Process 2—Prefusion of silicon with Au-Sb alloy to base 
support of Mo (clad or plated). 

Process 3—Fusion of Al wire to silicon, soft solder of 
plated silicon to base support. 

The base support can be a member which is subse-
quently soft soldered to a case base or can constitute 
the case base. The processes have different advantages 
and disadvantages, some of which are tied up with 
machine design and production capacities. Processes 1 
and 3 take place in graphite boats in continuous belt 
furnaces. Inert gases N2, A or N2, H2 mixtures are em-
ployed. Process 2 is carried out piece by piece in a wire 
fusion jig. In all cases, the temperature and temperature 
gradient must be carefully regulated so that the silicon 
surface is somewhat over 600°C. 
The aluminum-silicon junctions are in some processes 

etched, in others not. The units are then welded or 
soldered into a variety of cases. 

All these types have a common problem at the alumi-
num-silicon junction: an appreciable thickness of alumi-
num is in contact with silicon. The expansion coefficients 
do not match which may lead to cracking of the silicon. 

3) Tin-Aluminum Alloy Types: The silicon type and 
resistivity and its processing is similar in all cases. How-

ever, the choice of counterelectrode and base solders as 
well as of lead attachment methods vary. 
As noted in Section II, a tin-aluminum alloy can be 

chosen to provide p-type doping. This has been done by 
some manufacturers. The resulting alloy is soft com-
pared with the aluminum-silicon eutectic. Solder pene-
tration on fusion is decreased considerably. The base 
solder is Sn which is used to solder the wafer to a steel 
support or directly to steel or copper studs. 

4) Inert Nail Type: To retain processing advan-
tages of a single step fusion for both base and counter-
electrode contacts and to avoid the difficulties encount-
ered with the aluminum wire junction, one producer 
has employed a structure with inert Ta nail for the 
counterelectrode contact and aluminum foil for the 
solder. The thickness of the aluminum is so reduced 
compared with that of the nail of low expansion coeffi-
cient that the average coefficient of the system is near 
that of silicon and excessive stress is avoided. The base 
solder is an AgPbSb alloy. The base support is a metal 
of low thermal expansion coefficient (Mo) which may 
constitute the case base as in process 1 in Section III-B, 
2. The SiAgPbSb alloy that results at the base after 
fusion has a lower bulk modulus than the Si-Au-Sb 
alloy and was chosen to further reduce stress in the sili-
con. Encapsulation of the unit is carried out in a series 
of welding operations. 

5) Silicon Sandwich Type: Another unique method of 
reducing stress in silicon has been employed in pro-
ducing a line of rectifiers. This uses a support wafer of 
silicon to reduce the stress in the element. Thus, a sand-
wich of silicon results with relatively unstrained ma-
terial near the junction. 

6) Diffused Types: The diffused rectifier process is 
such that the basic steps are carried out before the area 
of the junction need be determined. Consequently, all 
types from the very low-current, high-voltage (100 ma, 
1500 volts) to the high current ones (100 amperes) can 
be discussed at once. 

Although a number of possible methods exist, most 
presently available units are produced by the one to be 
reviewed. An n+pp÷ structure results. P-type silicon 
of resistivity range similar to that given for the fused-
wire rectifier is employed. Slices are cut and lapped to a 
thickness depending upon the inverse voltage to be sup-
ported but generally to about the same value or perhaps 
a mil or two smaller than in the fused cases. After 
cleaning, the slices are exposed to vapors from a P206 
source held at a temperature about 200°C. The vapors 
are transported in an oxygen carrier past silicon slices 
located in the hot zone (approximately 1200°C) of a 
two-zone furnace. Other carrier gas combinations can 
be employed in different sequences. The objective is to 
obtain a uniform diffusion of phosphorus through a 
phosphosilicate glass formed on the silicon. This pre-
diffusion is continued for about one-half hour. The 
P206 source is then removed and diffusion in the silicon 
continued for several hours. 
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The phosphorus is then lapped from one side of the 
slices. These are loaded into another diffusion furnace 
in which vapors from boric acid held at about 250°C are 
carried in oxygen past the silicon slices in a hot zone at 
1200-1300°C. Again, diffusion is carried out for several 
hours. 
A new wrinkle in the diffusion of the two elements to 

form the same basic structure has been introduced." 
In this method, which has been employed to produce 
rectifiers with 5-10 ampere ratings" in a very simple 
and inexpensive manner, P205 and a boron compound, 
each in an organic vehicle, are painted on opposite sides 
of a silicon wafer. Wafers are then stacked back-to-
back and diffused in an open tube. 

After removing the oxide coats in HF, a matte surface 
is achieved by lapping or chemical treatment. An elec-
troless nickel or gold plate can then be achieved. The 
wafers are diced to size, pretinned with soft solder, 
mounted on base pedestals, and etched in conventional 
etch solutions. 
A variety of case structures has been conceived 

which minimize to some extent the masking, etching, 
and lead attachment problems associated with the 
handling of basic silicon cells not having refractory 
metal contacts. 

It should be noted that small units may be soldered 
directly to copper tabs since soft solders are used. 
Coatings of silicon varnish are applied and cured prior 
to final case welding or soldering. Diffused rectifiers 
are being presently manufactured in current ranges to 
several amperes. 

7) Large Fused Types: In all available types of large 
rectifiers, the silicon is supported by a base contact of 
Mo. In the large sizes and under the extreme conditions 
which such types are placed, the basic problem of strain 
in the silicon must be carefully considered. In most 
cases, the counterelectrode is likewise supported by a 
Mo plate. 
The basic cells then consist of silicon sandwiched 

between two Mo members. The silicon employed ranges 
in size up to i-inch diameter and has a thickness of 8 to 
10 mils. The parts can be fused together with advantage 
using the hard solder systems. For the counterelectrode 
in the p+nn+ unit aluminum is used, for the base 
solders Au-Sb or Ag-Pb-Sb. The n+pp+ type uses an 
aluminum solder to a molybdenum contact but no 
counterelectrode support member. Foils are in the range 
1 to 3 mils thick. Fusions take place in gi aphite jigs, in 
vacuum, at temperatures close to 900°C with the silver 
alloy, 800°C with the gold alloy. Again, units are etched 
in the usual solutions. The basic cells are then soft 
soldered to copper pedestals. A series of welding or 
soldering operations completes the fabrication. 

64 K. D. Smith, "Economical diffused junction silicon yaristors," 
presented at PGED Conference, Washington, D. C., October 26, 
1956. 

66 H. E. Hughes, J. H. Wiley, and P. Zuk, "Silicon diode design 
characteristics and aging data, 1957 IRE WESCON CONVENTION 
R F:CORD, pp. 80-89. 

IV. RECTIFIER PROPERTIES 

A. Appearance 

Although the number of basic cells is quite limited 
there are a large variety of rectifiers despite efforts at 
standardization. The general appearances of the Ge 
cases are similar to those of the small silicon types. The 
characteristics of the germanium units are coded Ge1 
in subsequent illustrations. 

Large germanium rectifiers are pictured in Fig. 1. 
The range of air and water cooled applications give 
greater latitude in case and cooling structure design. A 
code of Gei is used in the illustrations. 
The appearances of the smaller and medium sized 

silicon rectifiers are familiar (coded Si. and Si. in sub-
sequent figures). Larger units (Si') are assembled in 
Fig. 2. 

Fig. 1—Large germanium rectifier units. 

Fig. 2—Large power silicon rectifier units. 

B. Static Characteristics 

A valid quantitative comparison of theoretical and 
experimental rectifier characteristics requires detailed 
information which is not usually obtained by the manu-
facturer for commercial purposes. In those cases in 
which detailed information has been obtained there is 
some question that the devices investigated were identi-
cal or closely similar to those discussed. Consequently, 
it is necessary to review specific results that have been 
obtained with special contacts in evaluating the 
theories. Only qualitative statements can then be made 
regarding the application of these results to the general 
run of different commercial devices. Of course the static 
characteristics per se with or without explanation are 
of first interest to users. 
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1) Reverse Characteristics: Pell" has examined the 
reverse current at low voltage of a variety of small 
fused and small and large grown germanium contacts 
and, with care to separate bulk and surface effects, has 
demonstrated that two components of bulk current are 
present: one follows the usual diode diffusion theory, 
and the other arises from charge generation in the space 
charge region, at traps about 0.3 ev from one of the 
bands. The absolute magnitude of the components were 
compared with results obtained from independent meas-
urements of intrinsic resistivity and reasonable agree-
ment was obtained. The diffusion component domi-
nated at temperatures above —20°C. The nature of the 
traps could not be determined but the level was not 
inconsistent with those of Fe and Cu. Many investi-
gators working at room temperature and above have 
found good agreement between the theory for the dif-
fusion component and experiment in small rectifiers. 
At higher reverse voltages, the agreement of charac-

teristics of small germanium diodes has again been 
good using junction lifetime parameters measured on 
the diodes under test. The correct dependence of satura-
tion current on resistivity has been noted. The ava-
lanche breakdown mechanism for contacts with re-
sistivities employed in the rectifiers being discussed has 
been reasonably well substantiated. However, the values 
of breakdown fields have been determined experimen-
tally. 

In any particular small rectifier, reverse current may 
exceed the theoretical value (again using the rectifier 
determined junction lifetime). In many cases, this can 
be traced to the existence of surface conduction channels. 

In larger germanium rectifiers the agreement of theory 
and experiment is usually quite poor. A saturation cur-
rent may be observed for only a small voltage range or 
not at all. Breakdown voltages fall far short of those 
predicted from breakdown fields in small units. The 
difficulties appear to be known although the ultimate 
in reverse characteristics has not yet been obtained. 
The problems lie in obtaining large area crystal slices 
free of lineage, aggregations, dislocations, and, of course, 
grain boundaries or cracks, and in achieving uniform 
penetration of the counterelectrode alloys. When unwet 
areas exist under the electrode alloy, large components 
of surface leakage at these spots exist. Post-etching pro-
cedures noted in Section III can only improve the ex-
posed junction periphery. 
The reverse currents in small etched silicon junctions 

are much smaller than in germanium, being in the range 
10-6 to 10-7 amps/cm'. If the reverse current were dif-
fusion controlled, the current would be close to 10-n 
am ps/cm2. 

Sah, Noyce, and Shockley have recently treated the 
problem with care to show surface effects to be negligible 
in the freshly etched junctions used. Good agreement of 
theoretical calculations and experiments were obtained 
on the basis of charge generation from traps very near 
the center of the band, 

The small silicon rectifiers of all types exhibit wide 
ranges of reverse current densities regardless of extreme 
care taken to avoid surface leakage currents. The mag-
nitude of the observed range of currents and this vari-
ation is readily understood in terms of the dominant 
nature of current from charge generation centers deep 
within the forbidden band. Thus, the characteristics are 
extremely sensitive to the silicon material used. In un-
etched rectifiers and those with unclean surfaces, the 
reverse currents are higher because of the surface com-
ponents. The nature of all the surface contributions to 
excess leakage has not been determined. In fused recti-
fiers, the edge strained crystal structure, surface oxide 
films, and ionic impurities all contribute. With further 
examination of bulk trapping levels and separation of 
the body effects, the quantitative analysis of the practi-
cal rectifier may be looked for in the near future. The 
characteristics of small diffused junctions exhibit the 
same range of currents. 
The reverse breakdown in silicon is again of the ava-

lanche type. Breakdown fields have been determined 
from the study of small junctions. These breakdowns 
represent upper limits to be expected. In practical 
small rectifiers, the breakdowns obtained are safely a 
factor of about twenty times the resistivity in the range 
of voltage below 1000 volts, a factor of 10 or less at 
higher voltage. Again, the perfection of the silicon is all-
important in achieving the highest voltages. Both fused 
and diffused rectifiers have been made in reasonable 
yields with voltages over 1500 volts. However, the ulti-
mate that is possible, according to current theories, has 
not been achieved. 
The reverse current densities of large silicon rectifiers 

of both the fused and diffused types have been higher 
than in the smaller types in most cases. The reverse cur-
rent densities range from 10-5 to 10-1 amps/cm' (in 
the operating voltage range 50 to 400 volts) depending 
upon the details of processing and the quality of silicon 
employed. The currents generally increase faster with 
voltage than in the small rectifier cases. With ultrapure 
silicon, the largest size rectifiers can be produced with 
good yield of units with voltage over 1000 volts and low 
leakages. As in the germanium large area rectifier, the 
limiting factors are the degree of crystal perfection and 
the uniformity of alloy fusion or doping impurity dif-
fusion. 

Fig. 3 presents the reverse characteristics per unit 
area of a collection of silicon and germanium rectifiers 
together with the characteristics of the junctions that 
were examined in comparing theory and experiments 
noted above. 

2) Forward Characteristics: The forward characteris-
tics of germanium follow reasonably well the exp 
(ev/kT) dependence at low voltage, the exp (qv/2kT) 
low at higher voltages. Diffusion currents control in all 
ranges of temperatures in practical applications. At 
higher currents, the field drops in the fully conductivity-
modulated base semiconductor determine the charac-
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Fig. 3—Reverse characteristics per unit area of representative 
germanium and silicon rectifiers. 

teristics. Typical forward current densities in the com-
mercially available units are given in Fig. 4. 
The forward characteristics of most silicon rectifiers, 

large and small, exhibit a region with exp (qv/kT) de-
pendence at very low voltages which alters to an exp 
(qv/2kT) for a range of higher voltages. At very high 
forward voltages, the rectifiers reach constant resistance 
regions. Sah, et al., have also treated the forward char-
acteristic and attributed portions of the characteristic 
between the very low-level region and a high-level dif-
fusion current region (that of bulk conductivity modu-
lation) to recombination effects. It is somewhat difficult 
to separate different regions of the characteristics since 
there is always a qv/kT region at low levels and the 
qv/2kT region must be passed through in reaching the 
constant resistance region. The analysis of small recti-
fiers by Fletcher noted in the section on theory considers 
the importance of semiconductor thickness and rectifier 
structure in determining the exact form of the forward 
characteristic. The thickness ranges noted in Section 
III were chosen to give lowest possible forward resist-
ances without obtaining an appreciable number of 
shorts. The very lowest forward drops seem to occur in 
p-type fused and thin diffused units. Fig. 4 compares 
forward current densities in practical germanium and 
silicon rectifiers with values obtained in junctions that 
have been employed in testing the theories of Section II. 

3) Temperature Dependence of Reverse Leakage: For 
the most part, the characteristics of well etched ger-
manium devices follow the exp (EG/kT) law required 
for diffusion currents. 

0 .1 .2 .3 .4 .5 .6 .7 .8 .9 10 1.1 I.2 

FORWARD VOLTAGE (voI») 

Fig. 4—Forward characteristics per unit area of representative 
germanium and silicon rectifiers. 

The temperature dependence of reverse leakage of 
some well etched silicon diodes follow reasonably well 
an exp (EG/2kT) relation. Other rectifiers exhibit a 
variety of dependences. In some cases, the leakage even 
decreases with temperature. Such behaviors are at-
tributed to surface leakages since they occur for the 
most part in poorly etched or unetched units. The sub-
ject of the temperature dependence of rectifier proper-
ties has not been completely explored and considerable 
additional work is required on the subject. 

C. Typical Ratings 

The subject of ratings of rectifiers is a very large one 
and a detailed treatment of the subject would be out of 
order in the present paper. Therefore, the general 
principles will be briefly reviewed, then a short sum-
mary of the range of current, voltage, and power han-
dling capacities of single rectifier units will be given. 
Most of the previous discussion of theories, processes, 
and devices has concentrated on units which handle 
currents in the 0.2- to 200-ampere range and above. 
Such devices are employed in applications where first 
attention has not been on switching times (although this 
lack of attention has caused difficulties in some applica-
tions). Therefore, little will be mentioned on switching 
periods and switching transients. Again, reference is 
made to the literature" for the treatment of small 
diodes. In larger devices, much more work is needed on 
the subject. 
The ratings of a rectifier are determined basically 

from the condition that the temperature of the semi-
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Fig. 5—Reverse characteristics of complete range of rectifiers. 

conductor junction does not exceed a steady-state value 
in which the heat dissipated in both forward and reverse 
directions equals that removed to the heat sink. 
The reverse power dissipation rises exponentially 

with temperature at a given reverse voltage. On the 
other hand, the forward dissipation at a given current 
drops only slightly with temperature principally as a 
result of the temperature dependence of the internal 
contact potential. 
The power removed to the heat sink consists of radi-

etion convection and conduction losses. In the tempera-
ture range under consideration, effective radiation film 
coefficients can be used and the combined radiation and 
liquid or air convection losses per unit area can be ex-
pressed as a linear function of the local temperature 
drop to the ambient and the combined film coefficient. 

In present practice, the maximum steady-state junc-
tion temperature permitted in germanium is about 
90°C; in silicon it is from 180 to 200°C. At times higher 
junction temperatures have been employed, to possibly 
110°C in germanium and 250°C or so in silicon, but 
these values are unusual. 

In determining reverse ratings, an additional con-
sideration arises: the rated voltage must be safely above 
the value of any transient encountered in the particular 
kinds of applications for which the units are designed. 
Fig. 3 shows that the reverse characteristic may have 
so-called hard or soft knees, that is, the breakdown 
voltage may be sharply or poorly defined. 
The Ge and Si basic rectifying cells are so small that 

the film coefficients of the cases shown in Fig. 2 almost 
completely control the thermal resistances, 
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covery period of the diodes from a condition of near 
rated forward current to a condition of a 400 K ohm 
resistance in the reverse direction is of the order 1-10 
µsec. Collector capacitance is 10 to 40 mg. Higher con-
ductance units have been designed which raise the for-
ward current to 200 ma at 1 volt. 

2) Small Germanium and Silicon Rectifiers: The 
range of the gold bonded and small button alloyed ger-
manium types overlaps that of the variety of small 
silicon rectifiers. Thus, codes I and E, the germanium 
units, and codes F, G, H, J, K, L which represent a 
variety of techniques for producing the small silicon 
rectifiers span a current range 10-2 to 1 at 0.75-volt for-
ward drop (Fig. 6). The peak inverse voltage of the ger-
manium units is limited to about 300 volts. The leakage 
from Fig. 5 is 0.05 ma for the smaller, about 1 ma for 
the large germanium unit at the rated voltage and 50°C. 
The silicon units have peak inverse voltage ratings up 
to 1000 volts. The reverse leakages are relatively con-
stant with voltage ranges from 0.07 to 0.5 ma at rated 
voltages and 150°C. In some instances, upper reverse 
current limits are somewhat higher, up to 1-3 ma (de-
pending on the junction size and designed steady for-
ward current and surge current ratings). 
The de current ratings of the germanium unit E may 

be as high as 150 ma at 55°C. The equivalent silicon 
units have ratings from below 0.1 to about 0.5 ampere 
at 150°C. A one-finned structure (approximately 21 
square inches) increases the germanium rating to 0.5 
ampere, and similar provisions for the stud mounted 
units in silicon raise the capacity to 1 or 2 amperes. 

Current surge capacity varies greatly from 1 to 30 

amperes. 
There has been some difficulty in the life test of many 

of the silicon devices in this range.° It appears that 
many may be marginally rated. 

3) Intermediate Range Silicon Rectifiers: Devices for 
the current range from 3 to 30 amperes exhibit forward 
currents at 1 volt that fall in the decade above those 
of the rectifiers just discussed (codes C and D in Fig. 6). 
The reverse currents at rated voltages, which range to 
400 volts, may be as high as 50 ma at 150°C. All are 
mounted on fins of some kind in operation (sizes from 
4 inches' to 25 inches2). 

Surge ratings up to a few hundred amperes in certain 
cases can be handled for seconds. These larger devices 
which, as seen from the discussion of Section III, have 
different, more stable structures than most of the small 
rectifiers have, for the most part, performed in an 
excellent manner. Life test results have been good. . 

4) Large Germanium and Silicon Rectifiers: The very 
large germanium rectifiers have forward drops as low as 
0.55 volt at 600 amperes (25°C). The silicon units have 
forward currents to 100 or 200 amperes at 1-volt drop. 
The breakdown voltages of well made germanium units 

67 W. F. Bechtold and C. L. Hanks, "Failure rate studies on sili-
con rectifiers," AIEE Tech Paper No. 57-795; June, 1957. 

may be as high as 500 or 600 volts but working ratings 
below 100 volts are common. In silicon large area de-
vices, breakdowns consistently over 1000 volts have 
been produced. However, most ratings are restricted to 
300 or 400 volts. Current ratings generally do not ex-
ceed 250 amperes per cell in either germanium or silicon 
with ordinary heat dissipation schemes. Surge ratings 
of both germanium and silicon are high (1000-2000 
amperes for 1 second). Silicon rectifiers are always pro-
vided with fins for forced air cooling in these ratings. 
Germanium is used in both water and forced air cooled 
installations. 

V. SELECTED APPLICATIONS 

Referring again to Figs. 5 and 6, it is seen that a span 
of just about six decades of current is handled in the 
range of devices that have been considered. All of these 
devices are commercially available and some have been 
sold for a number of years. Yet, all the phases of re-
search, development and production have taken place 
within the past ten years. The number of applications 
for this range of devices is, of course, extremely large, 
covering all the fields of electronics and electrical power 
equipments. A few applications will be noted below by 

way of illustration. 

A. Computer Diodes 

The smallest junction diodes are employed in a 
variety of radio and computer applications. As a video 
detector, the semiconductor device prevents the intro-
duction of hum, screening is made simple, and the high 
efficiency is achieved. Diodes have also been employed 
in dc restorers and automatic gain control circuits. In 
the ratio detector in TV receivers with an FM sound 
channel, two diodes can be used in the discrimination 
circuit. In computers, flip-flop circuits and clamping and 
gating circuits, use has been made of the units. 

B. TV Diodes 

One of the volume uses for the small rectifiers with 
ratings of 0.5 ampere is in the B+ supply in television 
receivers. The silicon and germanium rectifiers for the 
purpose are very compact, have excellent efficiencies, 
and retain these efficiencies during operation (in other 
words, the units do not age). Turn-on capacitor surge 
problems caused trouble in initial applications but 
proper design has eliminated the problems. The devices 
are widely used and substantial quantities are in the 
field. 

C. Small Power Supplies 

The devices with the higher ratings in the group 
marked Si. and Ge. and those in the group Si. are as-
sembled in a variety of single- and three-phase power 
supplies that requires a sizeable volume to list. Fig. 7 
shows a few assemblies of a number of different manu-
facturers. The smaller bridges are free connection, the 
larger, forced air cooled. 
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Fig. 7—Assorted rectifier bridges. 

D. Rotating Rectifier 

One of the first applications of the rectifiers with 
ratings noted Si. was to the development of a brushless 
alternator for high-altitude aircraft." Both oil cooled 
and air cooled designs were produced. The use of silicon 
rectifiers in this application illustrates their operation 
under the most extreme environmental conditions. In 
addition to all the usual salt spray, humidity, and 

shock requirements of the military specifications, the 
rectifiers were required to withstand centrifugal forces 
up to 15,000 g and oil pressures of 400 pounds per square 
inch, both at ambient temperatures from —55 to 180°C. 
Cells were required to withstand 175 volts in the reverse 
direction and 40 amperes in the forward. The brushless 
generator incorporating the air cooled design to deliver 
40 kva is shown in Fig. 8. 

E. Battery Chargers 

Fast rate battery charger manufacturers have also 
employed silicon rectifiers because of their ruggedness 
and space savings features. Six, twelve, and twenty-four 
volt chargers are available with ratings of a few amperes 
to over 100 amperes. Other features include long life, 
the ability of the cells to withstant short circuits, and 
the absence of any inflammable parts. 

F. Utility Rectifier 

The hermetically sealed features of silicon and ger-
manium rectifiers have made them adaptable to many 

" H. W. Henkels, "Silicon rectifiers in brushless machinery," 
Commun. and Electronics, vol. 33, pp. 620-626; November, 1957. 

Fig. 8-40-kva brushless air cooled alternator. 

oil cooled applications, the largest of which is a 240-kw 

silicon rectifier designed to meet the conversion require-
ments of utility companies. 

The silicon rectifying cells are oil cooled within the 
submersible welded construction. Balancing reactors 
are used internally to provide proper division of current 
among parallel cells. Fuses are mounted externally in 
an air-tight compartment. Space savings and high effi-

ciency combined with no moving parts are added fea-
tures which have proven the advantages of the new 
rectifiers in this utility application. 

G. Germanium Electrochemical Installation 

The majority of applications now installed are for 
electrochemical processes requiring comparatively low 
voltage, high current, and high efficiency." The produc-
tion of hydrogen, chlorine, and other gases involves 
operation at 65 volts dc; electroplating and anodizing 
use 12 to 48 volts dc at high current, and arc reduction 
furnaces require 80 volts dc open circuit. Efficiencies 
are high, 94 per cent at 37.5 volts, 92 per cent at 24 or 
48 volts, and 90 per cent at 12 volts. The size and design 
of the individual cubicles depends upon the particular 
requirements, and may include the germanium stack 
assemblies, the transformer, control reactor, ac switch-
gear, fuse monitoring system, and heat exchanger type 
cooling system. For larger power requirements, these 
cubicles have been connected in parallel. 

59 L. W. Burton, "Germanium rectifiers for industrial applica-
tions,» ALEE Tech. Paper No. 56-78. 
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The Potential of Semiconductor Diodes in High-
Frequency Communications* 

A. UHLIR, jR.t, ASSOCIATE MEMBER, IRE 

Summary—Graded p-n junctions that can be fabricated by solid-

state diffusion are low-loss nonlinear capacitors at microwave fre-
quencies. These diodes can be used to make low-noise amplifiers, 
amplifying frequency converters, harmonic and subharmonic gen-
erators, switches, limiters, and voltage-tuned passive circuits. Single 
junctions can control many watts of microwave power. 

Point-contact diodes are nonlinear resistors and as yet are un-
challenged as microwave rectifiers. At lower frequencies, nonlinear-
resistance action can be obtained hi p-n junctions by introducing re-

combination centers. 
A p-i-n diode is resistive at high frequencies. The value of the 

resistance depends upon the dc current. This variable resistance can 
be used as a broad-band microwave switch or attenuator. At low 

current densities, the p-i-n structure functions as a transmission 
line and so can serve as a support, protection, and connection for 
small-area p-n junctions made in the same single crystal of silicon. 

I. INTRODUCTION 

it
r 1 HE need for microwave crystal diodes stimulated 

early work on germanium and silicon. In par-
ticular, germanium of fair purity resulted and 

was an essential ingredient in the discovery of the trans-
istor. Concepts created in the work on microwave diodes 
showed how to use the periodic table in further develop-
ment of transistor materials. 

It is now time for transistor technology to repay its 

debt to the microwave art. Single-crystal germanium 
and silicon are now available. New methods of making 
p-n junctions have been developed, such as solid-state 
diffusion of impurities. The p-n junction concept has 
been laid down and subjected to extensive (though by 
no means exhaustive) analysis. How can these develop-
ments be put to microwave use? 
One answer to this question is that the p-n junction 

itself will be a valuable microwave circuit element. Its 
most spectacular use will probably be in low-noise 
microwave amplifiers. This and other uses of junction 
diodes are discussed. Also, an attempt is made to ex-
plain why junction diodes have not replaced point-con-
tact diodes as microwave rectifiers and why the latter 
have not been greatly improved by transistor tech-

nology. 
A major theme of this paper is that diodes differ 

qualitatively in their electrical characteristics. For a 
given circuit function, a particular type of electrical 
characteristic will generally be optimum. An introduc-
tion to three diode types will be given in Section II. 
Two types, the nonlinear capacitor and nonlinear resis-

* Original manuscript received by the IRE, April 12, 1958. Based 
in part on investigations supported by the U. S. Army Signal Corps 
on contract DA 36-039 sc-73224. 

Bell Telephone Labs., Inc., Murray Hill, N. J. 

tor, can be described by simple equivalent circuits with 
frequency-independent elements; structures and physi-
cal mechanisms will be considered in Sections IV and V. 
Another type, the p-i-n structure discussed in Section 
VI is in a certain sense a variable resistor. Various cir-
cuit uses of diodes will be considered to determine which 
type of diode is most suitable. Rectification is discussed 
in Section VII. Frequency converters (Section VIII) 
may use nonlinear resistor or nonlinear capacitors; 
if the latter, amplification is possible. The control of 
microwave power by diode switches is discussed in 
Section IX. Sections X and XI deal with harmonic and 
subharmonic generation. The use of the nonlinear 
capacitor as a passive, electronically-variable capacitor 
is considered in Section XII. 

II. CLASSIFICATION OF DIODES 

What is here called a nonlinear resistor is the ordinary 
conception of a rectifier, a diode that can convert ac 
power into dc power. The argument of the entire paper 
can be anticipated by suggesting that a rectifier may 
not be the right type of diode to use in frequency con-
verters, switches, harmonic generators, and other cir-
cuits where rectification is not a specifically desired 

function. 
For an ideal nonlinear resistor, the instantaneous 

current i(t) is a function only of the instantaneous volt-
age v(t). Practically, a device might be called a nonlinear 
resistor if, for the intended frequency range, its action 
can be analyzed approximately by assuming i(t) =f(v(t)). 
The anticipated relation between current and voltage 
is the familiar sort shown in Fig. 1. Generally, the polar-
ity of the applied voltage makes a vast difference in the 
current. The polarity that gives a large current is called 
forward bias, the opposite, reverse bias. 
An analogous description can be made of the non-

linear capacitor. The operation of such a device can be 
analyzed approximately by assuming that the instan-
taneous charge on the device is a single-valued non-
linear function of the instantaneous voltage applied to 
each terminal. The charge-voltage characteristic for a 
p-n junction is indicated in Fig. 2. The slope dQ/dV of 
this curve is the small-signal capacitance, which, like 
the charge Q, may be regarded as a function of the in-

stantaneous voltage. 
A time-varying capacitance can amplify. This prin-

ciple has been utilized for a long time in vibrating-reed 
(or "dynamic capacitor") electrometers for amplifying 
low-frequency voltages from very high impedance 

sources. In Section VIII it is shown that analogous ef-
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Fig. 1—Typical current-voltage characteristic 
of nonlinear resistor. 

Fig. 2—Typical charge-voltage characteristic 
of nonlinear capacitor. 

fects can be obtained at microwave frequencies by ap-
plying a time-varying voltage to a nonlinear capacitor, 
thus producing a time-varying capacitance. The direct 
analog of the vibrating-reed electrometer is the ampli-
fying up-converter. Negative resistance amplification 
can also be obtained from time-varying capacitance and 
is the basis for a low-noise 6000-mc amplifier that is 
mentioned in Section VIII. 

Amplification can similarly be obtained from non-
linear inductance. The name "varactor" has been pro-
posed for any device whose operating principle is non-
linear reactance.' If this name gains currency, one would 
speak of nonlinear capacitor amplifiers, as well as ampli-
fiers using saturable reactors, as varactor amplifiers. At 
present, the name "parametric amplifier" is often used. 
"Reactance amplifier" seems to be a much more descrip-
tive term. 

Another class of diodes seems to deserve the name 
"variable resistor." (It is regrettable that this term has 
been previously used as a synonym for nonlinear re-
sistor.2) The structure is a layer of high-resistivity semi-
conductor with heavily-doped p and n regions on either 
side. A symbol for this structure is p-i-n. The shunt 
capacitance per unit area is remarkably small and 
the impedance at high frequencies is essentially resist-
ive. The value of the resistance can be varied over a 
large range, being very high for reverse dc biases and 
very low when current flows through the diode in the 
forward direction. However, one cannot vary the re-
sistance at a microwave rate, as is possible with certain 
nonlinear resistors (point-contact microwave diodes). 

III. IMPEDANCE MEASUREMENTS 

The diode classifications outlined above define 
diodes by their two-terminal lumped-element character-
istics. At high frequencies, ordinary components and 

1 M. E. Hines, paper to be published. 
2 A. Uhlir, Jr., "Two-terminal p-n junction devices for frequency 

conversion and computation," PROC. IRE, vol. 44, pp. 1183-1191; 
September, 1956. 

transmission lines have dimensions that are appreciable 
compared to the wavelength, so that lumped-element 
concepts cannot be applied to them. However, the active 
regions of semiconductor diodes are generally small 
enough so that a lumped-element definition is tenable. 
A suggestion by Waltz' makes possible microwave 

measurements of the actual junction or contact im-
pedance of semiconductor diodes. This technique has 
been especially helpful in the development of p-n junc-
tion nonlinear capacitors, and this problem is solved in 
the following. The diode is mounted in some kind of a 
waveguide holder or crystal mount for coaxial line. The 
transmission line is connected to some impedance-
measuring device adapted to transmission lines, such 
as a slotted line. The objective is to find the impedance 
of the junction itself. To do this, one must find the 
parameters that define the electrical transformation 
from the junction to the transmission line. The basis 
for the measurement is to make impedance standards 
that, like the junction, are small compared to the wave-
length. They must be placed in exactly the same con-
figuration as the p-n junction or point contact. The im-
pedance standards may be, for example, small area pres-
sure contacts to carbon of the type used in carbon re-
sistors or pencil leads. (In evaluating gold-bonded 
germanium diodes, satisfactory "standard resistors" 
were made by bonding gold-gallium wire to p type ger-
manium.) Two singular impedance standards are read-
ily constructed, an open circuit and a short circuit. 
The analysis of the data is not described here, except 

to note that it is particularly simple if the transforma-
tion between the diode and the transmission line can be 
regarded as lossless. Then the transformation at a single 
frequency may be represented by a length of line, a ser-
ies reactance (or shunt susceptance), and an impedance 
transformation. The open circuit and short circuit de-
termine length of line, and the product of the series re-
actance and the transformation ratio, so that relative 
junction impedances can be obtained without using a 
standard resistor. 

If the diode is fabricated in some kind of a cartridge, 
one must use identical parts to fabricate the standard 
resistors. Care must be taken to insure that these resist-
ors are inserted in the crystal mount in exactly the same 
way as the diode to be measured. The frequency limit 
of this technique depends upon the pains taken to insure 
equivalence of the electrical transformation when meas-
urements are made on the standards and on the un-
known. Dimensional tolerances should be held to within 
a few thousandths of a wavelength. Little difficulty is 
encountered in doing this at frequencies below 1000 mc. 

IV. NONLINEAR CAPACITOR STRUCTURES 

The mechanism of p-n junction capacitance is de-
scribed qualitatively, with mention of effects that can 

M. C. Waltz, "A Microwave Resistor for Calibration Purposes," 
Bell Telephone Labs., Third Interim Rep. on Task 8 (Crystal Recti-
fiers), Signal Corps' Contract DA-36-039-sc-5589; April 15, 1955. 
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Fig. 3—Impurity distribution in linearly graded junction. 

cause losses and lead to residual noise. Measurements 
on diffused silicon and welded-contact (gold-bonded) 
germanium diodes are given. 

Generally speaking, semiconductor materials suitable 
for transistor fabrication exceed by a considerable mar-
gin the quality requirements for microwave nonlinear 
capacitors. P-n junctions are usually made by incor-
porating certain impurity atoms in the semiconductor 
lattice. These donor and acceptor atoms tend to ionize 
and become fixed positive and negative charges. 

If the concentration of ionized donors is ND+ and the 
concentration of ionized acceptors is NA-, the net charge 
density is q(ND+— NA_) and varies as shown in Fig. 3 
for a linearly-graded junction, which will be used as an 
example. At zero bias the p-n junction is in equilibrium. 
For typical graded junctions, the concentration p of 
holes and n of electrons varies with distance as shown 
in Fig. 4(a). The place where the fixed charge density is 
zero is called the stoichiometric junction. It may be 
seen that in a small region around the stoichiometric 
junction, there are very few holes or electrons. This 
region is known variously as the depletion layer, ex-
haustion region, or space-charge region. The latter term 
refers to the fact that the net fixed charge is not neu-
tralized by mobile carriers. Outside of the depletion 
layer the mobile carriers are present in almost exactly 
the right numbers to neutralize the the fixed charges. 
Evidently, holes are required to neutralize the negative 
fixed charges on the p side of the junction and electrons 
are required to neutralize the positive fixed charges on 
the n side of the junction. 
Suppose the junction is biased slightly in the forward 

direction. This means applying to the contact on the p 
side a voltage that is positive with respect to the con-
tact on the n side. This voltage will urge the hole and 
electron distributions to move toward each other, as 
shown in Fig. 4(b). For this motion to take place with-
out leaving large unbalanced electric charges in the 
previously neutral p and n regions, it is necessary for 
additional holes and electrons to enter the semiconduc-
tor at the contacts. It is assumed that the contacts are 
of such a nature as to permit this. If a still larger for-
ward voltage is applied, holes and electrons intermingle 
appreciably in a not-so-thoroughly-depleted layer and 

DEPLETION 
LAYER 

(b) 

(c) 

(d) 

Fig. 4—Hole and electron concentrations in neighborhood of a graded 
p-n junction: (a) zero bias, (b) small forward, (c) large forward 
bias, (d) reverse bias. 

on either side of it [Fig. 4(c) ]. Despite the intermingling, 
one can recover the charge if it is allowed to return in a 
time that is short compared to the time required for 
appreciable recombination. (Data are given below on a 
diffused silicon nonlinear capacitor to show that re-
combination is indeed negligible if the frequency is 
much higher than 1 mc.) When a substantial amount of 
the stored charge is thus represented by intermingled 
holes and electrons, one speaks of "carrier-storage ca-
pacitance." 
When the junction is biased in reverse direction, the 

depletion layer widens as shown in Fig. 4(d). When the 
reverse voltage reaches the so-called "breakdown volt-
age," the junction begins to conduct copiously, usually 
because of generation of carriers in the depletion layer 
by a process known as avalanche multiplication. In the 
range between this reverse breakdown voltage and the 
slight forward voltage corresponding to Fig. 4(b), the 
charging and discharging of the junction takes place by 
the motion of hole and electron distributions toward 
and away from each other, without appreciable inter-
mingling of holes and electrons. This type of capaci-
tance is referred to as a depletion-layer capacitance. 
The thermally generated reverse saturation current of 
the junction in shunt with this capacitance produces 
full shot noise. The reverse current of clean silicon p-n 
junctions is so small that this shot noise is not important 
at the relatively low impedance levels of high-frequency 
circuits. Reverse currents of germanium p-n junctions 
cannot be so confidently neglected if the temperature is 
appreciably above room temperature. 
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The two loss mechanisms thus far mentioned—for-
ward conductance, caused by recombination, and re-
verse leakage, caused by generation—produce shot 
noise that is practically independent of frequency. 
There is, in addition, the possibility of a frequency-
dependent conductance arising from inability of the 
holes and electrons to redistribute themselves instan-
taneously in response to very rapid changes in applied 
voltage. This phenomenon has been called dispersion 
of the capacitance.' The dispersion of depletion-layer 
capacitance must occur at very high frequencies; it has 
never been observed experimentally. The fast response 
of the depletion-layer capacitance is attributed to the 
fact that the distances the holes and electrons must 
move are only small fractions of the depletion-layer 
width.4 The dispersion of the storage capacitance has 
been one of the main topics in the theoretical and experi-
mental study of p-n junctions. 
The depletion-layer capacitance is probably the basis 

of the microwave diode amplifiers that will be de-
scribed. One reason for this belief is a theoretical analy-
sis of the effect of series resistance on the gain and noise 
of variable capacitance frequency converters.' For a 
capacitance varying sinusoidally with time, the theory 
shows that a six-to-one dynamic range of capacitance 
is all one might wish; a three-to-one range is almost as 
good. These modest dynamic ranges can be obtained 
with depletion-layer capacitance alone. 
The depletion-layer capacitance of a linearly-graded 

junction is given as a function of voltage v by the ap-
proximate formula' 

C 
Co 

- (v/o) 

where 4) is a constant that depends upon the impurity 
gradient but is about one-half volt for most silicon 
junctions. This formula is quite accurate for reverse 
biases (negative values of v) and holds reasonably well 
for moderate forward biases if 4) is chosen empirically. 
A corresponding formula for abrupt junctions is 

Co  

-V1 - (v/4,) 

It is sometimes suggested that the square-root rela-
tion (2) is "more nonlinear" than the cube-root relation, 
(1), and that the abrupt junction therefore is preferable 
to the graded junction. This argument is meaningless 
when not referred to a specific application and is prob-
ably false under most circumstances. The ease with 
which low series resistance can be obtained in graded 
junctions appears a decisive advantage in their favor. 

Since the dynamic range of the capacitance is more 
than adequate, the parameters determining the gain and 
noise potentialities of the diode are, as shown in Fig. 5, 

4 W. Shockley, "The theory of p-n junctions in semiconductors 
and p-n junction transistors," Bell Sys. Tech. J., vol. 28, pp. 435-
489; July, 1949. 

D. Leenov, "Gain and noise figure of a variable capacitance 
up-converter," Bell Sys. Tech. J., vol. 37; July, 1958. 

(1) 

(2) 

C(v) 

c. 

Fig. 5—High-frequency equivalent circuit of nonlinear capacitor. 
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N 
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Fig. 6—P-n junction "mesa" diode. 

the series resistance R. and the minimum capacitance 
Coiio, the latter being the capacitance for reverse volt-
ages just short of breakdown. Then, if an arbitrary 
impedance level is permitted, a single figure of merit 
will serve to describe the diode. This figure of merit may 
be written as a cutoff frequency fc, defined by 

1 

2TR, Coin 

Diffused silicon nonlinear capacitors with cutoff fre-
quencies typically 60 to 120 kc, are being made from 
graded junctions with impurity gradients at the junc-
tion of 10" to 10" cm-4.6 The preferred impurity distri-
bution for minimum series resistance is one in which the 
impurity gradient is everywhere as large as, or larger 
than, the impurity gradient at the stoichiometric 
j unction. 

The series resistance is inversely proportional to area 
and the capacitance is proportional to area, so the cut-
off frequency is independent of area. In other words, the 
graded junction is a "planar" or "one-dimensional" 
structure. Fn this respect it differs from most high-
frequency diodes, such as point-contact and welded-

contact diodes, which must have small contact size for 
good high-frequency performance (because their series 
resistances vary inversely as the contact diameter). It 
is also a point of difference from the transistor triode, 
which requires two-dimensional flow of majority and 
minority carriers in the base layer.7 
Apart from the series resistance, the diffused silicon 

diodes indeed appear to be voltage-dependent capacitors 
up to microwave (perhaps much higher) frequencies. 
The purely capacitive impedance should have no shot 
noise, and the shot noise of the reverse current is usually 
negligible. As a tentative hypothesis, it is suggested 
that the series resistance exhibits thermal noise. Then 

the cutoff frequencies that have been obtained lead one 
to expect microwave and UHF diode amplifiers to have 
noise figures lower than those now obtaine'd with the 
best electron tubes. Preliminary evidence of low noise 
is given in Section VIII. 

A. E. Bakanowski, N. G. Cranna, and A. Uhlir, Jr., "Diffused 
silicon and germanium nonlinear capacitors," presented at the IRE-
ALEE Semiconductor Device Research Conference, Boulder, Colo., 
July, 1957. 

7 A. Uhlir, Jr., "Shot noise in p-n junction frequency converters," 
Bell Sys. Tech. J., vol. 37; July, 1958. 

(3) 
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Fig. 7—Small-signal impedance of diffused silicon nonlinear capacitor 
at 1000 mc. Broken line is reverse breakdown region. 
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Fig. 8—Capacitance of a diffused silicon nonlinear 
capacitor as a function of voltage. 

The diffused silicon "mesa-type" p-n junction struc-
ture is shown in Fig. 6. The 1000-mc small-signal meas-
urements on a diode of this type are given in Smith 
chart form in Fig. 7. The solid curve represents the non-
linear capacitance bias range; the broken line shows the 
impedance when breakdown current is flowing. Some 
points corresponding to impedance standards are shown 
on the chart. The capacitance-voltage relation obtained 
from this chart is compared in Fig. 8 with the same rela-
tion determined by measurements at 100 kc. The resist-
ance-reactance trajectory in rectangular coordinates 
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Fig. 9—Small-signal impedance of diffused silicon 
nonlinear capacitor, for various dc biases. 
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Fig. 13—Frequency at which conductance and susceptance are equal. 
Based on 100-kc measurements of 10-6 and 10-6 cm2 areas of dif-
fused silicon junction of gradient 5 X1063 cm-6. 

(simply a transformation of the Smith chart) is shown 
in Fig. 9. The justification for the equivalent circuit of 
Fig. 5 is evident from Fig. 9 and the frequency-inde-
pendence of capacitance shown in Fig. 8. Substantial 
reductions in series resistance have been realized since 
these graphs were prepared. Fig. 10 shows, as a function 
of bias, the crossover frequency at which the junction 
susceptance equals the junction conductance (measured 
at 100 kc). Evidently, the frequency-independent part 
of the conductance is negligible if the operating fre-
quency is much higher than 1 mc. 

Silicon p-n junctions are marketed by several con-
cerns for use as electronically-variable capacitors in the 
VHF range. These devices do not have and do not re-
quire the high cutoff frequencies of the diodes intended 
for low-noise microwave amplifiers. Previously, experi-
mental nonlinear capacitors made by alloying indium 
to n-germanium8 had been tested in similar applica-
tions (e.g., frequency control). 

Historically, the first semiconductor diodes reported 
to give amplification were welded-contact germanium 

8 L. J. Giacolletto and J. O'Connell, "A variable-capacitance 
germanium junction diode for VHF," RCA Rev., vol. 17, pp. 68-85; 
March, 1956. 
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0 FORWARD BIAS 

C. REVERSE BIAS 

Fig. 11—Small-signal impedance of gold-bonded germanium 
diode at 9 kmc. Chart center is 60 ohms. 

diodes.' A modern version of this type of diode, a gold-
bonded germanium diode, has been designed for use in 
a microwave relay transmitting modulator.'" The cutoff 
frequency is 40 kmc, which is more than adequate for an 
amplifying modulator between 60 to 80 mc and 6000 
mc. A Smith chart plot of the 9-kmc small-signal admit-
tance of one of these diodes is given in Fig. 11. 11 For 
large forward currents, the resistance decreases and ac-

quires a small inductive component; these effects are 
attributed to conductivity modulation of the series 
resistance. 

While the bonded diodes are economical and practi-
cal, future developments will doubtless be predicated 
on the demonstrated success of the diffused junction 
nonlinear capacitor. The impedance level of a large-
area p-n junction is inconveniently low for high-fre-
quency circuits. A way of building up the impedance is 

to put a number of such junctions in series. The power-
handling capability is increased, first, by the large 
junction areas and, second, by the multiplicity of junc-
tions. 

A series stack can be approximated in a single crystal 
of semiconductor without intervening metallic contacts 
(which might add resistance). Consider a single crystal 
with alternate layers of n- and p-type semiconductor, as 
shown in Fig. 12. One readily obtains nonlinear capaci-
tance with the impurity charge distribution shown in 
Fig. 13. The p-n junctions in this structure are graded 
considerably more steeply than the n-p junctions. The 

9 H. C. Torrey and C. A. Whitmer, "Crystal Rectifiers," McGraw-
Hill Book Co., Inc., New York, N. Y., ch. 13; 1948. 
'0 "Semiconductor diodes yield converter gain," Bell Labs. Rec., 

vol. 35, p. 412; October, 1957. 
u D. Leenov, private communication. 

---- -CONTACTS -----------

Fig. 12—Multiple-junction diode. 

(ND-0-(NA-) 

Fig. 13—Impurity distribution for nonlinear capacitance 
in a multiple-junction diode. 

Fig. 14—Section through dimple diode made by 
diffusion in silicon. 

steeper junctions have higher capacitance per unit area 
and may be regarded approximately as ac short-circuits. 
The equivalent circuit of the structure, then, is a series 
connection of the nonlinear capacitances of the more 
gradual junctions. 

Another ramification is the production of a graded 
p-n junction embedded in a p-i-n diode, as shown in 
Fig. 14. 12 This dimple structure is resistant to at-
mospherically-induced changes in capacitance or break-
down voltage and can safely dissipate more power than 
equivalent mesa diodes. It is a way of contacting and 
handling very small p-n junctions. 

In most diodes, reverse breakdown due to avalanche 

multiplication occurs at a number of localized dis-
charges, each of which is called a microplasm. A large 

fraction of the dimple diodes break down at just one 
microplasm. When this microplasm turns on (starts to 
pass reverse current), a microwave transient is gener-
ated—an effect which appears to be the first observed 
conversion of dc power into microwave radiation by a 
p-n junction.'s 

A p-i-n diode of considerable linear extent should act 
as a transmission line. A sequence of p-n junctions in this 
kind of transmission line, as in Fig. 15, is a traveling-
wave diode amplifier in a single piece of silicon. 

'2 N. G. Cranna and A. Uhlir, Jr., paper in preparation. 
12 J. L. Moll, A. Uhlir, Jr., and B. Senitzky, "Microwave tran-

sients from avalanching silicon diodes," to be published in PRoc. IRE. 
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N-' 

Fig. 15—Section through p-i-n transmission line 
with integral p-n junctions. 

V. NONLINEAR RESISTOR STRUCTURES 

Nonlinear resistors fall into two groups. P-n junctions 
can be used at frequencies up to several hundred mega-
cycles. Point-contact diodes are used at higher frequen-
cies, including millimeter waves." 

Recombination processes are necessary for nonlinear 
resistance action in p-n junctions. It is suggested that 
point-contact diodes are p-n junctions in a broad sense 
and also require recombination. The increasing variety 
of semiconductor materials being used for microwave 
point-contact diodes is noted. Finally, the possibility of 
of making nonlinear resistors that do not depend upon 
recombination is considered. 
The forward current in a p-n junction is maintained 

by recombination of holes and electrons. One is con-
cerned with the situation like that shown in Fig. 4(c) 
in which the hole and electron distributions overlap 
appreciably. For each electronic charge that flows in the 
external circuit in the forward direction, one hole and 
one electron must recombine. This recombination can 
take place in the neutral n or p-regions or in the deple-
tion layer. 
The graded p-n junction has one effect that tends to 

make it a difficult structure in which to obtain non-
linear-resistance action. The built-in field in the neutral 
p and n regions is such as to make any minority-
carrier admittance capacitive rather than resistive. 
However, if nonlinear-resistance action can be obtained 
in spite of this effect, the graded junction will be very 
desirable because of the low series resistance relative to 
the depletion-layer capacitance. 
To enhance recombination (a practice referred to as 

"ruining lifetime"), impurities may be added to the 
crystal to serve as catalysts for the recombination 
process; gold in silicon is an example."," Also, to lower 
lifetime, the geometrical arrangement of the lattice may 
be rendered imperfect by mechanical abuse at room 
temperature or elevated temperatures, or by irradiation 
with electrons, neutrons, etc. A sandblasted surface 
near the p-n junction is used in one experimental ger-
manium diode." 

Increased understanding of recombination processes 
may eventually lead to microwave p-n junction non-
linear resistors. In the meantime, point-contact diodes 
will serve as microwave nonlinear resistors, as shown 

" W. M. Sharpless, "Water type millimeter wave rectifiers," Bell 
Sys. Tech. J., vol. 35, pp. 1385-1402; November, 1956. 

16 G. Bemski, "Recombination in semiconductors," this issue, 
p. 990. 

16 A. E. Bakanowski and J. H. Forster, paper in preparation. 
17 R. H. Rediker and D. E. Sawyer, "Very narrow base diode," 

PROC. IRE, vol. 45, pp. 944-953; July, 1957. 

Fig. 16—Small-signal impedance of 1N23B silicon point-contact 
diode. Presented as 1000-mc reflection coefficient when mounted 
in commercial crystal mount at end of 50-ohm line. 

by the measurements in Fig. 16. The physical structure 
of the point contact (to say nothing of the physical 
mechanism) is conjectural, for reasons that will be ap-
parent from a brief description of processes used in 
fabrication. 

Silicon point-contact diodes are made from p-type 
silicon doped to low resistivity (10-2 ohm-cm) with 
boron or aluminum. Lately, aluminum is preferred on 
the basis of empirical evidence that it gives better 
burnout resistance. 12 "Burnout" refers to any impair-
ment of diode performance by electrical overload. 

Point-contact diodes made in single-crystal silicon 
with controlled resistivity are more uniform than," but 
are otherwise similar to, diodes made from polycrystal-
line silicon. High minority carrier lifetime in the starting 
material is not desired for obtaining nonlinear resistor 
action. Neither is it disadvantageous, because the effec-
tive lifetime at the contact is probably determined by 
mechanisms, speculated on below, for which the original 
lifetime is irrelevant. 
The silicon is sliced and given a heat-treatment which 

may increase the resistivity of a thin surface layer. 
A high-resistivity surface layer would decrease the 
capacitance per unit area without proportionately in-
creasing the series resistance and would assist in re-
moving carriers from the contact according to one 
mechanism to be described. The diode is assembled by 
bringing a sharp tungsten point in contact with the 
surface. Good rectification is not obtained until the 
contact is mechanically disturbed, for example, by 
tapping the assembled unit with a small hammer. 

Low-noise germanium point-contact diodes have been 

18 E. J. Feldman, "Improved S-Band Crystal Diodes," Microwave 
Crystal Rectifier Symposium Record, Fort Monmouth, N. J., p. 196; 
February, 1956. 

16 J. H. Bollman, "Use of Single-Crystal Silicon in Microwave 
Varistors," Bell Telephone Labs., First Interim Rep. on Improved 
Crystal Rectifiers, Signal Corps' Contract DA36-039-sc-73224; May 
15, 1957. 
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developed.2° Single-crystal n-type germanium of 10-2 
ohm-cm resistivity is used. These diodes are not tapped; 
instead, the required artistry is to pass an electrical 
"forming" current through the assembled diode. This 
germanium microwave diode gave a clear-cut improve-
ment in noise figure over the silicon diodes that were 
current at the time of its introduction. Soon thereafter 
improved silicon diodes appeared. At present, the 
noise-figure race is so close that one or the other type of 
diode can be made to appear better by more aggressive 
selection of the best units from large batches or by 
altering circuit design. 

Recently, n-type gallium arsenide has been used to 
make point-contact microwave diodes." The results are 
good; further studies will be needed before it can be 
affirmed that this material is superior to silicon or ger-
manium. 

Point-contact diodes for use as microwave rectifiers 
are made by much the same techniques as the diodes 
for superheterodyne use. However, the requirement of 
high impedance, to be explained in Section VII, gener-
ally leads the designer to use smaller contact areas in 
diodes for rectifier use. 

The point contact may be regarded as a kind of p-n 
junction if one realizes that the surface of a semiconduc-
tor is likely to have an electric charge. 22 The magnitude 
and even the sign of this charge depends upon the sur-
face treatment, but under given conditions may be 
fairly constant. The surface charge may be regarded as 
fixed in comparison to the mobile carriers. If the surface 
charge is opposite in sign to the fixed charge due to 
impurities in the bulk of the semiconductor, a kind of 
p-n junction results. It seems beyond doubt that such 
a surface p-n junction exists at the emitter of a point-
contact transistor made on n-type germanium, and at 
the emitter and collector contacts of a surface-barrier 
transistor. For transistor action to occur in either of 
these devices, it is necessary that the surface charge be 
quite strong. Then, in a layer of semiconductor just 
beneath the surface, there will be a high concentration 
of carriers neutralizing the surface charge. Forward cur-
rent flows by injection of these carriers into the bulk 
material, where they are minority carriers. Nonlinear 
resistance action requires some mechanism that pre-
vents the return of these minority carriers. It is ques-
tionable that the initial bulk minority-carrier lifetime is 
short enough to accomplish this automatically, even in 
polycrystalline semiconductors. 
One possible mechanism for nonlinear resistance in a 

point-contact diode with carrier injection is simply the 
difficulty the injected carriers may have in finding their 

22 G. C. Messenger and C. T. McCoy, "Theory and operation of 
crystal diodes as mixers," PROC. IRE, vol. 45, pp. 1269-1283; Sep-
tember, 1957. 

21 D. A. Jenny, "A gallium arsenide microwave diode," PROC. 
IRE, vol. 46, pp. 717-722; April, 1958. 
n J. Bardeen and W. H. Brittain, "Physical principles involved in 

transistor action," Phys. Rev., vol. 75, pp. 1208-1223; April 15,1949. 

way back to the small contact. This mechanism cannot 
explain why rectification frequencies are as high as they 
are, if one assumes (as in ordinary p-n junction theory) 
that the minority carriers move by simple diffusion. 
However, the flow of forward current is accompanied by 
an electric field that hastens the departure of minority 
carriers from the neighborhood of the contact. For this 
field to be adequate, the resistivity very near the con-
tact must be higher than the bulk resistivities that are 
used. Heat-treatment or forming may very well produce 
such a resistivity alteration. 

Carrier injection into the bulk semiconductor may not 
be important in microwave point-contact diodes, which 
are made on bulk materials of much lower resistivity 
than preferred for transistors. It is possible that most 
of the forward current is carried by carriers moving 
from the bulk material into the surface layer, there to 
recombine. 

The author has constructed a theory of shot noise in 
p-n junction frequency converters:7 It should also be 
applicable to point-contact nonlinear resistors whether 
the carriers are emitted from surface to bulk or vice 
versa. The theory shows the importance of local-oscilla-
tor waveform in determining the noise figure of non-
linear resistor superheterodyne circuits. 

Future progress in nonlinear resistors may employ 
structures that use collection, rather than recombina-
tion, to remove carriers. For example, n-i-n and n-p-n 
diodes are nonlinear resistors up to frequencies which 
compare with the transit time for an electron to go from 
one n region to the other. If symmetrical, such structures 
could not function as passive rectifiers, but should be 
usable frequency converters. 
Another proposal is the "drift diode," with the im-

purity distribution shown in Fig. 17." The impurity 
gradient near the junction gives rise to an electric field, 
even under equilibrium conditions, that is in such a di-
rection as to discourage the return of injected carriers. 

VI. P-I-N DIODES 

When the first p-n junctions became available, every-
one who studied them was impressed by their superb 
low-frequency rectification characteristics, cornpared 
to the previously available point-contact diode. But 
some device engineers were not content and proposed 
the p-i-n structure,"," shown in Fig. 18(a). The symbol 
I stands for intrinsic or high-resistivity semiconductor. 
The intrinsic layer gives a very much larger breakdown 
voltage than can be obtained in simple p-n junctions. 
The somewhat more surprising feature, which makes 
the structure an excellent power rectifier, is that in for-
ward bias the intrinsic region is filled with injected car-

23 C. H. Knowles, "Characteristics of the Drift P-N Junction," 
presented at the IRE-ALEE Semiconductor Device Research Con-
ference, Purdue, Ind., 1956. 

24 R. N. Hall, "Power rectifiers and transistors," PROC. IRE, vol. 
40, pp. 1512-1518; November, 1952. 

2'5 M. B. Prince, "Diffused p-n junction silicon rectifiers," Bell 
Sys. Tech. J., vol. 35, pp. 661-684; May, 1956. 
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(a) 

Fig. 17—Impurity distribution in drift diode. 

(b) 

Fig. 18—(a) P-i-n diode. (b) Dimple structure of p-i-n diode with 
small effective area. In example, dimple is 5 mils diameter, thick-
ness at bottom of dimple is about 3 mils. 

riers and no longer has a high resistivity. Therefore, the 
forward drop at large currents is moderate. While this 
structure does its intended job of rectifying power fre-
quencies such as 60 cycles per second or 400 cycles per 
second, it becomes a poor rectifier at frequencies as low 
as a megacycle (depending upon the thickness of the 
intrinsic region). 
As long as thinking about microwave diodes revolved 

about the rectifier, there was little inclination for any-
one to placé in microwave circuits a device that could 
not even rectify one megacycle. Moreover, the low-
frequency capacitance of these diodes was of the order 
of 20 mmf and up; what could be more absurd than to 
put such a device in a high-frequency circuit? 

But, let us consider the p-i-n diode shown in Fig 
18(b). To be sure, the dimensions of this diode are 
slightly smaller than those customarily used in the 
smallest power rectifiers, but they are still of the same 
order of magnitude and are enormous compared to the 
dimensions of the active area of point-contact micro-
wave rectifiers; the zero-bias capacitance at 100 kc is 
13.8 mmf. The raw data of a 1000 mc measurement of 
this diode is shown in the Smith chart of Fig. 19.'6 The 
parameter that is varied is the dc bias. Also shown are 
the measurements made on a short circuit and an open 
circuit constructed in the same diode cartridge and 
mounted in the same crystal holder. At zero bias and 
reverse biases the impedance is extremely high com-
pared to the chart-center impedance of 45 ohms, while 
at moderately large forward currents the impedance of 
the diode is very small compared to 45 ohms. The effec-

tive shunt capacitance in reverse bias is only 0.3 mmf. 

" Fabricated by N. G. Cranna; measured by D. E. Iglesias. 

Fig. 19—Small-signal 1000-mc impedance of p-i-n 
dimple diode of Fig. 18(b). 
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Fig. 20—Conductance of p-i-n dimple diode. 

The value of the conductance is plotted as a function 
of the dc current in Fig. 20. The dashed line in this figure 
gives the approximate value of the dc conductance at 
corresponding de currents. At high frequencies, one 
observes only the conductivity-modulated resistance of 
the intrinsic region. Accordingly, the high-frequency 
conductance is larger than the dc conductance. 

Evidently the p-i-n diode can be used as an electroni-
cally-variable attenuator of microwave frequencies. 
The variable resistivity of an intrinsic region can also 
be utilized in distributed structures to provide variable 
attenuation; 27 the limit in this direction would be a 
p-i-n transmission line with variable attenuation. 

7 E. M. Gyorgy and G. L. Pearson, private communication. 
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VII. RECTIFIERS 

In proposing the use of a nonlinear resistor in a cir-
cuit, one should keep in mind the ultimate system ob-
jective. If this objective necessarily implies that ac 
power must be converted to dc power without an ex-
ternal source of power, then an asymmetrical nonlinear 
resistor (rectifier) must indeed be used. One such situa-
tion might be a light, portable receiver to operate with-
out batteries. In the laboratory, the combination of a 
rectifier and a meter makes a convenient passive de-
tector of electromagnetic radiation of all frequencies up 
to the limiting rectification frequency of the diode. The 
broad-band detection capabilities of the rectifier make 
it attractive for counter-measures, for which purpose it 
may be combined with a lightweight, low-power, 
transistor video amplifier. 

Unfortunately, the sensitivity of rectifier receivers is 
poor, for reasons that have been recognized for a long 
time," and just briefly are outlined here. When the in-
coming signal is small, the rectifier acts as a square law 
device. This means that the output dc voltage is pro-
portional to the square of the RF voltage. Accordingly, 
the efficiency of rectification is proportional to RF 
power and decreases when the available power de-
creases. Just when efficiency is most needed, it is lack-
ing. For a given amount of power, the best efficiency can 
be obtained by making both the source impedance and 
the diode impedance as high as possible, to obtain as 
large a voltage as possible. There are limits on how high 
these impedances may be for reasonable circuits and 
diode contact areas. 

In detecting faint signals, the noise competing with 
the rectified output is the low-frequency noise of the 
diode and the noise of the video amplifier. In the usual 
receiver the diode is used at zero dc bias; it would be 
contrary to the second law of thermodynamics for the 
diode to exhibit any but thermal noise. (A biased diode 
can have any noise between one-half thermal and in-
finity.") 

Theoretically, improved sensitivity can be obtained 
by lowering the temperature, for two reasons. The im-
portant reason is the improvement in efficiency of recti-
fication, for a given input power. This effect may be pre-
dicted from the theoretical rectifier characteristic 

i = i„leelkT — 1) (4) 

which shows that the nonlinearity improves as tempera-
ture is lowered. The other reason is the reduction of the 
thermal noise of the diode, but this reduction is of 
limited advantage unless the noise in subsequent ampli-
fiers can be correspondingly reduced. Specially designed 
diodes would be required for very low temperature use. 

VIII. FREQUENCY CONVERTERS AND DIODE 
AMPLIFIERS 

A frequency converter is a circuit that can accept sig-
nals at certain frequencies and deliver proportionate 
signals at one or more other frequencies. Nonlinear de-
vices may be used to make frequency converters. Many 
frequency converters use one or more diodes as nonlinear 
elements. With nonlinear capacitors, one can make am-
plifying frequency converters which give output signals 
of greater power than the input signals. Diode ampli-
fiers can be derived as special amplifying frequency 
converters that have the input frequency or frequencies 
included among the output frequencies. 
Harmonic generators, which convert power of one fre-

quency to a multiple frequency, are discussed in Section 
X and are excluded from the present connotation of the 
term "frequency converter." 

As frequency converters, semiconductor diodes have 
the advantages of low-power requirements, freedom 
from microphonics, unlimited life when protected from 
overloads, and low cost. Moreover, the nonlinear ca-
pacitor is a low-noise or medium-power high-frequency 
amplifying device, with all of the above advantages and 
vastly improved resistance to electrical burnout, com-
pared to point-contact diodes. 

A circuit element whose value varies with time is a 
frequency converter. A picturesque representation of 
such an element might be a rotary variable capacitor 
driven by a large motor. The capacitance—the ratio of 
charge to voltage—is then a periodic function of time. 
Another type of such element would be a rheostat whose 
slider was made to move periodically by some mechani • 
cal drive. Then the resistance— the ratio of voltage to 
current—is a periodic function of time. Such conceptual 
objects would be linear frequency converters. Their 
efficiencies and impedances would not depend upon the 
magnitude of the impressed electrical signals (except 
that the electrostatic forces between the capacitor plates 
should not be large enough to react upon the motor 
drive). 

A nonlinear capacitor or a nonlinear resistor can be 
made to imitate the mechanically driven frequency con-
verters. These imitations may be used at microwave 
frequencies. The scheme is to apply a relatively large 
periodic voltage to the nonlinear element. Then it is 
found that small signals applied at frequencies other 
than the fundamental and harmonics of the large volt-
age are converted in frequency just as if the device were 
a time-varying resistance or capacitance. The small-
signal response of such a frequency converter is linear, 
as can be shown very simply. Suppose that v(t) is 
written 

y(t) = vi(t) v(i) (5) 
28 Torrey and Whitmer, op. cit., ch. 11. 
29 Torrey and Whitmer, op. cit., ch. 6. where vi is the large-signal part, periodic or not, and y, 
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can be regarded as arbitrarily small. Then f(v) can be 
expanded in a Taylor's series; 

f(v(t)) = f(vi(t)) f(vi(t))va(t). (6) 

For the nonlinear resistor, i =f(v) and it is natural to de-
fine a small-signal conductance G-=di/dv=t (v). Then, 
from (6), one has 

where 

and 

i(t) = Mt) + 

ti(t) = f(v1(1)) 

.4(4 = G(t)va(t). 

(7) 

where the conversion matrix is 

(15) 

Exactly the same steps may be followed for the time-
varying capacitance, with the result 

Q(mb s) = E Caa_0(nb s). (16) 

It is customary to treat current rather than charge as a 
variable in circuit analysis. For any frequency y, 

(8) 
Thus 

(9) 

The last equation is the one of interest, because it shows 
that small variations in current are linearly related to 
small variations in voltage. In similar fashion one may 
define, for the nonlinear capacitor, C=dQ/dv and 
obtain, for the small-signal charge Qa, 

Qa(t) = C(t)v,(0. (10) 

The above relations in the time domain show the 
underlying simplicity of the mathematical approach 
used to linearize the problem. The detailed operation of 
frequency converters can best be analyzed in the fre-
quency domain. The procedures used in such an analy-
sis will be outlined. For the nonlinear resistor, suppose 
that G(t) is periodic with a fundamental frequency b. 
This condition could prevail in a mechanically-varied 
resistor, but, of course, here we are most interested in 
periodic G(t) resulting from the application of a periodic 
large-signal beating-oscillator voltage vi(t) to a non-
linear resistor type of diode. One can write 

G(t) = 
+0. 
E  

If the applied voltage is given by 

00 

E «mb 
M —orz 

the resulting current is 

i(t) = G(t)v(1) 
00 co 

E E Gnv(mb 
8± ns—co 

(12) 

(13) 

and may be seen to contain the same frequency com-
ponents as the impressed voltage, that is, one can deal 
with a closed set of frequencies. The impressed voltages 
and currents are related by a conversion matrix. Thus 

i(mb s) = E Y„,„v(nb s (14) 

i(v) = 271-jvQ(v). (17) 

i(mb s) = 2rj(mb s) EC„,,v(nb s) (18) 

so that the conversion matrix is given by 

Y„,„ = 2rj(mb s)Cm-n. (19) 

A frequency converter is made up of the periodically 
varied element, described by a conversion matrix, plus 
impedances terminating all of the frequencies mb±s. 
Having chosen these terminations, one may, in princi-
ple, determine the performance of the frequency con-
verter by linear network analysis. 

If any other set of frequencies mb+s' is considered, 
another conversion matrix can be constructed. The 
linear problem for this new set of frequencies may be 
solved entirely separately from the first set of frequen-
cies. Thus, a signal containing a spectrum of frequencies 
can be resolved into frequency components; separate 
analyses are conducted for each closed set of frequencies 
generated by the frequency components of the original 
signal. 
When diodes that are neither nonlinear resistors nor 

nonlinear capacitors are used in frequency converters, 
they can still be described by conversion matrices for 
sets of frequencies mb±s. The elements of the conver-
sion matrix are complex, in general. For example, a 
variety of conversion matrices arise from considering 
p-n junction action as nonlinear injection of minority 
carriers, followed by diffusion, drift, and recombination.' 
The general conversion matrix involves an infinite 

number of frequencies, which usually makes an exact 
circuit analysis difficult. Most analyses neglect all but 
two or three frequencies, with no justification except 
the reasonableness of the results. An exception is an 
analysis of gain and noise in up-converter amplifiers,' 
in which a nonlinear capacitor is assumed having the 
equivalent circuit of Fig. 5. A way of treating the infi-
nite number of frequencies is given which is logically 
consistent with the presence of series resistance. 
The problem now is to obtain some general insights 

from the conversion matrices and any other considera-
tions that can be applied. By the conversion matrix 
analysis of particular situations, one finds that amplify-
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ing frequency converters are possible with time-varying 
capacitance, but one soon suspects that a time-varying 
resistance cannot amplify. The truth of the latter sur-
mise is easily demonstrated by the following argument. 
A mechanically-varied rheostat cannot have an electri-
cal output that exceeds the electrical input. Therefore, 
a linear-for-small-signals frequency converter made with 
a nonlinear resistor cannot amplify, because it has ex-
actly the same conversion matrix as a hypothetical 
mechanically-varied rheostat, as long as nonlinear re-
sistors with negative resistance (f'(v) <0) are excluded. 
The correspondence between the rheostat and the 

nonlinear resistor must not be carried too far. The 
rheostat can be an amplifier (of the mechanical signal). 
Also, noise in a rheostat is obviously thermal noise, 
while the nonlinear resistor mechanisms suggested above 
imply shot noise. Thus, a given G(t) waveform has 

definite signal transmission properties but may produce 
different amounts of noise, depending upon the physical 
mechanism. 
To obtain insight into the properties of linear fre-

quency converters utilizing nonlinear capacitors, the 
analysis thus far is used only to suggest what signal 
frequencies should be considered. In the search for 
general principles, one turns naturally to conservation 
of energy within the (almost) lossless nonlinear capaci-
tor. But this principle by itself is quite empty, for any 
reasonable amount of power will be cheerfully supplied 
from the beating oscillator (often called the "pump") 
if so doing produces the desired signal transfer. 
What is needed is a "second law," like the second law 

of thermodynamics or the principle of conservation of 
momentum in dynamics. The required second law is 
given by Manley and Rowe in a general analysis of non-
linear reactances." The results obtained for several sim-
ple and important types of frequency converters will be 
discussed. 

Diagrams are invaluable for discussions of this kind, 
but no particular representations have been universally 

adopted. One obstacle to universality is that it is mathe-
matically most convenient to use negative frequencies, 
so that Fourier series can be written, as in (7), with 
complex exponentials. Therefore, the transition to posi-
tive frequencies will be made explicit and finally a 
simplified diagram will be suggested. 

Fig. 21 is a pictorial representation of the Fourier 
components of a periodic function such as the beating - 
oscillator voltage. Positive and negative harmonic fre-
quencies are used. The complex amplitude of each 
component is the vector in the x-y plane perpendicular 
to the frequency axis at the corresponding frequency 
mb. Since the voltage is a real function of time, v( —mb) 
is the complex conjugate of v(mb). 
Graphs like Fig. 21 are more complicated than neces-

sary for a general discussion. In Fig. 22(a), the spectrum 
of Fig. 21 is schematized by replacing the two-dimen-

3° J. M. Manley and H. E. Rowe, "Some general properties of 
nonlinear elements—Part I. General energy relations," PROC. IRE, 
vol. 44, pp. 904-913; July, 1956. 

Fig. 21—A representation of the Fourier components 
of the local-oscillator voltage. 
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Fig. 22—Frequency components in a linear frequency converter: 
(a) local oscillator, (b) small-signal spectrum, (c) conjugate small-
signal spectrum, (d) combined spectrum for positive frequencies. 

sional vector by a vertical line whose length might be 
the magnitude of the vector; what matters is that the 
presence of a line denotes the existence of a vector. One 

could represent the vectors v(mb+s) according to the 
same scheme. However, it is helpful to consider a hypo-
thetical signal spectrum mb+s, mb-Fs', mb+s", • • • 
founded upon a perhaps infinite set of frequencies s, s', 
s", • • • , as indicated in Fig. 22(b). In the equations 

one also encounters the frequencies 
mb—s, shown in Fig. 22(c). Because the signal voltage 
is real, Fig. 22(c) does not represent any information not 
already represented in Fig. 22(b). Therefore, in calcula-
tions with conversion matrices, it is sufficient and ad-
visable to consider either Fig. 22(b) or 22(c), but not 
both. 

In circuit design, as opposed to circuit analysis, there 
is much to be said for thinking only of positive fre-
quencies. Then one combines Fig. 22(a) through 22(c), 
discarding negative frequencies, to obtain Fig. 22(d). 
Note that some of the signal spectra are inverted when 
measured in positive frequencies; these correspond to 
negative frequencies in Fig. 22(b) and are called "lower 
sidebands." 

The possibility of using the sidebands around 2b, 3b, 
etc., is occasionally useful; the practice is known as 
harmonic mixing. However, the most important fre-
quency converter applications use the three signal 
bands shown in Fig. 23(a). A diagram equivalent 
to Fig. 23(a) is shown in Fig. 23(b); the distinction be-
tween inverting and noninverting signal bands is indi-
cated by small vertical arrows. 

The first circuit example is the upper-sideband con-
verter shown in Fig. 24(a). It is assumed that filters 
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terminations at both b—s and s. The greater the ampli-
fication, the less the bandwidth. There is no direct 
theoretical noise penalty associated with this "regenera-
tive gain," since an ideal nonlinear capacitor is not a 
source of noise, no matter how operated. 

Hines' has pointed out a remarkable difference be-
tween double-sideband up-converters [Fig. 24(c)] us-
ing nonlinear capacitors and those using nonlinear 
resistors. The Manley-Rowe relations show that un-
limited gain is possible for the nonlinear capacitors. 
Moreover, for a given input power, the more power 
delivered to the upper sideband, the more delivered to 
the lower sideband. Contrast this to the miserly econ-
omy of a nonlinear-resistor up-converter, wherein, to 
obtain maximum output at one sideband, power must 
be reflected at the other sideband. 
An upper-sideband down-converter, shown in Fig. 

24(d), produces a stable power loss of s/(b+s) when a 
nonlinear capacitor is used, so nonlinear resistors are 
preferred in this type of circuit. The lower-sideband 
down-converter shown in Fig. 24(e) can give unlimited 
gain, but is not a generally satisfactory circuit when 
large frequency ratios are involved. The basic reason 
is the following situation. For given terminations, the 
gain in such a down-converter is less by (s/(b — s))2 than 
the gain in the reverse direction; i.e., with the circuit 
operating as a lower-sideband up-converter [Fig. 24(b) ]. 

One kind of nonlinear-capacitor amplifier is  dia-
grammed in Fig. 24(f). Unlimited gain is possible; the 
theoretical amplitude-gain-bandwidth product is ap-
proximately equal to the frequency being amplified. 32 As 
shown, the output is at two frequencies, the original 
and one generated by frequency conversion. The new 
frequency can be discarded, but it is usually wise to 
send it on to the next stage. The most obvious reason 
for preserving the new signal is that it and the amplified 
signal at the original frequency together determine the 
original information regardless of possible fluctuations 
in the local oscillator. In addition, a single stage of 
amplification by a lumped nonlinear capacitor is ap-
proximately bilateral. To obtain unidirectional gain, 
one might hope to arrange nonlinear capacitors in se-
quence in a transmission line (or in a single piece of 
silicon, as shown in Fig. 15), with a directional phasing 
of the local-oscillator supply to the successive diodes. 
This scheme fails if only one signal frequency band is 
transmitted from diode to diode, for then each diode 
merely presents to the signal a negative impedance that 
is independent of the local-oscillator phase. 

Practically, of course, it is much easier to transmit 
both signal bands than to stop one of them. A UHF 
traveling-wave amplifier using four nonlinear capacitors 
has been built that gives low noise and unidirectional 
gain." A few milliwatts of pump power are sufficient for 

this circuit. 
In Fig. 24(f), no frequency values are indicated but 

the spacing of the lines suggests that s and b — s are 

I I\ 

b+s 

b-s 

A I  
b-s b b+s 

(a) 

Fig. 23—(a) Frequencies involved in nonharmonic frequency conver-
sion. (b) Diagram corresponding to (a); small arrows distinguish 
inverting and noninverting signal bands. 
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Fig. 24—Frequency relations in various types of frequency conver-
ters. (a) Upper sideband up-converter. (b) Lower sideband up-
converter. (c) Double sideband up-converter. (d) Upper sideband 
down-converter. (e) Lower sideband down-converter. (f) Amplifier. 

are used, if necessary, to prevent power leaving or enter-
ing the nonlinear capacitor at the lower sideband. 
Manley and Rowe" show that the power gain from 
input to output is exactly equal to the ratio (b+s)/s, and 
that the circuit is stable. The reduction of gain by series 
resistance has been analyzed ;5 the results can be ex-
pressed in terms of the ratios of the signal frequencies 
to the cutoff frequency. Some gain and bandwidth cal-
culations on nonlinear capacitance up-converters have 
been discussed in the literature." Another analysis puts 
forth the general principle that the 3-db bandwidth is 
about 40 per cent of the input frequency s, for upper-

sideband operation." 
A lower-sideband up-converter is diagrammed in Fig. 

24(b). Here, the power gain is — (b—s)ls. What does a 
negative power gain mean? As Manley and Rowe ex-
explain, it means that unlimited amplification is possi-
blg, but instability is also possible: for certain termi-
nations oscillations will occur and deliver power to the 

81 C. F. Edwards, "Frequency conversion by means of a nonlinear 
admittance," Bell Sys. Tech. J., vol. 35, pp. 1403-1416; November, 
1956. 

82 A. E. Bakanowski, "The Nonlinear Capacitor as a Mixer," 
Bell Telephone Labs., Second Interim Rep. on Task 8, (crystal recti-
fiers), Signal Corps Contract No. DA-36-039-36-5589; January 15, 
1955. 

a3 R. S. Engelbrecht, private communication. 
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approximately equal to each other. This particular fre-
quency relation has the advantage that single-tuned 
circuits can be used to tune both s and b—s. In the 
process of amplifying s it is not only possible but also 
necessary that an amplified signal emerge at an 
inverting frequency such as b—s. Therefore b—s must 
be terminated with an "idler" impedance capable of 
absorbing power; i.e., having a resistive component. 
Depending upon its physical nature, the idler termina-
tion may be a source of noise. In a receiver, one might 
use the antenna as an idler. If the effective source tem-
perature is low, idler noise will be low; if not, a low-
noise receiver is of little value. Another possibility is to 
make the idler frequency much higher than the signal 
frequency; then the idler noise is deamplified by the fre-
quency ratios (b —s)/s. 84 Idler noise can be obviated if 
systems considerations permit simultaneous reception 
of signals at s and b—s. On this basis, a 3-db noise figure, 

with 35 db of gain, has been measured for a 6-kmc 
amplifier using a diffused silicon nonlinear capacitor and 
a few hundred milliwatts of 12-kmc pump power." For 
signal-side-band use, one would have a noise figure of 
4.5 db to 6 db, depending on whether the idler termina-
tion is noiseless or exhibits room-temperature thermal 
noise. 

This experimental result can surely be improved by 
further development, but it is already considerably 
better than a microwave superheterodyne receiver using 
point-contact nonlinear resistors, which might give an 
over-all noise figure of 6.5 db in converting 6000 mc to 
30 mc. It should be noted, of course, that point-contact 
noise figures have been bettered at certain frequencies 
with traveling-wave electron-beam tubes; e.g., less than 
4 db at 3000 mc. 

Nonlinear resistors, either point-contact diodes or 
some future junction devices, will continue to have 
some uses. They are generally to be preferred when a 
high frequency must be converted to a much lower fre-
quency. In such down-converters, nonlinear capacitors 
are difficult to stabilize. An important use for down-
converters is in frequency standards; one can obtain a 
signal whose frequency is the difference between some 
standard high-frequency oscillator (such as an am-
monia maser) and a high frequency which is to be com-
pared with the standard. As long as a device can be 
fairly described as a nonlinear resistor, its behavior is 
independent of frequency. Therefore, nonlinear resistors 
could be exteedingly broad-band devices. This potenti-
ality has not been realized, because the usual point-
contact nonlinear resistor contains a cat's-whisker with 
sufficient inductance to limit the bandwidth. 

Up-converters accept a signal at a given frequency 
and have an output at a very much higher frequency. 
They are typically found in transmitting modulators. 

14 S. Bloom and K. K. N. Chang, "Theory of parameteric amplifi-
cation using nonlinear reactances," RCA Rev., vol. 18, pp. 578-593; 
December, 1957. 

35 G. F. Herrman, M. Uenohara, and A. Uhlir, Jr., "Noise figure 
measurements on two types of variable reactance amplifiers using 
semiconductor diodes," this issue, p. 1301. 

In up-converters, it is possible to use p-n junction non-
linear capacitors to get gain and nevertheless have un-
conditionally stable circuits. In addition to amplifica-
tion, the p-n junction has the advantage of good power-
handling capability. Bonded germanium diodes and dif-
fused silicon diodes have been found satisfactory in 
transmitting modulators." 

Amplifying up-converters may also be used in low-
noise receivers. Up-converters employing nonlinear 

capacitors have demonstrated lower noise figures than 
are commonly obtained with electron tubes. For exam-
ple, an up-converter from 460 mc to 9375 mc has been 
built with 9 db of gain and a 2-db noise figure." 

Junction diodes can be used in frequency shifters to 
generate carrier frequencies for the several channels of 
a microwave relay system." Having generated one 
stable carrier frequency by harmonic generation from 
a low-frequency oscillator, one can obtain a neighboring 
carrier frequency by mixing the first with an accurate 
low frequency. The reliability and power-handling 
ability of p-n junction nonlinear capacitors favors their 
use in this application. 

IX. CONTROL OF MICROWAVE POWER 

Microwave circuit elements whose impedances can be 
altered enable one to vary the transmission of micro-
wave power or its distribution to branches of the circuit. 
It may not matter if the impedance change is resistive 
or reactive. If a reactive change is satisfactory, the non-
linear capacitor has a power-handling advantage over 
point-contact nonlinear resistors, for two reasons. One 
is the larger area of junction nonlinear capacitors. The 
other is the fact that a good nonlinear capacitor ab-
sorbs but little of the power that it controls. There is 
no known limit on the speed of switching by either non-
linear resistors or nonlinear capacitors. This statement 
may seem extraordinary in comparison, for example, 
with the present limitations of ferrite switches, but its 
truth is evident if one considers that a switch with 
either type of diode is just a kind of frequency converter. 

If a relatively slow (e.g.,1 mc) variation of the micro-
wave power is all that is required, the p-i-n "variable 
resistor" diode permits the construction of broad-band 
switches and attenuators. The p-i-n diode has the ad-
vantage of even larger size than the p-n junction non-
linear capacitor suitable for the same frequency (except-
ing multiple-junction or series-parallel nonlinear ca-
pacitors). Despite large sizes possible with the p-i-n 
structure, one must be careful when it is used with 
large powers, because, included among its wide range of 
resistive values, there is usually one resistance that 
matches well enough to absorb a large fraction of tke 
available power. When the available microwave power 
exceeds the allowable dissipation of the p-i-n diode, one 
must make sure that the diode does not exhibit the 
matching impedance except for a short time during a 
switching operation. 

36 G. T. Knapp of the New York Bell Telephone Co. collaborated 
with the author in obtaining these measurements. 
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(a) 

Pavailable 

for reverse and 

Pdieeipated in diode 

Pavailable 

ZO=RL 

(b) 

Fig. 25—Equivalent circuits of a diode transmission-line switch. (a) 
Reverse bias (low-loss condition), (b) forward bias (high-loss con-
dition). 

Let us consider what can be done in switching micro-
wave power by a simple circuit in which a nonlinear 
capacitor is shunted across a transmission line of char-
acteristic impedance Zo. It will be assumed that an 
inductor is shunted across the line to tune for maximum 
transmission when the diode exhibits its minimum 
capacitance, as in Fig. 25(a). When the diode is biased 
appreciably in the forward direction, the capacitance 
becomes very large and the effective impedance of the 
diode is just its series resistance, as shown in Fig. 25(b). 
The insertion loss of a shunt element of admittance 

Y is 

Insertion loss = (1 4- ¡ZoY)2. (20) 

At the band center, the insertion loss under reverse bias 

is 
Zo 1 2 

{ Insertion loss, reverse bias= 1+ } 
2R, 1-1- (f./.f)2 

where f, is the cutoff frequency defined by (3). For for-
ward bias, the effect of the tuning inductor is usually 
negligible and the insertion loss is 

Insertion loss, forward bias { Z 1 -F —2R°.} 2 (22) 

The fraction of the incident power dissipated in the se-
ries resistance is 

Pdieaipated in diode Zn/R 
  : insertion loss 

- 1 + (.4/.n2 

Zo 
: insertion loss 

(23) 

(24) 

for forward bias. 
For an example, a calculation is given for 6-kmc 

switching with a diode of 100-kmc cutoff frequency. A 
reverse bias insertion loss of 0.5 db permits a forward 
bias insertion loss of 25 db. In reverse bias, 11 per cent 
of the incident power would be dissipated in the diode; 

Fig. 26—A protective limiter circuit us ng two 
nonlinear capacitors. 

in forward bias, 10 per cent. The loaded Q under reverse 
bias is less than unity, so the switch is quite broad band. 

Still better performance is possible at lower frequen-
cies. For the same diode at 400 mc, a reverse bias loss 
of 0.2 db would permit, theoretically, a forward bias 
loss of 58 db and a loaded Q less than 2. The correspond-
ing dissipated powers would be 2.6 per cent and 0.25 

per cent of the incident power. 
The reverse bias calculations must be modified un-

favorably when the signal voltage is large, because the 
capacitance is nonlinear and the breakdown voltage 
must not be exceeded. However, the power that can be 
controlled will still be much larger than the allowable 
power dissipation of the diode(s). 
On the assumption that thermal conduction through 

the semiconductor is the determining process the allow-
able dissipation P per diode can be estimated from 

P 1.5KdAT 

P --e 4KdAT 

for mesa diodes 

for dimple diodes (25) 

where d is the junction diameter, K is the thermal con-
ductivity, and AT may conservatively be taken as 100°C 
for silicon diodes in contact with a heat sink near room 
temperature. For example, these relations give 1 watt 
for a 0.003-inch diameter mesa diode and 5 watts for a 
0.005-inch diameter dimple diode, in good accord with 

experience. 
The limiter circuit shown in Fig. 26 is closely related 

to the switch. Again, the diodes' capacitance can be 
tuned for good low-level transmission. High-level signals 
are clipped. The bias batteries may sometimes be elimi-
nated. One application of such a limiter is in maintain-
ing a fairly constant output amplitude from a variable-
frequency oscillator; the accuracy might be improved 
by a feedback circuit that adjusts the bias voltage in 
accordance with a power monitor. The limiter can also 
be used as a protective circuit. Since most of the inci-
dent high-level power is reflected, a limiter of this kind 
can protect against powers that exceed by many times 

the allowable dissipation of the diodes. 

X. HARMONIC GENERATION 

A nonlinear device generates harmonics when ex-
cited by a single-frequency generator. The nonlinear re-
sistance of point-contact rectifiers has long been used 
for this purpose. In this section, theoretical and experi-
mental evidence is given in support of the idea that non-
linear capacitors should be much better harmonic gener-
ators. Harmonic generation seems to be an expedient 
way of obtaining millimeter waves. Another application 
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NONLINEAR 
CAPACITOR 

Fig. 27—Subharmonic generator. 

is in frequency standards where a low-frequency crystal-
controlled oscillator output is multiplied to obtain 
standard microwave frequencies. In either of these ap-
plications the most serious limitation is the weak output 
obtainable with present crystal rectifiers. 

It is expected that much higher efficiency in harmonic 
generation can be obtained with nonlinear capacitors. 
Ideally, such a diode cannot convert any of the incident 
power into dc power, nor can it dissipate any of this 
power. Hence, if it is possible to put an ideal lossless 
filter between the generator and the diode, passing only 

the fundamental, and to have another lossless filter 
that permits only the desired harmonic to leave by way 

of the output, then it should be possible to get nearly 
perfect efficiency in harmonic generation." Since p-n 
junction nonlinear capacitors can be made with much 
better power-handling capability than point-contact 
diodes, as well as better efficiency, they should indeed 
make superior harmonic generators. 
Some experiments have been very encouraging even 

though they made use of miscellaneous filters and tuning 

elements that happened to be available. Diffused silicon 
diodes of the mesa type were used. For example, 58 mw 
of available power at 430 mc was doubled to give 17 
mw of 860 mc, a "conversion loss" of 5 db. In tripling, 
30 mw of 330 mc gave 5 mw of 990 mc, or a 7-db con-
version loss. Three hundred milliwatts of 1200 mc gave 
0.4 mw of 8400 mc (29 db down to 7th harmonic). 

XI. SUBHARMONIC GENERATION 

(FREQUENCY DIVISION) 

In frequency measurement and the establishment of 
frequency and time standards, it would be valuable to 
be able to divide a given frequency by an integer. From 
the study of differential equations, such as the Matthieu 
equation, it is known that a time-varying capacitance 
may be used to divide a frequency by 2; that is, to 
generate the one-half harmonic." 

This conclusion is also suggested by the small-signal 
analysis of frequency converters. In the "amplifier" 
scheme diagrammed in Fig. 24(f), it is possible to 
generate spontaneous oscillations at any pair of frequen-
cies s and b—s. If the signal frequency s is just equal to 
one-half of the beating oscillator frequency b, then the 
lower-sideband frequency b—s is equal to s. Hence, the 

37 L. Brillouin, "Wave Propagation in Periodic Structures," Mc-
Graw-Hill Book Co., Inc., New York, N. Y., sec. 45; 1946. 

FUNDAMENTAL FREQUENCY = I.8MC 

SUBHARMONIC FREQUENC y - 0.9 MC 

1.02e SEC 

Fig. 28—Waveform observed across tank 
circuit of Fig. 27. 

two signal frequencies can both be tuned by a single 
resonant circuit. This fact makes it particularly easy to 
generate oscillations at b/2. Indeed, it is found experi-
mentally that there is a distinct tendency to lock in at 
the one-half harmonic when a singly-tuned resonant 
circuit is approximately tuned to this frequency. 
An experimental test at low frequency was made in 

the circuit shown in Fig. 27, where an alloy germanium 
transistor was used as a low-frequency nonlinear ca-
pacitor by tying together the emitter and collector. 
The resulting oscillogram is shown in Fig. 28." Be-
cause the resonant circuit was not infinitely sharp, 
an appreciable amount of the fundamental frequency 
appears at the output. It is clear from this figure that 
an elementary description of one-half harmonic genera-
tion is to say that "alternate cycles are different." Simi-
lar waveforms have been observed on a traveling-wave 
oscilloscope with 450-mc input. Generation of the one-
half harmonic of 12 kmc is easily observed in the appa-
ratus used as a 6-kmc negative resistance amplifier. 

For a fixed fundamental oscillator, there are two pos-
sible phases of subharmonic oscillation. Ordinarily, the 
phase is determined by chance. However, it has been 
suggested that the two phase possibilities could be used 
in computers to represent binary digits; for this appli-
cation, it is necessary to devise methods of establishing 
the desired phase."' 

XII. VOLTAGE-TUNED CIRCUITS 

Direct applications for the voltage-dependent capaci-
tance of p-n junctions are to be found in varying the 
tuning of oscillators, amplifiers, and filters." The ca-
pacitance presented to small high-frequency signals de-
pends only on the dc bias voltage applied to the junc-
tion. 

The high-frequency Q of a nonlinear capacitor is 
determined by the series resistance and is a maximum 
when the capacitance is a minimum; i.e., at the maxi-

30 A. Uhlir, Jr., "Possible Uses of Nonlinear Capacitor Diodes," 
Bell Telephone Labs., Eighth Interim Rep. on Task 8, Signal Corp. 
Contract No. DA-36-039-S65589; July 15, 1956. 
" J. von Neuman, U. S. Patent No. 2,815,488; December, 1957. 
40 W. Y. Pan and O. Romanis, "Automatic Frequency Control of 

Television Receivers Using Junction Diodes," in "Transistors I," 
RCA Labs., Princeton, N. J., pp. 598-608; 1956. 
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mum reverse voltage. This maximum Q is given by 
fe/f, where fc is the cutoff frequency defined in (1) and f 
is the frequency of use. At 1 kmc, a diffused silicon junc-
tion with an fc of 100 kmc would have a Q of 100 at — 7 
volts bias. It would have two and one-half times as 
much capacitanre at zero bias and accordingly would 
have there a Q of 40. Use at slight forward bias is not 
excluded, but when appreciable forward current flows, 
shunt conductance is added to the series resistance losses. 

Since the dc current is very small throughout the 
generally useful voltage range, the dc power required to 
maintain the desired bias is exceedingly small: 10-e 
watts, for example, with silicon junctions. Accordingly, 
low-power feedback circuits can be used to tune an 
oscillator in response to an error signal. 
The high-frequency voltage must be small compared 

to the relative change of capacitance with voltage, if the 
effective capacitance is to be independent of signal level 
(and if the diode is not to become active and perhaps 
break into oscillation). It is sometimes possible to put 
the diode at a low-impedance point of a tuned circuit. 
Otherwise, several diodes can be connected in series 
(they may be in parallel at dc to keep the control volt-
age small) or the multiple junction structure of Fig. 13 
can be used. 

For reverse biases, the capacitance of graded silicon 
junctions is remarkably independent of temperature, 
as shown in Fig. 29. 12 Also, for reverse biases, the rela-
tive variation of capacitance with voltage is not sensitive 
to variations in the impurity gradient. These facts make 
control of capacitance to within 1 per cent seem feasible. 
Present production techniques do not permit satisfac-
tory yields of single junctions selected to such close 
tolerances. However, it is easy to combine two or more 
junctions, after measurement, to obtain a desired ca-
pacitance. "Channels" caused by surface charges can 
produce reversible changes in junction capacitance. 
These changes are ordinarily negligible at high frequen-
cies, because the series resistance of the channel is usual-
ly high. For applications requiring exceptional long-
term stability of capacitance, the dimple diode of Fig. 
14 affords protection against surface effects. 

5 

45 

4 

1 

+0.2V 

0• .̀.... II 
'
 

.....50 

I 

0-01 , ..- C• 

1 , i °-5V 

20 30 40 
TEMPERATURE IN DEGREES CENTIGRADE 

o 

Fig. 29—Capacitance of graded junction in silicon, as a function 
of temperature and bias. Gradient is 1023 cm-*. 

XIII. CONCLUSIONS 

Low-noise UHF and microwave amplification can be 
obtained at room temperature with the nonlinear ca-
pacitance of p-n junction diodes of special but simple 
design. Nonlinear capacitors are also capable of per-
forming many other circuit functions, with the excep-
tion of rectification. P-n junction diodes are small, 
reliable, and reproducible. They can control substantial 
amounts of high-frequency power while consuming very 
little control power. 
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New Concepts in Microwave Mixer Diodes* 
G. C. MESSENGERt, ASSOCIATE MEMBER, IRE 

Summary—Recently developed techniques in three broad areas 
have been drawn upon to help solve the problem of improving 
microwave mixer diode performance. Specifically examined were the 
advantages offered by: 1) pertinent processes from the latest tran-
sistor technology, 2) new semiconductor materials, notably gallium 
arsenide, indium arsenide, and indium antimonide, and 3) cooling. 

These techniques and their theoretical bases are described, and 
supporting experimental evidence is presented. Use of these tech-
niques can extend the frequency range in which detector sensitivity 
is good by an order of magnitude, from about 104 mc to 106 mc. In 
some cases, the already good sensitivity below 104 mc can be im-
proved by an order of magnitude (from a receiver temperature of 
2000°K to 200°K). In addition, burnout resistance in radar-detector 
applications can be improved by an order of magnitude. 

The technology described is also applicable to a number of other 
microwave-detector problems, e.g., those encountered in various 
types of video receivers, these applications are dealt with to some 
extent. 

INTRODUCTION THE basic theories underlying microwave mixer 
diode operation have been summarized by Torrey 

  and Whitmer.' The original point-contact silicon 
rectifier that they described has been continuously im-
proved upon and has been applied to additional fre-
quency bands.2 Its sensitivity is now close to the theo-
retical limit possible with present techniques; further 
major improvements will derive from exploitation of 
new approaches rather than from refinement of con-
ventional technology. 
The work of Torrey and Whitmer shows that sensi-

tivity can be improved by reducing the series resistance 
(R,) and/or by reducing the series resistance-barrier 
capacitance product (RaCb). Messenger and McCoy8.' 
have developed a figure of merit for the semiconductor 
base material of the mixer crystal based on the im-
provement in sensitivity that can be achieved by re-
ducing the value of R„Cb. The figure of merit is: 

aem/Nu2b 

where a is the whisker-contact radius, e is the semi-
conductor dielectric constant, N is the majority carrier 
density, and b is the majority carrier mobility. 

• Original manuscript received by the IRE, March 10, 1958; re-
vised manuscript received, April 15, 1958. 
t Res. Div., Philco Corp., Philadelphia, Pa. 
1 H. C. Torrey and C. A. Whitmer, "Crystal Rectifiers," McGraw-

Hill Book Co., Inc., New York, M.I.T. Rad. Lab. Ser., vol. 15, 1948. 
2 There are several laboratories active in this field, including Syl-

vania, Microwave Associates, Bomac, and Kemtron, where such 
series as the 1N23, 1N23B, 1N23C, 1N23D, and 1N23E, each a minor 
improvement over its predecessor, have been developed. Similar work 
has gone on concurrently in British laboratories such as the Tele-
communication Research Establishment. 

G. C. Messenger and C. T. McCoy, "A low noise-figure micro-
wave crystal diode," 1955 IRE CONVENTION RECORD, pt. 8, pp. 68-
73. 
' G. C. Messenger and C. T. McCoy, "Theory and operation of 

crystal diodes as mixers," PROC. IRE, vol. 45, pp. 1269-1283; Sep-
tember, 1957. 

This figure of merit applies only to nondegenerate 
semiconductors in the extrinsic conduction range. It 
enables one to choose among semiconductor materials 
(the smaller the figure of merit, the more promising the 
material), and to determine the optimum impurity-
doping density. The use of this figure was instrumental 
in the development of a germanium X-band crystal 
diode' with a broad-band noise figure of 4.5 db, which 
is very close to the theoretical limit for this type of 
structure. 

There are three new approaches in diode-design pro-
cedure that can provide further improvement: applying 
transistor technology (particularly small-area contacts 
and geometry control), using new materials having 

lower figures of merit, and cooling the mixer crystal 
(with or without concurrent cooling of the antenna). 2 

Transistor technology can be applied in the following 
areas: 1) increasing geometrical precision with surface-
barrier techniques,2 2) jet etching with infrared thick-
ness control, 3) diffusion techniques, and 4) micro-
alloying techniques.2 These techniques can provide the 
small geometry required for efficient conversion at high 
frequency. They are essential in making the change from 
the present structure, a point contact on a semi-infinite 
semiconductor base, to a "micro-etch" structure, a 
small-area point contact on a semiconductor membrane 
of small thickness compared with the contact radius. 
This micro-etch structure reduces both R. and R.Cb by 
an order of magnitude, making it possible to extend the 
upper frequency limit for good conversion to 102 mc 

(330 microns) and thus bridging the gap between micro-
wave and infrared detectors. Small-area contacts permit 
an order-of-magnitude reduction in the 1/f noise power 
spectrum of the diode, a useful reduction for video re-
ceivers or doppler receivers. The small-area contact 
with a low value of R. is ideally suited for applications 
involving certain forms of parametric conversion. 9—" 
The micro-etch structure can provide much higher 
power dissipation than the present structure because 

6 This unit was a selected 1N263. 
• G. C. Messenger, "Cooling of microwave mixers and antennas," 

IRE TRANS ON MICROWAVE THEORY AND TECHNIQUES, vol. 5, pp. 
62-68; January, 1957. 

7 W. E. Bradley, et al., "The surface-barrier transistor, Part I-
V," PROC. IRE, vol. 41, pp. 1702-1720; December, 1953. 
° A. Rittmann, G. C. Messenger, R. A. Williams, and E. Zim -

merman, "Microalloy transistors,» IRE TRANS. ON ELECTRON DE-
VICES, Vol. 5, pp. 49-54; April, 1958. 

J. M. Manley and H. E. Rowe, "Some general properties of 
nonlinear elements—Part I. General energy relations," PROC. IRE, 
vol. 44, pp. 904-913; July, 1956. 

10 A. Uhlir, "Two terminal p-n junction devices for frequency 
conversion and computation," PROC. IRE, vol. 44, pp. 1183-1191; 
September, 1956. 

11 H. Welker and H. Weiss, "Group III-Group V compounds," in 
"Solid State Physics," edited by F. Seitz and D. Turnbull, Academic 
Press, Inc., New York, N. Y., vol. 3; 1957. 
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considerably larger contact areas can be used without 

increasing R.Cb. 
New semiconductor materials with lower values of 

cum/ Nu2b" (in the nondegenerate case) can increase the 
sensitivity of both micro-etch and conventional struc-
tures. Some new materials, particularly GaAs, can 
operate at higher ambient temperatures; other ma-
terials, notably I nSb, can operate at lower (liquid 
nitrogen) temperatures. The great variety of properties 
to be found in the growing number of potentially useful 
diode materials holds promise of higher sensitivity and 
greater temperature range. 

In preamplifiers operating in the megacycle fre-
quency range, the noise in microwave diodes is primarily 
shot noise and thermal noise, which vary directly with 
Kelvin temperatures." Therefore, cooling the mixer 
crystal reduces the over-all receiver noise. If the antenna 
looks at a background temperature of 290°K, the reduc-
tion is limited to several db. But if the antenna, by 
virtue of high directivity, looks at a low-background 
temperature, the combined effect of a cooled crystal and 
low-background temperature can increase sensitivity by 
an order of magnitude. 

THE MICRO-ETCH STRUCTURE 

In attempting to improve the conventional diode 
structure by reducing the contact radius, it is found 
that eventually the contact becomes too weak, me-
chanically, for device use; the smallest practical contact 
radius is about 4 X10-4 cm. To overcome this problem it 
was suggested that a wedge-shaped contact be used," 
but this suggestion proved impracticable. The final solu-
tion, described in this paper, involves reducing the 
width of the semiconductor blank until it becomes a 
membrane whose thickness is small compared with the 
diameter of the point contact; this micro-etch structure 
affords another order-of-magnitude improvement in 
sensitivity by means of geometry control. 

If the micro-etch structure, Fig. 1, is compared with 
the conventional point-contact structure, Fig. 2, it is 
seen that the micro-etch structure offers the possibility 
of reducing the series resistance without a corresponding 
increase in capacitance. The design theory of the two 
structures is compared with respect to reducing the 
figure of merit, coR„Cb, as follows: 

Conventional Structure 

1 
Rs —   

4aNqb 

Cb = Ta2V  
2(430 — V) 

coR.Cb = 

eqN 

corm 1/2 

4-V2(cbo — V)qNb 

12 Messenger, cip. 
13 Torrey and Whitmer, op. cit. 

Fig. 1—Micro-etch mixer crystal. 
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Fig. 2—Conventional 1N263 mixer crystal. 
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Here co is angular frequency, q is electronic charge, cl) 
is contact potential, W is base width, and V is voltage 
across the barrier. 

For a given operating voltage (4)o— V), and a given 
frequency co, the dependence on geometry and semi-
conductor properties can be put into a figure of merit, 

M: 

Cb = «IN 
2(4)0 — V) 

co ll7 € 112 

a€' 12 
M —   (4a) 

wein 
M =   (4b) 

N ii2b 

Notice that in the micro-etch structure the thickness 
of the base, W, replaces the radius of the contact, a, as 
the determining geometrical factor. By using electro-
chemical techniques, W can be reduced at least a factor 
of ten further than a can be reduced in the conven-
tional structure. This allows either an order of magni-

tude more burnout resistance at a given frequency with 
a given noise figure, or an order of magnitude higher 
frequency for a given noise figure and a given burnout 
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resistance, or an improvement in noise figure at a given 
frequency with a given burnout resistance, at the de-
signer's option. 

Using present technology the minimum practicable 
value of W is about 4X10-5 cm as compared with the 
minimum practicable value of 4 X 10-4 cm for a. The 
lower limit of 4X10' cm is determined by infrared 
thickness control process. 
The fabrication of the micro-etch structure can be 

accomplished in several ways; a typical method for ger-
manium diodes is as follows.'4"5 The semiconductor 
blank is polished on one side, exactly as in the con-
ventional method, and is then placed in a jet-etching 
station where a pit approximately 2 X10-2 cm in diame-
ter is etched from the unpolished side. The membrane 

thickness is controlled by infrared transmission to a 
value of about 10-4 cm. A suitable metal is then elec-
trochemically plated in the pit. Next comes the micro-
alloying step. The penetration of the micro-alloy is set 
for 5 X10-5 cm, leaving a residual membrane thickness 
of 5 X10-5 cm. The mechanically strong membrane pro-
duced by the micro-alloy step is then soldered to a 
standard diode stud. From this point on the assembly 
operation employs standard diode-fabrication tech-
niques. 

The infrared thickness control determines the mem-
brane thickness efficiently in the range from 5 X10-4 to 
4X10-5 cm. The micro-alloy process then acts as a 
vernier in obtaining the final desired thickness; the 
alloying depth in this process can be accurately con-
trolled in the range from 5 X 10-6 cm to 5 X10-5 cm. 
Possible substitute methods of obtaining the final thick-
ness include a controlled diffusion process and a timed-
polish process on the face of the blank. 

For conventional 1N263 type germanium diodes the 
measured values of R. vary from 4 to 10 ohms; the 
average is about 6 ohms. Early experimental micro-
etch versions of the 1N263 type diode have exhibited 
values of R. varying from less than 1 ohm to 4 ohms; 
the average is about 2 ohms. One of the practical prob-
lems involved is to make certain that the resistance 
between the blank and its stud, and the resistance in the 
joint between the whisker and its stud, are both much 
less than 1 ohm. (The resistance of the 0.25-cm length 
of 3-mil titanium whisker is considerably less than 1 
ohm.) 

The ultimate limitation on the reduction in R, is two-
fold. The resistance of the whisker wire is of the order 
of several hundredths of 1 ohm at dc, and at X-band 
about ohm due to skin effect; it would do little good 

to reduce the diode R„ below the latter value. The width 
of the membrane cannot be reduced below approxi-
mately 2 X10-6 because of an effect analogous to transis-
tor punch through, viz., the field, created by a potential 

" Bradley, et al., op. Cit. 
15 Rittmann, Messenger, Williams, and Zimmerman, op. cit. 

of one volt on the whisker wire, reaches completely 
through the membrane. The barrier thickness, D, is 
given by 

D =- [12 e (4)0 — V)1/01 112 (5) 

It may be possible by carefully utilizing present tech-
niques to reduce the series resistance to about 1/10 ohm 
at dc and ohm at X-band in the 1N263 type structure. 
The inherent advantages of the micro-etch structure 

can be discussed in terms of several possible extensions 
of the state of the art. At present the conventional ger-
manium point-contact structure has an average noise 
figure of 10 db at 70 kmc. The order-of-magnitude re-
duction in the R„Cb product should permit the same 
sensitivity at 700 kmc, that is, approximately 400 
microns, or very long wavelength infrared. This devel-
opment therefore makes feasible sensitive detectors that 
will bridge the gap between present microwave detec-
tors and long wavelength infrared detectors. At low 
rf frequencies (less than 10 kmc), there will be only 
a small improvement in sensitivity since the R.Cb prod-
uct causes only a small deterioration in sensitivity in 
present structures. Fig. 3 summarizes the potential 
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Fig. 3—Comparison of crystal noise figure vs frequency for best con-
ventional diodes, curve A, and expected values for micro-etch 
diode, curve B. The frequency dependent parameter con,R. 
enables the same performance to be realized at a higher frequency 
in the micro-etch structure, since for equal values of cuCbR, the 
lower value of R. in the micro-etch structure compensates the 
higher value of co. The better performance at low frequency is 
due directly to the reduction of R.. 

improvement in crystal noise figure (as a function of 
frequency) that can be derived by using the micro-
etch structure rather than the standard structure. The 
improved curve (curve B) is obtained from curve A 
by calculating the improvement due to the lower 
value of R. at low frequencies, and by assuming equiv-
alent performance for the same values coCbR„ at high 
frequencies, then the reduced value of R. makes possible 
a proportionate increase in operating frequency. 

The micro-etch structure makes possible the use of 
small-area contacts in microwave diodes. The present 
state of the art in transistor technology makes feasible 
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contacts as small as 10-3 cm in diameter." This is a 
factor of two or three too large to use in the conven-
tional 1N263 structure; the added capacity would in-
crease the R.Cb product and seriously degrade perform-
ance. With the micro-etch structure, however, the 
larger value of capacity can be offset by the smaller 
value of series resistance, resulting in the same over-all 
R,,Cb product and approximately the same perform-

ance. 
The principal advantages of the micro-etch structure, 

then, are: 1) assuming that a good heat sink is provided, 
the resistance to burnout will be an order of magnitude 
larger due to the larger contact cross section, 2) a large 
reduction in the R„Cb product is obtained, 3) the new 
type contacts that can be used (transistor contacts of 
the surface-barrier, micro-alloy and alloy-junction 
types) have a much reduced noise-power spectrum in 
the lower-frequency ranges where 1/f noise predomi-
nates. For example, actual noise measurements show 
that the noise power from a 1N263 diode at 10 kc is 
about 20 db higher than the noise power from an alloy-
junction contact of the type used in a 2N207B audio 
transistor. A mixer diode incorporating a low-flicker-
noise contact should provide a large improvement in 
sensitivity in doppler-type receivers or in video re-
ceivers, where the noise-power spectrum of the diode at 
low frequency is important. 
The advantages of capacitive mixing have been 

pointed out by Uhlir." In one proposed system using a 
capacitive upconverter having gain, and followed by a 
standard crystal mixer, the RsCb product of the up-
converter diode again provides a good figure of merit. 
Thus, the micro-etch structure will facilitate the fabri-
cation of good capacitive mixer diodes. 

In summary, the performance of just about every 
microwave diode type can be improved by a reduction 
in the R.Cb product. In addition a number of new pos-
sibilities for the use of microwave diodes will open 
up as a result of a substantial reduction in the R.Cb 

product. 

NEW MATERIALS 

In the past several years a host of new semiconductor 
materials have been prepared in various laboratories, 
primarily for application to transistor devices. Several 
of these are promising as basic materials for microwave 
diodes.'8 Three possibilities for fabricating better micro-
wave devices follow from using these materials: 1) 
those with lower values for the figure of merit promise 
better performance, 2) those with higher gap energies 
may possibly work efficiently at higher ambient tem-
peratures, 3) some of them may rectify efficiently at 

16 Private communication from R. A. Williams, Philco Corp. 
17 Uhlir, op. cit. 
" Welker and Weiss, op. cit. 

very low temperatures where they will be useful in 
cooled mixer applications." 

Detailed experimental information on the variation 
of mobility with impurity density is not available for 
most semiconductors; therefore, the denominator of the 
figure of merit is not presently ascertainable. However, 
in general, the figure of merit will roughly correlate with 
the mobility (without consideration of its variation). 
On this basis Table I is presented in which are listed a 
number of semiconductor materials roughly in order of 
decreasing figure of merit as microwave diode materials. 
It is recognized that the mobility in many of these new 
materials will increase with time as the state of the art 
in their preparation improves, so that this table must 
be regarded as a qualitative indicator. 
The high energy-gap materials may potentially be 

capable of maintaining their sensitivity at high ambient 
temperatures. It should be realized that the tempera-
ture dependence of a point-contact diode is determined 
by the contact potential between the whisker and the 
semiconductor so that a large energy gap is a necessary 
though not sufficient requirement for high-tempera-
ture operation. 

TABLE I 

SEMICONDUCTOR MATERIALS LISTED IN ORDER OF ESTIMATED UTIL-
ITY FOR MAKING MICROWAVE DIODES 

Type Semiconductor Mobility Energy Gap 

'..'
1 

cm2/volt sec ev 
InSb* 57,000 0.17 
InAs 27,000 0.37 
HgTe 11,800 0.4 
HgSe 10,000 0.65 
GaAs 4000 1.35 
GaSb 4000 0.69 
Ge 3600 0.72 
InP 3500 1.25 
Si 1400 1.09 
Si 440 1.09 

* Useful only at very low temperature since it is intrinsic at room 
temperature. 

Specifically, it has been found experimentally" that 
germanium and silicon" microwave diodes exhibit the 
same temperature dependence even though silicon has a 
higher energy gap. Recent experiments in our labora-
tories on GaAs diodes, however, indicate that as recti-
fiers they are much less sensitive to temperature than 
either germanium or silicon diodes. One of these experi-
mental GaAs diodes maintained good rectification char-
acteristics up to 350°C. 
The concept of operating mixer diodes at low ambient 

temperature to improve their sensitivity enables the 
use of low energy-gap semiconductors (which may be 
intrinsic at room temperature) with high figures of 
merit. Of these, InSb is very promising. 

" Messenger, op. cit. 
" Messenger and McCoy, "Theory and operation of crystal 

diodes as mixers," /oc. Cit. 
71 Uhlir, op. cit. 
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TABLE II 

EFFECTS OF COOLING TECHNIQUES ON EXCESS NOISE 

Assumed Conditions 

Excess Crystal Mixer Noise 
Temperature (F1-2) 290° 

Excess IF 
Noise 

Tempera - 
tureMixer 

L.(Fir - 1) 
290° 

Antenna 
Noise 

TMixerempera- 
tur2e902.(r.) 

Receiver Noise Temperature 
T. 290° 

Diode 
at 290° 

Mixer 
Diode 

at 72.5° 

Mixer 
Diode 
at 6° 

Diode 
at 290° 

Mixer 
Diode 

at 72.5° 

Mixer 
Diode 
at 6° 

1) Average 1N263 
Fa= 1.5 
T. =1.0 
L. = 3.4 
11= 1.2 

610° 150° 490° 580° 1680° 1320° 

2) Selected 1N263 Special Preamplifier 
Fa = 1.2 
r. =1.0 
L. =2.8 
1.= 1.0 , 

230° 60° 160° 580° 970° 800° 

3) Calculated Micro-etch Crystal 
L.= 2.5 
4=1.0 

Fjf = 1 .2 

r. = 1.0 

150° 40° 150° 580° 880° 770° 

4) Selected 1N263 
Fd = 1 .2 
n =0.05 
L.= 2.8 
4=1.0 

230° 60° 160° 30° 420° 250° 

5) Calculated Micro-etch Crystal 
F1f = 1.2 

T. = 0.05 
L.= 2.5 
11= 1.0 

150° 40° 150° 30° 330° 220° 

6) Calculated Micro-etch Crystal 
L. =2 .5 
4=1.0 
Fa =1 .0 
r„ =0.05 

150° 40° 3° 0° 30° 163° 73° 33° 

COOLING OF MICROWAVE MIXER DIODES 

Following McCoy22 let us express the receiver-noise 
sensitivity, r,, of a broad-band receiver as: 

r, = (F. - 2) -F Lz(Fir - 1) + 2r. (6) 

where F.-2 is the excess-mixer noise figure, L. is the 
mixer conversion loss, Fir-1 is the excess IF noise fig-
ure, and r0 is the normalized antenna temperature. The 
receiver temperature can then be found by multiplying 
T. by the standard reference temperature of 290°K. 

It has been shown" that the excess-mixer noise figure 
is proportional to Kelvin temperature if it contains shot 
and thermal noise contributions. Van der Ziel" has 
shown that transistor noise at high frequencies is also 
composed of shot and thermal noise. In the diode case 
an average reduction in noise figure of about 2 db for 

1N263 diodes was observed in going from 370°K to 

22 C. T. McCoy, "Present and future capabilities of microwave 
crystal rectifiers," PROC. IRE, vol. 46, pp. 61-65; January, 1958. 

23 Messenger, op. cit. 
24 A. van der Zeil, "Theory of shot noise in junction diodes, junc-

tion transistors,» PRoc. IRE, vol. 43, pp. 1639-1646; November, 
1955. 

230°K. However, recent experimental results" for 
transistors indicate a large increase in 1/f noise as the 
temperature is decreased, which may complicate the 
problem of obtaining low transistor noise figures by 
cooling techniques. 

If it is assumed that the excess noise in diode con-
verters is proportional to the ambient temperature, 
then for utmost sensitivity the converter should be op-
erated at the lowest feasible ambient temperature. This 
is determined by the energy gap between impurity 
levels and the conducting or valence band. For ger-
manium the normal N-type doping levels are about 0.01 
ev below the band, and serious changes in carrier density 
begin to occur at about 100°K. With some redesign in-
volving adjustment of the impurity density, however, 
operation at the temperature of liquid air should be 
feasible. The excess noise from the crystal should be 
reduced by a factor of about four at the liquid-air tem-
perature. Table II, based on X-band operation with 
30 mc IF, summarizes the improvements which should 
be attained by cooling techniques. 

22 C. A. Lee, and G. Kaninsky, "Temperature dependence of 
noise in transistor structure," paper delivered at the annual meeting 
of the American Physical Society, New York, N. Y.; January, 1958. 



1958 Messenger: New Concepts in Microwave Mixer Diodes 1121 

Conditions 1) and 2) represent the present state of the 
art and are experimental values. The remaining condi-
tions are calculated on the basis of the general ideas 
proposed in this paper. Note that the excellent sensi-
tivities shown for conditions 4)-6) require a cold an-

tenna background (r. = 0.05). 
Condition 2), representing the best current technol-

ogy, shows that a large percentage of the receiver noise 
is antenna background noise. Condition 4) should 
therefore be presently realizable. 
On a more speculative basis, if the rectifying proper-

ties of semiconductor contacts could be maintained 
down toward the temperature of liquid helium, the ex-
cess mixer noise could be virtually eliminated. In addi-
tion, it is probable that the excess IF noise can also be 
virtually eliminated, either through the development of 
better low-noise tubes or perhaps by cooled transistors. 
In this case, as is shown in Condition 6) nearly all of 
the noise in the receiver is background noise, and the 
receiver has become nearly ideal. These possibilities 
must be qualified, however, by the many practical prob-
lems involved in using cooling techniques. Typical of 
these problems in the design of mixers and crystal car-
tridges which will operate well at very low tempera-
tures. In addition, it must be noted that the necessity 
for maintaining cooling facilities would be a real hard-

ship in many systems. 

RECEIVER APPLICATIONS 

An excellent comprehensive summary of the present 
and future capabilities of Microwave Crystal Receivers 
has recently been published." The conclusions stated 
in that paper are reproduced here. 

"The low-noise capabilities of present day micro-
wave and millimeter crystal-superheterodyne re-
ceivers are determined primarily by the crystal mixer. 
The crystal-mixer noise, in essence, may be quanti-

tatively related to a few fundamental physical param-
eters, viz., rectifying contact geometry, dielectric 
constant, carrier concentration, carrier mobility, 
and temperature of the semiconductor. 

"For the future, improved contact geometry, bet-
ter physical constants from new semiconductors, and 
lower temperatures promise limitless reduction in the 
excess noise from the crystal mixer. Therefore, the 
antenna noise will soon become the dominant limita-
tion to over-all receiver sensitivity for all frequencies 
between 100 mc and 100,000 mc." 

In addition, the following potential receiver applica-
tions are noted. For applications requiring superior 
burnout in crystal mixers, an area adaptation of the 
micro-etch structure should provide a significant im-
provement over present devices. For applications re-
quiring low 1/f noise levels, an area adaptation of the 
micro-etch structure should provide improvement of at 
least one order of magnitude. With a high-frequency 
detector design, detection will be possible in the fre-
quency range from 105 to 106 me. 

CONCLUSIONS 

Three broad areas have been outlined for further im-
provements in microwave diodes. These areas include a 
basic modification in contact geometry, application of 
new semiconductor materials, and use of cooling. These 
improvements are mutually compatible and may be 
used in any combination for optimizing results in par-
ticular problems. Potential capabilities which may be 
realized through these techniques include 1) extension of 
the upper-frequency limit for good crystal detectors 
from 100,000 to 1,000,000 mc, 2) improvement of the 
sensitivity of present microwave receivers by another 
10 db, 3) extension of the useful ambient-temperature 
range for mixing, 4) virtual elimination of all excess 
mixer noise from a receiver, and 5) increase of burnout 
resistance by an order of magnitude over present crystal 

" McCoy, op. cit. types. 
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Narrow Base Germanium Photodiodes* 
D. E. SAWYERt, MEMBER, IRE AND R. H. REDIKERt, ASSOCIATE MEMBER, IRE 

Summary—The operation of germanium photodiodes at room 
temperature both as reverse-biased and photovoltaic detectors is 
analyzed. This analysis takes into account generation of hole-elec-
tron pairs in the base as an exponentially decreasing function of 
distance from the surface. General expressions are derived for the 
steady-state and the time-varying detector signal components. The 

intrinsic frequency behavior (that associated with carrier diffusion 
from the point of generation to the p-n junction) is the same for 
reverse-biased and photovoltaic operation. The frequency-cutoff be-

havior is compared with that of a homogeneous base transistor and, 
for the case of small loss of photogenerated carriers by surface re-

combination, it is shown that the cutoff frequencies are essentially 
the same for identical base width. Photodiodes may be useful at 
modulating frequencies well above this cutoff frequency if the radia-
tion is penetrating since for this type of radiation the intrinsic fre-
quency response does not decrease rapidly above cutoff. The equiva-
lent circuits for both reverse-biased and photovoltaic operation are 
obtained as is the noise-equivalent circuit for reverse-biased opera-

tion. It is shown that at frequencies where 1/f noise may be neg-
lected, for most small-signal applications reverse-biased operation 

is greatly superior to photovoltaic operation. With a reduction in 
base width the intrinsic frequency cutoff will be increased, the 
bulk and surface recombination loss of photogenerated carriers 

decreased, and the diffusion capacitance associated with the p-n 
junction in photovoltaic operation reduced. Thus, improvements 
in both reverse-biased and photovoltaic operation are realized. For 
frequencies at which 1/f noise sources may be neglected, photodiode 

operation can be determined from a knowledge of the intrinsic re-
sponse, the equivalent circuit, the low-frequency noise-equivalent 
power, and a quantity which specifies the increase of the noise-
equivalent power with frequency. Equations are developed to specify 
these quantities and a design is given for a narrow-base photodiode 
which can be operated at modulating frequencies from the low kilo-
cycle range to above two megacycles with a noise equivalent power 
of 3 x10-'2 watts cycle-" =.1.5 

INTRODUCTION 

SEMICONDUCTOR photodiodes and phototran-
sistors have been extensively reported in the litera-
ture.' In the present analysis we have extended 

previous treatments of photodiodes to include funda-
mental frequency limitations and the frequency be-
havior of the noise-equivalent power. In order to in-

* Original manuscript received by the IRE, February 28, 1958. 
The research reported in this document was supported jointly by the 
Army, Navy and Air Force under contract with Mass. Inst. Tech. 
t Lincoln Lab., M.I.T., Lexington, Mass. 
' See for example: 
a) S. Benzer, "The photodiode and photo-peak characteristics in 

germanium," Phys. Rev., vol. 70, p. 105; July, 1946. 
b) F. S. Goucher and M. B. Prince, "Interpretation of a-values 

in p-n junction transistors," Phys. Rev., vol. 89, pp. 651-653; 
February, 1953. 

c) B. J. Rothlein and A. B. Fowler, "Germanium photovoltaic 
cells," IRE TRANS. ON ELECTRON DEVICES, VOL 1, pp. 67-71; 
April, 1954. 

d) G. A. Boutry and F. Desvignes, "Photodiodes and photo-
transistors, considered as infra-red radiation detectors," 
Nuovo cimento, suppl. to vol. 2, pp. 541-563; March, 1953; 
a survey with 59 references. 

e) L. P. Hunter, "Handbook of Semiconductor Electronics," 
McGraw-Hill Book Co., Inc., New York, N. Y., pp. 5-1 to 
5-14; 1956. 

crease the frequency response of photodiodes the base 
region can be made narrower as is done in conventional 
transistors. Such a narrow-base germanium photodiode 
is shown in Fig. 1. In determining the frequency re-
sponse of narrow-base photodiodes whose base widths 
are of the same order as the absorption length of the inci-
dent radiation in the semiconductor, one has to take 
into account the fact that the minority carriers are pro-
duced within the base region. In this respect the theory 
presented diverges from conventional transistor theory 
where all the carriers are injected into the base region 
at a given boundary. The effects of carrier generation 
within the base region on photodiode operation both as 
a reverse-biased detector and as a photovoltaic detector 
are presented. 

ROGAR BASE 
TAB 

n-TYPE 
GERMANIUM 

RECTIFYING 
JUNCTION 

Fig. 1—Cross section of a narrow-base photodiode 
(not to scale). 

Narrow-base germanium photodiodes have been fab-
ricated with intrinsic response times of less than 
75 mi.isec. These photodevices have a very desirable and 
unique combination of small size, high sensitivity, very 
fast speed of response, and spectral range into the near 
infrared. They have been used with success in many 
applications among which are: detectors in a semi-
permanent storage-optical memory system ;2 research 
tool for the study of the decay of near infrared spectral 

2 D. M. Baumann, "A high scanning-rate storage device for com-
puter applications," J. Assoc. Computing Machinery, vol. 5, pp. 76-
88; January, 1958. 
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components in a gas following ionization;8 and detector 
in a transistorized "light pen" for high-speed computer 
oscilloscope readout. 
The analysis presented below is for germanium photo-

diodes operating at room temperature. Many of the re-
sults of the analysis should be applicable, however, to 
other semiconducting materials and temperatures. Spe-
cific applications to a and detectors' will not be dis-
cussed although many of the considerations developed 
are relevant. 

GENERAL ANALYSIS 

The following analysis is for monochromatic radiation 
whose absorption in the semiconductor is characterized 
by a single exponential function.' By superposition, the 
results can be generalized for any input spectrum. The 
following assumptions have been made: 

1) The characteristics of the rectifying contact are 
such that only carriers which are minority carriers 
in the semiconductor base can cross the rectifying 
junction. 

2) The base is assumed homogeneous and extrinsic. 
Conductivity modulation is neglected. 

3) Photogeneration in the junction space-charge re-
gion, for which case operation of the photodiode 
is similar in many respects to that of an ionization 
chamber, is neglected here. 

4) Photogeneration which occurs within the heavily 
doped alloy-contact recrystallized layer may be 
neglected. 

5) Carrier trapping is negligible. The decay of excess 
carriers in the bulk can be characterized by a 
single exponential, exp - (t/r). 

In this analysis the base region is assumed n type. 
The results are applicable, with a suitable change in no-
tation, for a junction photodiode with a p-type base. 
The continuity equation including generation in the 
bulk is 

op p.- p 1 -› 
V J, + g,' (1) 

at 

where p is the hole density, p,, is the equilibrium hole 
density, r is the bulk-hole lifetime, g,' is the net rate of 
generation of holes within the base due to photon ab-
sorption, and J, is the hole-current density. 

5 M. P. Van Yukov and L. D. Khazov, "Photoelectric method of 
recording the change in time of the spectra of light flashes," Doklady 
Akculemii Nauk SSSR, vol. 92, pp. 523-524; December, 1953 (AEC 
Translation NSF-tr-158, 1953). 

A. V. Airapetiants and S. M. Ryvkin, "Characteristics and op-
erative mechanism of germanium n-p alpha counters," Soy. Phys. 
Tech. Phys., vol. 2, pp. 79-88; January, 1957. 

5 For values of the absorption coefficient as a function of wave-
length, see W. C. Dash and R. Newman, "Intrinsic optical absorption 
in single-crystal germanium and silicon at 77°K and 300°K," Phys. 
Rev., vol. 99, pp. 1151-1155; August, 1955. 

8 W. Shockley, "Electrons and Holes in Semiconductors," D. Van 
Nostrand Co., Inc., New York, N. Y., p. 298; 1950. 

If the number of photons per unit area per unit time 
which enter the semiconductor is denoted by I and their 
absorption coefficient denoted by a the net generation 
rate of holes at a distance x from the surface is 

g,' --- ale-ex (2) 

where the quantum yield for germanium has been 
taken equal to unity.' The relationship between I and 
the incident radiation is found to be 

(1 - R)X 
/ =   

hc 
(3) 

where R is the surface reflection coefficient, W is the 
incident power per unit area of wavelength X, h is 
Planck's constant and c is the speed of light. For W in 
watts/cm' and X in microns 

0.806 
I = (1 - R)XW quanta/cm' sec (3a) 

where q is the electronic charge. 
In order to obtain both the steady-state behavior 

and frequency response of the photodiode let 

I '0(1 ± Me') (4) 

where M the degree of modulation must always be 
smaller than unity. Using the relation 

dp 
J„ = — 

dx' 
(5) 

where Di, is the minority-carrier diffusion constant, 
and combining (1), (2), and (4), we obtain for the one-
dimensional diffusion equation 

aP 82P P  — = «Ioe—ax(1+ 
at ax 2 

(6) 

The solution of (6) may be written 

P(x, = Pd.(x) Pac(x, (7) 

With cï2 1/Dpr, these solutions are' 

Ioe 
Pee =  AexiL Be—xiL pn   (8) 

a Dp(1 — 1/a2D,r) 

7 For radiation of wavelength between 1 and 2 microns the quan-
tum yield can be taken as unity. See F. S. Goucher, "The photon 
yield of electron-hole pairs in germanium," Phys. Rev., vol. 78, p. 
816; June, 1950. For wavelengths shorter than 0.575 micron the num-
ber of generated pairs is proportional to the total energy absorbed so 
that in this range X in (3) should be replaced by the constant value 
0.575. See S. Koc, "The quantum efficiency of the photo-electric 
effect in germanium for the 0.3-2. p wavelength region," Czech. J. 
Phys., vol. 7, pp. 91-95; July, 1957; also J. Drahokoupil, M. Mal-
kovska, and J. Tauc, "Quantum efficiency of the photovoltaic effect 
in germanium for x-rays," Czech. J. Phys., vol. 7, pp. 57-65; July, 
1957. 

8 The solution for pc, if a2 = 1/Dpr is the same as that given by (8) 
except that the last term on the right-hand side becomes 

Io 
xe-03. 

2D, 
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and 

x(1 ± x(1 ± icor)ii2 
pa. = E exp  G exp   

Mloe-ctee'4" 

aD, (1 
a2D,r a2D) 

where L=(D„r) 1/2. The boundary conditions at x=0 for 
(8) and (9) are respectively taken to be 

(9) 

and 

dpd. 
s(pd. — p.) = D, 

dp.c  
sp.. 

dx 

dx 
(10) 

where s is the surface recombination velocity. The 
boundary conditions at x = w depend on the manner 
in which the photodiode is used. In the analysis that 
follows the base width w is assumed to be independent 
of applied voltage. 

OPERATION AS A REVERSE-BIASED PHOTODIODE 

The minority-carrier density p(w) at x = w is related 
to the equilibrium minority-carrier density p„ by 

p(w ) = pneqVIkT. (12) 

If V, the junction voltage, is negative and I VI >>kT /q, 
p(w) can be taken as zero. Thus by (7), 

pda(w) Pao(w) - 0. (13) 

Determining the constants in (9) from the boundary 
conditions (11) and (13) and using (5) the junction 
alternating-current density is found from the diffusion 
equation to be 

— 

ow 

Fig. 2—The function F(a) for various sw/Dp and w/L values 
plotted from (14). 

and F(a) is given by F(c 4), a) with (4) set equal to zero. 
The quantity jo is the calculated diode saturation or 
"dark" current density. The function F(a) determines 
the increase in diode-junction current which is produced 
by steady-state illumination. This function may be de-
scribed completely in terms of the dimensionless pa-
rameters au', sw/D,, and w/L. The parameter au) may 
be interpreted as the ratio of the base width to the mean 
depth of penetration 1/a of the incident radiation. The 
parameter sw/D, and w/L are associated with carrier 
loss by surface and volume recombination, respectively. 
In Fig. 2, F(a) is plotted as a function of au' for different 
values of sw/D, and w/L. The uppermost curve in the 
figure represents the total number of minority carriers 
generated in the base as given by [1 —exp ( —aw)]. In 
the other curves the loss of these carriers by surface and 

(1 + s/aD2,) — e'° [(1 s/aD„) cosh —w (—Dse, -07E1) sinh —wE] 
qMI0e*"  

(1 
1 w st 

cosh — — sinh — 
a2D,r a2D) e D, 

where E=L(1-1-icor)-1/2. For the sake of brevity, we 
shall write (14) as 

j„,, = qMIoeie'F(w, a), (14a) 

although as can be seen, F(co, a) is a function of D,, s, r, 
and w as well as co and a. 
The solution for jdo may be written 

jdo = jo qI0F(a) (15) 
where 

jo = qpns 

D 
cosh — -F — sinh — 

L sL 

w sL 
cosh — — sinh — 

L D, 

(16) 

(14) 

volume recombination has been included. For values of 
au' larger than ten which are not shown in the figure, 
F(a) may be conveniently obtained directly from (14) 
by setting exp ( —aw) equal to zero. Good agreement 
between observed germanium photodiode steady-state 
behavior and that calculated from considerations em-
ployed here has been reported.° 

Figs. 3 and 4 show the amplitude and phase depend-
ence of F(w,a)/F(a) as a function of frequency for dif-
ferent values of au'. The abscissa in these figures is the 
ratio of signal angular modulating frequency co to the 

° H. U. Harten and W. Schultz, "Influence of diffusion length and 
surface recombination on the barrier-layer photoelectric effect in 
germanium," Z. Phys., vol. 141, pp. 319-334; July, 1955. 
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Fig. 3—The function I F(0, a) I / F(a) for various aw values plotted 
from (14). The abscissa is the ratio of signal modulating angular 
frequency, co, to the cutoff frequency, coo =2.4D,,/wi, of a tran-
sistor of base width identical to that of the photodiode. The curve 
for aw =6 (not shown) lies midway between those for aw =5 and 
aw =7 ; that for aw =4 lies very slightly below the curve for aw =7. 
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Fig. 4—Plot of the phase angle 4, vs w /coo for various aw values. The 
quantity 4) is defined as 4=tan 1 [Im a)/Re F(o), a)]. 

cutoff frequency coo =2.4Dp/w2 for a transistor of base 
width identical to that of the photodiode. In the compu-
tation of these curves we have assumed that 0Yr>>1 and 
aL>>1. These assumptions are equivalent to requiring 
that the bulk-diffusion length L be much larger than 
both the base width and the mean penetration depth of 
the incident radiation. It will be convenient to designate 
as the photodiode-intrinsic cutoff frequency wk. that 
frequency at which the amplitude of F(co, a)/ F(a) is 
0.707. For the case of sw/D„«1 plotted in Figs. 3 and 4, 
cuic,, depends only very slightly on the value of a. Even 
when the incident radiation is such that the mean gen-
eration depth 1/a would be ten times the base width, 

remains approximately equal to the transistor-
equivalent cutoff frequency coo. 
The frequency behavior for co > co ic„, however, is af-

fected by the product ow especially when the product 
becomes of the order of unity or smaller. Thus while 

is relatively unaffected, as aw is decreased the de-
vice becomes more usable at signal frequencies larger 

than coice because F(co, a) decreases less rapidly with fre-
quency in this range. At these frequencies, because of 
transit time dispersion the current contribution from 
carriers generated in the bulk just under the surface is 
reduced and the contribution from those carriers gen-
erated in closer proximity to the alloy junction becomes 
important. The current density jao can be determined by 
adding the contributions from the carriers generated at 
distances from the junction ranging from w to essentially 
zero, taking into account the phase and the transit time 
dispersion of each contribution. This is equivalent to 
what has been done in the derivation of (14). 

Families of curves similar to Fig. 3 have been plotted 
for various sw/D, values. These curves resemble those 
of Fig. 3 with one significant difference: for the finite 
values for aw shown on the figures, the intrinsic cutoff 
frequency coic. is increased, being approximately 1.6wo 
for sw/D=1, and approximately 2.5coo for sw/D=5 as 
contrasted with the approximate value of coo for sw/D, 
=0. The reason for this difference is not difficult to en-
vision. For large sw/D, values, carriers generated close 
to the surface readily recombine at the surface, thus the 
base region just under the surface may be relatively in-
effective in supplying photogenerated minority carriers 
for diffusion across the base width, w, to the junction 
contact. Consequently the maximum diffusion distance 
for carriers contributing to the signal current becomes 
somewhat less than the base width w with an increase in 
cutoff frequency over that for the same diode with 
sw/D„«1. However, increasing the value of sw/ 14 in-
creases the loss of generated carriers due to surface 
recombination and decreases F(a) as can be seen in 
Fig. 2. Therefore while the frequency cutoff may be in-
creased, the absolute response to a given input signal at 
any frequency may be reduced. 

Experiments were performed with a wide-base photo-
diode to verify the frequency behavior shown in Fig. 3 
of F(co, a)/F(a) for various values of the parameter aw. 
The diode alloy junction was 1.7 mm in diameter and a 
light tube was used to mask off from incident radiation 
all of the germanium surface opposite the junction ex-
cept a central area 1 mm in diameter. A tungsten fila-
ment at a color temperature of approximately 2800°K 
was the radiant source for a Perkin-Elmer Model 88 
monochromator fitted with a sodium chloride prism. 
The measured spectral half width at the exit slit was 
approximately 0.025 micron. The beam from the mono-
chromator was sinusoidally modulated from 10 to 100 kc 
by a rotating disc and was brought to focus on the diode. 
An oscilloscope was used to measure the diode junction 
current with appropriate precautions taken so that the 
circuit response was "flat" past 100 kc. With radiation 
of 1.0 micron, which for this wide-base diode typifies 
essentially nonpenetrating radiation (aw, 500), meas-
urements yielded an tau. value of 38 kc. The output cur-
rent, was determined as a function of the modulation 
frequency co for various spectral wavelengths from 1.0 
to 1.82 microns; this latter value represents for this 
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diode an aw value of approximately 0.3. The frequency 
behavior of I F(co , a)1 / F (a) shown in Fig. 3 for aw <3 
and co >coo was clearly observed. However, while the re-
sults were indicative, one could not state with certainty 
that the predicted drop of j F(w, a)1 / F(a) with 3 <aw 
< co and co >coo to values below the transistor-like fre-
quency dependence curve (aw = co ) had been observed. 

PHOTOVOLTAIC OPERATION 

In this treatment V is separated into dc and small-
signal ac components 

V = V do ± Vac. 

Expanding (12) for v.«kT/q, (7) becomes 

P(7v) = Poo(w) Pee(w) 

qva,, 
pew& lk T pneovdo ikr. 

kT 

the admittance Yi may be represented by the parallel 
combination of a resistor rd and a capacitor Cd whose 
values for sw/D,,«1 are 

kT 
rd = exp (--q17") (22) 

qjoA kT 

and 

1 2V 
Cd = • 

rd s 
(23) 

This RC representation is valid for co-values up to cod 
(17) the angular-cutoff frequency of this combination: 

(7a) 

The boundary conditions at x=w are determined by 
equating the current flowing through the detector load 
with the diffusion current crossing the junction: 

"d°1 
dx „= AVdoGL Ido = — 

Jac = qD„ — 
dpao 

dx „ A 

vao 171, 

(18) 

(19) 

where the diode-load admittance is YL=GL-1-iBL and 
A is the junction area taken to be equal to the window 
area. The small-signal solution for v.,, is 

qMIo A eietF(ca, a) 
vaa —   (20) 

Yi YL 

where 

Yi 
kT w st 

cosh — — sinh — 
E D„ 

is independent of the photogeneration process. The 
quantity Vde is determined from the following transcen-
dental equation :10 

GL Va. ± Jo A (eqvdcikr _ 1) = qIoAF(a). (21) 

The quantities F(co, a) and F(a) are identical to those 
defined in the previous section. For values of 

q2 A pnseqVd. k T 

w D„ w 
cosh — — sinh — 
e st 

co << coo = 
2.4D„ 

w2 

(20a) 

10 This equation appears in the expressions for photovoltaic power 
converters. See for example, W. G. Pfann and W. Van Roosbroeck, 
"Radioactive and photoelectric p-n junction power sources," 
J. Appl. Phys., vol. 25, pp. 1422-1434; November, 1954; also M. B. 
Prince, "Silicon solar energy converters," J. Appl. Phys., vol. 26, 
pp. 534-540; May, 1955. 

1 
(24) 

va 2V 

JUNCTION TRANSITION-REGION CAPACITANCE 

AND EXTRINSIC BASE RESISTANCE 

The transition-region capacitance for an abrupt, alloy 
junction is 

C. e 1/2 

A [2„pCV Vo)] 
(25) 

where e is the dielectric constant, p the resistivity, /4 the 
majority carrier mobility, and V the junction voltage 
considered positive in reverse bias, i.e., V — V. The 
so-called internal contact potential Vo is a function of 
material and junction properties." To a good approxi-
mation, the applied junction voltage V in (25) can be 
considered as zero for photovoltaic operation. The cor-
responding transition-region capacitance, which will be 
denoted by C.(0), is considerably larger than C,( V), the 
transition-region capacitance in reverse-biased opera-
tion. 
The extrinsic base resistance of the diode structure of 

Fig. 1 may readily be calculated as 

P 4w r2 
= —[i —  ln . (26) 

8rw t ri 

EQUIVALENT CIRCUITS FOR REVERSE-BIASED 

AND PFIOTOVOLTAIC OPERATION 

The ac signal equivalent circuits for reverse-biased 
and photovoltaic operation are obtained with the aid of 
(14), (20), (25), and (26) and are shown in Figs. 5 and 6, 
respectively. In these figures we have added a junction-
shunting conductance Gi always found in practice. The 
quantity i, represents an rms current generator of mag-
nitude j„,,A/Vi. At the lower frequencies where the re-
actances may be neglected, the load-signal amplitude 
for reverse-biased operation is limited only by Gi, while 
that for photovoltaic operation is limited by the real 
part of Y,. For typical values of Gi of 10-4 to 10-7 mhos 

11 D. R. Muss, "Capacitance measurements on alloyed indium-
germanium junction diodes," J. Appl. Phys., vol. 26, pp. 1514-1517; 
December, 1955; also, R. F. Schwarz and J. F. Walsh, "The proper-
ties of metal to semiconductor contacts," PROC. IRE, vol. 41, pp. 
1715-1720; December, 1953. 
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Fig. 5—Equivalent circuit for a photodiode operated as a reverse-
biased detector. Gi is the junction-shunting conductance, Ct is 
the transition-layer capacitance, rt.' is the ohmic-base resistance 
and the current generator i, has the rms value j„,,A / V2 where 

is given by (14). 

Fig. 6—Equivalent circuit for a photodiode operated as a photovol-
taic detector. This circuit is identical to that of Fig. 5 except for 
the additional shunt admittance Y1 given by (20a). The transi-
tion-region capacitance C1(0) evaluated at zero applied voltage 
may be considerably larger than C1( V) the transition region ca-
pacitance in Fig. 5. 

and saturation currents of the order of one micro-
ampere, the load voltage for a given light signal may be 
up to 40 to 400 times larger for reverse-biased than 
photovoltaic operation. Also, the equivalent capaci-
tance shunting the current generator i, is always larger 
(and may be considerably larger) in photovoltaic opera-
tion. Thus for a given resistive load, the cutoff fre-
quency (w,,0) determined by the passive elements in the , 
equivalent circuit will always be higher in reverse-
biased operation. Since the low-frequency amplitude 
may be greater and the capacitive shunting reduced by 
operating the diode reverse biased, this mode of opera-
tion may be more satisfactory for detection applications 
than operation of the diode as a photovoltaic device. 

NOISE EQUIVALENT POWER 

The minimum detectable signal for the photodiode is 
established by the noise generated by the detector and 
detector preamplifier. The three types of noise which 
must be considered are thermal, shot, and the so-called 
1/f noise. With the diode reverse biased it is found in 
practice that at the lower frequencies, 1/f noise estab-
lishes the noise level and consequently the value of mini-
mum detectable power. A good small-area germanium 
junction diode, however, should show negligible 1/f 
noise above the kilocycle range.'2"8 In the analysis 
which follows it is assumed that the signal frequencies 
of interest are above the 1/f region. Only the reverse-
biased case will be discussed, since it can be shown that 
for this case photovoltaic operation increases the value 
of minimum detectable power. 

If it is assumed that the extrinsic base resistance, To', 
of the photodiode may be neglected, then the noise and 
signal equivalent circuit of the photodiode and load ad-

12 A. van der Ziel, "Theory of shot noise in junction diodes and 
junction transistors," PROC. IRE, vol. 43, pp. 1639-1646; November, 
1955. 

13 A small percentage of junction diodes fabricated in the labora-
tory have shown erratic noise characteristics exhibiting current 
spikes and noise bursts, but since these are the exceptions, they have 
not been discussed here. 

'PERFECT « 
PREAMPLIFIER 

Fig. 7—Signal and noise equivalent circuit for a photodiode operated 
as a reverse-biased detector. The current generator is identical to 
that in Fig. 5. Get, and C.q are the resultant conductance and 
capacitance of the equivalent circuit including the load, and the 
noise current and voltage generators are described in the text. 

mittance is as shown in Fig. 7. We have assumed that 
the load admittance is that of a conductance GL in 
parallel with a capacitance CL. G., is the sum of Gi the 
junction-shunt conductance and GL; a, is the sum of 
Ct( V) and CL. The noise sources are an equivalent 
noise-current source of magnitude 

= (2qi 4kTG)df 

and an equivalent thermal noise-voltage source of mag-
nitude 

e.R.2 = 4kTR„di 

where i is the junction current, i, is the rms signal cur-
rent, and the actual preamplifier is characterized by an 
equivalent noise-input resistor R„ in combination with 
a "perfect" preamplifier. 
The signal-to-noise ratio is given by the ratio of the 

square of the signal voltage, e„2, to the mean-square 

noise voltage, e2, both referred to the input of the 
"perfect" amplifier. 

and 

e,2 —   (27) 
co2C„2 

(qi 4kTG„ 
e02 =   

G,„2 w2C„2 

Thus the signal-to-noise ratio is 

i.2 

= =   (29) 
e„2 (2qi 4kTG„ 4kTR„G„2 co2C,.,2)df 

This result is similar to that for a case considered by 
van der Ziel." The noise-equivalent power is that value 
of incident power for which the signal-to-noise ratio 
is unity. The corresponding signal current is given by 

nep2 = [2qio 4kTG„(1± co24kTR„C„2]df. (30) 

In (30) and in the following discussion i,„.p is justifiably 
assumed to be much smaller than io, the diode-satura-
tion current, so that i is replaced by jo. 

can be related to the total incident power, 
A W W , and diode parameters by (3), (4), and (14a) 

qM(1 — R)WX 
— F(ú,, a). (31) 

(1 -I- M)hc-V2 

4kTR„)df. (28) 

e,2 

14 A. van der Ziel, "Noise," Prentice-Hall, New York, N. Y., p. 
97; 1954. 
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Combining (30) and (31), Weep may be written as 

W nep = WO ( 1 + ((AI/COn) 2) 112 

where 

(1 + M)hc1[4qio 8kTG,(1+ Goe.)[df} 112 
Wo = 

qM (1 — R)Xl F (co, a) I 

and 

[2qio 4kTG,(1+ G„121 112 
= 

4kTR„C.,2 

(32) 

(33) 

(34) 

In order to specify both the signal response and the 
signal-to-noise ratio of a photodiode three cutoff fre-
quencies must be considered: coico, the cutoff frequency 
associated with the photodiode intrinsic response 
F(co I a), cocco the cutoff frequency associated with the 
passive elements in the equivalent circuit, and con which 
specifies the circuit signal-to-noise degradation with fre-
quency as given by (32). 
With saturation currents the order of a fraction of a 

microampere or greater and normal values of junction-
shunt conductance G, a value of load conductance can 
be chosen so that Goo«2kT/qio and thus the thermal 
noise due to G, will be negligible in respect to shot 
noise. Furthermore, this value of Go, will in general be 
such that Goc,R„«1 for typical Ro values. With these 
readily attained conditions Wo and co„ become 

2(1 M)hc(qiodf)'/2 
Wo   

qM (1 — R)XI F(co, a) I 

co. — 20io )1/2 
R„Coa2 

(33a) 

(34a) 

If, as suggested above, GL is reduced to maximize the 
signal-to-noise ratio, the output-signal cutoff frequency 
determined by the equivalent circuit to (--cco) will be re-
duced in many cases to a frequency much lower than the 
desired upper limit of the pass band. On the other hand, 
if cocco limits the frequency response, an obvious method 
of broadbanding the detector is to increase GL. It is 
seen from (33) and (34) that increasing GL degrades 
the signal-to-noise ratio at all frequencies. A possibly 
more satisfactory method of frequency compensation 
is to perform the compensation following the preampli-
fier." Compensation can be done successfully in this 
case because the signal-to-noise ratio may be constant 
to a much higher frequency than cocco the frequency at 
which the signal response may be limited. However, if 
the cutoff frequency coico of the photodiode intrinsic 
response F(cu, a) limits the signal-frequency response, 
broadbanding may be of limited use because coico as well 
as con is a limiting frequency for the signal-to-noise ratio 
[see (32) ]. 

'6 R. G. Breckenridge, B. R. Russell, and E. E. Hahn, "Photocon-
ductivity Conference," John Wiley and Sons, Inc., New York, N. Y., 
p. 74; 1956. 

ADVANTAGES OF A NARROW BASE 

For incident radiation of wavelength shorter than 
1.52 microns the results of the previous analysis indicate 
several advantages which accrue when the photodiode 
base width is made narrow. Since the absorption co-
efficient a of germanium at 300°K for these wavelengths 
is larger' than 5 X10-3 cm—', almost all the radiation 
entering the semiconductor can be absorbed in a base 
width of a few microns. With base widths of this order, 
photodiodes with intrinsic cutoff frequencies co ico/271-
above 20 mc are possible. [See (14) and Figs. 3 and 4.] 
Furthermore, in this range of high absorption, these 
photodiodes may be more efficient than photodiodes 
with a wider base since as the base width is reduced 
the surface and bulk losses are reduced (see Fig. 2). If 
we relax our frequency response requirement from tens 
of megacycles to a few megacycles, then for wave-
lengths less than 1.52 microns (with transistor-quality 
single-crystal germanium), it is possible to simultane-
ously satisfy the following inequalities 1«aw, w«L, 
w«2rs, and sw/D„«1 so that the expression for F(a) 

F(a) 1 — sw/D, (35) 

representing the fractional loss sw/D, of the photo-
generated carriers by surface recombination. The diode 
saturation current density as calculated from the one-
dimensional model then becomes simply 

jo Ons• 

In addition to the advantages listed above which ap-
ply to both reverse-biased and photovoltaic operation, 
as the base width is reduced the reactive component of 
Y1 which enters in photovoltaic operation and is usually 
associated with the diffusion capacitance, Ca, is also 
reduced [see (23)]. Thus reducing the base width in-
creases the cutoff frequency cocco associated with the pas-
sive elements in the equivalent circuit. However, as was 
indicated previously, the total capacitance shunting 1. 
can never be reduced below that for reverse-biased 
operation and cooco is always smaller for photovoltaic 
than for reverse-biased operation." 

For a photodiode with a narrow base it is possible 
for (»ice to be larger than either cocco or wn so that, as was 
mentioned in the section on noise equivalent power, 
frequency compensation may be used to extend the 
utilization range of the photodiode to au., with neg-
ligible degradation of the signal-to-noise ratio at fre-
quencies less than con. However, it is possible with a 
sufficiently narrow base that the assumption made in 
that section that ro' is negligible might not be ap-
plicable. If reasonable care is taken in the photodiode 

16 From these considerations it would appear that photovoltaic 
operation is always less desirable than reverse-biased operation. How-
ever, if it is desired to retain the steady-state signal component, 
photovoltaic operation may be chosen since variation in the tempera-
ture-sensitive quantity p„ (and possibly G,) is reflected only as a 
change in signal amplitude and not as a spurious detector load 
voltage. 
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TABLE I 

THE EFFECTS OF CHANGES IN BASE RESISTIVITY AND DEVICE GEOMETRY ON PHOTODIODE PARAMETERS. 
A DASH SIGNIFIES LITTLE OR No EFFECT, AN ARROW INDICATES THE DIRECTION OF THE EFFECT 

F(a) (14) 

Reduction of p 

jo (16) Ce(V) (25) 

1. 

Cg(0)i° C (23) RI,' (26) rd (22) Wo (33) 

Reduction of w 

Reduction of junction area 
with r./ri constant 

COjo (14) co. (27) 

Reduction of s 

design, this assumption concerning rb' may be applicable 
for photodiodes with values of co ic«,/21r in the megacycle 
range, as shown in the next section. 
The advantages listed above are predicated on the 

wavelength of the incident light being shorter than 
1.52 microns. If, however, the wavelength of the in-
cident radiation is longer than 1.52 microns and the 
steady-state sensitivity is of paramount importance, it 
may be advantageous to use a wider base. In this case 
if the values of a, s, and L are known, one can choose the 
optimum base width for maximum steady-state sensi-
tivity with the aid of Fig. 2. 

NARROW-BASE PHOTODIODE DESIGN 

Table I shows the effects of changes in base resistivity 
and device geometry on the electrical parameters of the 
photodiode. The pertinent equation number in the text 
is shown beside the parameter headings. In obtaining the 
results tabulated in Table I, it was assumed that the 
total power incident on the window area is constant 
and that all the radiation that enters is absorbed in the 
base region (aw>>1). 
The relative importance of the various device param-

eters and thus the determination of the actual design 
of a narrow-base photodiode may strongly depend on 
the characteristics of the optical system and preampli-
fier used with the photodiode. Satisfactory devices for 
particular requirements have been made with ger-
manium resistivities of from 0.5 to 4.0 ohm-cm and 
with junction diameters from 0.022 to 0.040 inch. A 
base width of from ten to twenty microns has been a 
satisfactory compromise between response time and ex-
trinsic base resistance. The narrow-base alloy photo-
diodes such as shown in Fig. 1 have been fabricated 
using the bath-etching technique described in the litera-
ture." 

Measured saturation currents have ranged from 0.45 
to 3.5 µa while the junction ohmic conductance has 
been consistently smaller than 1 X10-7 mhos. Spectral 
measurements on these diodes have shown a constant 
quantum yield within an experimental error of ten per 
cent from 0.55 micron, the lower measurement limit, to 
1.52 microns dropping sharply at this latter value which 

17 R. H. Rediker and D. E. Sawyer, "Very narrow base diode," 
PROC. IRE, vol. 45, pp. 944-953; July, 1957. 

corresponds to the threshold energy for the more prob-
able direct transition.' In reverse-biased operation decay 
time of the photoresponse following a light pulse's from 
a xenon flash tube is from 60 to 100 mµsec for a suffi-
ciently small value of load resistor so that response is 
not limited by the cutoff frequency (cocc.) of the diode 
preamplifier circuit. Measurements with a photomulti-
plier indicated that the decay time of the light pulse 
itself is in the neighborhood of 50 mµsec. In fast-
response service a mask or focusing means must be 
used to restrict the incident radiation to the germanium 
area directly opposite the alloy junction. If this is not 
done, the pulse-decay tail will be lengthened by the 
late arrival at the junction of carriers photogenerated a 
distance from the alloy junction greater than w, the 
base width. 
As an illustrative example of what may be achieved 

in practice with narrow-base photodiodes, the frequency 
behavior of the signal response and the noise equivalent 
power will be calculated for a representative photo-
diode. Referring to Fig. 1, this diode has a junction 
radius ri of 0.028 cm, a window frame radius r2 of 0.125 
cm, a base width w of 1.25 X10-2 cm and a wafer thick-
ness t of 0.015 cm. The base resistivity, p, is 2.0 ohm-
cm. Saturation current, transition-region capacitance, 
and junction shunt conductance have been measured 
on diodes of this type and are respectively about 
io =1.5 µa, Ce(6) =10 µµf and G <10-7 mhos. The 
intrinsic base resistance has been calculated to be 95 
ohms. With a preamplifier of 400 ohms equivalent in-
put-noise resistance and a detector load of 100 kohms 
in parallel with 10 µAd, the values of the intrinsic and 
circuit cutoff frequencies and the noise-degradation 
frequency are wk.= 6.7 X107 sec— , (0,00=5 X102 sec—', 
and co„ = 1.5 X107 sec—", respectively. Frequency com-
pensation following the preamplifier can be used to 
extend the signal-frequency response to can with a 
negligible increase in the low-frequency noise equivalent 
power Wo below this frequency. This value of T/V0 is 
3 X10—'2 watts/cycle"2 for X = 1.5 microns, ill equal to 
unity, and with the reflection coefficient" R taken as 

" For a description of the light pulser see: D. T. Stevenson and 
R. J. Keyes, "Measurement of carrier lifetimes in germanium and 
silicon," J. Appl. Phys., vol. 26, pp. 190-195; February, 1955. 

19 W. G. Spitzer and H. Y. Fan, "Determination of optical con-
stants and carrier effective mass of semiconductors," Phys. Rev., vol. 
106, pp. 882-890; June, 1957. 
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0.36. If we choose to broadband the diode and the 
preamplifier input circuit and make wc,„ = 1.5 X101 sec--' 
by reducing the load resistance to 3.3 kohms, then the 
previous value of Wo is increased by a factor of three 
and becomes Wo =9 X 10—" watts/cycle 112. 

Photovoltaic operation of these narrow-base photo-
diodes in practice is found to degrade the high-frequency 
performance of the device even more than one might 
expect since experimentally determined values of the 
capacitance sum Cd+ C1(0) have been found to be 
several times larger than that calculated from (23) and 
(25). The excess capacitance is believed to be due to the 
fact that the diffusion capacitance for a structure such 
as Fig. 1 cannot be accurately calculated unless one 
takes into account the carriers injected laterally from 
the junction into areas where the base width is more 
accurately specified by the wafer thickness t than by 

the smaller value 2v. Since the diffusion capacitance per 
unit area is an increasing function of the base width 
[see (23) ], this lateral injection phenomenon contributes 
significantly to the diffusion capacitance. 
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Advances in the Understanding of the P-N 
Junction Triode* 

R. L. PRITCHARDt, SENIOR MEMBER, IRE 

Summary—During the past ten years the junction triode has 
been studied extensively in attempts to improve the understanding 
of the device. The resulting increase in understanding has made 
possible improvements in both device design and in transistor-circuit 
design. Highlights of these studies including references to approxi-
mately 100 papers, are reviewed in this paper from the point of view 
of relating electrical characteristics to the physical construction of the 
device. 

First the ideal-diode model resulting from Shockley's 1949 
analysis of the junction triode is reviewed. Then the differences 
between experimentally observed electrical characteristics and the 
corresponding characteristics of the ideal model, together with their 
explanations presented in the literature, are described. The dc char-
acteristics are discussed first, followed by a detailed description of 
the increased understanding of the small-signal parameters. Other 
topics reviewed briefly include the effect of non-one-dimensional 
current flow, and switching characteristics of the triode. 

INTRODUCTION 

DURING the past ten years, the p-n junction 
triode has evolved from the "paper transistor" 

  of Shockley [1] to a widely used electron device, 
of which approximately 27 million units were produced 
commercially in 1957. Part of the reason for this tre-
mendous progress is the increased understanding of 
the device, which in turn has led to increased design-
ability. Of course, important technological improve-
ments, such as the recent introduction of solid-state dif-

* Original manuscript received by the IRE, March 25, 1958. 
t Texas Instruments, Inc., Dallas, Texas. 

fusion, have made it practical to obtain this design-
ability. Junction transistors today can be designed and 
built to perform specific functions, and their behavior in 
circuits can be predicted. This paper surveys the de-
velopments that have taken place in the understanding 
of the junction triode during the last ten years. 

Transistor Types 

Before discussing the operation of the junction triode, 
a brief description of the device might be in order. The 
first junction transistors [2], [3] were of the grown-
junction type, in which the transistor comprises a rec-
tangular bar cut from a germanium crystal that has been 
grown from a melt with suitable added impurities. 
Shortly thereafter, the alloy technique was developed 
[4], in which small dots of indium were fused, or 
alloyed, into a germanium wafer of suitable conduc-
tivity. These two basic types of transistor construction 
are illustrated in Fig. 1. Attempts to reduce the dimen-
sions of alloy transistors later led to the introduction of 
the electrochemical and plating techniques and the de-
velopment of the surface-barrier transistor [5]. 
The first grown-junction transistors were n-p-n, 

whereas the alloy units were p-n-p. However, p-n-p 
grown-junction transistors and n-p-n alloy units have 
since been developed with germanium, along with 
several types of silicon transistors. 
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(a) (b) 

Fig. 1—Classical types of junction-transistor construction, illustrat-
ing (a) rectangular bar construction of grown junction and (b) 
opposed dot construction of fused, or alloy, junction, or surface-
barrier transistors. 

During the past several years the introduction of 
solid-state diffusion, which is reviewed by Smits [6], 
has led to the development of a number of other types 
of transistors, e.g., the diffused-base transistor [7]. In 
many cases better performance can be obtained with the 
diffused-type units than is possible with conventional 
classical structures described above. 

Basic Transistor Operation 

As is well known,' a junction triode comprises three 
regions, emitter, base, and collector, separated by two 
transition regions or p-n junctions as shown in Fig. 2. 
A p-n-p transistor is discussed, but an n-p-n operates 

in quite an analogous fashion. For normal transistor 
operation with the emitter junction forward biased and 
the collector junction reversed biased, holes are in-
jected from the emitter into the base, which they tra-
verse by diffusion,2 and ultimately are collected by the 
collector. Hence, the collector current /c is proportional 
to emitter current 

— lc = a/E — 'CO, (1) 

where the proportionality constant a is the short-circuit 
forward current transfer ratio, and 'co is the collector 
reverse current. These two quantities are two of the 
most important parameters of a junction transistor. 

On the other hand, with a reversed biased collector, 
the emitter-base junction behaves like a simple p-n 
diode, having a voltage-current relation 

E = I HoPVEBIkT — 11, (2) 

where /Eo is the emitter reverse current, viz., the emitter 
current that would flow if the emitter-base diode were 
reversed biased. 
The junction triode also may be operated with the 

roles of the emitter and collector interchanged (inverse 
operation), in which case additional relations similar to 
(1) and (2) also exist. In some transistors (bilateral 

In addition to numerous texts on the subject, several excellent 
review papers exist, e.g., [8]. 

2 Or with the help of a drift field, as in some of the recent types 
of graded-base transistors. 

Fig. 2—Schematic diagram of junction transistor, illustrating emitter, 
base, and collector regions separated by two p-n junctions. 

aI I 
C 

E« 
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Fig. 3—Large-signal two-diode equivalent circuit 
for junction transistor. 

devices), normal and inverse operation lead to essen-
tially the same performance, but in most units, better 
performance is obtained with normal operation. 

Alternatively, the transistor can be operated with 
both junctions reversed biased, in which case the emit-
ter and collector currents are quite small, of the order 
of the reverse currents or less, or with both junctions 
forward biased, in which case the voltage drops between 
the three terminals can be quite small. This type of 
operation makes the junction triode an attractive 
switch. 
More generally, the performance of the ideal tran-

sistor can be described in terms of ideal p-n diodes and 
current generators as shown by the equivalent circuit 
of Fig. 3, which is based on Shockley's original 1948 
analysis of the junction triode.' For many applications, 
this equivalent circuit is quite useful, e.g., as a first ap-
proximation in switching circuits. However, it is in-
complete in that it fails to account for many of the ex-
perimentally observed electric-circuit properties. 

Historically, most of the efforts to understand the 
operation of a transistor were directed towards study-
ing the small-signal parameters. However, at the same 
time considerable fundamental effort also was directed 
toward further understanding of the electrical charac-

teristics of the p-n junction diode, and as this knowledge 
became available, it was applied directly to the junction 
triode. These advances are covered first in the following 
section on dc characteristics, followed by a review of 
the small-signal parameters which constitutes the bulk 
of this paper. Additional sections are devoted to brief 
discussions of switching characteristics, temperature 

characteristics, and noise in the junction triode. 

3 The author believes that the circuit in this form was first shown 
by Adler in an unpublished report [9]. 
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DC VOLTAGE-CURRENT CHARACTERISTICS 

Forward Characteristics 

In an ideal diode, cf. (2), forward current (and hence 
the emitter current in a triode) varies exponentially 
with forward voltage Vas evikr. In practical transistors 
at low currents the forward voltage-current character-
istic generally is found to be exponential, although in 
general, the exponent is qV/XkT where X is a number' 
between 1 and 2. On the other hand, at high currents, 
the forward voltage-current characteristic tends to 
become essentially linear, due to the series resistances 
associated with the emitter and/or the base regions or 
contacts. 

A number of theoretical studies of the p-n diode, some 
of which are reviewed by Henkels [10], have been made 
in an attempt to evaluate the factor X.' These results 
may be summarized briefly as follows. The current de-
scribed by (2) for a simple ideal diode corresponds to a 
diffusion current of low current density. However, under 
certain conditions, other types of currents which vary 
with voltage as qV/2kT may flow across the p-n junc-
tion. Hence, in general the sum of two such currents 
comprising the total forward current, will have a volt-
age characteristic with a value of X that varies from 1 
to 2 over the current range of interest. 
For example, in a normal germanium diode or tran- to 

sistor at low current densities, diffusion current domi-
h nates, and total current varies with voltage as eqvi". 

But, with increasing current density in the base region, u 
Hall [13] has shown that hole current injected into the a 
base ultimately varies as eqvmr. Hence, the exponent 17 

ti X=1 at low currents, and X—+2 with increasing current.  
Alternatively, in silicon junctions at low current ag 

densities, as shown by Sah, Noyce, and Shockley [14], 
and in germanium junctions at low temperatures, as 
shown by Bernard [15], forward current is dominated 
by current flow due to carrier recombination in the de-
pletion layer. This current varies with voltage as 
egviee, while the smaller, normal diffusion current varies 
as eqvikr. With increasing forward voltage, the diffusion 
current overcomes the recombination current, and hence 
the exponent X varies from X =2 at low currents to 
X=1 at moderate currents. At still higher currents, 
X=2 as in the germanium case. This depletion-layer 
recombination current also affects the reverse char-
acteristics of the p-n junction and the forward current-
transfer ratio a, as is described below. 

Reverse Characteristics 

For reverse collector-base voltages in the range be-
tween a few tenths of a volt and the onset of breakdown 
described below, the ideal diode model indicates a 

4 For example, in the transistor of Shockley, Sparks, and Teal 
[21, experimental data corresponding to X =1.25 are presented. 

6 On the other hand, some of the diode studies have been con-
cerned with structures that are not applicable for the emitter-base 
junction of a triode, e.g., the p-i-n diode [111, [121. 
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voltage-independent current, which is termed a satura-
tion current (I'm  for open-circuited emitter). In ger-
manium transistors at normal and at elevated temper-
atures, the saturation current is largely the result of 
minority carriers from the collector and base crossing 
the collector-base junction to recombine in the base and 
collector respectively, although a portion of the satura-
tion current also may be due to carriers recombining 
on the surface [16-18]. 

However, in most p-n junctions the reverse current 
is not completely voltage independent. This generally 
is attributed to surface leakage [19], [20]. For example, 
a logarithmic variation of current with voltage can be 
attributed to a "channel," or N-type surface layer on a 
P-type collector region [21], [22]. A more complete dis-
cussion of surface leakage is found in an excellent re-
view of surface phenomena on germanium, Kingston [23 ]. 
On the other hand, very careful measurements of re-

verse currents of p-n junctions during the past several 
years have indicated that in some types of junctions an 
additional voltage dependence exists due to a bulk ef-
fect. For example, Pell has shown that in germanium 
junctions [4] at low temperatures, and in silicon junc-
tions [25] at normal and at low temperatures the re-
erse current may be dominated by a current flow due 
recombination of minority carriers in the collector de-

letion layer. • Several other writers [26], [14], [15] 
ave also discussed this type of current, and its effect 
pon the forward junction characteristics has been noted 
boye. The depletion-layer recombination current is 
oportional to the volume (or the width) of the deple-
on layer which, in turn, is a function of reverse volt-
e.° For example, in a grown-junction transistor with 

a graded collector junction, the depletion-layer width, 
and hence the depletion-layer component of the reverse 
current, will be proportional to the cube root of the 
reverse voltage. 

With other than an open-circuited emitter (or col-
lector), the reverse voltage-current characteristics of a 
transistor are somewhat modified by the effects of the 
current transfer ratios, both normal and inverse. For 
example, with an open-circuited base (IE=IR-FIc=0) 
and with a reverse voltage applied between collector 
and emitter, the reverse current is Io/(l —a). [Cf. 
(1).] This current will exhibit a voltage dependence in 
addition to that of /co because of the bias dependence of 
a to be described. 

Breakdown Voltage 

For any p-n junction, as the reverse voltage is in-
creased a critical, or breakdown, voltage is approached 
for which the reverse current increases rapidly. Early 
studies [27] indicated that this breakdown was due to 
the Zener, or field-emission effect. For example, diodes 
designed for voltage-reference service which utilize this 

The depletion layer width is inversely proportional to the transi-
tion capacitance. 
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breakdown occasionally are still termed "Zener diodes." 
However, more recent studies by McKay [28] for sili-
con and by Miller [29] for germanium have shown that 
the voltage breakdown generally is due to an avalanche 
mechanism which occurs in the collector depletion 
layer.' 

For sufficiently high electric fields in the collector de-
pletion layer (of the order of 2 X105 volt/cm) injected 
carriers create hole-electron pairs by impact ionization, 
similar to the Townsend effect in gas discharges. This 
causes an effective multiplication m of the collector 
current relative to the hole current entering the col-
lector depletion layer from the base. Furthermore, at a 
critical voltage, defined as the body breakdown voltage 
VB, the multiplication is self-sustaining, m—> co, and the 
collector current tends to become infinitely large. For 
alloy junctions on a wafer, the voltage VB is simply re-
lated to the wafer resistivity.8 

In practice the breakdown characteristic may be 
either sharp, as the theory for body breakdown would 
indicate, or "soft," in which case the current increases 
moderately for a fairly wide range of voltages so that 
breakdown is not clearly defined. Soft breakdown gen-
erally is attributed to surface conditions, although sur-
face breakdown can be sharp and also due to an ava-
lanche process [32]. On the other hand, Pell [33] has 
presented data suggesting that a bulk effect might be 
responsible for soft breakdown in some cases. 
Even with body breakdown, thermal effects may 

modify the breakdown characteristics [34], [35]. For 
example, Matz [36] has shown that the onset of thermal 
runaway, particularly at elevated temperatures, may 
reduce the actual breakdown voltage below the ava-
lanche value. 
When both the emitter and collector terminals of the 

transistor are utilized, the breakdown voltage in some 
cases may be considerably different from that of a 
simple diode described above. For example, in some of 
the early transistors it was found that collector-emitter 
breakdown would occur at a considerably lower voltage 
than collector-base breakdown. This was attributed to 
the "punch-through" effect [37]. In a p-n junction the 
width of the depletion layer increases with increasing 
reverse voltage. This causes a decrease in the base width 
as the collector depletion layer extends partially into the 
base and partially into the collector with increasing 
collector voltage. For a sufficiently large collector volt-
age V p2, the collector-depletion layer may extend com-
pletely through the base region until it merges with the 
emitter-depletion layer.' Increasing voltage beyond 

7 Except possibly in the case of very narrow (low-breakdown 
voltage) junctions, when Zener breakdown actually may be ob-
served [30], 1311. 
8 For example, for a wafer of n-type germanium of 1 ohm-cm, the 

body breakdown voltage V13=1® volts, and VB varies approximately 
as the 0.7 power of resistivity. 

For example, in the p-n-p germanium allow transistor with a 
1 ohm-cm base resistivity and a 0.3-mil base width, punch-through 
would occur at about 70 volts. 

VET cannot further increase the width of the depletion 
layer, and the emitter voltage then increases with in-
creasing collector voltage. Consequently, the collector-
emitter voltage is effectively limited to V pr, and an ap-
parent breakdown occurs. 
However, as information on avalanche multiplication 

became available, it was noted that a lower collector-
emitter breakdown voltage (with IB =0) also could be 
caused by an infinitely large increase in the collector 
current ¡o/(l —a) when the current transfer ratio a 
became equal to 1 because of the effect of the avalanche 
multiplication factor m upon a [37]. For example [see 
(4) ] for a p-n-p germanium transistor with a body break-
down voltage VB = 100 volts and a value of a=0.98 at 
low collector voltages, with a collector voltage of 25 
volts, avalanche multiplication is sufficiently large to 
cause m 1.02, and hence a 1. This 25 volts then would 
be the collector-emitter breakdown. In general, the 
collector-emitter breakdown voltage will occur at 
either the voltage determined by avalanche multiplica-
tion, or by punch-through, depending upon which is 
the lower. 
On the other hand, if the base is connected to the 

emitter through a dc resistance RB, the collector-emitter 
breakdown voltage may be one of several different 
values. For low collector voltages, as RB is decreased 
from infinity (open base), the collector current de-
creases from Ico/(1—a) to a value somewhat larger 
than ¡co for RB =0. Hence, ¡co becomes less dependent 
upon a, and avalanche multiplication becomes less im-
portant with decreasing emitter-base resistance, so that 
the collector-emitter breakdown due to multiplication 
increases toward the body breakdown voltage VB. 
However, if the punch-through voltage Vpr <VB, then 
the collector-emitter breakdown voltage will occur at 
V pr. 

SMALL-SIGNAL PARAMETERS 

The four small-signal parameters to be discussed, all 
for the common-base configuration, are the short-cir-
cuit input resistance ha, the open-circuit output con-
ductance hob, the open-circuit reverse voltage transfer 
ratio hrb, and the short-circuit forward current transfer 
ratio hfb= —a. First, these parameters are discussed 
for the case of the Shockley ideal-diode model, and then 
the modifications that have resulted from increased 
understanding over the past decade are reviewed. 

Ideal-Diode Model 

For normal transistor operation, for example, an am-
plifier, with the emitter junction forward biased and the 
collector junction reversed biased, the ideal equivalent 
circuit of Fig. 3 reduces to that shown in Fig. 4. This 
circuit consists principally of the emitter diode resist-
ance re' (the incremental resistance of the emitter-base 



1134 PROCEEDINGS OF THE IRE June 

a ie 

Fig. 4—Small-signal equivalent-Tee circuit 
for junction transistor. 

diode) and a forward-current transfer generator aie." 
In addition, as shown by dotted lines in Fig. 4, two 
elements are added empirically: a collector resistance 
r, to take account of the finite reverse resistance of the 
collector diode, and a resistance rb' in series with the 
base connection to take account of the transverse 
ohmic resistance of the base region. 
The incremental diode resistance r„' can be calculated 

from (2) as 

(1/r.') 7-- (aJE/avEB) 

(q/kT)(IE ± I Bo) (qIE/kT). (3) 

In Shockley's analysis [1] the short-circuit current 
transfer ratio a.--ce < 1 can be written as the product of 
two factors, an emitter efficiency 7 and a base transport 
factor p. The factor (1 —7) represents that part of the 
emitter cuiTent that is composed of electrons injected 
into the emitter from the base which are not available 
for collection. The factor (1 —13) represents the small 
fraction of the injected holes that recombine in the base 
before reaching the collector. Both of the factors 7 and 
i3 depend upon the physical parameters of the emitter 

and base regions, and for decreasing base width, both 
7 and p approach 1 as a limit." 

In theory the reverse resistance of the collector-base 
diode is infinitely large for collector-base voltages ex-
ceeding a few tenths of a volt [cf. (2)]. However, in 
practice the reverse resistance of a diode generally is 
dominated by a leakage resistance, which may be of 
the order of tens of megohms. The base resistance rb' 
depends upon the nature of the base contact, but for a 
good contact 1.6' should be of the order of magnitude of 
the sheet resistance (base resistivity pE divided by base 
width w) of the base region. 

Input Resistance 

In practice the short-circuit input resistance he of a 
junction transistor was found to decrease with increas-

10 Strickly speaking, the internal current-transfer process is rep-
resented by the transfer ratio a, which is different from the terminal 
short-circuit forward current transfer ratio a because of the presence 
of the base resistance ri' At low frequencies the difference is negligi-
ble, but at high frequencies a and a may differ considerably when 
ro' is of comparable magnitude with the reactance of the collector 
capacitance (not shown in Fig. 4) in shunt with the collector resis-
tance 

11 For example, in an early alloy structure, typical values might 
be y =0.998. 0=0.993, although measured values of a generally 
were lower, e.g., 0.98; this is attributed to surface recombination to 
be described below. 

ing emitter current in general agreement with the 
theoretical result of (3). However, with increasing cur-
rent, as r„' becomes small, the input resistance is dom-
inated by the effective" ohmic base resistance rbi(1 —a). 
In some transistors an ohmic resistance of the emitter 
region also contributes directly to the input resistance." 
As noted above, studies of the p-n diode have shown 

that for high current densities the forward voltage-
current characteristic of (2) must be modified; the 
exponent kT must be replaced by 2kT. Accordingly for 
the triode, (3) also must be modified in general" so that 
r„' = (XkT/qIE) with 1 <X <2, and with X tending to 2 for 

high current densities [38]. Unfortunately, the increase 
in input resistance due to this effective increase in 
diode resistance also can be attributed to emitter lead 
resistance." 

Output Resistance 

In early junction transistors, experimental values of 
collector resistance r, were considerably lower than the 
tens of megohms that could be explained by leakage. 
Furthermore, r, was found to decrease with increasing 
dc emitter current. These results were shown by Early 
[41] to be due to depletion-layer (space-charge-layer) 
widening. As noted above, an increase in collector 
voltage causes an increase in the width of the depletion 
layer, with a consequent decrease in the width of the 
base. This decrease in base width brings about an in-
crease in both 7 and p, and hence in the current transfer 
ratio a, which in turn causes the collector current to 
increase. The ratio of the increase in collector current to 
the corresponding increase in collector voltage repre-
sents a collector-base admittance, which is considerably 
larger than the leakage conductance of the diode." 

In addition, as the collector voltage is increased toward 
the breakdown voltage, the dc collector reverse current 
increases, giving rise to collector conductance in addi-
tion to that due to depletion-layer widening. For 
example, the collector conductance due to the onset of 
avalanche breakdown has been calculated explicitly by 
Matz [36] from the equation given by Miller [29] for 
the multiplication factor m. 

Feedback Factor 

For the ideal circuit of Fig. 4 the voltage feedback 
factor is simply the ratio (rb7re). However, in early 
junction transistors, measured values of this feedback 
factor were considerably larger than could be attributed 
to the ohmic base resistance alone. This discrepancy 
also was shown by Early [41] to be the result of deple-

12 The voltage drop across ro' is due to base current, which is less 
than the input emitter current by the factor (1 —a). 

13 For example, in the diffused-base transistor of Lee [7], emitter 
contact resistance contributed 10-20 ohms. 

14 This also should be true at low current densities in silicon tran-
sistors when the depletion-layer recombination current dominates as 
noted above, but this result apparently has not been reported as yet. 

13 E.g., see [39], p. 535, and [40]. 
16 For example, in a typical alloy junction transistor having a 

value of a =0.98, the output conductance due to depletion-layer 
widening would be of the order of 0.5 lamho for ile=1 ma. 
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tion-layer widening. As a result of the decrease in base 
width with increase in collector voltage noted above, a 
given dc emitter current can be maintained with fewer 
holes injected into the base. This in turn brings about a 
slight, but significant, decrease in the emitter junction 
voltage. The ratio of this change in emitter voltage to 
the corresponding change in collector voltage is the 
Early voltage feedback ratio s,„,. Alternatively, this 
feedback can be expressed in terms of a base resistance 
rb" in the base lead of the equivalent circuit, where ri," 
is equal to the quotient of the emitter voltage to the 
corresponding collector current, or ri," -1.tecr.. Expressed 
in these terms, the base resistance rb" can be many times 
greater than the ohmic resistance especially at lower 
values of dc emitter current for which the collector con-
ductance is sma11. 17 

Depletion-layer widening also can contribute addi-
tional feedback within the transistor by modulation of 
of the ohmic resistance [41]. Generally, this effect is not 
especially important, but in some transistors—espe-
cially grown-junction units in which the base connec-
tion is extremely close to the collector depletion layer— 
this base-contact modulation can be appreciable and 
moreover can be of the proper polarity to cause a nega-
tive input resistance [42]. 

In some of the early junction triodes at low values of 
dc emitter current, measured values of the voltage feed-
back factor were extremely large and, in some cases, 
approached 1. This behavior was attributed to the 
"channel effect," described first by Brown [43], in 
which a P-type surface layer forms on the N-type base 
and creates a high resistance path, or "bridge" between 
emitter and collector." Hence, the emitter voltage 
tends to rise toward the collector voltage, and the volt-
age feedback approaches one in magnitude. 
A feedback factor of one at higher collector voltages 

also can be obtained as the result of the "punch-
through" effect described above [37]. In this case, how-
ever, collector and emitter are effectively short-circuited 
internally, and transistor action ceases. 

Forward Current Transfer Ratio 

Surface Effects: In Shockley's analysis the short-
circuit forward current transfer ratio a is essentially a 
constant for a given transistor structure. Experimental 
verification of the relation between a and structural 
parameters was provided by Goucher, et al. [45 ]. On the 
other hand, fairly early in the development of the tran-
sistor, it was found that a was considerably affected by 
surface conditions. Inasmuch as surface recombination 
is a three-dimensional effect, exact analysis is difficult, 
and only a few calculations have been carried out. For 
example, Laplume [46] has evaluated the base transport 

17 For example, for the typical alloy transistor noted above, this 
feedback factor would be of the order of 2.5 X10-4. At the dc current 
of 0.5 ma, this could give rise to an additional base resistance Tb" of 
the order of 1000 ohms, whereas ohmic base resistance Ti,' might be of 
the order of 200 ohms. 

18 Although channels can exist on p-n-p transistors [44], the effect 
was more pronounced on the early n-p-n grown-junction transistors. 

factor for a cylindrical geometry, and has effectively 
shown that the lifetime is decreased by increasing surface 
recombination velocity s. An approximate result used fre-
quently (for example, by Webster [52]) consists of ex-
pressing (1—a) as the sum of (1 --y) and (1-0) and of 
adding to this sum a surface-recombination term 
(1-0,) that is proportional to surface recombination 
velocity s and to an effective recombination area A,. 

In order to evaluate Os for the specific geometry 
normally used for alloy transistors, Moore and Pankove 
and Stripp and Moore [47] have carried out very 
extensive analyses using electrical analog techniques. 
Also see [48]. Practical results of this study showed, for 
example, that the collector area should be approxi-
mately two to three times as large as the emitter area 
and that the emitter junction should penetrate less 
deeply into the germanium wafer than the collector 
junction in order to maximize 0, for a given surface re-
combination velocity. 

This dependence upon surface conditions of a and 
of other parameters, e.g., Ico, coupled with the diffi-
culties of maintaining constant surface conditions over 
a period of time, had given rise to rather serious relia-
bility problems in some of the early transistors. In the 
meantime, however, considerable effort has been de-
voted to the study of surface conditions [23]. Some of 
the factors that cause a change in the surface with time 
now are understood [49-51], and the results indicate 
that a high degree of surface cleaning and/or prepara-
tion and protection is required for units of high relia-
bility. 

Emitter-Current Dependence: In Shockley's analysis 
[1], a also is bias independent. A relatively small in-
crease in a with increasing collector voltage could be 
expected as a result of the decrease in base width due to 
the depletion-layer widening effect noted above. How-
ever, in practical transistors a was found to be quite 
dependent upon the dc emitter current, in particular, 
decreasing with increasing current. This behavior was 
shown by Webster [52] to be the result of high-level 
injection; it has been commented on since by numerous 
other writers [53-57]. In the type of transistor gener-
ally available at that time, for emitter currents of sev-
eral milliamperes, the concentration of holes injected 
into the base from the emitter is comparable with the 
normal concentration of electrons in the base region. 
Consequently, in order to preserve charge neutrality in 
the base, additional electrons are drawn into the base 
region (from the base contact), which increases the base 
conductivity. This increased base conductivity with 
increasing emitter current lowers the emitter efficiency 
-y, and hence the over-all a. To offset the decrease 
in base conductivity, a higher emitter conductivity is 
required. In the case of the alloy-junction transistor, 
this increased understanding, coupled with technological 
improvements, led to the introduction of high-emitter 
efficiency materials [58], which resulted in improved 
transistor performance at high emitter currents. 
The theoretical aspects of high-level injection phe-
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nomena also have been discussed by several other 
writers, including Rittner [59], Misawa [54], [60] and 
Fletcher [611. For example, Misawa has described some 
of the effects of high-level injection on high-frequency 
parameters of the transistor. 

In practical transistors, the short-circuit forward cur-
rent transfer ratio a exhibits a decrease at low values of 
dc emitter current, as well as at high currents. One ex-
planation for this low-current a decrease was included 
in Webster's analysis. Even at low current densities, 
electrons are drawn into the base to preserve charge 
neutrality. However, to prevent a flow of electrons be-
tween emitter and collector, an internal emitter-collec-
tor electric field is developed, which is proportional to 
dc current and which tends to reduce the number of 
holes that are drawn to the surface (where they can 
recombine). This effectively increases the factor fl., and 
hence the current transfer ratio a, with increasing cur-
rent, up to the point at which high-level injection 
effects begin to dominate, as described above. 

In some of the early silicon transistors [63], it was 
found experimentally that a decreased with decreasing 
emitter current to a greater extent than could be at-
tributed to the surface-recombination and electric-field 
effect previously described. This behavior remained un-
explained for a time, during which successful negative 
resistance four-region two electrode switching devices 
(p-n-p-n diodes) were built utilizing the behavior [62]. 
Such a device can be considered as a p-n-p transistor 
with a hook collector, which normally has an over-all 
current-transfer ratio considerably greater than one. 
However, at low values of dc emitter current, the alpha 
of the p-n-p transistor is so low that over-all a <1, 
whereas at some intermediate value of current over-all 
a = 1, and the device becomes unstable and can be used 
as a switch. 
The substantial decrease in a at low current densities 

in such cases was shown by Sah, Noyce, and Shockley 
[14] to be due to a decrease in the emitter efficiency 
resulting from the depletion-layer recombination current 
already noted above. This current, which represents a 
significant portion of the total emitter current at low 
current densities, is not available for collection, and 
hence the over-all current transfer ratio a is low. With 
increasing current, however, proportionately more of 
the emitter current consists of hole current into the base 
which can be collected, and hence a increases with in-
creasing current. 

Very recently an increase of a with increasing emitter 
current has been observed in some types of transistors 
[96] and has been attributed to an injecting collector 
contact. Certain types of collector contacts that nor-
mally collect holes (for a p-n-p transistor) tend to inject 
electrons into the collector with increasing dc hole 
current. This gives rise to an over-all increase in col-
lector current, which can be sufficiently large to offset the 
effects of fi and 'y and produce an over-all transistor cur-
rent transfer ratio a 1. In this case the device can be 

used as a bistable switching element, and the name 
"thyristor" has been applied to the unit. 

Collector-Voltage Dependence: Experiments also indi-
cated that in some transistors a substantial increase in 
a could be obtained with increasing collector voltage, to 
the extent that a could exceed 1. This effect can be 
attributed to avalanche multiplication in the collector 
depletion layer as described above, which causes an 
effective multiplication m of the collector current rela-
tive to the current entering the collector depletion 
layer from the emitter. If the multiplication factor m is 
large enough to offset the effects of y and 13 described 
above, the over-all transistor a can exceed 1. This effect 
of current multiplication in transistors was studied ex-
tensively by Miller [29], who showed for example that 
for alloy junctions the multiplication factor m is 

m = 1/[1 — (V/VB)nj, (4) 

where n --- 5 and 3 for germanium n-p-n and p-n-p 
transistors respectively and n -÷- 3 for silicon transistors. 

In many cases, a value of a> 1 can lead to instability 
and possible destruction of the transistor. For example, 
in the common-emitter configuration with the base 
open-circuited, the current between collector and 
emitter /co/(1 —a) becomes infinite when a =1. On the 
other hand, the transistor can be successfully operated 
with collector-base voltages exceeding that for which 
a=1, in the so-called "avalanche" mode [64] or "de-
layed-conduction" mode [65] provided that VCB<VB 
[66]. In this type of operation, for example, extremely 
fast switching times have been reported [67]. 

Actually, values of a>1 had been observed in some 
of the earliest experimental junction transistors but for 
a different cause from that described above. For those 
particular units, which were fabricated by the double-
doped grown process [2], the collector resistivity was 
high, and a was observed to exceed 1 at increased tem-
peratures. This effect also was analyzed by Early'9 and 
found to be the result of collector-body multiplication. 
Normally, with a reversed biased collector junction, 
there is a small diffusion current of electrons from the 
collector into the base which contributes to the reverse 
current /co. Associated with this electron diffusion cur-
rent is an electron diffusion gradient, and the space-
charge neutrality condition requires a corresponding 
hole diffusion gradient. However, inasmuch as the holes 
cannot flow back into the base through the reversed 
biased collector junction, the diffusion gradient must 
be balanced by an equivalent electric field in the collec-
tor body. This field is proportional to the hole current 
injected from the emitter and is of the proper polarity 
to increase the electron current back into the base. 
Hence, the total collector current, which is the sum of 
hole and electron currents, is increased in proportion to 
the emitter current. Normally, this effect is slight, but 
when the collector material becomes essentially an in-

" See [42], pp. 1305-1307. An alternative approximate analysis of 
collector body multiplication is given by Hunter [68]. 
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trinsic semiconductor, e.g., with increasing temperature, 
the electron current becomes comparable with the hole 
current, and the total collector current can be appreci-
ably greater than the emitter current, leading to values 
of a>1 with consequent instability. 

Frequency Variations 

In addition to the various bias dependences of small-
signal parameters noted above, each of the parameters 
in general depends upon frequency. The analysis of 
Shockley, Sparks, and Teal [2] showed that the base 
transport factor 13 decreases in magnitude with increas-
ing frequency as a result of dispersion in the transit 
times of holes through the base, which is inherent in the 
diffusion process. Assuming that of the factors com-
prising a," only fl is frequency dependent," it is con-
venient to define an a-cutoff frequency, fa, as the fre-
quency for which I a 12 has decreased to one-half its 
low-frequency value. In terms of physical qualities fa is 
directly proportional to the mobility of holes in the base 
and is inversely proportional to the square of the base 
width. There also is a phase shift associated with a due 
to the transit time of holes through the base, which in 
most applications is a more serious limitation than the 
decrease in the amplitude of a [69], [70]. 
The finite transit time of carriers through the base 

also causes the other three transistor parameters to 
become complex and frequency dependent, as was 
shown by several writers [42], [73], [76] who, almost 
simultaneously, extended the analysis of the Shockley 
model to include frequency effects, along with the effects 
of depletion-layer widening. However, the phase shift 
associated with the input and output admittances also 
can be interpreted equally well in terms of diffusion 
capacitances representing stored charge in the base 
region. This caused some confusion for a time when a 
given transistor could be approximated either by an 
equivalent circuit employing a frequency-dependent 
current generator or by a circuit in which the current 
generator was frequency independent, but in which a 
large capacitance representing stored charge limited the 
high-frequency performance.n 
Soon after the first practical transistors were an-

nounced, considerable effort was directed toward at-
tempts to improve their high-frequency performance. 
However, it also was recognized that factors in addition 
to the transit time of carriers through the base were 
limiting the high-frequency performance. In particular, 
as several writers [72], [39], [75] have shown, to a 
first approximation, the high-frequency gain is deter-
mined by three parameters—the cutoff frequency fa 
already described, the ohmic base resistance rb', and the 
collector transition capacitance CIT. For example, the 

" Normally this is a good assumption, but if the low-frequency 
emitter efficiency 70 is appreciably different from 1, the variation of 
7 with frequency may significantly change the nature of the normal 
a-frequency variation ("slow-drool" effect) [73]. 

Si This subject of equivalent circuits of transistors was reviewed 
earlier by the author [71]. 

collector transition capacitance imposes an upper limit 
on the output impedance, while the ohmic base re-
sistance imposes a lower limit on the input impedance, 
whereas the capacitance and/or the base resistance in-
creases internal feedback. Efforts to improve transis-
tor high-frequency performance led to development 
of structures other than the simple triode transistor, 
including the junction tetrode of Wallace [74], the 
p-n-i-p transistor of Early [75] and the drift transistor 
of Kriimer [76]. For a summary of the subject, see 
[97], [98]. 

Graded-Base Transistors 

With the introduction of solid-state diffusion tech-
niques, the assumption of a uniform base region, which 
was used for the studies described above and which was 
satisfactory for the earlier alloy and grown-junction 
transistors, no longer could be considered valid. Never-
theless, measurements of small-signal parameters of 
diffused transistors, which generally have a graded base, 
did not indicate any significant qualitative differences 
from the results obtained with earlier uniform-base 
structures. Quantitative differences do exist, however. 
Because of the variable impurity distribution in the 
base region, less of the depletion layer extends into the 
base. Hence, punch-through is less likely to occur, and 
the Early effect is less pronounced in graded-base 
transistors than in uniform-base units of comparable 
base widths. 
The classic theoretical study of graded-base transis-

tors is that of Krômer [76] who evaluated the complex 
small-signal parameters for a structure having an expo-
nential impurity distribution through the base. For low 
frequencies, these parameters assume forms similar to 
the corresponding parameters of a uniform-base struc-
ture. High-frequency parameters for a general graded-
base structure also have been calculated by Moll and 
Ross [77]. 

NON-ONE-DIMENSIONAL CURRENT FLOW 

As new experimental results were obtained during the 
preceding decade, efforts generally were made to explain 
them on the basis of a one-dimensional model as de-
scribed above. At low frequencies and at low currents 
one-dimensional flow is a good approximation for most 
transistors, except for the case of surface-recombination 
previously noted. However, as current and frequency 
were increased, some of the experimental results indi-
cated clearly that additional non-one-dimensional effects 
were becoming quite important. 
As the dc current input to a transistor is increased, 

the transverse flow of base current causes an IR drop 
in the base which generally is in such a direction as to 
reverse bias those portions of the emitter junction 
furthest from the base contact. This tends to concen-
trate most of the active emission area close to the base 
contact. 

In small grown-junction structures this internal 
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biasing, or "internal tetrode action" [78], causes a re-
duction in the effective ac base resistance similar to the 
effect achieved by Wallace [74] in devising the tetrode 
transistor. (In the tetrode an additional dc current is 
passed between two base contacts to bring about a re-
duction in the active area, causing a decrease in base 
resistance and a resulting improvement in high-fre-
quency performance.) 
On the other hand, in power transistors this transverse 

IR drop in the base is most undesirable [79], [80]. This 
causes a reduction in the active emitter area at high 
currents when the large area is especially necessary to 
avoid a high current density, with its resulting de-
crease in current-transfer ratio a. In order to minimize 
the degradation in performance from this internal bias-
ing effect, transistors designed for operation at high 
currents must have a small transverse emitter dimen-
sion. For example, as discussed in more detail by Clark 
[81], power transistors frequently employ a parallel 
configuration of long, narrow emitter and base elec-
trodes. 
The internal biasing effect also has a high-frequency 

counterpart, even for the case in which the dc biasing 
effect is negligible. In this case, the ac base current 
increases with increasing frequency and biases off por-
tions of the emitter junction, with a resulting reduction 
in active emitter area. The net result is a reduction in 
high-frequency base resistance, plus an associated reac-
tive component [82]. This effect is most pronounced in 
the grown-junction type of transistor, where it was first 
observed and used to explain a parallel resonance which 
occurred in the measured high-frequency input imped-
ance of these devices and which could not be explained 
on the basis of a one-dimensional model [78]. 

SWITCHING CHARACTERISTICS 

For switching applications of a transistor it is com-
mon practice to discuss the behavior in three distinct 
regions of operation, which are the OFF, the active, and 
the ON, or saturation, regions. Ebers and Moll [83] 
have analyzed the junction triode in this manner, and 
they have shown that this device may have very de-
sirable properties as a switch: a low ON impedance 
(e.g., a few ohms), a high OFF impedance (e.g., many 
megohms), and fast switching times. 

In the OFF region both emitter-base and collector-
base diodes are reverse biased, and the OFF current is 
determined primarily by the reverse currents ICO, 
On the other hand, in the ON region, both diodes are 
forward biased, and the ON voltage generally is only 
a fraction of a volt, provided that series resistances in 
emitter and collector regions and/or leads are negligibly 
small. In some types of transistors made by diffusion 
techniques, series resistance, particularly in the collec-
tor," may limit the ON impedance. 

In the active region, which is the transition region be-
tween OFF and ON conditions, to a first approximation 
the transistor is described in terms of the usual small-

11 For example, in the diffused-base units of Lee [7] collector series 
(or saturation) resistance is of the order of 100 ohms. 

signal parameters (at some intermediate bias condition). 
For example, Moll [84] has shown that the time required 
to switch ON can be calculated fairly accurately from 
the active-region high-frequency parameters. In par-
ticular, the switching time is inversely proportional to 
the internal cutoff frequency and proportional to the 
circuit current gain, although if the load resistance is 
large, collector capacitance also can influence switching 
time [85]. The actual switching time also is influenced 
by the bias dependence of the small-signal parameters, 
but this can be taken into account by resorting to non-
linear analysis methods, e.g., see [86]. 
On the other hand, when the transistor is initially in 

the ON, or saturation, condition, the time required to 
switch to the OFF condition may be significantly larger 
than the ON switching time. This is due to the so-called 
"hole-storage" (or more generally, "minority-carrier 
storage") effect noted first in diodes, in which the OFF 
switching time is limited by the time required to sweep 
carriers out of the base region. Moll [84] has shown that 
this storage time is a function of the input driving cur-
rent, the inverse current transfer ratio ar and the 
inverse cutoff frequency far of the device as well as of the 
the a and cutoff frequency for normal operation. Addi-
tional storage time also may be exhibited by some 
transistors, due to storage of carriers in the collector 
region. 

In order to avoid these storage-time effects, other 
types of switching circuits (particularly for high speeds) 
have been developed, in which the transistor is switched 
from OFF to a point in the active region, and is never 
allowed to enter the ON, or saturation, region. This 
subject is described here in more detail by Henle and 
Walsh [87]. 

TEMPERATURE CHARACTERISTICS 

Because of the fundamental nature of a semiconduc-
tor, many of the transistor parameters are temperature 
dependent. Furthermore, for each semiconductor ma-
terial, there is a range of temperatures over which the 
device will function satisfactorily. An upper limit on 
temperature is imposed by the semiconductor tending 
to act as a conductor, whereas a lower limit is set by 
the semiconductor tending to act as an insulator. For 
example, in germanium the upper limit is generally 
accepted to be of the order of 100°C, although devices 
have been operated at temperatures somewhat above 
this, while the lower limit is of the order of —150°C. 

Probably the most well-known transistor-parameter 
variation with temperature is that of the reverse cur-
rent /co. The saturation component of the reverse cur-
rent in theory varies exponentially with temperature, 
to the extent that it doubles for each 8° increase in tem-
perature. This saturation current generally is observed 
in germanium transistors at normal and at elevated tem-
peratures, with an exponential temperature variation 
in general agreement with the theoretical value. At 
lower temperatures, and at normal temperatures in 
silicon transistors, the diffusion current generally is ob-
scured by the depletion-layer recombination current 
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noted above, which has a different rate of temperature 
variation, or by a surface leakage current which may 
have a somewhat unpredictable (and perhaps unrepeat-
able) temperature variation. 

Other parameters of the transistor are observed (e.g. 
see [88], [89 ]) to vary with temperature in the manner 
expected from the temperature variation of the corre-
sponding physical parameters, as analyzed in some de-
tail by Gartner [90]. An additional temperature de-
pendence of note is the decrease in the forward current 
transfer ratio a with decreasing temperature observed 
in silicon transistors (and to a lesser extent in ger-
manium transistors). This again is attributed [14] to 
the increase in the depletion-layer recombination cur-
rent relative to the normal diffusion current with de-
creasing temperature, with a consequent decrease in the 
emitter efficiency. 

In practical transistor structures the variation of 
transistor parameters with temperature cannot be sepa-
rated from the internal variation of temperature with 
power dissipation [91], although the latter is essen-
tially a thermodynamic problem. However, the impor-
tance of this thermodynamic problem was appreciated 
rather early in the development of power transistors 
with the discovery of thermal runaway. In particular, 
with transistors operating at moderately high power 
levels, the junction temperature increases considerably 
above the ambient temperature due to the internal 
power dissipation. This in turn causes an increase in the 
exponentially-temperature-dependent reverse current, 
which will further increase the internal power dissipa-
tion and increase the junction temperature still further. 
If the increase in junction temperature due to increase 
in /co is sufficiently large, the process may be cumula-
tive, and the current and junction temperature both 
will increase indefinitely until the device is destroyed. 
To prevent this behavior, the device must be capable of 
conducting heat away at a greater rate than heat is 
generated internally. In mathematical terms, as Saby 
[92] has indicated, (see also [93 ]) this requires 
Vc(dIc/dT)> 1/0 where Ois the thermal resistance of the 

device. 
In pulse operation of a transistor, the junction tem-

perature may be proportional to the instantaneous 
power dissipation, if the pulse repetition rate is slow, 
or proportional to the average power dissipation for fast 
repetition rates. Whether a given rate is fast or slow for 
a particular transistor depends upon the value of a char-
acteristic time of the device, called the "thermal time 
constant." However, as Mortenson [94] has shown, 
because of the distributed nature of the heat-flow prob-
lem in a transistor, the concept of a simple, single time 
constant is not necessarily valid in all cases, and the 
maximum junction temperature may be considerably 
larger than that predicted on the basis of a single-time-
constant model. 

NOISE 

As the old-timers in the transistor field will recall, the 
first transistors (point-contact variety) were noisy little 

devices. Although the first junction transistors were not 
as noisy as the corresponding point-contact units, con-
siderable improvement has been made in quieting them 
and in understanding the origin of noise in transistors. 
The subject is discussed in considerably more detail by 
van der Ziel [95]. 

CONCLUSION 

An attempt has been made to present the highlights 
of the progress made in the understanding of the junc-
tion triode over the past decade. Even though space 
limitations do not permit a discussion of all of the ad-
vances, the number of topics that were able to be in-
cluded represents an imposing list of accomplishments. 
Moreover, it is expected that considerable effort will be 
continued to improve the understanding of present 
triode devices and their future counterparts, so that in 
another decade an equally imposing list may be pre-

pared. 
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Lumped Models of Transistors and Diodes* 
JOHN G. LINVILLt 

Summary—Lumped models are shown which can be used to ap-
proximate the properties of transistors and diodes over a wide range 
of conditions and applications. 

Two analytical procedures lead to a lumped model approximating 
a distributed system. In the familiar one, a differential analysis of 
the distributed system is made, subsequently a rational approxima-
tion is made to the transcendental functions resulting from the dif-
ferential analysis. In the other, one makes a lumped model at the 
outset to approximate the distributed system and analyzes it. The 
lumping approximation at the outset generally simplifies the analysis 
and permits consideration of phenomena which would be prohibitive 
to analyze on a differential basis. Throughout, it provides a close 
tie of analysis to the physical phenomena involved. 
A lumped model for diffusion transistors is shown here which is 

analogous in end result to the Ebers-Moll model. The simple model 
is subsequently amended to account for the drift phenomenon, photo 

effects and avalanche multiplication. 

* Original manuscript received by the IRE, December 9, 1957; 
revised manuscript received, March 25, 1958. This work was sup-
ported by a grant from the National Science Foundation, NSF 
G-2426, and by the U. S. Army Signal Corps, U. S. Air Force, and the 
U. S. Navy through ONR contract Nonr 225(24) at Stanford Elec-
tronics Labs. 
t Dept. of Electrical Engineering, Stanford University, Stanford, 

Calif. 

INTRODUCTION 

S
EMICONDUCTOR devices in various forms bring 
a new range of useful phenomena to electronics. 
There are two kinds of carriers, and both diffusion 

and drift flow are significant in many cases. Other physi-
cal phenomena, photogeneration of carriers, ionization 
through the field and the ultimate avalanche, the de-
pletion capacitance with its nonlinear performance, are 
new tools for performance of useful functions. At the 
same time, one must account in most applications for 
the transit time of carriers in the devices. The dis-
tributed nature of the transistor and diode are apparent 
in many applications. Thus the transistor simultane-
ously brings new opportunities and presents new prob-
lems to the circuit designer. 

Circuit design depends heavily upon the possibility 

of approximating the electrical performance of the tran-
sistor by circuit models which are simple enough to 
'facilitate invention and design and sufficiently accurate 
in predicting the performance which is experimentally 
obtained. A number of circuit models of transistors have 
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been developed for small-signal applications by Early, 
Pritchard, Giacoletto, Zawels and others; numerous re-
finements of these have been employed.' Ebers and 
Moll have shown how diffusion transistors can be satis-
factorily represented for a range of large-signal applica-
tions. 

The lumped circuit models presented below are se-
lected to be mathematically tractable. The laws estab-
lished between their parts approximate corresponding 
ones in the physical device. The advantage brought by 
use of the lumped models is the possibility of treating 

phenomena in addition to diffusion, and of providing 
additional insight in the simple diffusion model. 

An outline of the mode of analysis used to obtain the 
earlier representations is useful as an introduction to the 

present approach. First, equations are written expres-
sing the laws of flow, generation and recombination. 
Using these laws, differential equations are written to 
express continuity of hole and electron flow. Partial 
differential equations arise because of the distributed 
nature of the processes in the transistor. Second, the 
partial differential equations, simplified to particular 
cases and boundary conditions, are solved to give rela-
tionships between the terminal variables. The results of 

the second step are terminal relationships between cur-
rent and voltage which are transcendental functions of 
frequency. For convenience, the transcendental func-
tions, in a third step, are approximated by rational 
functions and these are used by the circuit designer. It 

is interesting to observe that the analysis has, in the 
second step, made some compromises in special cases 
and in geometry to give partial differential equations 
which are soluble. Then, in a third step, further ap-
proximations are made which mask the fact that the 
system being represented is distributed. The analysis 
used in this paper to lead to the lumped models has 
three steps as well; the first is the same as that described 
above. The second step involves approximation to the 
equilibrium conditions by writing corresponding equa-

tions for finite elements instead of differential elements. 
This gives ordinary differential equations rather than 
partial differential equations. The third step is the solu-
tion of the differential equations written in the second 
step. 

The procedures are compared conveniently through 
Fig. 1 which represents them in block form. In simple 
cases the two procedures lead to the same results, 
though the form is different. The lumped analog of the 
Ebers-Moll model is a case in point. In cases where 
more complications arise in the form of additional sig-
nificant phenomena, for instance photo-multiplication, 
the drift mechanism and avalanche processes, new re-
sults are obtained in simple form. The lumped represen-
tation has the advantage of relating terminal behavior 
to internal processes on a one-to-one basis retaining 

Readers are referred to an excellent review paper by R. L. 
Pritchard, "Electric-network representation of transistors—a sur-
vey," IRE TRANS. ON CIRCUIT THEORY, vol. 3, pp. 5-21; March, 
1956. The analogous expressions for n material are 

 1 Neglect second-order effects, 
simplify geometry and solve. 
(getting transcendental equations) 

Write equations expressing 
laws of flow and continuity 
for differential elements. 

Approximate 
using rational 

functions 

CONVENTIONAL TECHNIQUE 

Define lumps, variables for 
them, writing corresponding 
ordinary equations. 

Solve 
getting rational 

functions 

NEW TECHNIQUE 

Fig. 1—Comparison of conventional analysis technique with 
that used for lumped models. 

simplicity through early rather than final use of the 
lumping approximation. 

Lumped models have often been üsed to approximate 
distributed elements in other systems. Electric trans-
mission lines, cavity resonators, thermal systems and 
acoustic systems have frequently been approximated in 

this way. The method is particularly advantageous for 
the transistor case because of the larger number of the 
kinds of processes occurring in the device. 

PHYSICAL PROCESSES AND THEIR REPRESENTATION 

In a volume element of semiconductor material, Fig. 
2, which is sufficiently small, the densities of holes, elec-
trons and charge density can be considered constant 
throughout the volume having values of p, n and p, 
respectively. Accounting for the donor and acceptor 
densities, ND and N A, the densities are related according 
to (1), where g is the magnitude of charge on the 
electron: 

P — nd- ND— N A)q. (1) 

In uniform material in equilibrium, the net charge 
density is zero. The density of holes is related to the 

electron density in the case of uniformity and equilibri-
um by 

pn = ni2, (2) 

where ni is the density of electrons or holes in intrinsic 
or undoped material. This equation arises through 
equality of the rates of generation and recombination of 
carriers. Consideration of (1) and (2) for uniform ma-
terial reveals that for doping which increases hole popu-
lation ten-fold or more, the hole density is about NA 
—ND. A corresponding equation can be written for n 
material. 

Frequently, it is convenient to work in terms of the 
equilibrium densities which are functions only of the 
doping of the material at fixed temperatures. The sym-
bols used for equilibrium densities of p and n materials, 
respectively, are p„, n„ and p„, n„. This procedure makes 
it possible to deal in terms of excess densities as varia-
bles for p material using, 

P. = P — Pp, 

n. = n — n,,. 
(3) 

(4) 
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Fig. 2—Variables in a volume element of semiconductor. 

Ps = p - Pny 
ne = n — n. 

(5) 

(6) 

Flow Relationships 

Carriers flow between two contiguous volume ele-
ments of material, by two processes, drift and diffusion. 
(See Fig. 3). Drift flow is proportional to field strength 
and mobility of carriers; diffusion flow is proportional to 
density gradient and diffusion constant. In terms of the 
volume elements shown in Fig. 3, one deals with electro-
static potentials of the two volume elements 2,1 and v2, 
and densities of carriers pi, ni and P2, n2. Actually the 
potential and the densities are functions of space inside 
the volume element, and the values that are indicated 
by the subscripts 1 and 2 can be taken at a particular 
point, perhaps at the middle of the volume element. If 
the volume elements are small to the point of vanishing, 
the expressions given below become precise. When they 
are finite, the expressions are approximations. Finally, 
when one deals with a lumped model of a transistor, 
correspondence between variables at the internal points 
of the transistor and at certain points in the model be-
come vague. The model, as with any model or so-called 
equivalent circuit, is never equivalent to a physical de-
vice. It is a simpler mathematical structure having the 
same terminal variables as a physical device, these being 
related to some internal variables selected by the ana-
lyst. The relationships between these variables are also 
selected by the analyst, usually to approximate physical 
relationships, but also selected for compromise between 
accuracy and mathematical convenience. 
One can identify the drift and diffusion components 

of the currents between volume elements of Fig. 3 as 
follows: 

iP = iPP ipD 

in = ¡tip 2nD 

¡Pig — (pi +  p2) (v1— v2)ii„F, and 
2 

(ni -1- n2) 
— (y1 — Y2),.LJ. (10) 

2 

where )4 and 1.4, are the mobilities of holes and electrons 

(7) 

(8) 

The drift components of current can be written as 

(9) 

Fig. 3—Carrier flow between contiguous volume elements. 

respectively, and F is a function depending only upon 
the geometry of the volume elements. 
The diffusion components of current correspondingly 

are written as 

= (pl - p2)D,F, and (11) 

inD = (n2 — n2)D„F (12) 

where D, and D. are diffusion constants of holes and 
electrons. Mobility and diffusion constants are related 
by the Einstein relationship, 

à q 
=— — 

D Kr ' 
(13) 

K being Boltzmann's constant, and T being the absolute 
ternperature. 
The differential analogs of (7) through (10) are fa-

miliar. In them F reduces to the ratio of the area of the 
interface of the volume elements divided by the thick-
ness of the elements. 

In addition to the physical flow of carriers across the 
interface between volume elements, there can be a flow 
of displacement current across the interface correspond-
ing to a change in the charge densities of the regions 
separated by the interface. The law relating to the dis-
placement current involves Poisson's equation and will 
be established when continuity equations are written. 

For purposes of visualization, it is convenient to think 
of the hole, the displacement and the electron currents 
as having separate points of assembly, and to associate 
with these points the flows of holes current, displace-
ment current or electron current to and from the volume 
element. Thus one is led to the representation of Fig. 4. 

Continuity of Hole, Electron and Displacement Currents 

If the flow of holes into a volume element from its 
interfaces with other volume elements exceeds the flow 
of holes out of the volume element, then (neglecting 
generation and recombination for the moment) the hole 
population of the element increases by the integral of 
the excess of flow in over flow out. If this is the case in 
volume 1 in Fig. 4, the node labelled h, receives more 
hole current than leaves it. One can attach a storage 
circuit element to h1, and then prescribe a continuity of 
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Fig. 4—Use of nodes to represent assembly points of holes, 
displacement current and electrons. 

h, 
0-0 •   

CR Ch 

C e , 
o—(;) e  o 

Fig. 5—Storage elements for holes, electrons and charge. 

current relationship for the node (like Kirchhoff's cur-
rent law). This is shown in Fig. 5. 
The charge on the hole capacitor, Chi, is the hole 

charge in the volume element. The flow into this element 
is governed by a continuity equation of hole current for 
the volume element. 

In a precisely similar way one can deal with the stor-
age of electrons through attachment of a storage circuit 
element at the node el. 

If the current from node hi through C„1 is not equal 
to the current into the node el through C.1, there is a 
change in the charge density of the volume element. 
When there is a rate of change of stored charge, by 
Poisson's equation a displacement current must ema-
nate from the volume element. Thus the storage circuit 
elements for electrons and holes must connect to the 
line carrying displacement current.' In the case of a 
one-dimensional geometry as shown in Fig. 5, the dis-
placement current can flow either to the right or to the 
left to the contiguous elements. The circuit element 
carrying the current is an electric capacitor. 
The charge on the electron capacitor, Cri, is the elec-

tron charge in the volume element. The current flow 
into it is determined by the continuity equation at the 
electron node for the volume element. The electric ca-
pacitor elements CL and CR are charged to the difference 

i PP- 12 

inom • LI11)23' 

Fig. 6—Addition of generation-recombination sources to model. 

in electrostatic potential of the contiguous volume ele-
ments. The net charge on them can change only by the 
development of a space charge in the volume element. A 
space charge develops when there is a difference in 
the current flow in the hole and electron capacitors. 

Generation and Recombination 

The representation for flow and storage in the volume 
element shown in Fig. 5 is complete except for the gen-
eration and recombination of hole-electron pairs inside 
the volume element. Generation of hole-electron pairs 
occurs through absorption of light energy, radiation or 
thermal energy. In the presence of flows of carriers in 
sufficiently high fields, hole-electron pairs are formed by 
ionization through collision. Generation and recombina-
tion occur throughout the volume element, but in terms 
of the model shown in Fig. 5 the effect can be repre-
sented by a current source between ei and hi which, over 
a period of time, carries a charge equal to the net genera-
tion of carriers in the volume over that period of time. 
Such a representation is shown in Fig. 6. The current 
generators shown there are separated to illustrate the 
phenomena of generation and recombination, and also 
to show the components of conduction of holes and 
electrons from volume element to volume element. 

In the absence of external sources of generation, and 
for the simplest mechanism of recombination, the net 
recombination current for a volume element is propor-
tional to the excess density of minority carriers for that 
element and inversely proportional to the lifetime of 
minority carriers. Thus, if the lump of Fig. 6 is in n 
material, 

H p.211 
= (P2 — Pn2) = 

Ty Tp 

(14) 

A suggestion made by D. S. Gage. where ry is the lifetime of holes in the region and H is 
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proportional to the volume of the element. 
The external ionization current i,2 may be the result 

of a number of different causes. It may be photo-ioniza-
tion current in which case the current is proportional 
to the illumination. It may be due to ionization by col-
lisions. In this case, which is particularly significant in 
the case of avalanche breakdown, 

= ipl2fh(V1 — V2) ± inl2fe(V1 v2), (15) 

where fh and fe are functions of the electric field between 
volume elements 1 and 2 and the geometry of the ele-
ment. The quantities fh and fe are observed to be propor-
tional to the ionization coefficients for holes and elec-

trons, respectively.' 
In correspondence to (9)—(12), 

\ (pi+ p2)  
ippl2 = (V1 — V2) G e+ 1.2 

2 
(16) 

where G„12 is proportional to hole mobility and depend-
ent upon the geometry of the volume element. 

ipD12 = (pi — P2)GpD12 (17) 

where GpD12 is proportional to the hole diffusion constant 
and dependent upon the geometry of the volume ele-

ment. 

(ni + n2) 
inp12 = (V1 — V2) Gnp12 

2 

inD12 = (n2 — ni.)Ghm.2. 

Incidentally, 

Gpul2 GpD12 
 = — 

Gnp12 GnD 12 i•in 

(18) 

(19) 

(20) 

At this point there are a number of interesting obser-
vations in connection with Fig. 6. First, the representa-
tion is comprehensive in that all phenomena of interest 

in a transistor volume element can be accounted for 
with it. As will be seen presently, in practically all cases, 
one can, by good approximations, simplify the situation 
enormously from the complete one shown there. A sec-
ond observation is that the currents shown by the 
sources are determined either by independent external 
quantities, like the amount of light falling on the ele-
ment, or by the variables stored on the storage elements. 
The currents into the storage elements are always deter-
mined by continuity requirements. 

In the figures to this point a one-dimensional geome-
try has been assumed which is simple but not necessary. 

Nothing has been assumed about a homogeneous ma-
terial, in fact the whole of a transistor from emitter con-

nection to collector connection, junctions and all, could 
be analytically "sliced" into volume elements and 

ri 

Fig. 7—P-N junction as represented by a lumped model. 

treated in the same way. In general, such a procedure 
would not be simplest, but is certainly possible. 

Behavior of Junctions 

The pn junction is the fundamental building block in 
the operation of diodes and transistors. It is simply a 
boundary between regions of p and n material in which 
the change is quite abrupt from one type to the other. 
Fig. 7 shows such a junction with adjoining material 
cut into a large number of slices parallel to the junction. 
For simplicity, the circuit elements having to do with 
the generation and recombination processes are omitted 
from the model. Generally for abrupt junctions these 
can be neglected, though this is not always possible. 
The equilibrium density of holes decreases rapidly 

from the p material to the n material, and the equi-
librium density of electrons increases rapidly. Reflection 
upon (11), (12), (17) and (19) indicates that there will 
be very large components of diffusion currents of holes 
from left to right and electrons from right to left. The 
storage elements, by such currents, are charged so that 
the p material becomes negative and the n material be-
comes positive. The result is large drift currents of holes 
flowing from right to left and of electrons from left to 
right. The drift and diffusion components of current 

counterbalance each other and are much larger than the 
net currents typically flowing through the junction. By 
virtue of the counterbalancing it is possible to approxi-
mate closely the relationships between potential and 
density of carriers. 
The differential forms of (9) and (11) are equated to 

express the balancing 

dv dp 
—mpp — = Dp— , or, 

dx dx 

ip dp 
dv = — 

(21) 

(22) 
Dp 

which can be integrated between points a and b to yield, 

with the help of (13), 

po q(vb — v.) 
— = exp (23) 
Pb KT 

3 K. G. McKay, "Avalanche breakdown in silicon," Phys. Rev., 
vol. 94, pp. 877-884; May 15, 1954. 

C. T. Sah, R. N. Noyce, and W. Shockley, "Carrier generation 
and recombination in p-n junctions and p-n junction characteristics," 
PROC. IRE, vol. 45, pp. 1228-1242; September, 1957. 
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In an analogous fashion one can obtain, 

fla q(v. — vb) 
— = exp  
no KT 

(24) 

Eqs. (23) and (24) can be used to point up some very 
interesting features about the behavior of semiconductor 
devices. In the first place, a changing density of carriers 
brought on by a grading in the dc:iping of a semicon-
ductor always results in the development of an internal 

electrostatic field which is fully committed to counter-
acting the diffusion of carriers. The field cannot, in addi-
tion, be used as a source of power and voltmeters re-
quiring power do not detect it externally. However, an 
n region, for instance one as in Fig. 7, in which the n 
region becomes less heavily doped as one moves in the 

region away from the junction will develop an electro-
static field from left to right which "speeds" immigrant 
holes from the p region toward the right. This phe-
nomenon is the basis of operation of drift transistors. 
The application of an external voltage to the junction 

upsets the balance between drift and diffusion. The re-
sult is that new densities of the carriers are established, 
bringing about a balancing again. The application of a 
voltage y from p to n, as in Fig. 8, results in a change of 
hole density in the n material and of electron density in 
the p material in accordance with 

and 

qv 
P = Pa exp —KT 

qv 
n = n, exp — • 

KT 

(25) 

(26) 

The majority carrier densities are not influenced by the 
application of the voltage being equal to the density of 
dopant in the region.' 

It is convenient to represent a junction by a single 
lump on the basis of the above considerations. Such a 
representation relates the minority carrier densities to 
the voltage applied across the junction. It, in addition, 
neglects net recombination in the junction volume with 

the result that the input hole (or electron) current equals 
the output hole (or electron) current. Finally a capaci-
tance is shown across the junction providing a path for 
the flow of displacement current. The capacitance is a 
nonlinear one equal to the derivative of charge put on 
the junction with junction voltage. Fig. 8 shows such a 
model for the junction expressing the corresponding 
"laws of the junction" given in (27)—(30). 

6 I. A. Lesk and J. L. Moll have pointed out that this statement 
and (27) and (28), which assume insufficient forward bias to modify 
conductivity significantly, should be generalized to include the case 
of very large signals. For the very large signal case, (23) and (24) still 
apply. In addition, the requirement of space-charge neutrality means 
that n„ on the p side is the same as the excess density of holes there, 
and p, on the n side is the same as the excess density of electrons 
there. Finally: 

p(p side) pp  n(n side) n„ p. 
• p(n side) p„ p. n(p side) n, n. KT 

ip— 

qv 
n=npexpK—T 
. — 
Loin= in 

n 
!pout" Lp 

p=pnexpg. 

- y is applied 
voltage 

Inout" in 

Fig. 8—One-lump model of a junction. 

For the n material at the edge of the junction, 

qv 

P = Pa exp —KT • 
(27) 

For the p material at the edge of the junction, 

qv 
n = exp — • (28) 

KT 

Hole and electron flows are continuous through the 
j unction. 

ip in == ip out 

in in == in out. 

(29) 

(30) 

Eqs. (27) and (28) represent the most significant non-
linearities in semiconductor devices. The balancing of 
drift and diffusion phenomena is the foundation of this 
nonlinearity. 

MODELS OF PARTICULAR SEMICONDUCTOR DEVICES 

In the preceding section, the phenomena of interest 
have been described with indications made of models 
which are useful to approximate the relationships be-
tween the variables. In most practical situations many 
of the phenomena described will not be of central inter-
est, and one can employ simplified models which are 
good approximations and at the same time are much 
easier to deal with. A sequence of models will illustrate 
applications involving different phenomena. 

In connection with the applications of models it is 
important to distinguish device models and circuit 
models.' A model which has internal variables that rep-
resent or are analogous to corresponding ones in a de-
vice is a device model. The engineer working with the 
design of transistor devices is principally interested in 
device models. The circuit model has external variables 
which correspond to the terminal variables applying to 
the device; the internal parameters of device and model 
have possibly no direct relationships to each other at all. 
Some device models are useful as circuit models, though 
they contain information which is really not relevant to 
the circuit application of the transistor. Typically, for 
circuit applications, the usefulness goes down rapidly as 

the complication goes up. Lumped models are generally 
device models in the sense that they have internal varia-
bles which are analogous to the internal variables of the 
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(a) 

(b) 

Fig. 9—Lumped diffusion models of a transistor. 

device. However, for circuit applications the form of the 
model may be chosen from the physical principles, and 
the parameter values may be chosen from external meas-
urements on the transistor. In such a model, it is possible 
for one indirectly to account for phenomena which are 
not represented in the form of the model. For example, 
surface recombination is an important component of 
recombination, but the volume recombination parame-
ter may be adj usted in value to account for some of the 
effects of surface recombinations without introducing 
an additional lump in the model to make the representa-
tion better from a device point of view. 

The Diffusion Model of Transistors and Diodes 

In many transistors and diodes in which the p and n 
regions are uniform and signal levels are moderate, the 
flows of minority carriers are largely by diffusion. Very 
small fields are required to provide the necessary flow of 
majority carriers because of their high density, and these 
fields, because of the much smaller density of minority 
carriers, provide insignificant amounts of minority car-
rier flow. One can make the approximation that minor-
ity carriers flow crnly by diffusion and neglect displace-
ment current in the p and n regions. The corresponding 
simplified model of the device is a diffusion model. 
A lumped model of a p-n-p transistor in which the n 

region is represented by two lumps is shown in Fig. 9. 
The emitter-base and collector-base junctions are as-
sumed to have unity emitter efficiency; all of the current 
crossing the junctions is assumed to be holes. (In the 
physical transistor at the emitter and collector termi-
nals, which are remote from the junction, there are 

Pei J Pez 

*Le Go(Pe Pea) 

Fig. 10—Linearity of diffusion and recombination conductances. 
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Fig. 11—The reduced lumped diffusion model of a transistor. 

ohmic contacts and the current is again carried by elec-
trons.) The elements of the model of Fig. 9(b) are simpli-
fied in a number of ways. The fact that there is no dis-
placement current in the n region leads to the omission 
of the electric capacitor between the lumps and the col-
lapsing of the majority carrier storage elements which, 
with a signal, store the negative of the charge stored by 
the minority storage elements and have no interaction 
with the rest of the circuit. 

In the model of Fig. 9(b), 
G's are drift current generators, 
GD's are diffusion current generators, 
GR's are net recombination current generators. 

The diffusion and recombination elements applying to 
minority carriers have currents which are linear in the 
excess density of minority carriers as is shown in Fig. 10. 
Diffusion conductances are apparently analogous to 
electrical conductances except that the variable excess 
density is substituted for electrical potential. In addi-
tion, recombination conductance bears a somewhat 
analogous relationship to an electrical conductance, one 
terminal of which is grounded. The current through the 
recombination conductance is directly proportional to 
the excess density of minority carriers at one terminal. 
One can emphasize this relationship by use of a symbol 
as shown in Fig. 11 which omits the depletion capaci-
tance of the junctions for simplicity and combines the 
majority carrier generators in the base. The neglecting 
of the electric field in the base, and the potential drop 
across it in comparison to the junction voltages, reduces 
the role of the current generators of majority carriers to 
the function of satisfying Kirchhoff's current law. 
At first sight, the lumped model of Fig. 11 appears to 

be a crude approximation to a transistor. However, a 
simple analysis reveals that it is equivalent to the 
Ebers-Moll model for large-signal behavior.' It is simple 

.1. J. Ebers and J. L. Moll, "Large-signal behavior of junction 
transistors," PROC. IRE, vol. 42, pp. 1761-1772; December, 1954; 
J. L. Moll, "Large-signal transient response of junction transistors," 
PROC. IRE, vol. 42, pp. 1773-1784; December, 1954. 
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to relate the parameters of the model to the normal and 
inverted a's, the normal and inverted alpha cutoff fre-
quencies and the collector and emitter saturation cur-
rents. 

The normal alpha, anr, is defined as the ratio of col-
lected current to emitted current when the collector is 
held to zero volts. For zero volts on the collector, pee is 
zero and 

PceGD GD 
«N = — — 

ie pe,(GD + G121) GD GR1 

Similarly, 

ar = 

GD 

GD ± GR2 

(31) 

(32) 

The collector saturation current, /co, is the collector 
current which flows when the emitter is open and the 
collector is heavily reverse biased. In this condition, 

pee Pn 

- Pn(GR1GD GR1GR2 GR2GD) 
= 

(Gni GD) 

In a similar manner the emitter saturation current, 
is given as follows. 

(33) 

(34) 

—Pn(GR1GD GR1GR2 GR2GD)  
leo =   (35) 

(GR2 -I- GD) 

Simultaneous consideration of (31), (32), (34), and 
(35) reveals that 

aN 
=. 

ar 

I„„ 
, 

.„ 
(36) 

as Ebers and Moll show. 
The alpha cutoff frequencies, cuer and col, can be evalu-

ated from the model as follows. When the collector is 
held at a fixed potential, pcc is substantially constant. 
When a unit step of current is injected into the emitter, 
the excess density approaches a steady value with a 
transient having a time constant which is the reciprocal 
of coN• 

GR1+ GD 
WN = 

Chi 

GR2 GD 
la/ = 

Ch2 

(37) 

(38) 

Fig. 11 illustrates the fact that the nonlinearity in the 
simple diffusion model is totally restricted to the junc-
tions. It emphasizes the advantage for large-signal 
analysis, pointed out by Ebers and Moll, of dealing with 
excess densities and currents in the base region. Other 
treatments leading to the ladder configuration some-
what like Fig. 11 have used the variables voltage and 
current, and have included a small-motions linearization 
of the junction relationships in the models. This pro-
cedure spoils the model for large-signal applications. 

Numerous refinements on the representation given 
by Fig. 11 can be made at the expense of additional 
complication. Increasing the number of lumps in the 
base region from two to three permits a closer approxi-
mation to the terminal performance of what is a dis-
tributed system. This improvement is the analog of 
using a two-pole approximation for the transcendental 
expression for alpha. If the emitter efficiency of the 
transistor is not unity, then one can account for the 
behavior of the emitter body in which it is important to 
consider the flows of minority carriers, which are elec-
trons there. Techniques similar to this will be illustrated 
in connection with diodes from which the extension to 
the transistor case is clear. If the recombination of car-
riers is due principally to surface recombination at a 
point away from the inter-electrode area, it is possible 
to add additional lumps with recombination character-
istics matched to the surface recombination phenome-
non. Further, one can use more adequate laws, the 
Shockley-Read-Hall one, for example, to represent the 
recombination phenomenon rather than to use the sim-
ple kind used in Fig. 11. Generally, in order to simplify 
the analysis, one will use the simplest model which can 
be tolerated for a given application. 
The five parameters of Fig. 11 can be evaluated within 

an undetermined factor pn, which doesn't influence 
terminal performance, using the same five measured 
quantities defined by Ebers and Moll, namely, aN, 
•ar, cum and co/. These serve to determine the lumped 
parameters GRi, GR2, GD, Chi and Ch2 through (31), (32), 
(34), (37) and (38). Thus the parameters of the model 
of Fig. 11 are easily determined from circuit perform-
ance data. 

A lumped diffusion model of a p-n diode employing 
two lumps in each of the regions is shown in Fig. 12. In 
this model, the displacement currents have been neg-
lected and the usual three lines are accordingly re-
duced to two. The conduction mechanism for majority 
carriers is illustrated by the current sources in the hole 
line on the p side and in the electron line on the n side. 
The mechanism involves both drift and diffusion. In-
terestingly, the majority currents do not come into 
simultaneous consideration with diffusion of the minor-
ity carriers when one neglects voltage drops in the p and 
n regions. The hole current on the p side, for instance, 
is determined by continuity of the hole current in the n 
side where it is entirely determined by diffusion. 
The law of conduction of the model shown in Fig. 12 

for the dc case is • 

where 

qv 
i = Is(exp-- — 1), 

KT 

Il = np(GR2 
GR1GD1  

GR1+ GD1 

GD2GR4  
+ p„(GR3 + 

GD2+ GR4 
• 

(39) 

(40) 
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Fig. 12—A lumped diffusion model of a diode. 
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The division of current crossing the junction between 
hole and electron flow is determined by the properties 
of the two regions. The electron current is the first term 
of (40); hole current is the second term. It is clear that 
high conductivity on a particular side predisposes that 
side to correspondingly low minority carrier density. 
When the elements on the opposite sides (G's of Fig. 12) 
are about equal, the high conductivity material emits 
its carriers across the junction more than it receives the 
majority carriers from the other side. 

Transients in the diode resulting from switching 
operations can be calculated readily using the model 
shown in Fig. 12. In many interesting cases, particularly 
those of heavy storage, the external circuit supplying 
the diode appears as a current source since the voltage 
across the diode is small compared to the external cir-
cuit voltage. In such a case, computation of the tran-
sients of excess density of carriers in the diode is very 
simple and is purely a linear problem. It is precisely the 
same as computation of transients in an RC network. 
In a subsequent and independent step one finds the 
variation of the junction voltage with time through use 
of the exponential law of the junction. 
The following computation of transients illustrates 

the use of a lumped model of a diode. The diode is as-
sumed to have unity emitter efficiency from the p to the 
n material. Thus the first component of (40) is negligible 
in comparison to the second component. The diode has 
the following parameters: 

p,, --- 10 12 pçr CC, 

GD2 

GR3 = GR4 = = 10-12 amperes cm2, 
2 

Chi = C h2 10-22 coulombs cma. (41) 

The diode is carrying a forward current of 10 ma when 
the current is reversed. The current will remain at 
— 10 ma until the density at the junction decays to pn. 
It is of interest to determine how long it takes for the 
density at the junction to be reduced to p„. When this 
occurs the voltage on the junction reverses in accord-
ance with (27). The model employed is shown in Fig. 
13(c). 
At the beginning, 

pc, = 6 X 11314 cm—a, 
Pe2 = 4 X 10" cm-3, (42) 

(c) 

1000 

500-

-500-

p, (in units of 1018 per cc) 

lOrna 

-10ma 

(b) 

Components 
Total 

20 30 T— (p..sec) 

(d) 
Fig. 13—Calculation of transient in a diode. 

and these are the negatives of the steady values toward 
which the excess densities tend as the current reverses. 
At the outset, the junction voltage is 

KT p.,(0) + p„ 
= in = 0.0261n 601 -= 166 mv. (43) 
q P. 

A straightforward calculation reveals that 
by 

pi(i) = — 599 X 10" + 1000 X 10" exp 
± 200 X 10 12 exp (-5 X 102t). 

The components and sum of pi are shown 
The time at which pi goes to p„ is seen 
after the reversal of current. 

pi(t) is given 

(-1060 

(44) 

in Fig. 13(d). 
to be 5 µsec 

Photodiodes and Phototransistors 

Terminal characteristics of photodiodes and photo-
transistors are easily determined through the use of the 
diffusion models just discussed. When light falls on a 
semiconductor, it creates hole-electron pairs. In a lan-
guage appropriate to the lumped models just discussed, 
illumination has the influence of placing a current source 
from the electron line to the hole line. The placement of 
the current source with respect to the junction corre-
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GR2 — GRI= 
T----1111  

GDI 

Fig. 14—Lumped model as in Fig. 12 for illumination of p 
material near the junction. 

GD2 

=GR3 =GR4 
T 0  T 0 

sponds to the location at which light falls in the physical 
device. Light falling near the junction in the p material 
on a diode as represented in Fig. 12 provides a repre-
sentation as shown in Fig. 14 for the dc case. The cur-
rent source increases the hole and electron densities in 
the n and p materials with the result that a voltage ap-
pears at the junction in correspondence with the law of 
•the junction. 

Where the diode is open circuited, the voltage is 
easily calculated as follows: 

it  
nc —   (45) 

GDIGni pn GD2GR4 ) 

GR2 + „,, + (GR3 +  
Gln + URI np GD2+ GR4 

KT (nG 
v = —In — 1). 

q n, 
(46) 

Illumination on either side of the junction which falls 
close to the junction has the same influence. Illumina-
tion which falls at a point farther from the junction has 
less influence through the attenuation effect of recombi-
nation which occurs locally. This is observed through 
considering i 1, of Fig. 14 moved to a point paralleling 
either GRi or GR4. 

In connection with (45) and (46), one must remember 
that the laws of the junction apply only for voltages 
lower than the built-in voltage of the junction. Hence, 
increasing the illumination indefinitely does not result 
in indefinite increase of the junction voltage. 

Eqs. (45) and (46) apply to the open-circuit case. In 
the short-circuit case, v remains at zero and the terminal 
current becomes iL. Intermediate terminations require 

the solution of a circuit equation involving the non-
linear junction relationship which can be done graphi-
cally for the dc case. 
The operation of the diffusion model of a phototran-

sistor can be interpreted in a simple extension of the 
argument just presented. In particular, if the transistor 
has a heavily reverse-biased collector and a floating 
base, which is simple but not necessarily typical, the 
situation is that shown in Fig. 15. The illumination is 
assumed to fall near the emitter junction, but other 
cases can be dealt with easily. 
The excess density at the collector is held substan-

tially constant at —p„ by the reverse voltage on the col-
lector. Consequently, the ionization current from the 
light source must flow through GRi and for this to occur 
the excess density changes at the emitter by the amount 

Fig. 15—Lumped model of a phototransistor. 

iL 
,dePec = 

Gn1 
(47) 

The excess density change induced at the emitter-base 
junction by the illumination results in a component of 
load current through the transistor which is proportional 
to L. 

iLGD 
= (48) 

Use of (31) permits rewriting (48) in the following 
form: 

A( — = 
iyaN 

1 — 

The use of a biasing circuit which is ordinarily em-
ployed for the base terminal slightly reduces the current 
amplification of the phototransistor, but still the current 

amplification improvement over a photodiode is approx-
imately by the common-emitter current gain, as is 
shown in (49). 

Drift Transistors 

In p-n-p drift transistors, the doping of the base re-
gion is heavy near the emitter and decreases toward the 
collector in the base region. The result is that there is a 
built-in field which tends to speed the flow of injected 
holes from the emitter to the collector. Thus there are 
two components of flow of holes in the base region as 
illustrated in Fig. 6. Eq. 16 illustrates the law of drift 
flow. The electrostatic potential difference between sec-

tions in the base when no biases are impressed is deter-
mined only by the doping of the base region. When 
biases are impressed no significant additional field is set 
up in the base; space-charge neutrality exists on an in-
cremental basis. Because of this fact the drift transistor 
is still a linear device as regards its signals since v in (16) 
is not a variable. 

A three-lump model of a drift transistor is shown in 
Fig. 16. The displacement current line in the base region 
is omitted as it was for the diffusion model. In the case 
of the drift transistor, the equilibrium density of holes 
in the base region is a function of the distance through 
the base region. Accordingly, at the nodes, one can de-
signate the equilibrium densities as pni, p,i2 and p,,. The 
model is shown with incremental variables pc,, pc, and 
pa, indicated for the nodes. In terms of the discussion of 
p-n junctions it is clear that 

(49) 
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Pet + Pea)M1 (PeÉPes)M2 

Fig. 16--Three-lump model of a drift transistor. 

Pn2 q 
— exp — (vi — V2), 
Pnl KT 

(50) 

where vi and v2 are the electrostatic potentials at nodes 1 
and 2, respectively. A similar expression can be written 
for nodes 2 and 3. The applied voltages in the model 
are assumed to be entirely across the junctions. 
The presence of the built-in field in drift transistors 

increases the alpha cutoff frequency by several times 
over the value in a corresponding diffusion transistor. 
Diffusion transistors operate with the emitter and col-
lector in exchanged roles with moderate changes in per-
formance. The behavior of the drift transistor is entirely 
different when the usual emitter acts as collector and 
vice-versa since the drift field is built into a device, aid-
ing hole flow in one direction and opposing it in the 

other. 
The following numerical example illustrates use of the 

lumped model of a drift transistor. The parameters are: 

GD1 = GD2 = 2 X 10-" amp cm' 

M1 = M2 = 8 X 10-1" amp cm' [see (9)] 

GR1 = GR2 = GRa = 4 X 10-18 amp cm" 

Chi = Chi = Cha = 10-24 coulombs cm' (51) 

In terms of these parameters, the a and the cutoff 
characteristic of a are determined. With the collector 

heavily reverse biased, pa is fixed at —p7,3. 
The ratio of incremental collector to incremental 

emitter current (or a) can be found from the following 
equilibrium equations. Using complex densities and cur-
rents and abbreviating G/21-1-sChi as Y1 and GR2-EsCh2 

as Y2, 

I. = Pei( Y1 + GD1+ M1) + Pi(—GD1+ M.1), (52) 

O = P(—Mi GD1) 

P e2(17 2 + GD1 GD2 — M1 + M2), (53) 

—1, = Pe2(M2 GD2). (54) 

Solving directly for /c//. yields 

Substituting the parameters given in (51) leads to the 
following polynomial for the denominator of (55): 

52 ± 14.08 X 108 s ± 100.6 X 101'. (57) 

Factoring the polynomial reveals that the poles of a 
provide a cutoff characteristic with an asymptotic cut-
off rate of 12db/octave for the three-lump model. More-
over, the break frequency is about 1000 X106 rad/sec. 
Thus this model indicates a cutoff frequency of about 

140 mc. 

Avalanche Multiplication 

When a p-n junction is heavily reverse biased, the 
field in the junction goes to correspondingly high values. 
Under these conditions, carriers flowing through have 
nonzero probability of ionizing hole-electron pairs on 
collision as indicated in (15). As a matter of fact, the 
ionization coefficients for holes and electrons have been 
determined as a function of field strength. When suffi-
ciently high field strengths are obtained, an avalanche 
breakdown occurs, and additional reverse current re-
quires insignificant increase in the reverse voltage. In a 
transistor avalanche, multiplication occurs as in a diode 
with the result that the alpha of the transistor becomes 
larger than unity. The variation of the multiplication is 
highly nonlinear and has been empirically observed by 

Miller7 to be of the form 

1 
= 

1 — (— 
Ve \ n 

Vb 

(58) 

where m is the factor by which collector current is multi-
plied at a fixed emitter current as a function of collector-
to-base voltage vc; vb is the avalanche breakdown voltage 
and n is a constant between 3 and 5 depending upon the 

transistor. 
To the extent that avalanche multiplication involves 

only steady conditions, the phenomenon is quite simple. 
However, in the dynamic case where space charge 
changes in the transistor are a part of the action, the 
situation is considerably more complicated. In the dy-

namic case, the lumped model of Fig. 17 appears helpful 
for both qualitative understanding and quantitative 

evaluation. To illustrate this point we consider, qualita-
tively, the development of an avalanche in the blocking 
oscillator circuit of Fig. 18. 8 
At the outset, we assume that there is sufficient re-

verse voltage on the collector so that the ionization can 
occur, but the alpha is still finite. The voltage across vci 

(M2 GD2)(MI 4- Gvi) 

(171+ 311+ Gin)(Gpi+ GD2 — M1 ± M2 ± Y2) + M12 — GD12 

Using the parameters from (51) and determining the 

dc a, one obtains 
ai = 0.994. (56) 

(55) 

7 S. L. Miller, "Avalanche breakdown in germanium," Phys. Rev., 
vol. 99, pp. 1234-1242; August, 1955. 

8 H. Schenkel and H. Statz, "Transistors with alpha greater than 
unity," PROC. IRE, vol. 44, pp. 360-371; March, 1956. 
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Fig. 17—Lumped model of an avalanche transistor. 

is not the total collector-to-base voltage because of the 

depletion of part of the base evidenced by a charge on 
C2 in Fig. 17. We begin consideration of the blocking 
oscillator at the point in the cycle where the collector 
voltage is increasing again following a discharge. At this 
point we assume the emitter junction is reverse biased. 
As the condenser voltage increases, the emitter begins to 
conduct bringing holes across the emitter-base junction. 
These flow toward the collector both by drift and diffu-
sion. At the collector, in accordance with an equation 

Fig. 18—Schenkel-Statz blocking oscillator. 

like (15), they produce hole-electron pairs, a current in 
the generator ia in dependence upon the junction current 
and yd. The holes produced are swept across the collec-
tor junction, the electrons by drift and diffusion move 
back toward the emitter junction. The model assumes 
unity emitter efficiency of the p-to-n regions at both 
emitter and collector junctions. As the electrons move 
back toward the emitter junction, they decrease the 
potential at the emitter and induce further emission at 
the junction there. This enhanced emission increases the 
extent of the avalanche, but ultimately decreases the 
field and ionization at the collector. Thus the discharge 
of C builds up and then down. After multiplication 
ceases, the electrons produced are disposed of through 
the base leads and by recombination. 

Two-Dimensional Current Flow in Junction 
Transistors at High Frequencies* 

R. L. PRITCHARDt, SENIOR MEMBER, IRE 

Summary—The effect of two-dimensional current flow in a junc-
tion transistor at high frequencies is analyzed, with particular em-

phasis on the rectangular geometry employed for grown-junction 
transistors. At high frequencies, the distributed nature of the base 

region must be taken into account in general. For example, in the 
usual equivalent circuit for the transistor, the ohmic base resistance 

must be replaced in general by a complex base impedance, which 
decreases in magnitude with increasing frequency as a result of a 

high-frequency internal biasing effect. The effect of this modification 
upon circuit performance is discussed, and transistor design con-
siderations are outlined briefly. An approximate distributed model 
is used for the analysis, but it is shown in Appendix II that the solu-

tions thus obtained are consistent with the equations governing two-
dimensional current flow in a semiconductor region. 

* Original manuscript received by the IRE, March 5, 1958. Por-
tions of this paper were presented at the 1954 IRE-AIEE Conference 
on Semiconductor Devices Research, Minneapolis, Minn., June 29, 
1954. The work described here was performed at General Electric 
Res. Lab., Schenectady, N. Y. 
t Texas Instruments, Inc., Dallas, Texas; formerly at General 

Electric Res. Lab., Schenectady, N. Y. 

INTRODUCTION 

M OST transistor equivalent circuits which are in 
common use today are based upon a one-di-
mensional analysis of the junction transistor.'—' 

(This is the model introduced by Shockley' and subse-
quently modified by numerous authors; e.g.. Early' and 
Pritchard' to include high-frequency effects.) Although 
this is a good approximation for many types of trans-
istor, in some cases the effect of current flow in the 
transverse direction at high frequencies may modify 
transistor performance significantly, even though the 

1 W. Shockley, "The theory of p-n junctions in semiconductors 
and p-n junctions," Bell Sys. Tech. J., vol. 28, pp. 472-474; July, 
1949. 

2 J. M. Early, "Design theory of junction transistors," Bell Sys. 
Tech. J., vol. 32, pp. 1271-1312; November, 1953. 

3 R. L. Pritchard, "Frequency variations of junction transistor 
parameters," PROC. IRE, vol. 42, pp. 786-799; May, 1954. 
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dc current flow may be essentially one-dimensional.' 
This paper describes an analysis of the effect of trans-

verse current flow upon transistor parameters for the 
particular case of the grown-junction type of transistor 
geometry. A two-dimensional model is employed which 
effectively superimposes solutions to two one-dimen-
sional problems. This same approach should be applic-
able to related transistor-analysis problems.' The four-
terminal electrical parameters are calculated for the 
grown-junction triode, and it is shown that the tran-

sistor equivalent circuit in general must be modified to 
include a frequency-dependent complex base imped-
ance. The effect of this modification upon transistor 
circuit performance is discussed and device design con-
siderations are presented. 

Grown-Junction Transistors 

The effects of high-frequency transverse current flow 
were observed experimentally several years ago during 
the course of parameter measurements on grown-junc-
tion transistors.' A sort of parallel-resonance phenom-
enon was observed in the common-base input imped-
ance under conditions for which the input impedance 
should have been inductive reactive. The capacitance 
required to effect the antiresonance was considerably 
larger than could be attributed to stray capacitance 
and appeared to be associated with the base resistance. 
The conventional method of taking account of the 

nonzero resistivity of the base region is to incorporate 
a lumped resistance rb' (or rbb') in series with the base 
lead of an ideal, or intrinsic, transistor, as shown in Fig. 
1. 7 However, re-examination of this approach shows that 

if the base resistance is large relative to the emitter re-
sistance r; = (kT/qc 1E), of Shockley, et al., then the 
distributed nature of the base resistance must be taken 
into account.' When this is done, it turns out that the 
junction transistor in general may be represented by 

the same type of model shown in Fig. 1, but with rb' re-
placed by a complex, frequency dependent base imped-
ance zb' (see Fig. 4). The magnitude of zb' decreases with 
increasing frequency, due to a reduction in the effective 

4 The effect of transverse dc current upon transistor performance; 
i.e., the internal-biasing effect, has been discussed by: 

R. A. Gudmundsen, "The reduction of effective emitter voltage 
due to base current," paper presented at AIEE-IRE Semiconductor 
Device Research Conference, State College, Pa.; July 7,1953. 

N. H. Fletcher, "Some aspects of the design of power transistors," 
PROC. IRE, vol. 43, pp. 551-559; May, 1955. See p. 553. 

6 For example, the tetrode transistor, an analysis of which will be 
described by the writer in a future paper. 

R. L. Pritchard and W. N. Coffey, "Small-signal parameters of 
grown-junction transistors at high frequencies," 1954 IRE CONVEN-
TION RECORD, pt. 3, pp. 89-98. 

J. M. Early, "Effects of space-charge layer widening in junction 
transistors," PROC. IRE, vol. 40, pp. 1401-1406; November, 1952. 
See p. 1404. 

This effect was discussed in a qualitative manner by W. Shock-
ley, M. Sparks, and G. K. Teal, "p-n junction transistors," Phys. 
Rev., vol. 83, pp. 151-162; July 1,1951. See p. 162. 

IDEAL TRANSISTOR 

I b e 
C 

Fig. 1—Conventional model of junction transistor, showing ideal 
transistor and ohmic base resistance ro'. 

(a) (b) 

Fig. 2—Types of transistor geometry, (al grown-junction, (b) 
alloy, or fused, junction, or surface-barrier transistor. 

emitter area, which in turn results from a biasing off of 
portions of the emitter junction by the increased ac 
base current. This increase in base current at high fre-
quencies is due to the phase shift in the forward current 
transfer ratio a, which also causes the phase shift asso-
ciated with zb1. Under certain conditions zb' reduces to 
a simple constant resistance rb', but in most grown-
junction transistors, the base impedance is complex. 

It should be emphasized that the effects described 
here are a result of the geometry of the transistor con-
struction, rather than of its method of fabrication. A 
grown-junction transistor generally is of the form shown 
in Fig. 2(a), in which virtually all of the base resistance 

r is distributed through the active base region of the 
transistor. On the other hand, in an alloy, or fused-
junction, transistor, or in a surface-barrier transistor, 
as shown in Fig. 2(b), a significant part of the effective 
ac base resistance arises from nondistributed resistance 
r2 between the base contact and the active region of 
the base. Furthermore, the effective ac base resistance 
generally is considerably smaller in the latter types of 
transistors. For both of these reasons, the alloy-type of 
transistor shown in Fig. 2(b) generally can be repre-
sented quite well by the usual model of Fig. 1 comprising 
an ideal transistor plus a simple lumped resistance, as 
numerous experimental studies have indicated, for 

example, the extensive studies of Giacoletto." 

9 L. J. Giacoletto, "Study of p-n-p alloy junction transistor from 
dc through medium frequencies," 1954 IRE CONVENTION RECORD, 
pt. 3, pp. 99-103; and RCA Rev., vol. 15, pp. 506-562; December, 
1954. 

10 L. J. Giacoletto, "Performance of a radio-frequency alloy junc-
tion transistor in different circuits," in "Transistors I," RCA Labs., 
Princeton, N. J., pp. 431-457; 1956. 
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ANALYSIS OF DISTRIBUTED MODEL 

The transistor structure to be analyzed is that of 
Fig. 2(a). It is assumed that the base contact is made 
along one complete surface of the base region," thus 
rendering the problem two-dimensional. This two-
dimensional problem then is separated into two one-
dimensional problems." Such a procedure is equivalent 
to considering the over-all transistor as comprising an 
infinite number of infinitesimal, ideal transistors with 
successive base terminals connected together by ele-
mentary resistances rdx as shown by the distributed 
model of Fig. 3. The validity of this procedure has been 
investigated by analyzing the complete two-dimen-
sional problem for a somewhat simpler model, details of 
which are set forth in Appendix I, where it is shown that 
the separation is valid, at least under low-level condi-
tions. 
Under the usual linear, small-signal conditions, each 

ideal transistor is described by 

di. = (y..e1 yecec)dx, 

dic = yccec)dx, 

(1) 

(2) 

where ye., yec, yce, ycc denote the common-base admit-
tance parameters per unit length for the ideal one-di-
mensional transistor," including transition capacitances 
at emitter and collector. In general, these parameters 
are functions of position x. In addition, continuity of 
current requires that 

dib = die dic, (3) 

and, finally, inspection of Fig. 3 shows that 

de. = de,, = ibrdx, (4) 

where r is the per-unit-length transverse resistance of 
the base region. By integrating (1) through (4) subject 
to appropriate boundary conditions, the terminal param-
eters can be evaluated for this model. 

11 In some transistors, connection to the base region is more nearly 
a point, rather than a line type of contact. However, this generally 
leads to high values of ac base resistance, and a line contact is pre-
ferred. 

11 In longitudinal direction (y direction in coordinate system of 
Fig. 3) only minority-carrier current is considered—the usual one-
dimensional problem that has been considered in much detail (e.g., 
Early, "Design theory of junction transistors," op. cit., and Pritchard, 
op. cit.). In the transverse direction (x direction of Fig. 3) only 
majority-carrier, or conduction, current; i.e., Ohm's law, is con-
sidered. 

14 Explicit forms of these admittances have been presented by 
qumerous writers; e.g., Early, "Design theory of junction transistors," 
op. cit., Pritchard, op. cit., and Giacoletto, "Study of p-n-p alloy 
junction transistor from dc through medium frequencies," op. cit. 

Note also that built-in field transistors may be included within 
the scope of this analysis by employing appropriate expressions for 

; e.g., the drift transistor of H. Kr6mer, "Zur theorie des 
Diffusions- und des drifttransistors," Arch. etch. übertragung, vol. 8, 
pp. 223-228, May, pp. 363-369; August, 1954. 
—, "The drift transistor," in "Transistors I," RCA Labs., 

Princeton, N. J., pp. 208-214; 1956. 
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Fig. 3—Distributed model for grown-junction transistor, to take 
account of two-dimensional current flow in base region. 

TRIODE TRANSISTOR 

In the simple triode transistor, the admittances 
ye. • • • will decrease with increasing distance x from the 
base connection because of the internal (dc) biasing 
effect.' A transverse IR drop resulting from the dc base 
current causes a nonuniform emitter-base voltage distri-
bution across the base. The net effect is a sort of internal 
tetrode action in which the active base region tends to 
be crowded closer and closer to the external base con-
tact as the dc emitter current 1-B is increased. This has 
been verified experimentally by measurements of low-
frequency ac base resistance rb', and the results show a 
decrease in re,' with increasing IE." 

However, to a first approximation the internal biasing 
effect may be neglected, and the results obtained may 
be generalized by replacing the actual transverse re-
sistance Rb:---rh with an effective resistance due to in-
ternal biasing. In this case the admittance parameters 
become independent of position; (1) through (4) may 
be combined and solved subject to appropriate bound-
ary conditions in a manner analogous to that employed 
for a conventional transmission line (see Appendix II). 
Expressions are obtained directly for emitter and col-
lector voltages in terms of three arbitrary constants, 
and terminal emitter and collector currents may be 
evaluated by integrating (1) and (2), respectively. 

For a simple triode transistor having one base con-
nection at x=h, one of the constants is evaluated by 
requiring that the base current vanish at the other 
base surface x=0. The remaining two constants are 
eliminated by calculating any of the terminal small-
signal parameters. 
A particularly useful choice for the latter is that of 

the common-emitter h parameters. It turns out that 

14 See Pritchard and Coffey, op. cit., p. 92 and Fig. 10, p. 98. 
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three of these four parameters are independent of the 
base resistance r and are identical with the correspond-
ing parameters for the ideal transistor" 

14. = L. (y12' 1- 3/22')/yz 

hoe = h22‘ = (ya.'3/221 Y2113112')/ yi 

hfe = hue = — (y21' ± Y22 ji  

(5) 

where yi.,e denotes a common-base short-circuit output 
admittance parameter for the one-dimensional tran-
sistor; e.g., and 

yz (ya' 4- y12' + Y211 + Y22') (6) 

is the total ideal transistor admittance. 
On the other hand, the fourth parameter, the short-

circuit input impedance hi. is a function of r: 

hie = hu. = (Rb/rh) coth rh, (7) 

where 

(Rb„)/h2 
(8) 

is a propagation constant, and 

Rb = rh (9) 

is the transverse resistance of the base. In terms of base 
resistivity ps and base width 211, Rb =  (P.13/20) is the sheet 
resistance of the base region in a transistor having a 
square cross section, or Rb=(PB/W)(h/d) for a rec-
tangular cross section, with a base depth d. 

Complex Base Impedance 

The impedance hte may be separated into two imped-
ances, one of which is the short-circuit input impedance 
(1/3/z) of the ideal transistor, while the remainder is de-
fined as an impedance zb'; note, however, that this is a 
purely arbitrary procedure: 

zb' hie — (1/3,z) = Rb(coth l'h/rh) — (1/y). (10) 

If this is done, the distributed model may be repre-
sented exactly, so far as three-terminal measurements are 
concerned, by the ideal theoretical model plus the im-
pedance Zr,' between the (inaccessible) base terminal b' 
and the external base terminal h, as shown" in Fig. 4. 

Inasmuch as the frequency variation of the ideal 
transistor parameters is well known by now, only the 

15 All three of these results (5) could have been anticipated. For 
the first two parameters, inasmuch as the transistor parameters y..— 
are uniform over the base region, the base current is zero everywhere 
in the base when terminal base current is ze-o. Hence, the resistance 
r does not influence hr„ and h.,. In the case of hf., the base current and 
collector current vary in magnitude and phase through the base, but 
for the case of zero collector-emitter voltage, the ratio of the two cur-
rents is exactly the same as that of an incremental transistor; i.e., 
independent of r. On the other hand, for hi., the emitter-base voltage 
is fixed, and the variation in ib does affect this parameter. 

16 Note that this model is also valid for common-base and com-
mon-collector configurations, even though it was derived for the 
common-emitter configuration. 

o 

IDEAL TRANSISTOR 

e b b 

— 

o o 

Fig. 4—Modified model of junction transistor, showing ideal tran-
sistor and complex frequency-dependent base impedance . 

nature of the base impedance need be described here. 
This will illustrate the differences in performance which 
can be expected between the fused-junction and grown-
j unction types of transistors. To a fair approximation 
the total transistor admittance yz is (1 —a) times the 
emitter conductance (1/r.'), where a is the internal 
current transfer ratio, including the effects of barrier 
capacitances. 17 Alternatively, yz is approximately equal 
to the admittance Yb'. of the hybrid-pi equivalent cir-
cuit." Hence, from (8), the propagation constant be-
comes 

(rh)2 (Rb/r,')(1 — a) ee" Reee• 

At low frequencies, 

(rh)2 = (Rb/r.')(1 — ao) (Rb/r.')(1 — ao), 

which is required to be small relative to 1 for negligible 
internal dc biasing of the emitter. Under this condition, 
in (10) for zb' the hyperbolic cotangent may be replaced 
by the first few terms in its power-series expansion, 
yielding 

Zbt = rb' = (Rb/3), w = 0. (10a) 

Thus, at low frequencies the ac base impedance of the 
grown-junction transistor is purely resistive and is equal 
to one-third of the total transverse base resistance; see 

(9). 
At high frequencies the phase shift of a (or yb,e) 

causes (rh)2 to become complex. This may be taken 
into account by relating (rh)2 to the a-cutoff frequency 
we,, or by introducing the b' —e diffusion capacitance 
Glee. Alternatively, especially for the newer types of 
built-in field transistors, it is convenient to define a 
cutoff frequency WT at which the magnitude of the 
common-emitter short-circuit forward current-transfer 

17 R. L. Pritchard, "High-frequency power gain of junction tran-
sistors," PROC. IRE, vol. 43, pp. 1075-1085; September, 1955. See 
p. 1083. 

18 For example, Giacoletto, "Study of p-n-p junction transistor 
from dc through medium frequencies," 1954 IRE CONVENTION 
RECORD, op. cit., p. 99; and RCA Rev., pp. 531-533. Note, however, 
that when yb,,, is expressed in terms of base width, emitter current, 
etc., the result is only valid for the special case of a uniform-base 
transistor; e.g., the conventional alloy transistor. More generally, 
ye, can be expressed simply as a parallel combination of conductance 
gb'. and capacitance Cit's. 
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ratio hje has decreased to 1." If this is done, (1 —a) be-
comes approximately i(co/c0T), and the propagation 
constant from (11) becomes 

(rh)2 ee ico(Rb/ter.'), (1 — ao)2 << (co/c0T) 2 < 1. (11a) 

Two limiting cases can arise. If (Rb/re') is small, then 
rhi2 may be small, and the series solution employed 

at, low frequencies also applies at high frequencies. In 
this case, again 

Zb' rb' = (Rb/3), •(Rb/r/)(ca/cor) <1, (10b) 

is real, independent of frequency. On the other hand, if 
(Rb/re')(co/coT) is large, then at high frequencies Irh12»1 
may obtain, and (10) yields 

zb' e••-•• [Rbre'ffico/coT)] _ (1/y2), (coRb/corre') > 2. (10c) 

For very large values of the dimensionless frequency 
variable ((ea/wee% the base impedance Sb' comprises 
equal resistive and reactive components and decreases 
in magnitude as the square root of increasing frequency. 
Hence, a broken-line approximation could be con-
structed from this of' variation and a frequency-
independent low-frequency value (24/3) to describe 
zb' approximately over the entire frequency range. A 
more accurate graphical description of Sb' is provided 
by the solid curves of Fig. 5, which show the phase and 
normalized magnitude of Sb' as a function of (c.oRb/cuTre'). 
The high-frequency approximation of (10c) is shown by 
the dotted curves, while the dashed line for the phase 
at low frequencies is an approximation obtained by 
adding a capacitance (1/5corr.') in parallel with (Rb/3)." 
The capacitive reactance associated with the base 

impedance at high frequencies is sufficient to account for 
the observed antiresonance in the common-base-short-
circuit input impedance." Furthermore, measured 
terminal parameters for a number of grown-junction 
transistors have been shown" to be in good qualitative 
agreement with the corresponding parameters cal-
culated from the model of Fig. 4 using (10c) for the 
high-frequency base impedance Sb'. (See also Fig. 7.) 

Transverse AC Voltage Distribution 

The physical explanation for the decrease in the 
magnitude of the base impedance at high frequencies is 
simply that less of the base region is utilized owing to 
the by-passing effect of the distributed base resistance 
by the distributed transistor capacitance (1 /corr.% or 

1° See Acknowledgments concerning wr. This cut-off frequency thus 
is a measure of the phase shift associated with the inherent current-
transfer ratio rather than of its amplitude-frequency characteristic. 
For a conventional uniform-base transistor, cur =0.83w., where we is 
the inherent alpha-cutoff frequency, but for the newer high-fre-
quency transistors, cur may be significantly less than We. (See, for 
example, experimental data for a diffused-base transistor; C. A. Lee, 
"A high-frequency diffused base germanium transistor," Bell Sys. 
Tech. _T., vol. 35, rigs. 1 and 2, pp. 26-27; January, 1956. 

2° Addition of this capacitance also provides a slightly better ap-
proximation for Izs, I in the region of (wRe/wrre,)-÷-, 2 —6. 

21 In fact, under simplified conditions, this model predicts an anti-
resonance at a frequency somewhat in excess of cur. 

22 Pritchard and Coffey, op. cit., Fig. 3 through Fig. 7, p. 97. 

•7,¡1.0 

-et 

0.2 

0. I 
a 

MAGNITUDE s• , 

— 

... 

___ 

/ 

/ 

ef  

_ 

PHASE 
_ 

_ 

_ 

— 

I I 

/ 
/ 

I I I I I I I 

_ 

— ExACT _ 

-- :)APPROXS. 

I I 

05 10 100 

RELATIVE FREQUENCY (cuRb/we'i) 

Fig. 5—Variation of complex base impedance ze', normalized with 
respect to low-frequency value, as a function of dimensionless 
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Fig. 6—Transverse variation of emitter-base voltage in theoretical 
model of distributed transistor, showing high-frequency internal 
biasing effect. 

C. This is illustrated in Fig. 6, which shows the cal-
culated normalized emitter-base voltage ee(x)/e eb for 
ecb=0, as a function of transverse distance x through a 
distributed-model transistor with Rb = 2500 ohms, r.' = 
25 ohms (I.= 1 ma), ao= 0.995, and with the reasonable 
assumption" that I yi2' +y22' I «I yz J. At low frequencies 
the ac emitter voltage is essentially constant through 
the base region. However, at a frequency equal to the 
internal cutoff frequency coT; (rh)2.--poo is not small, 
and the ac emitter voltage decreases rapidly with. in-
creasing distance from the base connection. For exam-
ple, I ee I decreases by 50 per cent in the first 10 per cent 
of the distance across the base, and the phase shift 
(not shown in Fig. 6) decreases 40 degrees. The effective 
ac base impedance Sb' in this case has decreased from 
the low-frequency value of rb' = 800 ohms (resistive) to 
approximately 230 ohms in magnitude with a phase 
shift of approximately —40 degrees at W. 

Two-Base Triode 

If a second base connection is made to the upper edge 

23 In which case ee(x-÷- e.b [cosh rx/cosh Phi. 
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of the base region, and if the two base contacts are con-
nected together, the analysis may be repeated with dif-
ferent boundary conditions. When this is done, the 
same type of results are obtained, but with Rb replaced 
by Rb/4. The factor 4 arises from the fact that effect-
ively the original transistor has been cut in half longi-
tudinally, and the two halves now are in parallel. Thus, 
for example, the low-frequency value of the base im-
pedance becomes 

Zbi rb' = (Rb/12). (12) 

Circular Cross Section 

If a ring type of base contact is made to the base 
region (assumed now to be circular in cross section of 
radius a), equations somewhat like (1) through (5) are 
obtained, but for a cylindrical geometry." In this case 
the result for the base current may be expressed in 
terms of the Bessel function of imaginary argument 
/i(ra) = —j/i(jra), where (I'a)2= (Ryz/7r), and R in this 
case is the sheet resistance pB/w of the base region." 
As in the case of the rectangular geometry, these results 
may be manipulated to yield the model shown in Fig. 4, 
with 

zi„. R\ ( 1-\ 10(ran 1 

IA2r)ral /i(ra)] yz 

For small values of (ra)2, as at low frequencies, or at 
high frequencies when (coR/rwrre')2«1, power-series 
expansion yields 

(13) 

zb' = = (R/87), (14) 

which is the result given previously by Early." On the 
other hand, for large values of (Ta)2, as may occur at 
high frequencies, with a large value of R, zb' is complex 
and is approximately equal to 

zb' "~" [(Rre')/4rj(w/c0T)1 1" — (1/y2). (15) 

More generally, Sb' for the circular geometry can be de-
scribed very closely by the curves of Fig. 5, but with the 
resistance Rb of that analysis replaced by (0.6 R/7r). 
In other words, for a given departure of Sb' from its 
low-frequency value, for a transistor having a circular 
cross section and ring base contact, and a sheet resist-
ance R, the frequency must be 5 times as large as in the 
case of a unit having the same sheet resistance but with 
a square cross section and a line contact. 

CIRCUIT CONSIDERATIONS 

The effective decrease in base resistance which oc-
curs at high frequencies in the grown-junction type of 
transistor actually improves its over-all circuit per-

24 The calculation for the cylindrical geometry was first carried 
out by Early, as noted during the discussion following the presenta-
tion of Pritchard's paper at the 1954 IRE-AIEE Conference on 
Semiconductor Devices Research, Minneapolis, Minn., June 29, 
1954. 
u Equivalent to the transverse base resistance Rb of a transistor 

of square cross section; see text following (9). 
26 Early, "Design theory of junction transistors," op. cit., p. 1311. 
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Fig. 7—Variation of magnitude of common-emitter short-circuit in-
put impedance hi1 with frequency for typical grown-junction 
transistor, showing effect of decreasing base impedance at high 
frequencies. 

formance. This has been demonstrated by calculations 
of maximum available high-frequency power gain," 
which show that the gain decreases less rapidly with 
frequency (15 db/decade) for the grown-junction tran-
sistor than for the fused-junction transistor (20 db/dec-
ade). Experimental results have been presented for a 
large number of grown-junction transistors to substan-
tiate these calculations." 
On the other hand, because of the complex nature of 

the base impedance, it may be more difficult in some 
cases to provide satisfactory terminations for the tran-
sistor. This probably is of no concern for a tuned narrow-
band amplifier, but for a wideband amplifier some diffi-
culty might be experienced in the design of interstage 
coupling networks. For example, the frequency varia-
tion of the input impedance of a common-emitter am-
plifier stage having a small load resistance, as shown 
by the solid curve in Fig. 7, can be approximated by a 
simple lumped network of resistances and capacitances 
(indicated by the broken-line approximation). On the 
other hand, for a grown-junction transistor having a 
relatively high value of base resistance, the frequency 
variation of the base impedance causes the input imped-
ance at higher frequencies to vary as the square root of 
the frequency, as shown by the dotted curve in Fig. 7. 
The points represent measured values for a typical 
grown-junction unit. Such a variation can not be ap-
proximated by a simple RC network. 

TRA/sTSISTOR DESIGN CONDENSATION 

For good high-frequency performance it is essential 
that the low-frequency base resistance rb' be small, even 
though the effective high-frequency base resistance 
may decrease with increasing frequency for a grown-
j unction transistor. This can be accomplished in tran-
sistor design by striving either for a ring type of contact 
(although this may be difficult to obtain in practice) 
which would yield a value of rb' -R/8r, or for a two-

27 Pritchard, "High-frequency power gain of junction transistors," 
op. cit., pp. 1078-1080. 
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base connection yielding rb' AR/12 for a square cross 
section, or (R/12) •(h/d) in general. Either of these 
cases is considerably better than the single-line contact 
for which rb' =Rb/3, but even the latter may be several 
times better than a point contact to the base region. 

Furthermore, if rb' can be made sufficiently small, the 
base impedance at high frequencies will be frequency 
independent, and any circuit difficulties associated with 
frequency variation of zb' would be eliminated. More-
over, as transistor operation is pushed to higher fre-
quencies, it becomes essential to keep rb' as low as pos-
sible. For example, in order to achieve even 3 db of 
power gain at a frequency of 500 mc with a transistor 
having an inherent cutoff frequency of this same order 
of magnitude and a collector capacitance of C, of 1 ,uµf, 
the total ac base resistance must not exceed 40 ohms," 
in which case the base impedance would be essentially 
independent of frequency up to several hundred mega-
cycles. 

APPENDIX I 

APPROXIMATE CALCULATION OF TWO-DIMENSIONAL 
CURRENT FLow IN JUNCTION-TRANSISTOR 

BASE REGION 

Assuming negligible recombination, equations de-
scribing current flow in a semiconductor are well-
known :29 

Continuity equation for holes 

(op/at) = — (1/q,)(V•J„) 

where J is the hole current density, defined as 

(16) 

COLLECTOR 

Fig. 8—Coordinate system for two-dimensional current flow 
in base region of transistor. 

where E0 is the permittivity of free space (8.85 X10-12 

farads per meter), e, is the relative dielectric constant, 
and Nd, N« are the concentrations of donor and accep-
tor impurities, respectively. 
A coordinate system as shown in Fig. 8 is employed 

with x=h as an equipotential surface. 
Subscripts x and y denote respectively, x and y com-

ponents of vector quantities, and each variable also in-

cludes a subscript 0 or 1 to denote dc or ac component, 
respectively. 

For convenience, a p-n-p transistor is considered, 
although the results for an n-p-n structure are quite 
similar. In addition, low-level dc operation" and small-
signal ac operation are assumed, while the transition 
capacitances and depletion-layer widening effects are 
neglected, and the emitter efficiency is assumed to equal 
one. 

It follows that the dc base current is zero, and hence 
dc current flow is one dimensional. Subject to the as-
sumptions noted above, approximate dc solutions to 
(16) through (19) are" 

Po(x, y) Pee(Y/2v), (22) 

where 
= qe(DpVP tzpPE)- (17) 

Continuity equation for electrons 

(an/at) = (1/q,)(V • J) (18) 

where J„ is the electron-current density, defined as 

J. = + qe(Dnvn + 1201E). (19) 

In these equations, p and n denote hole and electron 
density, respectively, E is the electric field, q, the elec-
tronic charge, and D, and /I= (qeD/kT) denote the dif-
fusion constant and mobility, respectively, for holes 
(subscript p) or for electrons (subscript n). The total 
current density J is 

J = + J.. (20) 

In addition, Poisson's equation requires that 

(V • E) = (qe/eoer)(p — n Nd — (21) 

28 This conclusion is based on the now well-known equation relat-
ing transistor gain and the internal parameters rt,', Q, and cur; see, 
for example, Pritchard, "High-frequency power gain of junction 
transistors," op. cit., (8) p. 1078, and footnote 2 of that paper for 
other references. 

29 For example, W. Shockley, "Electrons and Holes in Semicon-
ductors," D. Van Nostrand Co., Inc., New York, N. Y., pp. 296-
306; 1950. 

pB. Ane teEilikr) (23) 

is the injected hole concentration at the emitter edge of 
the base region and pBo is the equilibrium hole concen-
tration in the base, while 

no(x, y) = Nd po(x, y), (24) 

Exo = 0 (25) 

and 

Eyo — (kT/q,w)(pBe/yd)• (26) 

For the ac solution to the two-dimensional problem, 
a perturbation method is employed. The solutions to 
the two one-dimensional problems described in the text 
are used to calculate the currents that are neglected in 
this separation process, and it is shown that the neg-
lected quantities indeed are negligible. 

89 It should be emphasized that although the success of this analy-
sis depends completely upon neglecting high-level terms, i e., terms 
of order (p/ N) relative to 1, it is not necessarily true that the super-
position of two one-dimensional solutions is not valid at high level. 
Unfortunately, elimination of the lom -level assumption leads to a 
difficult problem which has yet to be solved. 

81 W. M. Webster, "On the variation of junction-transistor cur-
rent-amplification factor with emitter current," PROC. IRE, vol. 42, 
pp. 914-920; June, 1954. 
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The solution given in the text must be rewritten here 
in terms of hole concentration and electric field. This 
can be done easily by referring back to the one-dimen-
sional solution for the ideal transistor, upon which (1) 
and (2) are based, 13 and by introducing the simplifying 
assumptions noted above. In this case, 

Pi(x, y) — iqePs.\ sinh   vi(x), (27) 
kT I\ sinh Piw) 

with 

and 

and where 

and 

1.11(X) = — eib 
cosh Fit 

= — (avi/ax) 

jw/D„ 

(cosh Px) 

the brackets of (33) and retaining only the first two 
terms 

J„„1 (rev)2[(Y/w) — (Y/w)21. 

Thus, the longitudinal electron current reaches a maxi-
mum halfway between emitter and collector, although 
it is zero at both emitter and collector junctions. 
The y component of ac electric field E„1 is determined 

from (19), after substituting (33), (24), (31), (27), (22), 
and (26): 

Evi (x, y) -±- (PB«) r1 {cosh Ply — 
Nd sinh Piw P. 

(28) 
• [(cosh Ply — 1) — (1 ) (cosh Piw — 1)3 vi(x). (34) 

To verify (31), this result (34), together w'th (28), may 
be substituted in Poisson's equation (21) to yield (29) 

(p.\ r  cosh riw — 1 1 
r2 = (30) 

D„\ Nd I L(riw) sinh reed 
As is demonstrated be ow, space-charge neutrality 

exists in the base so that 

ni(x, y) = y). (31) 

The transverse ac electron current density J„,i may 
be calculated from (19) by employing (31), (27), (24), 
(22), and (28): 

J i = qem.Nd { J 1 + 
Nd W 

sinh Ply 1} 
  Exi. 

+ sinh 1'1w 
(32) 

By substituting this result in the continuity equation 
for electrons (18), together with (31), and (27), the 
y derivative of the longitudinal ac electron current 
density (8./,..„1/8y) may be obtained. Integration of this 
result with respect to y and requiring that the electron 
current vanish at both the collector and emitter junc-
tions y =0 and y=w yields 

[  qebinPBeW  ](iCO )[( y 
Jnyi — (cosh Piw — 1) 

sinh Piw D. w 

— (cosh Ply — 1)114(x). (33) 

Note that J„„i is not required to, and in fact does not, 
vanish everywhere in the base region." 
The variation of J,,„1 through the base region may be 

displayed in an approximate manner for not-too-high 
frequencies by expanding the hyperbolic functions in 

as This is in contrast to the analysis of Rittner, who neglected the 
electric field and the electron currents in a three-dimensional theory 
with small injection level. See E. S. Rittner, "Extension of the theory 
of the junction transistor," Phys. Rev., vol. 94, p. 1168; June 1, 1954. 

(pi — ni) A (_e±)e )\ PR.\ é  sinh )P12[1-1 vi(x), 
Ndl\sinh bin 

which also may be written 

(pi — ni\ 

•Pi 
= (1 — 1.1,„/1.4)(€0e,./qebt„Nd)jc.a. (35) 

The first term on the right-hand side of (35) is of the 
order of magnitude of 1-2, whereas the second term is 
the relaxation time of the semiconductor comprising 
the base region; e.g., approximately 10-12 seconds for 1 
ohm-cm germanium. Hence, for all reasonable frequen-
cies pi —n11 «I pi, and ac space-charge neutrality 
indeed is preserved in the base region." 

The transverse ac hole current density J„.i may be 
calculated from (17) after substituting from (27), (22), 
and (28) 

y \ sinh Ply 
JPXl = qe12PPBe   E 

R 7.v sinh Plw I el. 

(36) 

Note that at low frequencies, the drift and diffusion 
components of J9,1 (first and second terms, respectively) 
are equal in magnitude but opposite in direction. 

Similarly, the longitudinal ac hole current density 
Jpid can be calculated from (17) with the help of (27), 
(22), (34), and (26), 

i_qp (Piqepa.\ (cosh Ply \ +r p„.1 
PY e P   

\ kT ) \ sinh Pay N- 4J 
.ri y \ tanh roil} vi(x). (37) 

lAw riw 

The only unused equation now is the continuity equa-
tion for holes (16). If (27), (36), and (37) are substi-
tuted in (16) and if terms of order (pB./Nd) are neg-

33 Note also that (35) indicates that n1 and 1,1 have the same x and 
y dependence; hence, the substitution of derivatives of pl for those of 
th used in some of the above equations also is valid. 
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lected," then this equation merely verifies the well 
known result I'12=jco/Dp. 
The total ac current densities Je and Jo now can be 

calculated from (20) and the preceding results. Thus, 
the total transverse ac current density Je from (32) 
and (36), neglecting terms of order (pa./Nd) is 

Jxi (J i Jpx1) (qegriNd)Ez1 (38) 

which is just the equation for the transverse drift, or 
conduction, current in the base; i.e., the effects of mi-
nority carriers and of diffusion are negligible. 
The total longitudinal ac current density Jo from 

(37) and (33), neglecting terms of order (PB./Nd) 

,PqOpBfrLi sa (Jyy1 Jnyi)  1 {cosh ray 
sinh rev 

— [(cosh riy — 1) — (cosh r,w — vi(x). (39) 

is 

The first term in the braces arises from the diffusion 
of minority carriers through the base region, whereas 
the second term may be of comparable magnitude and 
arises from the drift of majority carriers longitudinally 
through the base. This longitudinal drift current is nec-
essary in order to maintain continuity of electrons in 
the base in spite of the substantial transverse drift cur-
rent. Hence, the longitudinal distribution of current 
density Jo (y) in this two-dimensional model is not the 
same as in the usual one-dimensional case, even under 
low-level conditions." 

However, since the electron current was required to 
vanish at emitter and collector, the terminal currents 
Jo (w) and Jy1(0) under low-level conditions" are identi-
cal with those of a corresponding one-dimensional tran-
sistor. 

" If terms of order ((Ps./Nd) are not excluded, (16) is not satis-
fied for all values of y, and it would be necessary to introduce a cor-
rection term, also of order (pa,/Na), in the expression for Pi(x, y) 
(which also modifies slightly the result for And) to obtain approx-
imate satisfaction of (16). 

83 To the first approximation, for not-too-high frequencies, the 
variation of ac current density Jo from collector to emitter is linear, 
rather than parabolic as would be the case if electron current were 
neglected. 

APPENDIX II 

SOLUTION OF DISTRIBUTED-MODEL 

TRANSISTOR EQUATIONS 

Combination of (1) through (4) yields a second-order 
differential equation: 

(d2ib/dx2) r2ib, (40) 

where r2 has been defined by (8) and (6). The solution 
to (40) is well known 

ib(x) = A sinh rx B cosh rx (411 

where A and B are arbitrary constants. 
Substituting (41) in (4) and integrating yields 

ec(x) = (Rb/rh)[A cosh rx B sinh rx] -F E, (42) 

where E is a third arbitrary constant. 
As a consequence of (4), e(x) is related to e(x) of 

(42) by a constant, which can be evaluated by com-
bining (1) through (3) with (42) and comparing the re-
sult with (41) after differentiation. It then follows that 

e(x) = e(x) — [yz/(y12' y22')[E. (43) 

For a simple triode transistor ib(0) = 0, and B =0 must 
obtain. The remaining two constants A and E can be 
evaluated by calculating terminal small-signal param-
eters in terms of terminal voltages, e.g., ebc=ec(h), and 
terminal currents; e.g., 

= fh (dic/dx)dx. 
o 
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Construction and Electrical Properties of a Germanium 
Alloy-Diffused Transistor* 

P. J. W . JOCHEMSt, O. W . MEMELINKt, AND L. J. TUMMERSt 

Summary—The fabrication of high-frequency transistors by the 
alloy-diffusion method is described. A group of transistors was sub-
jected to an extensive series of measurements in order to establish 
an equivalent circuit characterizing the transistor for small ac 
amplitudes at â fixed dc bias. The resulting "physical" T-equivalent 
circuit is valid up to at least 25 mc. The different circuit elements 
are discussed with respect to their physical background. A trans-
lation from the T-circuit into the electrically more convenient ir-cir-
cuit is also presented. 

INTRODUCTION 

T
HE manufacture of germanium transistors with an 
a cutoff frequency of the order of 100 mc or 
more requires techniques for making base layers of 

a thickness of a few microns in a controllable way. It is 
generally agreed that the alloying technique' lacks this 
necessary degree of controllability, due to the spread 
in penetration depth, which may be a few microns itself. 
These thin base layers can be obtained, however, by 

making use of diffusion of an impurity into germanium.' 
The advantage of the diffusion technique lies in the 
fact that the diffusion is a rather slow process, which 
can be controlled accurately. By a proper choice of the 
temperature and the time of diffusion, a thin base layer 
can be realized. However a remaining problem., now, is 
how to make a good emitter contact to this layer, on 
which only a very shallow depth of alloying can be 
permitted. 
A solution for this problem is provided by combining 

alloying and diffusion in one step. This method has been 
described by Longini3 in connection with the construc-
tion of hook transistors. Application of this technique 
for making high-frequency transistors has been reported 
by Beale.' Early work on the alloy-diffusion technique 
in our laboratory was carried out by Ploos van Amstel. 
As the geometry of this transistor is different from that 
of an alloy transistor, it can be expected that the equiva-
lent circuit describing its electrical properties will also 
be different. 

In the following we first shall describe briefly the 
process we used for making an alloy-diffused transistor 

* Original manuscript received by the IRE, March 17, 1958. 
f Philips Res. Labs., N.V. Philips' Gloeilampenfabrieken, Eind-

hoven, Netherlands. 
R. R. Law, C. W. Mueller, J. I. Pankove, and L. D. Armstrong, 

"A developmental germanium p-n-p junction transistor," PROC. 
IRE, vol. 40, pp. 1352-1357; November, 1952. 

2 C. A. Lee, "A high-frequency diffused base germanium tran-
sistor," Bell Sys. Tech. J., vol. 35, pp. 23-34; January, 1956. 

3 Longini, British Patent no. 754404. 
4 J. R. A. Beale, "Alloy-diffusion: a process for making•diffused-

base junction transistors," Proc. Phys. Soc. (London), vol. B 70, pp. 
1087-1089; November, 1957. 

with an a cutoff frequency above 100 mc. After that a 
"physical" equivalent circuit will be given, which is to 
some extent related to the structure of the transistor. 
Finally a ir-equivalent circuit will be presented from 
which some important circuit properties of the transistor 
can be derived. The equivalent circuits are valid from 
0.1 to at least 25 mc, a frequency range for which there 
will be many applications for this transistor. 

THE FABRICATION OF THE ALLOY-DIFFUSED 
TRANSISTOR 

A tiny pellet of bismuth containing arsenic and alumi-
num is alloyed into a p-type germanium wafer at ele-
vated temperatures. The system of the solid and liquid 
phase reaches an equilibrium corresponding to a certain 
penetration depth of the liquid Ge-Bi alloy. Keeping 
the wafer at a constant temperature over a certain 
period of time, arsenic will diffuse from the alloy into 
the solid material making the germanium n type over 
a distance determined by temperature and time. When 
the wafer is cooled a low-ohmic p-type germanium 
layer recrystallizes from the liquid alloy if sufficient 
aluminum is present to overcompensate the remaining 
arsenic. Fig. 1 gives a cross section of the wafer with the 
emitter pellet. 

diffused n-type 
layer 

ejelà,..3. 

bismuth-dot 
containing As and At 

recrystallized 
P-type region 

\p-type germanium wafer 

Fig. 1—Cross section of the alloyed emitter pellet together with 
the diffused base layer. 

The alloy-diffusion process is carried out in an atmos-
phere containing arsenic vapor originating by evapora-
tion from the emitter pellet itself or from a separate 
arsenic source. The result is the formation of an n-type 
layer all over the surface of the wafer and not only 
underneath the emitter pellet. To provide a base con-
tact, an ohmic electrical connection has to be made 
on this layer, which is in effect an extension of the 
base region. The choice of the dimensions and the 
shape of the base contact is governed primarily by the 
desired values of collector to base capacitance and base 
resistance. A ring shape, for instance, gives a low base 
resistance, but a relatively high collector to base capaci-
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tance, due to the large collector junction area. In order 
to minimize the collector to base capacitance, the base 
contact should be small. We have chosen an arsenic-
containing bismuth pellet of about the same dimensions 
as the emitter pellet. This base contact is alloyed into 
the germanium surface within a short distance of the 
emitter. The ohmic collector contact is alloyed into the 
opposite side of the wafer. Before etching, the surface 
between emitter pellet and base pellet is masked, so that 
during etching all germanium around the pellets is dis-
solved except for a small "bridge" between emitter and 
base pellet. 
Some electrical parameters of this transistor, meas-

ured at I,= 1 ma; Veb= —6 v; T =20°C are: 

a cutoff frequency fe: 100-200 mc, 
collector to base capacitance Ce: 1-2 µO., 
"feedback" base resistance rb': 60 ohms, 
short circuit emitter to collector current gain af: 

1 — af < 0.01, 

forward transfer admittance at 

10 mc, Iy» : 35 mmho, 

emitter breakdown voltage Vcbmroc: 2-4 v, 
collector breakdown voltage Ve,,mnx: —60 V. 

THE "PHYSICAL" EQUIVALENT CIRCUIT 

The electrical behavior of the transistor for small 
signal operation at a certain fixed dc bias can be char-
acterized by an equivalent circuit. Examining the struc-
ture of the transistor, Fig. 2, one could, in principle, de-
velop a complete equivalent circuit founded on a physi-
cal basis. Some of the factors which would have to be 
accounted for are: 

1) A drift field5 in the base owing to the graded im-
purity distribution. 

2) A comparatively high emitter depletion-layer 
capacitance due to the low resistivity of the base 
region. 

3) The distributed nature of transistor parameters 
due to the three-dimensional structure. 

4) A collector series resistance. 

The resulting three-dimensional equivalent circuit 
would be quite involved. Therefore, rather than de-
velop such an equivalent circuit, we chose to derive an 
equivalent circuit on a basis of experimental analysis. 
By comparing the results of a wide variety of ac 

measurements with theoretical considerations we see 
that the electrical behavior of the transistor between 
0.1 and 25 mc (dc bias: lc= 1 ma; Vbb= —6 v) is ade-
quately described by the T-equivalent circuit of Fig. 3. 
This T-circuit can be considered as a "physical" equiva-
lent circuit as its elements are closely related to the 

5 H. Kromer, "Der Drifttransistor," Naturwiss., vol. 40, pp. 578-
579; December, 1953. 

dimensions In 
microns 

p.- nickel tab 

collector region 

Fig. 2—Cross section of the alloy-diffused transistor. 

Fig. 3—The "physical" equivalent circuit 
[0.1-25 mc; h=1 ma; 175= —6 v]. 

physical action of the corresponding parts in the real 
transistor. 

In order to fully understand the electrical behavior 
of this transistor, a detailed discussion of the various 
elements would seem appropriate. Before discussing 
the qualitative aspects of the circuit elements, we pre-
sent Table I for displaying some quantitative informa-
tion about these elements. 

TABLE I 

MEASURED VALUES OF THE ELEMENTS OF THE EQUIVALENT CIRCUIT 
IN FIG. 3 FOR THREE EXPERIMENTAL TRANSISTORS 

Tran-
sistor 

(h=1 ma; 17e -= —6v; T=20°C; 
Frequency: 0.1 —25 mc.) 

r̀  C 1 —ao ohms 
rb 

ohms ohms 

Z86-6 
Z86-19 
Z86-21 

26 
26 
26 

40 
30 
33 

<0.01 
<0.01 
<0.01 

61 
62 
54 

170 
180 
170 

1.2 
1.4 
1.3 

rc meg-
ohms 

>1 
>1 
>1 

The magnitude of the emitter junction differential 
resistance re corresponds closely to the theoretical ex-
pression re = kT /qI,,. 

Cc, the capacitance parallel to re represents the sum 
of the "diffusion" or "storage" capacitance—associated 
with the diffusion of minority carriers into the base 
region—and the emitter depletion-layer capacitance. 
As the "diffusion" capacitance is proportional to 

and the emitter depletion-layer capacitance is almost 
independent of /e—except at very low currents—it is 
possible to separate these two quantities. From the 
measurement of Co vs /e, Fig. 4, it follows that the 
emitter depletion-layer capacitance contributes a con-
siderable amount to the total capacitance Cc. This is in 
contrast to the conventional alloy transistor in which the 
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I 
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1 

D.C. emitter current .1.in mA 

Fig. 4—The emitter capacitance as a function of emitter current 
[100 kc; 17s= —6 v]. 

emitter depletion-layer capacitance is very small com-
pared to the "diffusion" capacitance. 
The current generator «fie represents that part of the 

emitter current which flows across the collector junc-
tion. At low frequencies ar is substantially unity, be-
cause of the high emitter efficiency and the low recombi-
nation losses in the thin base layer. At high frequencies 
af decreases because part of the emitter current is used 
for charging and discharging the capacitance C. Hence 
the a cutoff frequency fc is given by I', =I / 27rreCe. 
By virtue of the extremely thin base layer the a cut-

off frequency of the "intrinsic" transistor is very high: 
300-500 mc. The presence of the emitter depletion-
layer capacitance, however, sets a limit to the a cutoff 
frequency fc of the actual transistor. This limitation is 
most pronounced for low emitter currents as in that 
case the emitter depletion-layer capacitance consider-
ably exceeds the "diffusion" capacitance which roughly 
determines the fe of the "intrinsic" transistor. 

In Fig. 5 we have plotted the measured f, of different 
transistors as a function of In the neighbourhood of 
1.0=1 ma the agreement between the fe-values and the 
calculated values 1/2irreC, was found to be quite satis-
factory. 

Usually the collector junction differential resistance 
r„ is quite large and has no significance in the megacycle 
frequency range. 

C, is the collector depletion-layer capacitance. As the 
collector-base junction has been formed by diffusion of 
a donor impurity into p-type germanium, we expect this 
junction to be of the "graded" type.' Consequently C, 
should be proportional to This is confirmed by 
measurements, which also showed that C, is practically 
independent of 
The collector series resistance r, is due to the presence 

of the p-type material between collector junction and 
collector contact. Measurements in the near-saturation 
region of the I, vs V d characteristic indicate a collector 

° W. Shockley, "The theory of p-n junctions in semiconductors 
and p-n junction transistors," Bell Sys. Tech. J., vol. 28, pp. 435-489; 
July, 1949. 

—II.D.Cemittercurrent in mA 

Fig. 5—The a cutoff frequency as a function of emitter current. 

series resistance value of about 50 ohms. In normal 
small signal operation below 50 mc, r, is negligible com-
pared to the transistor-output impedance. 
Under conditions of strong saturation—as could hap-

pen in pulse applications—the potential difference 
across the collector junction can change its sign. This 
leads to an increase in carrier concentrations in the 
p-type collector material which is accompanied by a 
modulation of the resistivity and a drop in rs. The 
storage capacitance associated with this effect is quite 
large, because of the wide collector region. Consequently 
strong saturation seriously affects the speed of response 
of alloy-diffused transistors in hf switching applications. 
One may consider rb as the effective resistance residing 

in the base layer between the emitter junction and the 
base contact. From Fig. 2 it is clear that the collector-
junction area covers the whole base region and con-
sequently the collector capacitance will be distributed 
all over this region and the resistance rb associated with 
it. Measurements indicate that at not too high fre-
quencies the distributed collector capacitance can effec-
tively be lumped into a single element C, which is elec-
trically connected to a tap on the resistance rb. The 
part of rb between this point of connection and the base 
contact is called rb'. Both rb and rb' depend strongly on 
transistor-geometry and distribution of resistivity in 
the base layer. 
As Ti,' determines the feedback between collector and 

emitter in the common base circuit, Ti, may be regarded 
as the "reverse" or "feedback" base resistance, while 
rb may be regarded as the "forward" base resistance. 

It should be mentioned that the Early effect" also 
contributes to the feedback. In order to incorporate 
the Early effect into the equivalent circuit of Fig. 3, 
a voltage generator µvet,' should be inserted as shown in 
Fig. 6, ve,b, being the ac voltage across the collector junc-
tion and eel,' being the fraction of this voltage appear-
ing across the emitter junction. 

7 f. M. Early, "Effects of space-charge layer widening in junction 
transistors," PROC. IRE, vol. 40, pp. 1401-1406; November. 1952. 
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fir rb"-120.11 

Fig. 6—Introduction of the Early-feedback voltage-generator 
1.4vet,, into the equivalent circuit of Fig. 3. 
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Fig. 7—The apparent feedback base resistance lz,•1,1 as a 
function of frequency 
[I.=1 ma; Vc5= -6 v]. 

10 

The Early effect and rb' together give rise to an ap-
parent feedback base resistance 

Zrb = (Veb —) = rb' 
je 1 + jcorcCc 

grc 

In Fig. 7 we have drawn the measured I zrb I values vs 
frequency. Because of the relatively large time con-
stant rcCc—of the order of 10 Asec—zrb is constant and the 
Early effect is negligible above 0.1 mc. From the curves 
we deduce that the fraction u lies between 10-4 and 
10-6. 
As we have seen, an essential feature of the alloy-

diffused transistor is the occurence of a tapped base 
resistance in the equivalent circuit. In principle the 
conventional alloy transistor shows the same feature;8 
but due to the difference in geometry, the tap on Tb is 
so close to the emitter that effectively one has a single 
resistance.' 

THE ir-EQUIVALENT CIRCUIT 

In Fig. 8 we present the hybrid 7r-equivalent circuit 
for common emitter obtained by transformation of the 

J. M. Early, "Design theory of junction transistors," Bell Sys. 
Tech. J., vol. 32, pp. 1271-1312; November, 1953. 

9 L. J. Giacoletto, "A study of p-n-p-alloy junction transistor 
from d-c through medium frequencies," RCA Rev., vol. 25, pp. 502-
562; December, 1954. 

June 

Cc-141e 

re>114n. 

-1-ce-40J.IFF 1-ck, 

1"-f=39VbimA 

e 

Fig. 8—The hybrid ir-equivalent circuit in common emitter as follows 
from transformation of the circuit of Fig. 3. Numerical values 
are obtained by averaging over measurements on a large group 
of transistors. 

Cc. 1.5,u,uF 

Fig. 9—The ir-equivalent circuit in common emitter, as follows from 
transformation of the circuit of Fig. 3. The numerical values are 
obtained by averaging over measurements on a large group of 
transistors. 

T-equivalent circuit of Fig. 3. Except for the resistance 
Tb-Tb' the circuit is quite similar to the one proposed by 
Giacoletto9 for the alloy transistor. 

In order to facilitate the evaluation of the admittance 
parameters we present Fig. 9 in which the influence of 
the "external" resistance Tb' of Fig. 8 has been incorpo-
rated in the branches of a genuine 7r-circuit. 

In both the circuits of Figs. 8 and 9 the influence of 
the collector series resistance as well as the Early 
effect has been neglected as it is insignificant in the fre-
quency range 0.1-25 mc. 
As an illustration of the validity of the equivalent 71--

circuit of Fig. 9, we finally present measurements of 
some admittance parameters. 

Figs. 10 and 11 show the input and output conduc-
tance as a function of frequency, measured on two tran-
sistors. The agreement with the 7r-circuit of Fig. 9 is good 
to about 50 mc. 

Fig. 12 shows the transfer admittance I yri as a func-
tion of frequency. From Fig. 8 or Fig. 9 it is easily de-
rived that 

yfl "••--• ao/reV1 (corbC.)2. 

Up to 50 mc the agreement between this expression and 
the curves of Fig. 12 is good. 
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Fig. 10—The input conductance g0 as a function of frequency 
[I, = 1 ma; Ve,= —6 vi. 
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Fig. 11—The output conductance g.. as a function of frequency 
[I, =1 ma; —6 vi. 

CONCLUSIONS 

The alloy-diffusion process provides an attractive 
method for the manufacture of high-frequency transis-
tors. In the geometry of Fig. 2 a cutoff frequencies of 
150 mc or more are obtainable at Ic = 1 ma. 
Measurements show that the cutoff frequency at 

not too high emitter currents is strongly dependent on 
the emitter depletion-layer capacitance. This means 
that the cutoff frequency is considerably lower than the 
value corresponding to the transit time of minority 
carriers across the base layer. 

In the frequency range 0.1 to at least 25 mc the ac 
behavior of the transistor is characterized by a simple 

100 
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E 

20 

10 
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5 

2Œ2 

jgas-7 
t286-21 

Z66-6 

06 2. 5 10 ,20 
--r.trequency In mqs 
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Fig. 1?—The transconductance I» as a function of frequency 
[I, =1 ma; Vey= —6 v; T = 20°C]. 

T-equivalent circuit in which the collector capacitance 
is connected to a tap on the effective resistance between 
the emitter junction and the base contact. 

LIST OF SYMBOLS 

Ie, V eb, Vet, Veb=dc currents and voltages. 
4, V, vce, Veb= sm i all amplitude ac currents C, eb  

and voltages. 
y,e input admittance, common 

emitter circuit, output short-
circuited. 

yfe = forward-transfer admittance, 
common emitter circuit, out-
put short-circuited. 
output admittance, common 
emitter circuit, input short-
circuited. 

y =g-i-jb— g: conductance; b: suscept-
tance. 

zeb = reverse transfer impedance, 
common base circuit, input 
open-circuited. 

r0, rb, rb', re, re, Ce, Cc =elements of the "physical" 
equivalent circuit of Fig. 3. 

af = forward-current transfer ra-
tio, common base circuit, 
output short-circuited. 

ote = low frequency value of ai. 
f c= cutoff frequency of af. 
1.4.= Early-feedback factor 

= (Veb/Vcb)ie—o• 
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Technology of Micro-Alloy Diffused Transistors* 
C. G. THORNTONt, SENIOR MEMBER, IRE, AND J. B. ANGEL14, SENIOR MEMBER, IRE 

Summary—Various designs of the micro-alloy diffused transistor 
(MADT) have been perfected for different classes of service. A high-
speed switching version, operating in low-voltage saturating circuits 
with a current gain of 10, gives turn-off and turn-on times of 5 mgsec. 
Base-gated scale-of-two counters have operated at input rates as 
high as 140 megapulses per second with these transistors. A high-
frequency, low-noise amplifier provides neutralized gain of 20 db at 
100 mc with a noise figure of 4 db. A high-frequency, high-power 
oscillator-amplifier having a thermal impedance of 100°C per watt 
yields power outputs as great as 1.0 w at 70 mc. This paper discusses 
the control of design variables, including base width, impurity gradi-
ent, and positioning of emitter and collector junctions in the gradient, 
and describes some of the new circuit and measurement techniques 
evolved for these units. 

INTRODUCTION 

CONSIDERABLE interest has developed during 
recent years in choosing optimum manufactur-
able designs for very-high-frequency transistors. 

The majority of the work in this field has been directed 
towards the development of triode structures using some 
combination of an emitter, a base having graded re-
sistivity (with or without an intrinsic region), and a col-
lector. The problem of obtaining a closely-spaced re-
producible geometry for ultra-high-frequency perform-
ance has been approached by fabricating the transistor 
by repeated diffusion on a wafer or, in the case of a 
grown junction transistor, by alternate ingot doping and 
diffusion. With these methods one or both of the junc-
tions may actually be formed during the diffusion 
process. For operation at a somewhat lower frequency, 
transistors have been made by a single diffusion cycle on 
a comparatively thick wafer, followed by the applica-
tion of alloyed electrodes in a conventional manner. 
The approach used to fabricate the devices described 

in this paper involves the use of a single complex uni-
directional diffused layer in which the emitter and col-
lector contacts are precisely positioned at optimum im-
purity-concentration levels by means of electrochemical 
etching, plating, and micro-alloying. The advantages of 
this approach over other methods include: 

1) Precise positioning of the emitter and collector 
junctions at locations in the field which are opti-
mum for the intended circuit application. 

2) The elimination of the need for an extremely close 
spacing between a metal base contact and the 
emitter to achieve low rb'. 

* Original manuscript received by the IRE, March 11, 1958. 
The work described was supported in part by the U. S. Army Signal 
Corps under contract No. DA-36-039-SC-72705, and by the U. S. 
Navy, Bureau of Ships, under contract No. NObsr 72705. 
t Semiconductor Product Development Lab., Lansdale Tube Co., 

Lansdale, Pa. 
Research Div., Philco Corp., Philadelphia, Pa. 

3) The use of a graded surface layer in the region 
around the emitter to reduce surface recombina-
tion. 

4) The possibility of obtaining very low series electri-
cal and thermal resistance between the transistor 
collector and the terminals or case of the transistor. 

The essential tools for making micro-alloy diffused 
base (MADT) transistors by electrochemical techniques 
were announced over a year ago.' It is the purpose of 
this paper to show that through proper control of the 
chemical and physical processes involved and a better 
understanding of the circuit requirements for the de-
vice, it has become possible to optimize individual tran-
sistor designs for specific applications and to show that 
new levels of circuit performance now can be expected. 
Particular emphasis will be placed on the use of graded-
base transistors in new types of switching circuits. The 
designs discussed herein, though not yet generally avail-
able to the circuit engineer, are all considered to be as 
producible as present commercial types and are in-
tended to indicate present capabilities of the process. 
Through proper optimization of the design and care-

ful control of the diffusion and etching processes, it has 
become possible to fabricate the following three classes 
of devices: 

1) Very high-speed switching transistors having 
turn-on time and the storage-plus-fall time each in 
the range of 5 to 10 mmsec. These values are ob-
tained in low-voltage saturating circuits having a 
current gain of 10. Using special base-gated cir-
cuits to be described, scale-of-two counters have 
been successfully operated with inputs up to 140 
megapulses per second. 

2) A low-noise, low-level vhf amplifier with a maxi-
mum frequency of oscillation greater than 1,000 
mc and capable of producing 15 db of power gain 
at 200 mc. A noise figure of 4 db at 100 mc is typ-
ical for this device. 

3) Power oscillators or amplifiers capable of deliver-
ing rf power levels in the range of 0.5 to 1.0 w at 
100 mc. 

GENERAL 

The general geometry for the MADT transistor is 
shown in Fig. 1. The first step in the fabrication process 
is the diffusion of the base layer impurity (phosphorus 
or arsenic in this case) into high resistivity n-type ger-

I R. A. Williams, "Diffused-base surface-barrier transistors," pre-
sented at the PGED Annual Technical Meeting, Washington, D. C., 
October 25-26, 1956. 
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Fig. 1—The geometry of the micro-alloy-diffused base transistor. 

manium. The process is carried out in an open-tube con-
tinuous-flow apparatus with hydrogen as a carrier gas. 
Time, temperature, and dopant concentration are con-
trolled to produce an impurity gradient extending to a 
depth of from 0.05 mil to 0.25 mil beneath the surface 
of the wafer, depending on the application for which the 
device is intended. Emitter and collector pits are then 
etched into opposite sides of the wafer. Next, electrodes 
are plated in these pits. The latter two steps are con-
trolled so as to place the junctions at the points of de-
sired impurity concentrations after micro-alloying. In 
the micro-alloying process, the electrode penetration is 
typically less than 0.01 mil. A gallium-indium emitter 
contact is used to obtain an adequately high injection 
efficiency. 
One method that has been used to explore the impur-

ity distribution of the diffused region is to make a break-
down-voltage or electrode-capacitance profile extend-
ing from the surface to the interior of the semiconduc-
tor. In this method, a pit is etched into the transistor 
blank in precise increments. At each new depth, a sur-
face-barrier diode contact is plated onto the bottom of 
the pit and the breakdown voltage is measured. This 
process is carried out from both the low and high resis-
tivity sides of the gradient, yielding forward and re-
verse profiles respectively. The data is plotted with 
reference to the low resistivity surface, as in Fig. 2. 
This data is most useful in choosing the region of place-
ment of the emitter and collector contacts for the vari-
ous classes of the device. Concerning the reverse profile 
and the problem of collector placement, it is necessary 
to realize that although the critical avalanche-break-
down field is reached in the small region close to the col-
lector, the potential or breakdown voltage is an inte-
grated function of the field distribution across a region 
of varying resistivity reaching well in towards,the emit-
ter contact. 

In the low resistivity region of the forward profile the 
depletion layer is very shallow, and the breakdown 
voltage is a close measure of the impurity concentration 
at that point. As the penetration increases so that the 
emitter depletion region reaches the high resistivity 
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Fig. 2—Typical oltage-breakdown profile. 

portion of the gradient, the depletion-layer width in-
creases rapidly and the voltage which can be sustained 
without reaching a critical field under the emitter be-
comes large. The curve rises very steeply in this region. 
The actual depth of the graded-impurity layer is there-
fore slightly greater than suggested by the forward pro-
file. Actually, the diffusion process is completely defini-
tive and reproducible, and once established, profiling is 
required only occasionally. 

It has been shown' that superior high-frequency prop-
erties will be obtained with an exponential diffused 
gradient rather than the error-function distribution ob-
tained with constant source conditions. It can be fur-
ther demonstrated that an exponential distribution will 
actually produce the minimum transit time for a given 
base width. The diffusion equation has, therefore, been 
analyzed in terms of the required boundary conditions 
necessary to produce a true exponential impurity distri-
bution. As derived in Appendix I, this result is achieved 
when boundary conditions are continually adjusted or 
programmed in such a manner as to cause the source 
condition itself to increase exponentially during the dif-
fusion time. Since the partial pressure of the source gas 
is an exponential function of temperature, the tempera-
ture of the source is increased linearly throughout the 
major portion of the diffusion process. 

In order to minimize series base resistance, it is highly 
desirable to produce a heavily doped, degenerate surface 
layer extending in from the surface to a depth of approx-
imately 0.03 mil. With the proper geometry of the emit-
ter etch pit and accurate placement of the emitter elec-
trode, this diffused surface, which provides a low resist-
ance path for base current, can be maintained to the 
very edge of the emitter, thus allowing the actual metal 
base connection to be placed at a convenient distance 
from the emitter. A second important reason for this 

2 J. L. Moll and I. M. Ross, "The dependence of transistor param-
eters on the distribution of base layer resistivity," PROC. I RE, vol. 
44, pp. 72-78; January, 1956. 
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Fig. 3—The effect of heavy surface grading in preventing 
surface recombination. 

layer is to ensure a steep gradient extending back from 
the depth at which the emitter is placed towards the 
surface. This gradient tends to prevent the flow of in-
jected carriers to the surface and thereby minimize the 
effect of surface recombination. This effect is illustrated 
in Fig. 3. In order to obtain this result and still facilitate 
placement of the emitter electrode in region A of Fig. 2, 
the diffusant source temperature is programmed during 
the latter portion of the diffusion cycle to bring about 
an abrupt increase in concentration as the surface is ap-
proached. This effect can readily be seen in the voltage-
breakdown profile. 

SPECIFIC DEVICES 

High-Speed Switch 

The typical characteristics for this class of device are 
tabulated in Table I. 

TABLE I 
CHARACTERISTICS OF HIGH-SPEED SWITCHING TRANSISTOR 

Rise time 
Storage time 
Fall time 

Frequency where hf,=1 
Saturation resistance 
Current gain 

Collector-breakdown voltage 
Emitter-breakdown voltage 
Collector cutoff current © 5 y 

t,. =7 mi.isec 
1,=5 musec 
i=3 mmsec 

fr =125 mc 0.5 y 
<102 

hFE =40 @ 50 ma 

BVCB0= —20 
BVEBO= — 2 

/co =0.5 iaa 

Collector depletion-layer capacitance Cc =1.5 ;id 

In choosing performance objectives for a high-speed 
switching transistor, it is considered essential to have a 
high dc current gain at a high current density, a high 
alpha-cutoff frequency at low voltages, and a reasonable 
value of emitter-breakdown voltage. The values of base 
spreading resistance and collector capacitance which 
can be obtained in a graded-base design without com-
promising other desirable characteristics are still an or-
der of magnitude below those found in homogeneous 
base transistors and provide no significant limitation on 
the switching times of this device. 
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Fig. 4. Rise, storage, and fall time measuring circuits. (a) Rise time 
test circuit, *RFC—one watt 10 kilohm resistor wound full with 
No. 30 wire and (b) delay and fall time test circuit. 

The above properties are obtained by proper place-
ment of the emitter and collector contacts. An emitter 
contact placed too near the surface would result in a low 
emitter-breakdown voltage, low current gain because of 
poor injection efficiency, and a high emitter capacitance 
which would cause an unduly long turn-on delay time. 
Placement of the emitter at too low an impurity con-
centration level results in a loss of field occurring from a 
decrease in the collector-emitter impurity ratio and the 
possibility that the collector space-charge layer may 
punch through at the operating voltage. Equally im-
portant, the collector electrode must be placed at the 
very edge of the graded region in order to obtain an ac-
ceptable transit time at low voltages. 
The circuits used for measuring rise, storage, and fall 

times are shown in Fig. 4. The ratio of collector current 
to forward base current was set at 10 in order to simu-
late conditions in the most representative applications. 
This ratio drives the transistor well into saturation, 
thereby introducing hole-storage delay time into the 
turn-off response. The turn-off (storage and fall) times 
are measured with a reverse (positive) bias of 0.5 y ap-
plied to the base. Voltage turn-off bias is used in these 
tests in preference to other biasing methods for various 

reasons: 

1) Reverse voltage bias gives a good indication of 
the maximum speed capabilities of the transistor. 

2) Most high-speed circuits, including various forms 
of RC coupling and base gating, are arranged so 
that the turn-off of one transistor is effected by 
either direct or capacitive coupling to a transistor 
entering saturation, thus providing a very low im-
pedance. Hence, voltage turn off is more repre-
sentative of such circuitry than current turn-off. 
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Fig. 5—The dependence of measured hole-storage delay time on 
reverse bias voltage (VB Off) and on reverse base-bias current 
(/B Off) for a typical 2N501 MADT switching transistor. 

3) Because of the low emitter-breakdown voltage of 
graded-base transistors, it is desirable to limit the 
reverse bias voltage. However, reverse bias cannot 
be controlled with current turn-off. 

4) A large reverse bias on the base (which would be 
produced by a continuous reverse current) causes 
an unnecessarily long turn-on delay time because 
of the charge developed on the emitter and collec-
tor transition capacitances. 

5) Voltage turn-off gives an indication of the limita-
tion imposed by large values of base spreading re-
sistance (rb') on the removal of stored charge, 
whereas turn-off time with reverse current bias 
would not be affected by rb'. 

Fig. 5 shows the dependence of measured hole-storage 
delay time on reverse bias voltage (VB Off) and on re-
verse base-bias current (/B Off) for a typical 2N501 
MADT switching transistor. The curve of storage time 
vs turn-off voltage shows that increasing the bias be-
yond 0.5 y yields relatively less improvement in delay 
time than is obtained in going from zero to 0.5 v. The 
base current corresponding to a 0.5-v bias is typically 
6 ma, as can be seen from the plot of storage time vs 
turn-off current. The ratio of voltage to current for a 
given storage time might be considered an average 
turn-off resistance; this resistance (highly nonlinear) vs 
storage time is plotted in Fig. 5. It is evident that this 
resistance increases rapidly with a decrease in storage 
time (increase in turn-off bias), implying that the im-
pedance is relatively unaffected by rb' (for the low values 
Dbtained in the MADT switch) and is governed pri-
marily by the rate at which the stored carriers.move in 
the base region. 
The switching speeds encountered with these transis-

tors are too fast to be read accurately with conventional 
Dscilloscopes. Therefore, a traveling-wave oscilloscope' 

3 Traveling-Wave Oscilloscope, Model No. 2236, manufactured 
by Edgerton, Germeshausen, and Grier, Inc., Boston, Mass. 

Fig. 6—Closed-circuit tv system and traveling-wave oscilloscope 
setup employed to measure rise, storage, and fall times. 

Fig. 7—Typical traces as seen on the tv screen. 

is used to measure transistor performance in the test 
circuits. Because the total vertical deflection of the os-
cilloscope trace generally encountered in these tests is 
less than I inch, it is difficult to obtain rapid, accurate 
measurements by direct observation of the trace (even 
with a strong magnifier). This problem was surmounted 
through the use of a closed-circuit industrial television 
system that reproduces the switching-speed waveform 
on a 17-inch monitor screen. The complete equipment 
is sketched in Fig. 6. Typical traces are shown in Fig. 7. 
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Fig. 9-130 mc counter waveforms. Input and output waveforms 
obtained from the base-gated scale-of-two counter employing 
2N501 MADT transistors. 

Values of rise, storage, and fall times can be determined 
with this equipment to an accuracy better than 0.5 
mbisec. 

Base-gated circuits have been developed for high-
speed switching.' In its simplest form, the base-gated 
circuit uses a saturating transistor gate to connect a 
positive supply potential to the base of a transistor be-
ing turned off. A scale-of-two counter built around a 
simple base-gated flip-flop is shown schematically in 
Fig. 8. Input and collector waveforms obtained using 
MADT switches in this circuit are shown in Fig. 9. 
This circuit has counted biased, sinusoidal inputs with 
frequencies up to 140 mc. Double base gating has been 
applied to flip-flops, in which a second pair of emitter-
follower gates is added to provide forward bias to the on-
going transistor of the flip-flop, as shown in Fig. 10. 
Waveforms measured with set-reset operation of this 
flip-flop are shown in Fig. 11. With 2N501's in this cir-

Base-gating techniques were conceived and developed by A. K. 
Rapp and M. M. Fortini of the Philco Research Division, and were 
described in their paper "Higher-Speed Switching Circuits," pre-
sented at the IRE-AIEE Transistor and Solid-State Circuits Con-
ference, Philadelphia, Pa.; February 20, 1958. 

SET RESTORI 

Fig. 10—Schematic diagram of double base-gated flip-flop circuit. 
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Fig. 11—Waveforms obtained from the set-reset operation 
of the double base-gated flip-flop. 

cuit, a complete flip-flop transition is completed in less 
than 8 mi.zsec, using only 4.7 ma input current and ob-
taining an output current swing of 23 ma in each flip-
flop transistor. 
The most important factor governing rise time of a 

switching transistor is the time delay of the collector 
current with respect to the emitter current. This time 
delay is affected primarily by the minority-carrier tran-
sit time from emitter to collector and by the emitter-
transition capacitance. The quantity fr (the frequency 
where hir=1)5 can be used to describe the switching-
speed capabilities of these units (See Appendix II). It 
can be determined from the analysis of Moll' that, for a 
transistor being driven well into saturation, the rise 
time from 10 per cent to 90 per cent of the voltage tran-
sition is given by: 

lc 1 
Tr 0.8 X   

1B 271-f 2, 

R. L. Pritchard, "Transistor tests predict high-frequency per-
formance," Electronic Industries & Tele-Tech, vol. 16, pp. 62 if.; 
March, 1957. 

J. L. Moll, "Large-signal transient response of junction tran-
sistors," PROC. IRE, vol. 42, pp. 1773-1784; December, 1954. 
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It is significant that the substitution of a frequently ob-
served rise time of 5 mpsec with a current gain (/c//s) 
of 10 gives an fr averaging 250 mc over the voltage 
range of operation (from VCE= —3 y to —0.2 v). 
The resistivity grading in the base region does not in 

itself improve the fr of the transistor as much as is fre-
quently believed' because of limitations on emitter and 
collector placement, which make it impossible to ob-
tain the maximum possible field. In the fabrication of 
this device, the emitter is placed at an impurity concen-
tration no higher than 5 X1013 carriers per cc in order to 
obtain adequate injection efficiency and minimize emit-
ter-barrier capacity. The mechanical base width is 
about 0.2 mil with the diffused layer extending through-
out this region and falling to a concentration of about 
5 X10'3 carriers per cc at the collector. Actually, at any 
reasonable operating voltage, the collector depletion re-
gion reaches through to a more heavily doped region 
which may be on the order of 5 X10'4 carriers per cc. In 
this case, the doping ratio between the emitter and col-
lector is only 100. The expected ratio of transit time in 
a graded-base transistor (7-„) compared with that of a 
homogeneous-base transistor (n) can be calculated ac-
cording to Kroemer:8 

_AV 3/2 (In No/A1 3/2 (In [Pi/Pcir  

= rh ( 2KT) 2 2 

(In 102\3/2 
ee 3.5. 

2 / 

It is important to note that this small effect of the 
built-in field is largely lost when the transistor is oper-
ated at even moderate current levels, since very high-
current densities are reached and the built-in field be-
gins to be swamped out. The major factor responsible 
for the decrease in transit time of this transistor, as 
compared with a thin homogeneous-base transistor with 
equivalent mechanical base width, is the two-to-one re-
duction in electrical base width caused by the penetra-
tion of the depletion layer through the high resistivity 
portion of the base, even at voltages as low as one-half 
volt. One result of this fact is that the value of fr does 
not fall off drastically with increasing current. This fact 
is shown in Fig. 12, where fr is plotted as a function of 
current out to a value corresponding to 2,000 amperes 
per cm'. 
As mentioned above, a metallic electrode is placed di-

rectly on the edge of the graded region in contact with 
the semiconductor to form the collector. This step has 
two very practical results: First, the high-speed opera-
tion of the transistor is maintained down to very low-
voltage levels. In graded-base transistors produced for 
high-frequency amplifier applications, the collector is 

7 H. Kroemer, "The drift transistor," Naturwiss., vol. 40, p. 
578; November, 1953. 

8 H. Kroemer, "On the theory of the diffusion and the drift 
transistor," Arch. elekt. übertr., vol. 8, pp. 223 and 363; 1954. 
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Fig. 13—The dependence of cutoff frequency, fr, on collector voltage 
for MADT switching units. The dotted curve illustrates the be-
havior of a typical graded-base amplifier. 

generally placed on intrinsic material, in order to mini-
mize collector capacitance. In such a transistor a mini-
mum collector voltage is required to extend the virtual 
collector through the intrinsic region to make the tran-
sistor operable as a high-frequency device. This voltage 
across the transistor in the "on" condition results in un-
necessarily high-power dissipation, and a possible dele-
terious effect on life and reliability. The quantity fr as a 
function of voltage for a graded-base switching transis-
tor is shown in Fig. 13. The curve of a typical graded-
base transistor designed for small-signal amplifier opera-
tion at high voltages is shown for comparison. Second, a 
very small saturation voltage is obtained for this de-
vice. In graded-base transistors designed for other than 
switching applications and produced in such a way as to 
leave semiconductor material in series with the collector 
or the emitter, an undesirable amount of series resist-
ance frequently results. The low saturation-voltage 

characteristics of the MADT switch are seen in Fig. 14. 
It is interesting to compare the current-gain linearity 

of a graded-base transistor with that of a homogeneous-
base transistor having a similar geometry. This com-
parison is given in Fig. 15, for devices haying compar-
able low-current gains and equivalent mechanical geom-
etry. It is noted that the current-gain characteristic does 



1172 PROCEEDINGS OF THE IRE June 

13 

Vet 

I. 

BETA 

0 4 20 1 0 

125 

,25 

75 

.5 

.75 

LO 

25. 

1.5 1 

L - .113 So 
ig (Tna) 

Fig. 14—Saturation voltage characteristics of the MADT 
switching transistor for /c =10 ma. 

90 

80-

70-

60-

50-

40-

30-

20  
'0 25 1 50 ab 

IC (ma.) 
100 

Fig. 15—Comparison of the current-gain linearity of graded-base 
transistors with that of a homogeneous-base transistor of similar 
geometry. 

not fall off drastically in the graded-base transistor even 
at the 2,000 ampere per cm' level. This illustration 
points up the extreme effectiveness of the built-in field 
and the effective reduction in base width in preventing 
conductivity modulation under the emitter electrode 
which would limit the injection efficiency of the device. 

High-Frequency, Small-Signal Low Noise Amplifier 

The objectives that are of primary importance in the 
design of a high-frequency, low-level amplifying transis-
tor are adequate gain at the frequency of interest and a 
noise figure as low as possible. High gain at high fre-
quencies implies the need for a high maximum frequency 
of oscillation, FL„,„„. A good noise figure requires a rea-

sonably high a at the frequency of operation and a low 
base resistance. Fortunately, the majority of the design 
variables available for improving the maximum frequen-
cy of oscillation also improve the high-frequency noise 
figure. Typical parameters of a device optimized for this 
application are shown in Table II. 

TABLE II 
TYPICAL CHARACTERISTICS OF HIGH-FREQUENCY AMPLIFIER 

Maximum frequency of oscillation 
Base-resistance collector-capacitance product 
Frequency where hp= 1 

Low-frequency current gain 
Collector-voltage breakdown 
Emitter-voltage breakdown 

Collector cutoff current @ 15 volts 
Collector depletion-layer capacitance 

F...=1,000 mc 
rb'C,= 15 gsec 
f =600 mc 

hib--0.98 
EVCB0= -60v 
B Veao= —1v 

/co =0.5 ga 
=0.5 ggf. 

In general, the maximization of F„,,,„ requires the 
minimization of base spreading resistance, r51, of collec-
tor capacitance, C., and of transit time, since F. az 
ee(fp/ra'a) 112, even though the low-frequency current 
gain, hie, of the device is reduced considerably below 
that customarily found in homogeneous-base transis-

tors. Therefore, in order to minimize 1'5', the emitter of 
an MADT high-frequency amplifier is generally placed 
with its periphery at a point of lower resistivity in the 

diffused layer than is used in the switching transistor. 
However, a lower limit is set on the average resistivity 

under the emitter by emitter transition capacitance, 
Ce,, which increases as the resistivity is decreased, and 
by injection efficiency. Ct, limits the high-frequency 
current gain, particularly at the low-current levels 
which are desired for low-noise operation. Low injec-
tion efficiency increases the noise figure because of the 
increase in 1 —ao, and increases the difficulty of bias-
point stabilization. Therefore, a compromise has been 
effected in this transistor, in which the emitter is placed 
at an average concentration of 1 X10" carriers per cc. 
In order to minimize rb', the etch pit in which the emit-
ter is placed is formed with steep sides and no larger at 
the bottom than the emitter electrode itself, with the re-
sult that the spacing between the edge of the emitter 

and the low-resistivity skin on the wafer is kept very 
small. Finally, to minimize the collector capacitance, 

the collector is positioned on high-resistivity material 
(impurity density <5 X10" carriers per cc) including 
sufficient thickness of intrinsic material between the 
electrode and the graded base to permit an inherent 
breakdown voltage of 100 N., or more. 
The matched, neutralized power gain vs frequency for 

this device is shown in Fig. 16. Many experiments have 
shown that the high-frequency power gain varies in-
versely with the square of frequency ( —6 db per octave) 
over many octaves, even though gain above 500 mc can 
only be accurately determined in a coaxial-line test set.9 

9 "Transistor testing with type 874 coaxial elements," Gen. Rad. 
Exper., vol. 32, pp. 3-6; October, 1957. 
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Fig. 16—Matched, neutralized power gain vs frequency data of 
the high-frequency, small-signal, low-noise amplifier. 

The measured noise figure of a representative unit as 
a function of frequency is shown in Fig. 17. The transis-
tor bias was adjusted for best noise figure, which corre-
sponded to a collector bias of —2 ma and —12 v. These 
noise-figure measurements were obtained with a com-
mon-emitter neutralized amplifier, using a noise diode as 
the calibrated source. At frequencies above 70 mc the 
amplifier was matched at both input and output; below 
this frequency, where the gain of the transistor becomes 
extremely high, the collector circuit was mismatched in 
order to limit the gain and avoid undesired regeneration. 
These transistors can also be used as video amplifiers, 

because of their very high current-gain-bandwidth prod-
uct. In an iterative amplifier,'0 the current-gain-band-
width product is given by fr or by the product of hp 
and its frequency of measurement. A plot of h,6 vs 
frequency is shown in Fig. 18. It can be seen that gain-
bandwidth products greater than 600 mc can be 
achieved with these units." 

High-Power Oscillators and Amplifiers 

The basic design problem which must be solved in or-
der to extend the power-handling capabilities of these 
devices is to provide a path of suitably low thermal re-
sistance for heat flow from the junction of the transistor 
to the case, while maintaining the other desirable high-
frequency properties. In order to avoid mechanical 
problems with regard to possible shock and vibration 

1° L. P. Hunter, "Handbook of Semiconductor Electronics," 
McGraw-Hill Book Co., Inc., New York, N. Y.; pp. 12-6 to 12-11; 
1956. 
" The straight-line extrapolation of the plot in Fig. 18 to hp= I 

at 800 mc may be slightly optimistic, since the slope over the region 
of measurement is slightly smaller than the usual —6 db per oc-
tave. This unusual slope is thought to be caused by the combined 
effects of the frequency dependence of emitter-injection efficiency at 
the lower frequencies and of small measurement inaccuracies toward 
the upper frequency range. However, using even a conservative 
fT =600 mc, corresponding to 41=6 at 100 mc, the "alpha-cutoff 
frequency" of this transistor is in the range of 900 to 1200 mc (see 
Appendix II). 
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Fig. 17—Noise-figure measurements as a function of frequency ob-
tained with a common-emitter neutralized amplifier. At fre-
quencies above 70 mc, the amplifier was matched at both input 
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matched to limit the gain and avoid regeneration. 
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Fig. 18—Common-emitter current-transfer ratio vs frequency 
for an MADT amplifier with VCE ... - 15 v. 
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failure, it becomes necessary to alter the internal struc-
ture in such a manner as to center the mass of the tran-
sistor on a single metal pedestal with no other rigid 
connections to the transistor body. The design chosen is 
shown in Fig. 19. It is to be noted that all extraneous 
germanium previously required for mounting the essen-
tial parts of the transistor has been eliminated. The col-
lector pedestal consists of a silver stud tapered to a 
flattened point approximately 6 mils in diameter, which 
is separated from the actual collector junction by ap-
proximately 1 mil of indium. The stud itself is integrally 
welded to the transistor case. The latter is designed in 
such a fashion that it may be affixed directly to an ap-
propriate dissipator. Both calculated and measured val-
ues for the internal thermal resistance to the case indi-
cate a value of approximately 110°C per watt. It can 
therefore be seen that with a mounting base-plate tem-
perature of 30°C and a maximum junction temperature 
of 100°C, approximately 500 mw can be readily dissi-
pated in the transistor. In circuits operating at greater 
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Fig. 19—Geometry of the high-power MADT oscillators 
and amplifiers. 

Fig. 20—Completed transistor, with and without dissipator. 

than 70 per cent efficiency, it then becomes possible to 
deliver rf power on the order of 1 w to a load." The 
completed transistor with and without dissipator is 
shown in Fig. 20. 

The electrical parameters for a typical stud mounted 
transistor are tabulated in Table III. 

TABLE III 

TYPICAL CHARACTERISTICS OF HIGH-POWER, 
HIGH-FREQUENCY TRANSISTOR 

Maximum frequency of oscillation F= 600 Inc 
Amplifier efficiency @ 70 mc =70-80% 
Oscillator efficiency @ 100 mc =60% 

Base-resistance collector-capacitance product 
Frequency where lif = I 
Current gain 
Collector-breakdown voltage 
Emitter-breakdown voltage 
Collector depletion-layer capacitance 
Collector-cutoff current ® 10 
Thermal resistance to case 
Thermal resistance to free air 

rb'C, =20 plasec 
fr =80 mc @ 0.5 y 
hf, =15 

BVCE0= — 40 v 
BVEBO= —0.5 y 

a =2 hf 
/co = 2 Ata 

=0.11 °C/MW 
=0.28°C/mw 

12 Such applications, in which the total dc input power far ex-
ceeds the dissipation rating of the active element, have been stand-
ard practice for many years in high-power vacuum-tube technology. 
It is necessary that the load be connected at all times to avoid ex-
cessive dissipation in these cases. 

INPUT 

Fig. 21—Schematic diagram of the amplifier-test circuit. 

Fig. 22—Amplifier-test chassis. 

The parameter requirements for good circuit opera-
tion of the MADT amplifier at the high levels made 
possible by this construction do not differ appreciably 
from those of an amplifier designed for low-level applica-
tion, with one exception. The transistor should, if pos-
sible, maintain good gain characteristics down to low 
collector voltages. This requirement is brought about 
by the fact that for efficient class-B or class-C operation, 
the collector should swing to near zero voltage so that 
the peaks of conduction will take place under conditions 
of lowest collector dissipation and consequently greatest 
efficiency. Therefore, in the design of this device, the 
collector is placed somewhat closer to the graded region 
than in the case of the amplifier, with an unavoidable 
sacrifice in collector-breakdown voltage and collector 
capacitance. A typical value for fr at 0.5 y is about 80 
mc. The collector electrode is also made slightly larger 
for this device than for the previous two devices in order 
to facilitate the attachment of the silver stud. 
One circuit used to test the amplification capabilities 

of the stud mounted unit is given in Fig. 21. A photo-
graph of the test amplifier is shown in Fig. 22. Using 
this circuit, it has been possible to obtain an output of 
1.0 w at 70 mc with a collector efficiency of 83 per cent 
(1.20 w dc input) and a gain of 5.2 db. Since the transis-
tor described has a maximum frequency of oscillation in 
the order of 600 mc, reasonable power-output levels can 
be expected even at higher frequencies. 
The theory of the operation of graded-base transistors 

and their optimization for use in high-frequency power-
oscillator circuits is not at present completely definitive. 
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Fig. 23—Oscillator efficiency plotted as a function 
of frequency. 
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['heir behavior can be examined, however, by plotting 
)scillator efficiency as a function of frequency. A plot of 
:his characteristic for various transistors is shown in Fig. 
!3. It is seen that for a given transistor, oscillator effi-
iency varies approximately linearly with log F, falling 
:o zero at the maximum frequency of oscillation. The 25 
Der cent per-octave fall-off characteristic shown for a 
;urface-barrier transistor appears to be typical for this 
:lass of homogeneous-base transistor. Curves A and B 
-epresent two extremes of MADT designs showing a 
variation of from 4 per cent to 23 per cent per octave 
for units having the same maximum frequency of oscil-
lation. It has been emphatically demonstrated that 
units having a minimum rb' for a given maximum fre-
quency of oscillation tend to have the steeper, more de-
sirable slope. The unit chosen to represent the lower end 
of the range was designed for a maximum gain-band-
width product, namely, a high fr and a comparatively 

large rb'. This result is not at all unreasonable when one 
considers that an appreciable rf base current flows in 
this application, representing a direct power loss. 

CONCLUSION 

Marked improvements in MADT performance have 
been achieved during the past year by virtue of judi-
cious optimization of the design for specific applications 
and refinements in control throughout the fabrication 
process. It is significant that the results described in this 
paper have been achieved without requiring a major re-
duction in the size of the active transistor elements, 
compared with that of many transistor designs produced 
during the past several years for use in the 5-50 mc 
range. It is expected that with reasonable reductions in 
electrode size, the use of thinner diffused gradients, and 
coaxial package design, gain-bandwidth products and 
useful pow Er gain in the frequency range of 1,000-
10,000 mc can be achieved using the MADT approach. 

Alternatively, the use of slightly larger collector-dissi-
pator combinations may be expected to extend the 
power-frequency barrier significantly beyond the 70 w-
mc level described herein. Finally, extensions of the 
techniques described herein are expected to provide 0.3-
to 1-masec switches and 0.5-a, high-power, memory-
drive circuits with transition times in the range of 5 to 
20 mµsec. 

APPENDIX I 

PROGRAMMED DIFFUSION 

The equation governing the process of one-dimen-
sional diffusion from the vapor into a solid crystal is 

82n an 
D = — 

ax2 at 

where n is the impurity concentration in the germani-
um, x is the distance from the surface, t is the time of 
diffusion, and D is the diffusion coefficient. If the con-
centration of diffusing impurity at the surface, no, is 
maintained constant throughout the diffusion process, 
an error-function distribution of impurity in the crystal 
will result: 

X  
n(x) = no[1. — erf 

\2VThJj 

As mentioned in the text, a more desirable distribu-
tion from the standpoint of device performance would 
be an exponential one. Another solution to the diffusion 
equation is 

n(x) = e—(ax—Da't) . 

If x is set equal to zero, to obtain the desired variation 

in no, 

no= eDa2i. 

It is seen that, by varying the concentration at the sur-
face exponentially with respect to time, an exponential 
impurity distribution will be obtained within the slab at 

any fixed time, t. 
To meet these conditions, it is necessary to begin the 

diffusion procedure with a low available impurity con-
centration and then to increase the concentration with 
time. The steepness of the exponential distribution, a, 
varies as the square root of the time rate of increase of 
concentration, Dd. The final value of the concentration 
determines the initial height of the distribution at the 

surface. 
The use of this process, as described in the text, as-

sumes the absence of any rate-determining mechanism 
at the surface which might affect the rate of solution. 
Hence, it may not be directly applicable to silicon tran-
sistors, where surface oxides are known to affect the so-
lution process. 
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APPENDIX II 

fr VS fa 

The frequency fr, at which hie =1, is used as a high-
frequency parameter instead of the alpha-cutoff fre-
quency, fa, throughout this paper, for two principal 
reasons. First, the measurement of fr, as described by 
Pritchard, is much simpler than that of fa, particularly 
for values greater than 100 mc. For the measurements 
reported herein, a 50-ohm adjustable attenuator, manu-
factured by Kay Electric Co., was used between a sig-
nal generator and a test chassis. The attenuator read-
ings were used as the basis for comparing the current 
gain of the transistor at any particular frequency with 
that of a direct connection from base-to-collector termi-
nals of the test socket. 

A second, and more important, reason for using fr is 
that it is quantitatively more useful than fa. The former 
quantity gives the product of current gain and fre-
quency at any high frequency, thus providing the itera-
tive video-amplifier gain-bandwidth product. fr also 
serves as a moderately accurate indication of /c/Letr in 
a saturating switch, if it is measured at a collector volt-
age corresponding to some weighted average of the volt-
age range over which the switch is operating. On the 
other hand, the alpha-cutoff frequency does not suggest 
the effects of any excess phase in ic/ie, beyond that phase 
associated with a single-pole, low-pass filter. Since most 
graded-base transistors have substantial excess phase, 
the alpha-cutoff frequency is unduly optimistic. Be-
cause of this excess phase, 1.5fr <fa <2.0fr for most 
graded-base transistors. 
To illustrate the importance of the excess phase of a, 

measurements were made of the complex value of a vs 
frequency on graded-base transistors. The current gain 

a was determined from the relation (1—a) =1-4/h ie, 
with the input impedances measured on a BiPanton RX 
meter. IVIADT's having relatively limited response were 
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Fig. 24—Complex alpha vs frequency for two MADT's. 

chosen, in order to keep the region of greatest interest 
within the frequency range of the measuring equip-
ment. The results are plotted in Fig. 24 for two typical 
units. Since hie =1 when Re (a) -- Re (1 —a), fr averages 
slightly less than 200 mc for these units, whereas fa is 
appreciably greater than 250 mc. 
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Junction Transistor Short-Circuit Current Gain 
and Phase Determination* 

D. E. THOMAS t, SENIOR MEMBER, IRE, AND J. L. MOLLt, MEMBER, IRE 

Summary—This paper presents a physical analysis which es-
tablishes that the phase shift associated with the common-base cur-
rent gain of a junction transistor is of the type defined by Bode as 
"minimum." The phase of the common-base current gain is therefore 
uniquely determined by its magnitude characteristic. Using the mini-
mum phase properties of networks and the empirically observed be-
havior of transistor current gain, it is shown that the complete com-
mon-base and common-emitter current-gain magnitude and phase 
frequency characteristics can be determined from three amplitude 
measurements, namely the low frequency a, ao, the magnitude of 
the common-emitter current gain at a single frequency in the com-
mon-emitter cutoff region, and the common-base cutoff frequency 
f.. The paper develops the equations for determining the common-
emitter and common-base short-circuit current gains from these 
three magnitude measurements. 

INTRODUCTION 

(' HORTLY after the first experimental junction 
transistors became available, it was realized that 
the high common-emitter current gain would be 

accompanied by a corresponding reduction in cutoff fre-
quency. In order to evaluate this reduction in cutoff 
frequency, a resistance-capacitance type approximation 
to the common-base current-gain frequency cutoff 
characteristic was assumed.' The resultant common-
emitter current gain also had a resistance-capacitance 
type frequency cutoff characteristic for which the cutoff 
frequency was related to the common-base cutoff fre-
quency by the factor (1 —ao)." 

Experimental measurements and physical analysis 
soon showed that most junction transistors had com-
mon-base cutoff amplitude characteristics having 
asymptotic slopes exceeding the 6 db per octave of the 
RC type cutoff. However, experimental measurements 
showed that the amplitudes of the common-emitter 
current gains of these transistors, including diffused 
base transistors having common-base cutoffs in excess 
of 500 mc, still had RC type frequency cutoffs extending 
right up to the common-base cutoff frequency. 
These observed results led to the analysis presented 

in this paper of the nature of the common-base and 
common-emitter current-gain amplitude and phase 

* Original manuscript received by the IRE, February 24, 1958. 
t Bell Telephone Labs., Inc., Murray Hill, N. J. 
A resistance-capacitance or RC frequency cutoff characteristic 

is one defined by 1 
f0 

2 R. L. Pritchard, "Frequency variations of current-amplification 
factor for junction transistors," PROC. IRE, vol. 40, pp. 1476-1481; 
November, 1952. 
3 D. E. Thomas, "Transistor amplifier cutoff frequency," PROC. 

IRE, vol. 40, pp. 1481-1483; November, 1952. 

characteristics of junction transistors as a function of 
frequency. The analysis covers those junction transist-
ors whose frequency is limited either by diffusion transit 
time across the base layer or by emitter transition 
capacitance, and whose direct forward transmission 
through the base resistance does not appreciably affect 
the common-base short-circuit current gain at fre-
quencies below the common-base cutoff frequency. This 
includes most of the known junction transistor types 
and for these transistors it is shown that: 

1) The phase shift associated with the short-circuit 
common-base current gain is of the type described 
by Bode as "minimum."4 

2) The common-base short-circuit current gain, a, 

can be accurately expressed as: 

a = 
ao 

  ell (IC -1) I Klf !fa f < f,„ (1) 

3) The corresponding common-emitter short-circuit 
current-gain, e, for transistors having a low fre-
quency a greater than 0.9 can be accurately ex-
pressed as: 

a aoeg (K- 1) Ivkil Ifat 

-  - a f  (1— ao) (1 j 
K(1 — ao)f.) 

f < fa (2) 
where 
ao = the low frequency magnitude of a, 
fa= the frequency at which the magnitude of a 

is 3 db below its low frequency magnitude 

CVO, 

and K is given by either 

K — 1 ir 
  = ̀Pcf-fc,) + —4 

or 

fIXC 0 

(3) 

K =  (4) 
(1 — ao)f. 

where \If (I is the phase of a at fa and face is the 
frequency at which the magnitude of 13 is 3 db 
below its low frequency value, fin. 

4 For a discussion of "minimum phase," see H. W. Bode, "Net-
work Analysis and Feedback Amplifier Design," D. Van Nostrand 
Co., Inc., New York, N. Y.; 1945. 
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Using (1) and (2), only three magnitude measure-
ments are needed to determine the complete short-
circuit current gain and phase characteristics, common 

emitter or common base for most junction transistors 
from direct current tofo. The values needed are the low 
frequency magnitude of a, ao, the common-base cutoff 
frequency, fa, and the magnitude of the common emit-
ter-current gain at a single frequency fr in the common-
emitter 6 db per octave cutoff region. Since for all 
transistors of a given type under reasonably close pro-
duction control, K will be the same, only the single 
common-emitter current-gain magnitude in the cutoff 
region is needed for normal production control of junc-

tion transistor cutoff frequency. This has been verified 
in advanced development and pilot production fabrica-
tion of germanium diffused base transistors. 

IC 

In 

plane of the emitter junction, and L is a constant which 
depends on the fabrication process. Then from solution 
of the diffusion equations it follows that the transfer 
function is 

7c 

w sinh Z 
2L Z + cosh Z 

ev.12L 

(6) 

where 

IE are transforms of collector and emitter current, 
w = width of base layer, 
Z2 = pw'/D+ (w/2L) 2, 
p= complex variable. 

Along the real frequency axis, (6) becomes 

eon" 

11./ w 2 iww2 1/2 

— sinh [(--) -- 
2L 2L D 

.w  2 iww2 1/2 

The presentation of the analysis substantiating the 
above conclusions is divided into two sections. The first 
section covers the physical theory establishing the 
"minimum" phase characteristic of the common-base 
short-circuit current gain. The second section develops 
the expressions for common-base and common-emitter 
short-circuit current gains given by (1) and (2). 

PHYSICAL THEORY 

If passive impedance cutoffs have only a second-order 
effect on the cutoff frequency of a junction transistor, 
then its frequency is limited by the diffusion transit 
time across the base layer. Furthermore, the slope of the 
amplitude of the common-base cutoff characteristic 
in the cutoff region is determined by the diffusion and 
drift of minority carriers across the base layer. In gen-
eral we cannot assume that the base layer has a un iform 
density of impurities so that it is necessary to consider 
the effect of "built-in fields" on the minority carriers. A 
model which is sufficiently simple to allow for analysis is 

to assume an exponential" distribution in a planar 
transistor. The results for the exponential case give a 
qualitative picture of what to expect in more general 
cases. Let the base layer impurity density, N, vary as 

X = Noe-x/L (5) 

where No is the density at the emitter junc tion, x is the 
distance measured into the base layer normal to the 

5 H. Kriiemer, "On diffusion and drift transistor theory," Arch. 
Elek. Überlr., vol. 8, pp. 223-228; May, 1954. 

C. A. Lee, "A high-frequency diffused base germanium tran-
sistor," Bell Sys. Tech. J., vol. 35, pp. 23-34 ; January, 1956. 

w  )2 iww21 1/2 

— ± cosh 

2L D 

(7) 

The magnitude of (7) has been calculated for various 
conditions of aiding and retarding fields and is plotted 
in Lee.' The aiding fields correspond to decreasing im -
purity density from emitter to collector [L >0 in (5)] 
and the retarding fields correspond to increasing im -
purity density from emitter to co llector [L <0 in (5)] . 
It is interesting to note that for uniform distribution or 
for an impurity distribution producing an aiding field, 
the cutoff region has a slope in excess of 6 db per octave, 
while for retarding fields the cutoff slope may be very 
close to the 6 db per octave RC type cutoff. The mini-
mum phase associated with the cutoff characteristic is 
uniquely determined by the amplitude frequency char-
acteristic of the current ratio given by (7).7 Therefore, 
the common-base phase shift is clearly dependent on the 
distribution of impurities, and since the slope of the 
amplitude cutoff increases as the aiding field increases, 
the phase shift at the common-base cutoff frequency 
will also increase as the "aiding field" increases. 
A question of basic interest is whether the phase 

shift of the transfer current ratio given by (6) is of the 
"minimum" or "nonminimum" type. The current ratio 
has infinitely many poles along the nega tive real axis. 
However, it has neither finite poles nor finite zeros in 
the right-half p plane. Accordingly, the logarithm of the 
current ratio has no finite poles in the right-half plane. 
The ratio does have a zero at infinity in the right-half 
p plane. The zero at infinity results in a pole in the log-
arithm at infinity which is of the order pm. The fact 
that the logarithm of the transfer current ra tio has no 

7 H. W. Bode, op. cit., ch. 14. 
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mite poles in the right-half plane, and that the pole 
Lt infinity is of order less than unity, identifies this 
:urrent ratio as a minimum phase function; i.e., its 
otal phase is calculable from its magnitude vs fre-

luency characteristic.' 
The transistor with aiding field is so similar in con-

:ept to the drift of electrons across the grid-anode space 
)f a vacuum tube (definitely a nonminimum phase 
situation) that some further discussion is warranted. A 
solution to the diffusion equation implies a response to a 
step input at any distance at any positive time. We 
would not expect the diffusion equation to be a good 
representation of the physical situation for times corre-
sponding to velocities in excess of thermal velocities. 
This would be a time of 

< — 
V 

(8) 

where 
= thermal velocity, 

w = base layer width. 
The thermal velocity is of the order of 107 cm/second 

so that for a base layer width of 10-8 cm, the first 10-', 
seconds would be in doubt. Now the principal phase 
shift associated with such a base layer corresponds to a 
delay of the order of 10-i to 10-8 seconds so that we 
must conclude that the diffusion equation is a good ap-
proximation for the highest frequency junction trans-
istors known to have been built, and that the phase 
shift is primarily of the minimum type. If the transistor 
frequency cutoff is sufficiently high, the diffusion equa-
tion begins to be a poor approximation and the form of 
the transfer function would have to be reconsidered. 

CURRENT-GAIN EQUATIONS 

In developing the expressions for common-base and 
common-emitter current gains, it proved to be alge-
braically intractable to develop the common-emitter 
gain across the entire frequency range from dc to the 
common-base cutoff frequency in a single solution. The 
solution is therefore divided into two frequency ranges, 
the first covering the range below 0.1 fa and the second 
covering the range between 0.1 fc, and fa where the 
common-emitter current-gain magnitude approaches 
its 6 db per octave uniform slope. The two solutions are 
then found to merge into a single solution. 

First consider a generalized common-base current-
gain frequency characteristic such as is illustrated in 
Fig. 1. The frequency at which the amplitude of the cur-
rent gain is down by 3 db from its low frequency value 
is designated as the common-base cutoff frequency, fa. 

8 The derivation of the phase integral (H. W. Bode, op. cit., pp. 
305-307) requires that the integral of attenuation around a semi-
circle in the right-half p plane approach zero as the radius becomes 
infinite. If the attenuation function has no finite poles in the right-
half plane, this condition is met even when there is a pole at infinity 
in the right-half plane providing that the pole is of order less than 
unity. 
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Fig. 1—Generalized common-base current-gain 
frequency characteristic. 

Since it has been shown above that the phase of the 
common-base current gain is of the minimum type, the 
common-base phase characteristic of the generalized 
transistor can be determined from the amplitude char-
acteristic of Fig. 1. Bode has shown that if we have an 
attenuation or gain characteristic which is nearly con-
stant below some frequency 2fh, but which varies in any 
way at frequencies higher than 2fh, then the minimum 
phase associated with this real characteristic is very 
close to being linearly proportional to frequency at 
frequencies below fh." Since the real characteristic of 
Fig. 1 is well within the Bode requirements for fh = 0.1 
fa, then the minimum phase, B1, associated with this 
characteristic at frequencies below 0.1 fa can be written 

as 
1 f 

B1= — —K (9) 

where K is as yet an undetermined constant. 
Since we know empirically and theoretically that 

l al ao below 0.1 fa, a can therefore be written 

a = f < 0.14. (10) 

If we now determine the common-emitter current-gain, 
0, corresponding to the common-base current gain given 
by (10) we get: 

a 
13 —  

— a 

as 

(1 — ao) [1 j f  
K(1 — cgo)fa 

f < 0.1fa. 

Eq. (11) defines an RC type cutoff characteristic. 
No restriction was placed on the base layer impurity 
distribution of the hypothetical transistor whose com-
mon-base cutoff characteristic is given in Fig. 1. Eq. 
(11) therefore tells us that any reasonably high alpha 
junction transistor will have an RC type common-emit-
ter cutoff extending up to at least 0.1 fa. (The high alpha 
requirement is necessary to assure that the 0.1 fa re-

9 H. W. Bode, op. cit., ch. 14, p. 307. 
18 This relationship was presented without mathematical proof by 

D. E. Thomas at the Semiconductor Device Research Conference, 
Philadelphia, Pa.; June, 1955. 

, (11)10 
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striction of the proof is at least above the common-
emitter cutoff frequency). The constant K of (9) is 
given by 

K =  face 

(1 — ao)f. 

whereto, is the common-emitter cutoff frequency. 
Although the shape of the common-emitter cutoff is 

independent of the common-base cutoff characteristic, 
this independence does not hold for the constant K. 
Because of its dependence upon common base phase, K 
is determined by the impurity distribution in the base 
layer of the transistor. For instance, K will be unity 
for a transistor having a retarding field in the base layer 
of the right magnitude to give an RC type common-
base cutoff defined by 

ao 

(4) 

(12) 

K will be 0.82 for a uniform base layer impurity dis-
tribution having a common-base cutoff characteristic 
defined by 

a -= ao sech 
f 0.822fo 

(13) 

For "built-in fields" corresponding to a decrease in 
impurity concentration from emitter to collector, K 
will be less than 0.82 and will decrease as the built-in 
field increases. 

Eq. (11) has been experimentally verified by many 
engineers who have measured the common-emitter 
attenuation and phase of a variety of junction transist-
ors on transmission and phase sets of different types. A 
typical common-emitter current gain and phase char-
acteristic for a diffused base germanium transistor is 
shown in Fig. 2. The solid curves show magnitude and 
phase characteristics mathematically computed for an 
RC cutoff having a 3-db point at 6.8 mc. The individual 
points plotted are the actual transistor gains and phases 
measured on a 20-mc precision gain-phase transmission 
measuring set. The measured magnitude is in agreement 
with the theoretical magnitude within the limits of ex-
perimental error. The measured phase is seen to be 45° 
at the 3-db cutoff frequency as it should be in accord-
ance with (11). The agreement between measured and 
theoretical phase is good up to twice the common-emit-
ter cutoff frequency. Above this the measured phase 
exceeds the phase given by (11). This is the proper di-
rection of the departure from the RC phase at higher 
frequencies as will be shown later. 
The transistor of Fig. 2 has an ao of 0.9833 and a 

common-base cutoff frequency of 540 mc. The con-
stant K for this transistor is therefore given by 

«o C60= 0.0833 
SOLID CURVE 

(1-64)(i+id f fo.a.okic 
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Fig. 2—Typical common-emitter current-gain 
magnitude and phase. 

fac. 
K = 

6.8 X 106 
  = 0.75. 

(1 — ao)f. (1 — 0.9883) X 540 X 106 

This transistor is a germanium diffused base transistor 
with a base layer impurity density which decreases be-
tween the emitter and collector. The K value of less 
than 0.82 is therefore in accordance with the dependence 
of K on base layer impurity distribution discussed 
above. 

The first step in extending our current gain solutions 
above 0.110 to the common-base cutoff frequency is the 
development of a generalized expression for the com-
mon-base current gain which is valid from dc to f.. 
Referring to Fig. 3, the dotted curve shows the magni-
tude of the short-circuit current gain, referred to its low 
frequency value, of a transistor having a.common-base 
current gain defined by the completely general expres-
sion 

a= (14) 

where I al and qf are as yet both undefined functions of 
frequency. The solid curve shows an RC cutoff defined 
by 

«RC' = 
«o 

1+ j 

= aRcl epRc. 

= aim, I e—i arctan 

(15) 

In accordance with the observation that all transistors 
have a common-base short-circuit gain magnitude 

which is very clo'se to an RC magnitude up to the 3-db 
loss frequency, fa, the two curves have been drawn to 
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.oincide at frequencies below fa. The difference in gain 
nagnitudes of the RC and the generalized transistor is 

r,iven by 

9t) iog 
a 

ao 

— 20 log 
aRC 

ao 

= 20 log 
a 

aRC 

(16) 

ic i a so plotted on Fig. 3, and which, in accordance 
xi h ‘ssumption is zero or close thereto below fa. 

Ch urn phase associated with the magnitude 
vai tian af a will then be the sum of the minimum 
phal e • assot ited with the two magnitude character-

istts- 

log 
aRC 

ao 

and 20 log 

which N. 'aen summed give 

20 log 
a 

ao 

l 

aRei ' 

The minimum phase associated with 20 log laRc/cto 
is given 1:r. ‘11Rc from (15). Since the magnitude of 20 
log i a cx,7, is essentially 0 below fa, and small imme-
diately il'ove fa reaching appreciable magnitudes only 
at freqicr cies greater than 2f., then in accordance with 
the Bocl, theorem,' the minimum phase associated with 
this characteristic will be linear with frequency. There-

fore, flit phase ‘If of a can be written as 

f 
Rc — 

fa 

Since the magnitude of a follows the RC curve below 
fa, a as a function of frequency can then be expressed as 

f < fa• 

ao 
aRc I effil,RC—C1* If«) = 

(17) 

.f < fa. (18) 

If the expression for a given in (18) is compared with 
that given in (10) at frequencies sufficiently low that 

al ao, we discover that the C of (18) is equal to 
(1 —K)/K. We can therefore write (18) as 

a = 
ao 

  eitm-nIMIlfre (1) 

and from (17) we see that 

K — 1 ir 

= — C = — RC)Iffal = ± —4 (3) 

a result not surprising since we already knew the con-
stant K to be a function of common-base phase shift. 

Eq. (1) is a very close approximation to the common-
base short-circuit current gain of any junction transistor 

o 
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Fig. 3—RC and RC difference components of 
generalized common-base current gain. 

falling within the limits of the analysis as defined in the 
introduction. As an example of its accuracy, consider a 
transistor having a hyperbolic secant (i.e., a uniform 
base layer impurity distribution transistor) common-
base cutoff frequency characteristic. Eq. (1) gives the 
magnitude of a for such a characteristic to within 0.01 

db of true value at frequencies below f0 and to within 
0.15 db at frequencies from fa to 2f., and the phase of a 
to within 0.1° of the true phase at frequencies below f0 

and to within 0.3° from fa to 2fa. 
Now that we have a convenient and general expres-

sion for a extending from dc to f., we can examine the 
common-emitter cutoff at frequencies above the 0.1f. 
limitation of (11). To do this we will compare the mag-
nitude and phase of the common-emitter current gain 
corresponding to the common-base gain of (1) to the 
common-emitter gain given by (11) with the f <0.1f. 
restriction removed. We will call this nonfrequency re-
stricted common-emitter current gain, af. 01 will there-

fore be given by 

ao 
= 

(1 — ao) [1 + j K(1 —f ao)fi 

(19) 

which we will abbreviate as 

01 = 011 d e l. (20) 

And since it will be algebraically more convenient to 
compare reciprocals of common-emitter gain we will 

further define 

where 

eiel 

01 = 43 1. 

(21) 

The common-emitter current gain corresponding to 
the common-base current gain given by (1) will be de-

fined by 

a 

= 1 — a 

a 

1 — a 
eict. (22) 
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and the reciprocal of this common-emitter gain will be 
defined as 

1 = 
fi 

where 

1 

O = — 

1 
= — — 1 

Substituting a of (1) in (23) we get 

1 in f\ , . f — = —[ 1—) eiici—lolicima 
fi ao 

ao 
— [(—ao ± cos -y — x sin -y) j(sin -y x cos -y)]. (25) e AK 
fi tan (— — = — — Ky — y2K/2x • 2 x (32) 
If the square of the magnitude of ao/f3 is next obtained 
in terms of the series expansion of sin y and cos y drop- Anticipating that ir/2 —0 will be a small angle, we can 
ping terms containing powers of -y higher than the sec- write 
ond we get 

Next compare the phases of the reciprocals of the 
common-emitter current gains given by (24) and (27) 
in the cutoff region, i.e., 0.1f« <f <fa. From (23) and 

(23) (25) we get 

tan 0 = 
sin y x cos y 

—«o cos — x sin y 

Since we are interested in the phase in the cutoff region 
where O is close to ir/2, we will consider the small angle 

ir/2 —0 whose tangent is the reciprocal of (30). Again 
— ao I. (24) expanding sin -y and cos -y and dropping terms contain-

ing powers of y higher than the second we get 

tan 
(1 — «o) — x7 — 72/2 

(— — 0 )  = 
2 x — ey2/2 

(30) 

(31) 

If x is substituted forf/fa and y for 

(1_ K'\ f 

K Ifa 
which is within 1 per cent of true value for K > 0.8 and 

in (24) and the exponential term is written in complex f <fa. Designating (1 —04) by à, substituting x/K for 
form then, x+y, and taking the quotient of (31) retaining terms 

only up to and including the second power of x we get 

ao 
2 

= (1 — ao)2 ± x2 ± 2aoxy aoy2 (26) 

which is within 1/2 per cent of the true value for 
K > 0.8 and f <f«. Again substituting x for f/f., 1/131 can 
be written from (19) as 

and 

1 ir 
—=—i = [ (1 — ao) j 
01 ao 

ao 

Si 

(27) 

2 x 9 

= (I — 4 2 — • (28) 
K2 

Taking the ratio of I «0/131 2 to I a0/1311 2 as given by (26) 
and (28), respectively, we get 

ao 

ao 

Si 

2 

(1 — at)) (1 — 

1 ) 

ai 12 K2  
 —1+ 

2 $12 

—   
1 (1 — «0\2 

K2 x ) 

The second term of (29) which represents the departure 
of I I 2/1 #1 2 from unity increases monotonically as 
= 1/fa increases. Its maximum value for f <fa will 

therefore be at fa and will be given by (1 —ao) (K2-1) 
which for K>0.8, and ao>0.9 will be less than 0.036. 
This means that I ell and 101 will be within 0.3 db of 
being the same for K > 0.8, ao > 0.9, and f <fa. Eq. (11) 
therefore gives the magnitude of common-emitter gain 
within 0.3 db at all frequencies below fa. 

(ir 
tan — — 0) 1 ir/2 — 0 1 — Ky — -y2K/2x 

2 

(2A < x < 1). (33) 

Using a similar approach, we get ir/2 —01 from (21) 
and (27) as 

« AK 
ir/2 — 01 = — (2A < x < 1) (34) 

and from (33) and (34) 

01 — O1 — — 12K/2x 

and replacing y by x(1 —K)/K, 

— (1 — K) x[1 ± 1/2 
(1 —K IC)1 

0 1 — Kr2 
= — (1 — K) x[1 + 

(29) K 

(1 — K) 
(35) 

since (1 — K)/2K is an order of magnitude smaller than 
one. 

Substituting cl:.= —0 and (I% = —01 in (35) we get 

K — 1 
= 4)1   

N/r 
K — 1 f 

= 4 ± 
Na? 

(36) 
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Fig. 4—Junction transistor current-gain magnitudes; 20 log la 1 , 
common-base short-circuit current gain; 20 log 1;31, common-
emitter short-circuit current gain. 

The equality of 1,81 and 1011 has already been estab-
lished so that (19) for al gives the magnitude of O. It also 
includes the 4,1 portion of 4. as given by (36). Therefore, 
by adding an all-pass phase term to (19) which vanishes 
at low frequencies but which reflects the additional phase 
4) of a over 4)1 of ei in the common-emitter cutoff region, 
the following expression giving both the magnitude and 
phase of 0 is obtained. 

aoei[ (K-1) 1 
—   f <feg• 

(1 — .20[1. + j f  
K(1 — ao)f] 

(2) 

Using (1) and (2) only three magnitude measurements 
are needed to determine the complete short-circuit cur-
rent gain and phase characteristics, common emitter 
and common base from direct current to fa. The values 
needed are ao, the low frequency magnitude of a, fa, the 
common-base current-gain cutoff frequency, and the 
magnitude of the common-emitter current gain at a 
single frequency fe in the common-emitter 6 db per oc-
tave cutoff region. This is graphically illustrated in Fig. 
4 where the magnitudes of the common-base and com-
mon-emitter short-circuit gains of a junction transistor 
having a low frequency common-emitter short-circuit 
current-gain of 30 db are shown as a function of fre-
quency. The magnitude of the common-emitter current 
gain in the 6 db per octave cutoff region illustrated in 
Fig. 4 is given by (2) as 

aoKfc( 
20 log I /31 = 20 log  (37) 

where f. is any frequency meeting the requirement that 

[ f 
K(1 —c ao)fal 

The constant K can be determined from (37) and know-
ing .1'2 and ao, the current gains can be computed from 

(1) and (2). 
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Fig. 5—Errors in the approximations of equations [(I) and (2)1; 
- - - common-base current-gain errors, -- common-emitter cur-
rent-gain errors. 

The frequency at which the common-emitter current 
gain is zero, ( fil =1, 20 log 101 =0, see Fig. 4) is of 
special interest. This will be defined as flow and is given 
from (37) as 

1181-1 = aoKfa. (38) 

Therefore, fa, the common-base cutoff frequency, is 
given by the frequency of common-emitter zero gain 
divided by the product of K and ao. 

In order to illustrate the accuracy with which (1) and 
(2) give the common-base and common-emitter current 
gains, the common-base characteristic given by 

a = ao sech 4/j  
0.822L, 

was chosen and its short-circuit current-gains common 
base and common emitter were machine computed 
for ao = 0.98 as a function of f/fa up to f/fce= 2. The mag-
nitude of the common-emitter current gain for f/fa= 0.4 
was then taken from the machine computations as the 
single known gain in the common-emitter cutoff region, 
and with ao = 0.98 the common-base and common-emit-
ter current-gain magnitudes and phases were computed 
using the procedure just described. The departures of 
the values so determined from the true machine com-
puted values are plotted as a function of f/fa in Fig. 
5(a). The maximum error in magnitude of current gain, 
either common base or common emitter, was only 0.02 
db at frequencies below fc, and 1.4 db at frequencies up 
to 2.4, and the maximum error in phase common base or 
common emitter was only 0.4° at frequencies below fa 
and 1.1° at frequencies up to 2f2. In order to test the 
approximations for the minimum value of ao considered 
in the development of (1) and (2), the current gains 
were computed from the three magnitude measure-
ments for a transistor having an a given by 

a — 
0.90 

  e—iui.ra)12.8°. (39) 
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The resultant errors in the approximations to the true 
common-emitter current-gain magnitude and the com-
mon-emitter and common-base phase are plotted in 
Fig. 5(b). Since the form of (39) is the same as our gen-
eralized expression for common-base current gain given 
by (1), the common-base magnitude determined from 
(1) will be exact. The estimated common-emitter gain 
is within 0.01 db of the true value at frequencies below 
.f.c and within 1.2 db at frequencies up to 2fa. The phases 
of the common-emitter and common-base current gains 
are within 1.3° of the true value at frequencies below fc, 
and within 2.6° of the true value at frequencies up to 
2fa. 

As a more severe test of the reliability of (1) and (2), 
a transistor was assumed having an ao of 0.95 and a base 
layer impurity distribution which would produce a 
high built-in field and a correspondingly low value of 
K. The K value for the distribution assumed was 0.585 
which is well below the 0.8 minimum K of the approxi-
mations." However, even in this case, the estimated 
common-emitter and common-base gains were good to 
within 0.1 db below fa and the estimated common-emit-
ter phase was in error by only 5.6° at fa. The estimated 
common-base phase was only out by 5.9° at fa. For a 
higher ao of 0.98 where the approximation is somewhat 
better, the common-emitter and common-base gains 
were within 0.07 db of the true value at frequencies 
below fa and the common-emitter-phase was within 
3.8° of the true value at f„. The common base phase was 
within 3.5° of the true value at fa. 

Because of the limitations of the analysis given in the 
Introduction, (1) and (2) are not applicable when there 
are appreciable cutoffs due to collector body resistance 

II The data for this evaluation was supplied by C. A. Lee. 

and base resistance or emitter resistance combined with 
collector junction capacitance. However, if as is usually 
so, these cutoffs have only a second order effect on the 
short-circuit current gains, their effect can be segre-
gated in characterizing a given type of transistor. 
One final comment should be made on the minimum 

vs nonminimum phase situation. Although (1) and (2) 
each include a phase shift linear with frequency and 
amplitude independent insofar as the equations are 
concerned, these phase shifts are not nonminimum tran-
sit time phase shifts but rather are due to a departure of 
the magnitudes of the true current gains at frequencies 
greater than fa from the magnitudes given by these 
equations. However, if junction transistors were made 
which had appreciable nonminimum transit time com-
mon-base phase shift, we would expect this phase shift 
to be linear with frequency. In this case (1) would also 
accurately express the common-base current gains for 

these transistors. Consequently, (2) would give their 
common-emitter current gains providing the amplitude 
independent phase term of (1) falls within the limit set 
in the derivation of (1) and (2). 
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CORRECTION 
On page 739, in the second column, the superscript 

1,2 should be deleted from the end of the second para-
graph. 

In (10) on page 750, the numerator a in the last part 
should be ao. 

Louis Weinberg, author of "Exact Ladder Network 
Design Using Low-Q Coils," which appeared on pages 
739-750 of the April, 1958 issue of PROCEEDINGS, has 
requested that the following corrections be made to 
his paper. 



1958 PROCEEDINGS OF THE IRE 1185 

Power Transistors* 
M . A. CLARKt, SENIOR MEMBER, IRE 

Summary—The objectives of power transistor design are ex-

pressed in general terms which make evident the reason for certain 
trends in the development. The design theory is discussed in terms 
of the physical phenomena which are believed to be important at 
high current densities and high voltages. The course of development 
over the past ten years is then described in terms of the important 
factors revealed by the design theory. A brief discussion of the pres-
ent status of power transistor development is followed by specula-
tion as to the probable future results of continued development. 

INTRODUCTION 

T
HIS paper deals with those transistors which have 
been designed and produced expressly for the 
purpose of delivering a specified output level, 

either power, current, or voltage, in addition to other 
objectives such as gain. This definition includes a range 
of transistors from those designed for high power at low 
audio frequencies to those designed to deliver, at the 
highest frequencies, the greatest power output of which 
the technology is capable, even though only milliwatts. 
Now this is not so unreasonably broad a definition 

as it might appear at first. If power is a primary ob-
jective, the transistor must be designed to operate at 
high current densities, and this is also what is required 
of transistors which are to operate at high frequencies. 
Hence the high-frequency transistor intended to deliver 
a specified power output poses some of the same design 
problems as does the very much higher power audio-
frequency transistor. In particular, the design must 
result in ample maximum current, maximum voltage, 
and heat transfer. 
The specific problems associated with high frequen-

cies are well covered elsewhere in this issue. Therefore, 
only those high-frequency design problems character-
istic of power transistors are discussed. For the most 
part, only low frequencies are considered, for this is the 
area in which power transistors have found thus far the 

most extensive application. 
During the past ten years, a wide variety of transistor 

structures has been evolved, and each structure has been 
exploited to some extent for the handling of substantial 
power. The history of this evolution, from the preju-
diced viewpoint of a power transistor engineer, appears 
as a sequence of attempts to improve the power-hand-
ling capability of transistors. This history is presented 
from this point of view. 
The design theory for power transistors consists of 

the original junction transistor theory of Shockley,' 

* Original manuscript received by the IRE, March 13, 1958; re-
vised manuscript received, April 11, 1958. 
t Pacific Semiconductors, Inc., Culver City, Calif. Formerly at 

Bell Telephone Labs., Murray Hill, N. J. 
' W. Shockley, "The theory of p-n junction transistors," Bell Sys. 

Trek J., vol. 28, pp. 435-489; July, 1949. 

plus a collection of analyses attempting to avoid certain 
simplifying approximations, plus a large measure of 
empirical design. Attempts to improve upon the theory 
mostly take into consideration the two or three-dimen-
sional nature of the structure and the effect of operation 
at high current densities. Such theories are both multi-
dimensional and nonlinear, and for the most part do 
not consider simultaneously all of the departures from 
the simple theory that are important. Therefore, these 
theories serve as qualitative guides to the design and 
as such are very useful, although falling short of a pre-
cise, quantitative design theory. 
A wide variety of methods for fabrication, of resulting 

structures, and of specific models, has resulted from the 
combined creative efforts of the semiconductor indus-
try. No one method of fabrication has proven to be so 
superior in all respects as to displace all others. No single 
transistor structure is optimum for all applications. No 
single semiconductor material is best adapted to all uses 
and all environments. Engineers faced with the neces-
sity of making decisions as to which fabrication method, 
structure, and material to use in constructing transistors 
are in the same kettle with the circuit engineer selecting 
a transistor to be designed into an electronic system 
which he hopes will evade obsolescence for at least a 
year or two. The fact that attention is concentrated here 
on power transistors does only a little to simplify these 
decisions. 
The purpose of this article is to make as clear as pos-

sible the principles of power transistors, the factors in-
fluencing the above decisions, and the present state and 
future prospects for power transistors. Given some un-
derstanding of these generalities, the engineer may read-
ily obtain detailed mathematical analyses, transistor 
specifications, and circuit designs from the large body of 
publications rapidly accumulating and from the excel-
lent data sheets and applications notes available from 
manufacturers. 

APPLICATIONS 

Most electronic systems have an output which re-
quires substantial amounts of power. Commonly, some 
form of electromagnetic transducer is employed. In 
other cases the load may consist of an electrostatic 
transducer, or perhaps an antenna. Power transistors 
are prescribed for the output stage of such systems. 
The power input is a second site for power transistors. 

In the power supply, transistors enter as inverters, 
converters, regulators, and controllers. It is natural that 
in transistorized systems the power-supply require-
ments can best be met with the use of transistors in the 
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power supply, because the voltage and current levels 
are most appropriate for transistors. 
A third natural application for power transistors is as 

switches, where they substitute for relays. Extensive 
use in this role may need to await further cost reduction, 
higher current and voltage ratings, and improved reli-
ability. All of these requirements are within reach and, 
in many cases, already available to a satisfactory degree. 
The power transistor, of course, is capable of much 
faster operation than is a relay, and the power gain is 
comparable. 
Many articles and a number of books have been writ-

ten on transistor circuits. These contain circuits and 
circuit theory for power transistors. All that need be 
done here is to call the reader's attention to a few cir-
cuits which illustrate circuit features characteristic of 
the use of power transistors. 
Four such elementary circuits are given in Fig. 1. The 

first is a simple power converter consisting of a transistor 
oscillator, with a transformer providing both the neces-
sary feedback and the desired output voltage. Com-
monly, a rectifier and filter are used to provide a dc out-
put. The transformer is built with a core material 
chosen to give square-wave operation of the transistor, 
and hence a very high efficiency, usually greater than 
90 per cent for the complete circuit. The frequency of 
oscillation is made as high as possible without too se-
verely lowering the efficiency, thereby simplifying the 
filter design. Push-pull circuitry is used if large power 
output is required. 

Transistors make possible, in principle, a type of cir-
cuit not possible with tubes. This is the complementary 
symmetry circuit' shown in simple form in Fig. 1. By 
the use of transistors of opposite polarity type, the ne-
cessity for transformers is eliminated, while retaining 
the desirable features of a push-pull circuit with output 
transformer. In particular, even harmonics are can-
celled and no direct current flows in the load. Further-
more, no input transformer or phase inverter is re-
quired, since a two-terminal input provides a push-pull 
drive of the transistors. A possible disadvantage is the 
need for a center-tapped power supply. This circuit has 
not been extensively used for the unfortunate reason 
that matched pairs of power transistors of opposite 
polarity have not been available in production quanti-
ties at a reasonable cost. Most manufacturers have con-
centrated on one type of power transistor and have not 
seen fit to attempt to produce both polarities, to say 
nothing of matched complementary pairs. Almost cer-
tainly, this situation is not permanent, and the accumu-
lation of skill will make possible the alternative pro-
duction of either type and the improved control needed 
to produce matched pairs of transistors. At that time, 
complementary symmetry circuits should prove valu-
able. 

2 G. C. Sziklai, "Symmetrical properties of transistors and their 
applications," PROC. IRE, vol. 41, pp. 717-724; June, 1953. 
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Fig. 1—Circuits characteristic of power transistor applications. 

Just as the power requirement affects the design of 
the transistor, so it affects the design of the circuit. This 
is particularly true with regard to temperature varia-
tions because of the sensitivity of transistors to this vari-
able. Intensive studies have been made of the stability 
of transistor circuits under conditions of internally 
generated heat and ambient temperature changes.' The 
principal transistor parameter subject to variation is the 
collector leakage current. Because this current increases 
exponentially with absolute temperature, and because 
the power dissipation may be due in significant part to 
the leakage, a run-away condition may occur, leading 
to circuit failure and possibly to the destruction of the 
transistor. This is much likelier to occur in some circuits 
than others. In general, common-base dc biasing is the 
most stable because, with this arrangement, the emit-
ter current is controlled and run-away is prevented. 
However, the common-emitter circuit is more often 
used because of its advantages with regard to gain and 
impedance levels. This situation leads to circuit de-
signs which are common emitter with regard to the sig-
nal but common base with regard to the input biasing. 
In addition, the use of temperature-sensitive elements, 
such as thermistors or semiconductor diodes, in the bias 
circuit is often recommended as a way to compensate 
for temperature variations. Such elements preferably 
are mounted adjacent to the transistor so as to follow 
closely the temperature of the transistor. A typical cir-
cuit arrangement is illustrated in Fig. 1. 

Low-voltage power supplies, such as are needed for 
systems using transistors, are a natural place to use 

3 R. F. Shea, "Transistor operation: stabilization of operating 
points," PROC. IRE, vol. 40, pp. 1435-1437; November, 1952. 
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transistors.4—n In conjunction with low-power voltage-
regulator diodes as voltage references, and a transistor 
dc amplifier if necessary, excellent regulation can be ob-
tained with a good efficiency. The transistor regulator 
will function effectively with a very low voltage drop 
and is, therefore, nearly as efficient as is possible in such 
a system. Voltage regulators of both the series and shunt 
type are practical. Current regulators may also be de-
signed which function very effectively over a limited 
but useful current range. A typical basic circuit for a 
voltage regulator is seen in Fig. 1. 

Transistors make highly efficient rectifiers and as such 
may be used to provide regulation and control in a 
manner similar to thyratrons. The emitter and col-
lector terminals may be used as rectifier terminals, and 
an ac bias provided on the base, such as to make the 
transistor conduct on one half cycle and cut off on the 
other half cycle. Because the voltage drop in the "on" 
state may be very low, lower than for a diode rectifier, 
the efficiency may be very high. In addition, by shifting 
the phase or modifying the waveform of the base bias 
current, the transistor may be caused to conduct only 
over a portion of the half cycle, so that the rectifier out-
put may be controlled. 

Finally, one circuit feature which must be mentioned 
in any such discussion as this is transient overload pro-
tection. Because power transistors operate at high cur-
rents and cannot withstand excessive voltage, the oc-
currence of destructive transients is probable unless 
precautions are taken against them. Ordinarily, such 
precautions take the form of careful design to avoid in-
ductive surges, and the use of capacitors and diodes to 
absorb such surges as do occur. 

OBJECTIVES OF POWER TRANSISTOR DESIGN 

Output Ability 

Power output ability has two components, electrical 
and thermal. Electrical ability requires surviving and 
operating effectively at high voltages, and carrying 
high currents without failure or undue nonlinearity. 
Thermal ability is the capacity of the transistor to rid 
itself of the heat generated internally, and to operate 
at the elevated temperatures resulting from its own heat 
generation and from the ambient temperature. The 
specification of power ability, therefore, consists first of 
a statement of the maximum voltage, the maximum 
current, the thermal resistance, and the maximum tem-
perature, all determined according to some agreeable 
conventions. 

Power output ratings and deratings will be discussed 

4 F. H. Chase, B. H. Hamilton, and D. H. Smith, "Transistors and 
junction diodes in telephone power plants," Bell Sys. Tech. J., vol. 
33, pp. 827-858; July, 1954. 

5 S. Sherr, P. Levy, and T. Knapp, "Design procedures for semi-
conductor regulated power supplies," Electronic Design, vol. 5, pp. 
22-25; April 15, 1957. 

R. D. Middlebrook, "Design of transistor regulated power sup-
plies," PROC. IRE, vol. 45, pp. 1502-1509; November, 1957. 

later in connection with the packaging and mounting 
problems. At this point it is only necessary to call atten-
tion to the necessity of minimizing the temperature 
sensitivity of the transistor, by the choice of an appro-
priate semiconductor material and by careful design, 
and the necessity of minimizing the thermal resistance 
of the transistor and its associated heat sink. 
The voltage rating of transistors has been no less 

arbitrary than the power rating. Collector junctions 
may exhibit a very sharp "breakdown" or a "soft" 
breakdown. By these terms it is meant that an oscillo-
scope presentation of the voltage-current character-
istic reveals an abrupt increase in reverse current at a 
well-defined voltage or a gradual increase of current 
over a range of voltages. In the latter case, it is obvious 
that an arbitrary definition of breakdown is required. 
What is not so obvious is that the well-defined voltage 
characterizing the sharp breakdown may not be a useful 
rating, because for various reasons it may be necessary 
to restrict the voltage to lower values. Two obvious 
reasons for such derating are the need for a safety 
margin in the case of transients, and the necessity of 
setting a specification which can be met by a reasonable 
percentage of the transistors produced. The maximum 
voltage is commonly defined as the voltage at which a 
certain leakage current is caused to flow. 
The current rating is no less of a definition problem. 

In general, three things may occur to limit the current 
which can be carried by the transistor. The first is the 
melting of an internal lead; this offers no very difficult 
rating problem. The second is a decrease in current gain 
too severe to be tolerable. For this problem, an arbitrary 
definition is necessary. Usually this takes the form of a 
specification that the current gain will not be less than 
a certain value at the maximum rated current. Third, 
the collector voltage required to have active transistor 
action may be so great at high currents that operation 
within the rated dissipation is not possible. In this case, 
at rated maximum collector current the specification 
may require that the collector voltage be no greater than 
a stated value, with a stated value of input current. 
This collector voltage is commonly referred to as a 
"saturation" voltage if it cannot be further reduced 
by increasing the input current. The ratio of this satura-
tion voltage to the collector current at which it is meas-
ured is usually called the "collector saturation resist-
ance." For some transistors, this usage is unfortunate 
because it implies, incorrectly, that the voltage drop is 
due to a resistance, when in fact nearly all of the voltage 
may be attributable to p-n junction phenomena. In 
other cases, the voltage may, in fact, be largely due to a 
parasitic resistance in the collector lead. 

Gain 

The power gain, current gain, and voltage gain may 
be significant individually or in combination. The power 
gain is, of course, the primary objective in most cases, 
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but current gain is often important for its own sake. 
For the purpose of discussion, the simplest useful 
equivalent circuit of a power transistor is probably that 
of Fig. 2. For low frequencies, the circuit elements of 
interest are the parasitic resistances rb', r/, and re', and 
the current generator al.,. The emitter-junction resist-

ance re is inversely proportional to the current, and for 
the high currents encountered in power transistors is 
often negligible. At high frequencies, the junction 
capacitances and the variation of a with frequency be-
come important. 

le 
ale 

Cc I  

rb 
ib 

re ic 
I OC 

Fig. 2—Simple equivalent circuit for power transistors. 

This equivalent circuit has seen wide use in describing 
the small-signal properties of transistors. It might be 
said that the object of the development of power tran-
sistors has been to make this circuit applicable to power 
transistors as well. In particular, it is usually assumed 
that the parameters of the circuit are constant with 
respect to the current and voltage variations caused by 
the signal being amplified. This, of course, is not true 
for large signals. The emitter resistance, re, is an un-
avoidable variable. The current amplification factor a 
is normally a very important variable also. Much of the 
power transistor development of the past few years has 
centered around attempts to make the value of a high 
and more constant with respect to variations of emitter 
current, and especially to prevent its value from de-
creasing too greatly at high currents. 
The most widely used circuit configuration for power 

transistors is the common-emitter amplifier. The com-
mon-base circuit has the disadvantage of offering no 
current gain at low voltages, a serious matter for most 
power transistor applications. Although offering some 
advantage with respect to maximum collector voltage 
and frequency response, the common-base circuit has 
almost no power-transistor usage. The common-col-
lector circuit has a higher input resistance than the 

common-emitter circuit, and a correspondingly lower 
power gain. Although often used in low-power stages 
for its high input resistance, the common-collector cir-
cuit is rarely used for power stages. 
The current gain of a common-emitter power ampli-

fier is given by 

or by 

a 
Gr = - 

A 
Gr = B = 

1 — A 

(1) 

(2) 

for the large-signal or dc gain. As has been mentioned, 
one objective of power transistor development has been 
to make these quantities more nearly equal. 
The 3-db cutoff frequency of the common-emitter 

current gain is 

f„ = (1 — a)f„ (3) 

where fa is the diffusion cutoff frequency of the current 
generator, al.,. 

The input resistance of a common-emitter power 

amplifier is approximately equal to the transistor base 
resistance, at least at high currents. At low currents, 

the input is nonlinear, due to the emitter resistance, or 
what is the same thing, the emitter-junction forward-

voltage drop. The circuit designer needs to take ac-
count of this nonlinearity; the transistor designer has 
treated it as inevitable, and has concentrated only on 
the base-resistance component of the input resistance. 
The power gain therefore is given approximately by 

( G p = ________ -- = 
a RL RL 

rb' 1 — ay rb' (4) 

A definite limitation on the value of load resistance is 
imposed by the maximum rated voltage of the tran-
sistor. This voltage sets the maximum peak-to-peak 
output voltage, and for a given power output the load 
resistance cannot be greater than the value derived 
from the following relation for a Class-A amplifier: 

1 V.' 
Po -= — • 

8 RL (5) 

The frequency response of most power transistors 
is governed by the cutoff frequency of the current gen-
erator a rather than by capacitances, because the im-
pedance levels are necessarily very low. This is not true 
for transistors designed for high-frequency use, nor for 
some of the newer types of power transistor having 
very good high-frequency response. The reader is re-
ferred to articles on high-frequency transistors for more 

detailed discussions of the design considerations per-
taining to frequency response. In general, the design 
problems are the same, provided it is recognized that a 
power-output requirement sets a lower limit on the size 
of the transistor, because of the necessary heat transfer. 
For this reason, power output is an additional boundary 
condition on the high-frequency design, making the 
design more difficult. 

Figures of Merit 

The objectives of power transistor development can 
be understood better if the desirable characteristics are 

combined, insofar as possible, into figures of merit. This 
can be done as follows. Combining (4) and (5), and 
placing the performance parameters on one side of the 
new equation, gives 
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a 2 V.2 
GrPo = — • (6) 

1 — al 8rb' 

It is apparent that the product of gain and power output 
is a measure of the performance of the transistor. In (6) 
this measure of performance is expressed in terms of 

certain characteristics of the transistor, which are fixed 
quantities for a given transistor and are independent of 
the circuit. However, these characteristics and the figure 
of merit will depend on the operating point. In particu-

lar, the load resistance no longer appears. Furthermore, 
the gain and power output may be exchanged, one for 
the other, by varying the load resistance, without 
changing the product of the gain and the power output. 
This assumes, of course, that the current gain does not 

vary. 
Similarly, the high-frequency figure of merit may be 

obtained from (3) and (6), and is 

V,„2 
Gnpof2 = efe2 . (7) 

In this case the low-frequency current gain is unimpor-
tant and is replaced by the cutoff frequency, fa. In this 
figure, three quantities are involved. As before, the gain 
and power output may be interchanged by choice of load 
resistance. In addition, the gain and bandwidth may be 
interchanged in the usual way, say by the use of feed-
back. So in this figure of merit, also, the performance 
parameters may be exchanged one for the other, and 

their product is a function only of the transistor char-
acteristics. Such a product characterizes the transistor 
in a most convenient manner for the present purpose, 
which is to examine developmental objectives. 

Summary of Objectives 

The quantities of primary importance are the low-

frequency current gain, the maximum rated voltage, 
the base resistance, and the cutoff frequency fa. At high 
frequencies, the collector and emitter capacitances and 
other effects must be considered. The parasitic resist-
ances re' and re' play an obvious role in the input and 
output circuit and are of great importance in some 

transistor structures. 
What is desired of the power transistor development 

is high current gain with a high cutoff frequency, high 
collector-voltage rating, low parasitic resistances, and 

low capacitances. The variation of these properties 
with operating and environmental conditions is of vital 

importance. 

computations involved in a "perfect" theory. For power 

transistors, the important approximations made by 
Shockley were: 1) that the transistor is one dimensional 
with no transverse electric fields and no surface effects, 
2) that the electric field is zero everywhere except in 
the space-charge layers at the junctions, 3) that the 
emitted minority-carrier concentration is much less 
than the majority-carrier concentration, and 4) that 
the net space charge and electric field are zero except in 
the space-charge layers at the junctions. 

Considering the equivalent circuit of Fig. 2, these as-
sumptions imply that the parasitic resistances are zero, 
since there are supposed to be no electric fields in the 
regions which contribute these resistances. Of course, 

the parasitic resistances were never actually denied. 
The emitter and collector parasitic resistances usually 
are easily calculated because these regions are essen-
tially one dimensional in most transistors. The base 
resistance is not so simple because it has a distributed 
nature. The base current originates in the base layer at 
recombination centers, at the emitter as reverse emis-
sion, and at recombination centers on the surface. Fur-
thermore, a two or three-dimensional geometry is in-
volved and the resistivity of the base layer is affected 

by conductivity modulation. 
Conductivity modulation results whenever minority 

carriers are generated in a semiconductor in a concen-
tration comparable to that of the majority carriers. 

Space charge neutrality requires that the number of 
majority carriers increase by the same amount and, 
therefore, each additional minority carrier adds a total 
of two free carriers to the material and thereby increases 
the conductivity. Conductivity modulation occurs in 
the base layer of a transistor at high emitter current 
densities. This not only makes the computation of base 
resistance difficult but also complicates the flow of emit-
ted carriers to the collector and interferes with the 

emission itself. 
It is outside the scope of this paper to present the 

mathematical analyses necessary to approach an ac-
curate quantitative understanding of these effects. 
The attempt here is to summarize the pertinent conclu-
sions of the low-level theory and to give some qualitative 
understanding of what is taking place at the high volt-

ages and high current densities encountered in 

transistors. 

DESIGN THEORY 

The theory of junction transistors given by Shockley 
contained certain simplifying assumptions. It has 
proven to be quite difficult to improve upon those ap-
proximations in a self-consistent manner. The tendency 

has been to treat one approximation at a time rather 
than to undertake the chore of making the necessary 

power 

Simplified Low-Level, One-Dimensional Theory 

The low-frequency current gain ought to increase as 
the base layer is made thinner, because both the emitter 
efficiency and the transport efficiency are higher for a 
thin base layer. The current gain should not be depend-

ent on the current level nor on the voltage. The com-
mon-emitter current gain is determined approximately 

by' 

7 W. Shockley, M. Sparks, and G. K. Teal, "P-N junction tran-
sistors," Phys. Rev., vol. 83, pp. 151-162; July 1, 1951. 
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7_11j, = wb) 2 ±  PeWbPbL (8) 

where 

hie=f3=B=a/(1—a)=A/(1—A), 
.wb= base-layer thickness, 

Lb ---- minority-carrier diffusion length in the base 
layer, 

Le= minority-carrier diffusion length in the emitter, 
pb ---- resistivity of the base layer, and 
pc=resistivity of the emitter. 

Although this simple theory makes the small-signal and 

large-signal current-gains equal, such is not the case in 
practice. Fig. 3 shows the difference usually observed. 

BASE CURRENT NIA) 

Fig. 3—Large-signal, common-emitter, current 
transfer characteristic. 

Because of the nature of the diffusion process by 
which the minority carriers are transported, the cutoff 
frequency of the current generation, al.., should be de-
pendent on the base-layer width as follows:8 

1.2D8 
fa = 

irzub2 

where Db is the diffusion coefficient for minority-carriers 
in the base layer. 

The common-emitter cutoff frequency, given by 
fa/hie, is therefore not strongly dependent on the base-
layer width; in fact, if the emitter efficiency is very 
high, this frequency is independent of the base-layer 
width. It is partly for this reason that the transistor 
designer prefers not to deal with this frequency. The 

circuit-theory arguments for and against the use of the 
comrnon-emitter frequency in transistor specifications 
need not concern us here, since one may compute the 
cutoff of a from the cutoff of a and vice versa. 

(9) 

8 R. L. Pritchard, "Frequency variations of current-amplification 
factor for junction transistors," PROC. IRE, vol. 40, pp. 1476-1481; 
November, 1952. 

Both the current gain and the cutoff frequency theory 
must be modified somewhat from that given by Shock-
ley if there is a nonuniform distribution of donors and 
acceptors in the base layer. The theory of the transistor 
may still be a low-level, one-dimensional theory, but 
electric fields exist outside the space-charge layer, and 
the minority carriers do not move by diffusion alone 
but also drift in the field. This condition occurs to some 
degt ee in all transistor structures with the exception of 

the alloy transistor. The diffused-base transistor has 
this effect to a marked degree. A general name for 
transistors having a significant, helpful electric field in 
the base layer is "drift transistor." 

Simplified Two-Dimensional Theory 

The base resistance can only be treated in a two or 
three-dimensional model of the transistor because it 
concerns the flow of current at right angles to the 
principal axis of the transistor. If the base current is 
generated uniformly throughout the base layer and the 
transistor is treated as two dimensional, and with a base 
layer, a X h, of thickness We,, having a base contact along 

side a of the rectangle, the base resistance is given by9 

1 b Pb 
rb' = - • 

3 a wb 
(10) 

The voltage drop in the base layer is of special inter-
est, since the internal base voltage must depend on dis-
tance from the base contact. The simple model used 

here results in a voltage which varies with distance x 
from the base contact as follows: 

V6 = Ibrb' —3 (2 — • 
2 b b 

Because this base voltage governs the bias on the 
emitter junction, it is apparent that the emitter current 
density will vary over the face of the emitter and that 
the assumption of uniform base-current generation is 
not valid if the transverse voltage drop in the base 
layer is comparable to kT/q, about 0.026 volt. Hence, 
serious problems arise, even in the simplified theory, as 

soon as the transverse base current is considered. This 
will be reviewed again after other complications have 
been described. 

Conclusions from the Simplified Theory 

From the theory just sketched, certain conclusions 
may be drawn which remain valid in a more sophisti-
cated analysis. For a high current-gain, the base layer 
should be thin and the minority-carrier diffusion co-
efficient, or mobility, in the base layer should be high. 
For a low base resistance, the base layer should be thick 

° R. L. Pritchard and W. N. Coffey, "Small-signal parameters of 
grown-junction transistors at high frequencies," 1954 IRE CONVEN-
TION RECORD, pt. 3, pp. 89-98. 
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and of high conductivity and a geometry should be used 
which brings the base contact close to all parts of the 
emitter. The conflict between the requirements for a 
thin base layer and a thick base layer are resolved in 
favor of a thin layer because of the dominant role played 

by the current gain and cutoff frequency in the circuit 
performance, as indicated by the figures of merit. 

High Current Density Effects 

At high current densities, the assumption is not valid 
that the minority-carrier concentration is much less 
than the majority-carrier concentration. Furthermore, 
the electric fields necessary to the flow of current in the 
emitter and collector region, and for the base current in 
the base layer, may affect the minority carriers. In the 
simple theory, the minority carriers are assumed to 
move only by diffusion. 
One of the first observations of failure of the simple 

theory occurred when it was discovered that the current 
gain of early grown-junction transistors would increase 
at high emitter currents and might make the common-
emitter circuit unstable. This was determined to be due 
to the fact that the field in the collector, moving ma-
jority carriers away from the collector junction, was 
increasing the flow of minority carriers to the junction 
from the collector region. That is to say, the collector 
saturation current, normally attributed to diffusion, 
was being increased by the electric field. At an elevated 
temperature, the saturation current is quite appreciable, 
and because the field enhancement of this current is 
roughly proportional to the total current, the effect is to 
increase the current gain of the transistor. The term 
"alpha crowding" has since been adopted to describe 
the appearance of the static characteristics if the current 
gain decreases at high currents, and this opposite effect 
in grown-junction transistors would be called "alpha 
spreading." The terms "alpha multiplication" and "col-
lector multiplication" have been used also, but are best 
reserved for a high-voltage phenomenon to be men-

tioned later. 
Alloy transistors have a very high conductivity col-

lector region; therefore, the electric field in that region 
is truly negligible and high-current alpha spreading does 
not occur in such transistors. On the contrary, the cur-
rent gain decreases at high currents, as shown by Figs. 
3 and 4. Several explanations for this are possible. The 
following discussion treats one phenomenon at a time, 
although it is obvious that a precise theory must take 

all into account simultaneously. 
Eq. (8), for the current gain given by the simple 

theory, suggests several possible sources of gain vari-
ation with current density. These depend upon the fact 
that the material properties, L and p, may be dependent 
upon the concentration of minority carriers. The con-
centration of those carriers may be estimated, using the 
assumptions that the flow through the base layer is due 
to diffusion and that the base layer is very thin. The 

hfe 

or 
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Fig. 4—Variation of small-signal, common-emitter current 
amplification factor with emitter current. 

concentration of emitted minority carriers is then given 
by 

Wb 

n = (12) 
qD„ 

where, of course, p may be substituted for n if the 
transistor is a p-n-P type rather than an n-p-n, and J. 
is the emitter current density. The minority-carrier 
concentration will be equal to the majority-carrier con-
centration in the base layer at the following values of 
emitter current density:'" 

1 kT 1 
= 

2 q wbpb 
for a p-n-p transistor, 

kT 1 
J, = 2 —  for an n-p-n transistor. (13) 

q wepb 

The constant 2 is the approximate value of the ratio of 
electron mobility to hole mobility. From these relations 

it would appear that the n-p-n transistor should be less 
susceptible to effects stemming from high current 
density. While there is considerable experimental evi-
dence in agreement with this, as indicated in Fig. 3, one 
should not forget that the two transistor types are in-
herently different in other ways, due to the differences 
in fabrication, so that a controlled experiment to com-
pare the two types is difficult to perform. 
These equations suggest that a design to reduce this 

effect of high current density would aim for a thin base 
layer and a low-resistivity base layer. Note, however, 
that according to (8), lowering base-layer resistivity 

alone would reduce the emitter efficiency and thereby 
lower the current gain, a limitation which is encoun-
tered in diffused-base transistors and similar transistors. 

'0 W. M. Webster, "On the variation of junction-transistor cur-
rent amplification factor with emitter current," PROC. IRE, vol. 42, 
pp. 914-920; June, 1954. 

11 E. S. Rittner, "Extension of the theory of the junction tran-
sistor," Phys. Rev., vol. 94, pp. 1161-1171; June 1, 1954. 
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The effect of the distributed base resistance in causing 
the internal base-layer voltage to vary with distance 
from the base contact has already been mentioned. 
Because of this effect, the emitter current will tend to 
be concentrated near the base contact. Therefore the 
emitter current density near the base contact is actually 
higher than indicated by (12), and the effect is more 
serious. On the other hand, one consequence of the high 
concentration of minority carriers is a decrease in the 
base-layer resistivity, thereby reducing the base resist-
ance and the transverse biasing of the base layer. 
Now, what effect will the high minority-carrier con-

centration in the base layer have on the current gain? 
We look for parameters in (8) which are affected by this 
concentration. One which is clearly subject to variation 
is the base-layer resistivity, whose conductivity modu-
lation has been mentioned already. The lowered re-
sistivity of the base layer will apparently result in a 
lower emitter efficiency. A completely satisfying quanti-
tative experimental proof of this explanation for alpha 
crowding is difficult to accomplish because of the large 
number of poorly controlled variables and the com-
plexity of the situation. Nevertheless, design improve-
ments based on this theory have proven to be profitable. 
To compensate for the decreased resistivity, (8) 

shows that several actions may be taken. One possibility 
is to decrease the resistivity of the emitter,"." another 
is to make the base layer thinner; both of these design 
improvements have been used. The third possibility, 
increasing the diffusion length in the emitter, seems 
difficult to accomplish. Even the measurement of this 
quantity poses a formidable experimental problem. 
The high minority-carrier concentration has another 

important effect on the transistor action. Because of the 
very strong tendency to maintain space-charge neu-
trality, the base-layer majority-carrier concentration 
increases near the emitter. These carriers then also have 
a concentration gradient and diffuse toward the collec-
tor, where they can only be reflected. Of necessity, there 
exists an electric field just sufficient to prevent the flow 
of the majority carriers. This field then aids the flow of 
minority carriers. The condition is one of ambipolar 
diffusion, just as sometimes occurs in a gas discharge. 
The aiding field should increase the effective diffusion 

coefficient and thereby increase both the current gain 
and the diffusion cutoff frequency. The current gain and 
cutoff frequency, in fact, do increase as the emitter 
current is increased from zero [see Figs. 3 and 5(a)]. 
The aiding field may be a satisfactory explanation of 
this, at least for some types of transistors. Unfortu-
nately, at a fairly low current, both the gain and the 
cutoff frequency reach a maximum; they then decrease 

12 F. H. Stietljes and L. J. Tummers, "Behavior of the transistor 
at high current densities," Philips Tech. Rev., vol. 18, pp. 61-68. 
" L. D. Armstrong, C. L. Carson, and M. Bentivegna, "P-N-P 

transistors using high-emitter-efficiency alloy materials," RCA Rev., 
vol. 27, pp. 37-45; March, 1956. 
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Fig. 5—(a) Variation of f, with emitter current. (b) Theoretical vari-
ation of .f. with the collector voltage for alloy transistors. 

at higher currents. Exceptions have been observed, as 
also shown in Fig. 5(a). If the rise in cutoff frequency 
is associated with the increase in minority-carrier con-
centration and the accompanying field, it is apparent 
that some other mechanism must be sought to explain 
the fall in cutoff frequency. Furthermore, the possibility 
must be considered that the fall in current gain is also 
due in part to this new mechanism even though the 
previous explanation, based on lowered emitter effi-
ciency, has been shown to be sound. 
The cutoff frequency, given by (9), is dependent only 

on the diffusion coefficient and the base-layer thickness. 
The possibility of an electric field in the base layer, 
modifying the diffusion, has been considered. A second 
source of variation in cutoff frequency must now be ex-
amined. This is the base-layer thickness. Variations in 
the effective base-layer thickness can be due to changes 
in the distribution of the emitter current, with a base 
layer of varying geometrical thickness. Such changes in 
emitter current distribution have already been men-
tioned. The geometrical thickness of the base layer may 
vary greatly in some transistor structures. The alloy 
transistor is perhaps the best example to consider."." 
In Fig. 6, a pictorial drawing is given which portrays 
events in an alloy transistor. The hole current is con-
centrated near the emitter edge. Electrons flow from the 

HA. R. Moore and J. L. Pankove, "The effect of junction shape and 
surface recombination on transistor current gain," PROC. IRE, vol. 
42, pp. 907-913; June, 1954. 
" K. F. Stripp and A. R. Moore, "The effects of junction shape 

and surface recombination on transistor current gain—Part II," 
PRoc. IRE, vol. 43, pp. 856-866; July, 1955. 
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HOLE CURRENT , 
ELECTRON CURRENT: — NOTICE , 

CROWDING OF CURRENT AT 
EMITTER EDGE. 

Fig. 6—Hole and electron flow in an alloy-junction transistor. 
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VARIATION IN EMITTER. BIAS. ELECTRIC 
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Fig. 7—Current and potential distribution in an 
alloy-junction transistor. 

1 Pb 

E = — — Ib. 
Wb 

(14) 

This field will have a serious effect on the flow of 
minority carriers only when it produces a drift of carriers 
comparable to that which is due to the concentration 
gradient and accompanying diffusion. This will occur 

when 

base contact to the emitter surface, where they enter 
the emitter (reverse emission), to the interior of the base 
layer where they combine with some of the holes (trans-
port defect), and to the surface where they combine 
with holes (surface recombination). 

It is immediately apparent from Fig. 6 that long 
diffusion paths are a real possibility and that the con-
centration of the emitter current at the edge of the 
emitter tends to produce such long paths. In addition, 
surface recombination enters the picture as a contribu-

tor to the loss of emitted carriersu and apparently the 
tendency to concentrate current at the emitter edge 

increases the likelihood of such losses. 
In Fig. 7 an attempt has been made to depict the 

flow of hole and electron current on the right side of the 

drawing and the total current, and potential distribu-
tion, on the left side of the drawing. Here a new effect 
appears; there is an electric field tending to draw the 
holes away from the emitter-collector region and toward 
the base contact. This, of course, is the same field that 
is necessary for the transport of the base current. 

For the simple rectangular model used previously in 
the calculation of base resistance, the field at the edge 

of the base layer would be 

kT a 
Ib = — • 

q Pb 

(15) 

This implies that, for an alloy power transistor with an 

emitter diameter of 0.120 inch and a base-layer re-
sistivity of 3 ohm-cm, the field would be significant at a 
base current of only 8 ma. Apparently this might be a 
serious matter, because the field aggravates the tend-
ency of the current to concentrate at the edge of the 
emitter, where it finds long paths, and would thereby 
increase the effective base-layer thickness. Examination 
of (8) and (9) shows that the base-layer thickness plays 
a dominant role in the transistor performance. 
To reduce the field near the edge of the emitter, the 

designer uses the lowest possible base-layer resistivity 
and lengthens the emitter edge, a, to reduce the base 
current density. These are also the design features 

needed to make the base resistance low. 

High Voltage Effects 

A variety of phenomena limit the voltage that may 
be used on a transistor. The surface breakdown domi-
nates in most germanium power transistors. This effect 
is the source of the practical limit, between 30 and 100 
volts, which is usual for such transistors. Silicon transis-
tors are capable of much higher surface breakdown volt-
ages, presumably because of silicon's more stable sur-
face. A satisfactory design theory and structural control 
does not exist for surface breakdown; it is dealt with in 
practice by following various recipes for surface prepa-
ration and then rating the transistor in accordance with 

the breakdown voltage that is observed. 
The present discussion is confined to the design 

theory for the two bulk phenomena limiting the voltage. 
These are "punch-through" and "carrier multiplica-

tion." 
Electrical punch-through is, in itself, a nondestruc-

tive effect which occurs when the collector space-charge 
layer extends entirely through the base-layer to the 
emitter junction, as illustrated in Fig. 8. This variation 
of the effective base-layer thickness has a strong effect 
on the transistor parameters. 16 The theoretical de-
pendence of f. on collector voltage for an alloy transistor 
is as given in Fig. 5(b). When complete penetration 
occurs, the barrier is lowered at the emitter and the 

emission is greatly increased, in a manner similar to 

16 J. M. Early, -"Effects of space-charge layer widening in junction 
transistors," PROC. IRE, vol. 40, pp. 1401-1406; November, 1952. 
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Fig. 8—Punch-through phenomena. 

field emission at the cathode of a vacuum tube. The 
result is an effective short-circuit from emitter to col-
lector, at voltages exceeding the punch-through voltage 
"V„; and the transistor is inoperative above this voltage. 
The effect of this voltage limit on an alloy transistor is 
to make the product (V„pbf,i) a constant, whose value is 
dependent only on the semiconductor material. The 
value of the constant ranges from 1800 to 9600 for n and 
p-type silicon and germanium, with units of volt-ohm-
cm-mc. 
Other types of transistor generally have either a 

graded-collector junction, a high-resistivity collector, 
or both. Such transistors are not so troubled by punch-
through because the collector space-charge layer is free 
to extend into the collector region, as indicated by the 
dashed lines in Fig. 8, and need not penetrate the base 
layer so far. 

The second well-understood voltage limit is that 
which results from the multiplication of carriers in the 
collector space-charge layer.'7-" The carriers normally 
collected by the potential drop in that region are ac-
celerated to a high velocity by the high electric field. 
As a consequence, they acquire sufficient kinetic energy 
to collide with atoms in the crystal and dislodge elec-
trons from such atoms, thereby creating electron-hole 
pairs. This process is seen to be similar to the ionizing 
collisions which occur in a gas discharge. The factor by 
which the current is multiplied is given by the em-
pirical expression'7-19 

m = 
1 

1 — (Vc/Va)n 
(16) 

17 S. L. Miller, "Avalanche breakdown in germanium," Phys. 
Rev., vol. 99, pp. 1234-1241; August 15, 1955. 

19 S. L. Miller and J. J. Ebers, "Alloyed junction avalanche tran-
sistors," Bell Sys. Tech. J., vol. 34, pp. 883-902; September, 1955. 

19 S. L. Miller, "Ionization rates for holes and electrons in silicon," 
Phys. Rev., vol. 105, pp. 1246-1249; February 15, 1957. 
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Fig. 9—Point-contact transistor. (Drawing taken from J. A. 
Morton, PROC IRE, November, 1952.) 

where V, is the collector voltage, Vie is the breakdown 
voltage, and n has values from 3 to 9. The breakdown 
voltage is that voltage at which the ionization creates 

an avalanche condition. Above this voltage, large collec-
tor current will flow with no emitter current; this is the 
p-n junction breakdown voltage. This voltage is roughly 
proportional to the resistivity of the high-resistivity 
side of the collector junction. It is apparent that the 
punch-through voltage and breakdown voltage make 
opposite demands on the base-layer resistivity of an 
alloy transistor. This makes impossible certain designs 
which would incorporate a high cutoff frequency with a 
high maximum voltage. Transistor structures which 
separate these effects by having a high collector re-
sistivity are able to provide the desirable combination 
of a thin base layer and high maximum voltage. 

THE HISTORY OF POWER TRANSISTOR DEVELOPMENT 

This is primarily a history of methods of fabricating 
transistors of the conventional (n-p-n or p-n-p) sort. In 
addition, other semiconductor devices which might serve 
the functions of power transistors must be considered. 
These are treated only briefly since they have not as 
yet played a large role. 

Point-Contact Transistors 

By their very nature, these transistors are restricted 
to low power and low current. This is because the 
emitter and collector contacts consist of very fine wire 
points pressed against the semiconductor, as shown in 
Fig. 9. Such points would overheat if required to carry 
a very large current. In addition, the generation of heat 
occurs in a very small volume, with the result that an 
excessive temperature rise may be produced and the 
transistor fail to operate or be permanently damaged by 
overheating. 

However, these alone are not sufficient reasons for 
discarding point-contact transistors as power transis-
tors. If the frequency is very high, a power-output re-
quirement of 100 mw may put the transistor into the 
the. power category and such a power output is within 
the ability of point-contact transistors. 
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The point-contact transistor, in fact, has been dis-
carded insofar as further development or production for 
new applications is concerned. Obviously, this is not 
simply because it is a poor power transistor, but this is 
the only aspect of concern here. The point-contact 
transistor is deficient in the structural qualities which 
have been shown to be necessary for a power transistor. 
In particular, the base layer is determined by the point 
spacing and by a poorly understood process called 
"forming," by means of which the collector junction is 
produced. Neither these processes nor the "side-by-side" 
configuration of the emitter and collector lend them-
selves to the production of a structure with a thin, 
planar, base layer. Furthermore, the collector voltage is 
usually limited to low values, or the base resistance is 
too high, depending on the choice of material resistivity. 
Finally, the inadequate understanding of these transis-
tors has caused attention to be turned into more scien-
tific approaches which have in fact led to superior 
methods of constructing power transistors. It appears 
likely that the point-contact transistor has played its 
role to completion and need not receive further atten-
tion as a power transistor. 

Grown-Junction Transistors 

The development of transistors having large-area 
p-n junctions made possible the first power transistors 
in the narrow, obvious sense of the term. One of the first 
junction transistors was reported to be capable of a 
Class A power output of 2 watts. This transistor is 
made by the method of adding an acceptor impurity to 
the melt as an n-type crystal is being drawn from that 
melt, and quickly following with the addition of a large 
amount of donor element. The result is a high-resistivity 
n-type collector region, a low-resistivity p-type base 
layer, and a very low-resistivity n-type emitter. 
The configuration of a grown-junction power transis-

tor resembles Fig. 10. Examination of this sketch 
reveals certain of the difficulties which plague this tran-
sistor. For one thing, the base contact is not very effec-
tive if made as shown. This is the simplest way to make 
this contact but the result is a rather high base resist-
ance. A second problem is that it is mechanically diffi-
cult to make the collector very short. Because the col-
lector resistivity is high, this thick region will give a 
high collector parasitic resistance, re', as well as high 
thermal resistance. 
Some work has been done to improve the grown-

junction power transistor. It is possible to fabricate a 
base contact which extends along the base layer, and 
thereby reduce the base resistance. The techniques of 
producing grown junctions have advanced greatly. By 
the use of remelt and diffusion methods, grown-junction 
transistors may be made with a low collector resistivity, 
thereby reducing the collector parasitic resistance. This 
results in the same voltage problems which trouble the 
alloy transistor design, but the fabrication of a very 

EMITTER 
(or collector) 

BASE LAYER 

COLLECTOR 
(or emitter) 

COPPER HEADER 

Fig. 10—Grown-junction power transistor. 

thin base layer by such means may be easier than 
alloying. 

Grown-junction power transistors appear to be rather 
complex to build if good performance is necessary. 
Although good performance can indeed be achieved, it 
is natural to seek fabrication methods which lend them-
selves more readily to the particular goals of power 
transistor design. 

Alloy-Junction Power Transistors 

Alloyed junctions offered immediate hope for the 
fabrication of high-power transistors. This transistor 
has inherently low parasitic resistances in the emitter 
and collector leads, and may readily be mounted with 
low thermal resistance. Furthermore, the base layer 
extends out where a good, extensive contact can be 
made. Alloying also offered the possibility of building 
elaborate structures which could not readily be made 
by growing junctions. 
The basic configuration of a modern alloy power 

transistor is shown in Fig. 11. The collector button is 
commonly attached to the header, on the basis that the 
heat is generated at the collector junction. Actually, the 
emitter button is so very close to the collector that the 
thermal resistance would not be greatly increased by 
attaching the emitter to the header. 

Shortly after the appearance of alloy transistors, the 
possibility of improved performance by means of a more 
elaborate structure was realized by Hall." The structure 
he built is shown in Fig. 12. This has the desirable fea-
tures of narrow emitter stripes and an extensive base 
contact in close proximity to the emitter. However, it 
does not have a thin base layer. A different arrangement 
of the electrodes was described by Fletcher"—" in an 

22 R. N. Hall, "Power rectifiers and transistors," PROC. IRE, vol. 
40, pp. 1512-1518; November, 1952. 

21 N. H. Fletcher, "Some aspects of the design of power tran-
sistors," PROC. IRE, vol. 43, pp. 551-559; May, 1955. 
n —, "Self-bias cutoff effect in power transistors," PROC. IRE, 

vol. 43, p. 1669; November, 1955. 
" --, "A junction transistor of kilowatt pulses," PROC. IRE, 

vol. 45, p. 544; April, 1957. 
21 "The high current limit for semiconductor devices," PROC. 

IRE, vol. 45, pp. 862-872; June, 1957. 
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Fig. 11—Alloy-junction power transistor. 

outstanding paper on power transistor design.2' The 
basic structure he proposed is shown in Fig. 13. In addi-
tion, he described transistors with several emitter 
stripes surrounded by base contacts. 
An interesting possibility with alloying techniques is 

the construction of a tetrode power transistor. 25 A 
tetrode has an auxiliary base contact near the opposite 
edge of the emitter from the main base contact. The 
additional contact makes it possible to pass current 
through the base layer in such a manner as to counter-
act the natural electric field in that layer. Experience 
with such power transistors has shown that the base 
transverse bias has the effect of lowering the current 
gain at low currents, but mot so much at high currents; 
therefore, the gain is less dependent on emitter current 
than for the triode transistor. In addition, greater cir-
cuit design flexibility becomes possible with the addition 
of the second base contact. The value of the tetrode 
features must, of course, be weighed against the in-
creased complexity of the transistor. 

In view of the almost certain advantages of complex 
alloy structures, particularly for power transistors, it 
seems necessary to offer some explanation for their ab-
sence from the market today. What is involved here is 
the mass of technical problems attendant to the produc-
tion of a new and unfamiliar kind of device. In the face 
of these problems, the producer of transistors has been 
forced to seek simplicity. The alloy transistor with 

26 J. T. Maupin, "The tetrode power transistor," IRE TRANS. ON 
ELECTRON DEVICES, vol. ED-4, pp. 1-5; January, 1957. 

Fig. 12—Interleaved-stripe, alloy-junction power transistor. (Draw-
ing taken from R. N. Hall, PROC. IRE, November 1952.) 

SASE ELECTRODES 

EMITTER \ 

SEMI-CONDUCTOR 

COLLECTOR 

Fig. 13—Interleaved-stripe, alloy-junction power transistor. (Draw-
ing taken from N. H. Fletcher, PROC. IRE, May 1955.) 

opposing circular buttons for emitter and collector and 
some sort of ring base contact offers such simplicity. 
The particular problem of the alloy power transistor 
manufacturer is that he must provide a jig which will 
constrain the molten alloy and force it to uniformly 
alloy over a large area. This means that the jig is a 
little complicated. To construct elaborate electrode 
configurations the jig would be still more complicated. 
What has been done recently is to construct alloy 

power transistors with a "washer-shaped" emitter. The 
base contact is placed both inside and outside this 
washer, thereby creating a cylindrically symmetrical 
structure analogous to the linear stripe configuration .of 
Fig. 13. 
The electrical characteristics of an alloy, germanium 

power transistor of recent design are presented in 
graphical form in Fig. 14. The input, output, and trans-
fer characteristics are given; from these the circuit per-
formance may be determined graphically. It is apparent 
that a high power gain can be attained with such a 
transistor. 

Diffused-Junction Transistors 

The first diffused-junction transistors were developed 
for the purpose of improving the frequency performance 
of transistors. This required the fabrication of a very 
thin base layer, and diffusion has proven to be an ex-
cellent method for doing this. The necessity of a thin 
base layer in power transistors has been mentioned, and 
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Fig. 14—Characteristics of alloy-junction, germanium power 
transistor. (Courtesy of Delco.) 

it is natural therefore that diffusion be seriously con-
sidered as a method of fabricating power transistors. 

In addition, diffusion provides a method for con-
structing large-area junctions with a high degree of 
uniformity. In particular, the planarity of such junc-
tions, resulting from the simplicity of the process of 
diffusion into a homogeneous solid, is markedly better 
than can be attained over large areas with any other 
process. The rather mechanical processes of etching, 
growing, melting, or dissolving, used in other fabrica-
tion methods, are irregular and uncontrollable in com-
parison with solid-state diffusion, when evaluated in 
terms of large areas. 
Although diffusion could be used to produce a variety 

of transistor structures, the diffused-base structure is 
the only one which has come into use. This structure 
has the advantage that the base width is determined 
by processes operating from one side of a wafer of ma-
terial. Hence the base-layer thickness is unaffected by 
the wafer thiucness. The diffused base has the addi-
tional advantage that the grading of impurities in the 
base layer creates an electric field in the base layer 
which aids the flow of carriers. 
The emitter of the diffused-base transistor may be 

produced by diffusing or by alloying. The advantages 
of diffusion are such that alloyed emitters will probably 
not be seen on power transistors. Various methods are 

available for producing more or less elaborate electrode 
structures. This type of transistor is still quite new and 
much work is being done in the laboratories to establish 
methods of producing such transistors on a large scale. 

Several diffused-base silicon power transistors have 
been described in detail in the literature. One such 
structure is shown in Fig. 15, next page. This is an n-p-n 
transistor with a simple electrode configuration. The 
impurity distributions achieved by diffusion are shown 
in Fig. 15. An example of a more detailed electrode 
structure for a diffused-base p-n-i- p transistor is shown 
in Fig. 16. This was designed as a high-frequency silicon 
power transistor, and includes a diffused collector 
region to reduce the collector parasitic resistance, as 
well as a narrow emitter stripe with base contacts 
close by, on each side. 

Diffused-base transistors offer hope for both higher 
performance and lower cost. Most of the diffused-base 
power transistor development work is directed toward 
silicon transistors because of their excellent high-tem-
perature performance and because the diffusion tech-
niques are somewhat more advanced for silicon than 
for germanium. Higher frequency performance also 
seems unavoidable because of the inherent thin base 
layers. 

Other Semiconductor Power Amplifiers 

Field-effect transistors received a brief flurry of 
attention as power transistors but seem to have gone 
out of style. These transistors employ space-charge 
layer widening at "gate" electrodes to control the flow 
of current from a "source" electrode to a "drain" elec-
trode. From the standpoint of their promise as power 
transistors, these devices too closely resemble vacuum 
tubes in their characteristics. In particular, a rather high 
voltage is required for their operation at high currents. 
For this reason the efficiency cannot be as high as for a 
conventional transistor, and the advantage of possible 
operation at low voltages is lost. The high input-imped-
ance is no particular advantage for a power transistor, 
assuming a given power gain. Field-effect transistors 
have not proven to be easier to construct, and only a 
few have been built in the laboratory. On the whole it 
appears unlikely that these devices will play much of a 
role in the power transistor field. 
The analog transistors suggested by Shockley have 

also not been exploited. These transistors use a very 
pure semiconductor and only one type of carrier would 
be essential to their operation. They closely resemble 
vacuum tubes. Here again their resemblance to vacuum 
tubes implies that they would have some of the same 
disadvantages of that device by comparison with con-
ventional transistors. In particular, the need for a high 
voltage is likely. Analog transistors are sufficiently diffi-
cult to construct and have so little promise of real 
utility as power transistors that they have received very 
little attention, even in the laboratory. 
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Fig. 15—Diffused-junction, silicon power transistor. (Drawing taken 
from E. A. Wolff, 1957 IRE WESCON CONVENTION RECORD, 
pt. 3.) 

Besides linear amplifiers, there are several types of 
bistable devices which hold some promise for those 
applications which could be satisfied by a controlled 
switching operation. This might include power con-
verters and controlled rectifiers, as well as high-power 
switches. 
The unij unction transistor or double-base diode con-

sists of a single junction with ohmic contacts placed 
adjacent to opposite edges of the junction. Because the 
current path is of necessity rather long, the minimum 
voltage is appreciably higher than for a conventional 
transistor. On the other hand, this device is quite simple 
and may find important applications where its potential 
low cost and bistable characteristic are advantages. 
It is unlikely that it can substitute for conventional 
transistors at really high power levels or high current 
levels because of its relatively high minimum voltage. 
The p-n-p-n diode is a more complex device with a 

bistable characteristic. The device is capable of a very 
low minimum voltage because the current flows through 
a very short path, just as it does in a junction transistor. 
It appears likely that such a device will find extensive 
use in bistable applications, possibly at high power 
levels, once the technology is competent to produce so 
complex a device at reasonable cost. The low versatility 
of a bistable device makes large-scale production and 
accompanying cost reduction difficult. 
The avalanche (or "delayed-collector-cutoff") transis-

tor is also a candidate for development as a bistable 
device. Some laboratory models have been made, and 
many ordinary transistors exhibit the phenomenon to a 
marked degree. The comments made in regards to the 
p-n-p-n diode apply also to the avalanche transistor. 
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Design details differ, of course. It seems likely that the 
p-n-p-n diode is capable of a lower minimum voltage. 
On the other hand, the avalanche transistor might be 
easier to produce. In either case, the result is a highly 
specialized device. 

This by no means exhausts the list of amplifying 
semiconductor devices. Others are discussed elsewhere 
in this issue. What is striking about an examination of 
the list of possible devices is that, as a power amplifier, 
the junction transistor first described by Shockley still 
seems to offer the greatest promise for further develop-
ment. Already this device has found wide use, and 
reasonable designs offer reason to expect much improved 
performance in the near future. 

PACKAGING AND HEAT TRANSFER 

Typical Package Types 

The outer limits of the package of a power transistor 
are not always easy to define. Because heat transfer is 
of such vital importance, the surroundings of the transis-
tor must be considered in detail. One of the functions 
of the package is the transfer of heat to the environment. 
This function is performed by the header on which the 
active element is mounted, by the shell which encloses 
and protects that element, by the socket, if used, by the 
chassis or heat sink fin to which the header is attached, 
and by the surrounding air and other apparatus which 
affects the motion of the air. Finally, the heat must be 
transferred from the circuit enclosure to the room air. 
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Fig. 17—Representative power-transistor structures. 
(Courtesy of CBS.) 

The manufacturers of power transistors have set 
various limits upon the extent of their responsibility to 
provide a complete package. One extreme is to provide 

a transistor having one flat surface, with blind tapped 
holes, a stud and nut, clear holes, or a spring clip by 
means of which the transistor may be attached to some 
sort of heat sink. The heat sink is then to be provided 
by the circuit engineer or his mechanical engineer associ-
ate, who is laying out the system assembly. The other 
extreme is sometimes attempted, by attaching fins of 
some sort directly to the transistor, so that only lead 
connections are required of the user. The latter is only 
a partial solution, for as pointed out above, the heat 
transfer is not complete at this stage. 

It is to be expected that this situation of various de-
grees of manufacturer packaging will •continue. Con-
sider the two extremes of power transistors: an ultra-
high-frequency, 10-mw transistor and a 1-kw, water-
cooled transistor. The former apparently requires very 
little attention to external cooling because almost any 
container will provide adequate heat transfer to the en-
vironment. Admittedly, the internal design may need 
to take careful account of the high power density. The 
water-cooled transistor, on the other hand, must be de-
signed with hose connections at least, and possibly with 
an elaborate circulating system. Between these ex-
tremes lie the power transistors as they are now known, 
with the transistor manufacturer and the transistor 
user sharing responsibility for insuring that the heat 
transfer is adequate. 
Some transistor packages, without any of the associ-

ated heat sinks, are illustrated in Fig. 17. These are 
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Fig. 18—Heat-transfer characteristic of square aluminum heat 
sink. (Courtesy of Delco.) 

representative of the packages being used but do not 
include all of the structures being marketed by the 
numerous companies now producing power transistors. 
In general, the packages have provision for attachment 
to a heat sink, but do not incorporate the heat sink as a 
part of the package. A notable exception, not illustrated, 
has a compact fin structure on the package in addition 
to provision for attachment to a larger heat sink. 
Power transistor manufacturers are able to provide 

assistance in the design of heat transfer systems and to 
some extent to provide the items of hardware needed to 
construct such systems. Although books on heat trans-
fer are plentiful, they rarely give the kind of informa-

tion needed for the design of small systems applicable to 
individual electronic components. Several good discus-
sions of heat-transfer for transistors have appeared in 
the literature. 26'27 A rule of thumb which the author has 
found to be quite accurate and very useful is that one 
square inch of metal surface will dissipate 8 mw if its 

temperature is 1°C above the ambient air temperature. 
This value is applicable for the temperatures ordinarily 

encountered with transistors and the dissipation is very 
nearly proportional to the temperature rise. Such fac-
tors as the color of the surface and the proximity of ob-
jects interfering with air circulation obviously modify 
the effectiveness of the heat transfer to the air, but 
usually not by a large factor. The spatial orientation 
also has an effect as may be seen in Fig. 18. This graph 
shows the temperature rise at the center of a flat plate 
in free air with a power transistor mounted at the center 
of the plate. 

2G H. T. Mooers, "Design procedures for power transistors," 
Electronic Design; July, September, and October, 1955. 

27 B. Reich, "Thermal considerations in power transistor applica-
tions," Elec. Mfg., p. 162; May, 1957. 
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Fig. 19—Insulated mountings for two types of power transistors. 
[ (a) Courtesy of Bendix, (b) Courtesy of Delco.] 

More often than not, the transistor must be insulated 
from the chassis. In general, the farther the electrical 
insulation is separated from the transistor the less will 
be its effect upon the heat transfer. Practically, this 

means that it is preferable to attach the transistor 
directly to the heat-dissipating fin, and then insulate 
the fin from the chassis, rather than to use insulation 
directly under the transistor. However, the latter is 
sometimes simpler and is widely used. Mounting details 
for two common types of package are shown in Fig. 19. 

Mica is commonly used for insulation because it may 
be obtained in very thin sheets and will stand the me-
chanical abuse involved in being clamped between the 
transistor and the heat sink, with a high probability 
of sharp edges and burs which would puncture many 
other. materials. The insulator necessarily adds some 
thermal resistance, but the amount added may not be 
serious, values of 0.2 and 0.5°C are quoted. Fig. 20 
plots the temperature rise vs the power dissipated for 
one specific transistor mounted on a nearly ideal heat 
sink. The graphical presentation contributes little ex-
cept to show the linearity of the temperature rise and to 
show several points on each line, which serve to sub-
stantiate the data. The internal thermal resistance was 
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Fig. 20—Observed effects of mounting techniques on the temperature 
rise of a particular power transistor mounted on a very large heat 
sink. 

apparently about 1.8°C per watt, judging from the 
lowest thermal resistance which was obtained. How-
ever, mounting without grease to exclude air gave a 
resistance of 2.2°C per watt and the use of a mica insu-
lator and grease gave only 2.1°C per watt. The use of 
the mica insulator without grease was very disadvan-
tageous, giving a resistance of 3.5°C per watt. Although 
these measurements were repeated successfully with 
transistors of the same type, different results are to be 

expected for other transistors, depending on details of 
the method of mounting. It is essential that the mating 
surfaces be flat and free of burs, and that the mica sheet 
be of uniform thickness. The use of a grease, just viscous 
enough to remain in place, makes the mounting condi-
tions less critical. A thicker mica sheet than indicated 
in Fig. 20 is used ordinarily for ease of handling and less 
likelihood of shorting. 

Power Rating 

The power rating of a power transistor is a function of 
a number of factors. A complete statement of the rating 
requires a description of those factors. The difficulty in 
making a simple statement of the rating is that the 
allowable power dissipation is a strong function of the 
environment in which the transistor is to be used. Com-
petitive pressures have resulted in power dissipation 
claims based on ideal environmental conditions not 
realizable in practice. Fortunately, experience and in-
creased knowledge on the part of both maker and user 
have led to a more satisfactory situation in which the 
emphasis is on accurate and sufficient data. 
The minimum information necessary to determine 

the allowable dissipation consists of: 1) the maximum 
permissible junction temperature, 2) the internal ther-
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mal resistance, 3) the thermal resistance introduced by 
the mounting method, 4) the thermal resistance between 
the mounting surface of the heat sink and the environ-
ment, and 5) the temperature of the environment. 
The transistor manufacturer ought to provide the 

first three data: the user must provide the last two. In 
many cases the transistor manufacturer also gives some 
examples of heat sinks, and may even furnish a heat 
sink, and he will also give some estimates of the allow-
able dissipation with a typical heat sink in a specified 
environment. This kind of information is helpful to the 
potential user in guiding him to a transistor which 
offers some possibility of satisfying his need. 
The designer responsible for the choice of a power 

transistor to match a particular need must estimate 
what the environmental condition will be. This consists 
of the ambient temperature and the thermal resistance 
between the transistor and that ambient. Then, by add-
ing all of the thermal resistances, he can calculate the 
power which can be dissipated without having the tran-
sistor junction exceed its rated temperature. The de-
termination of the effectiveness of the heat sink in a par-
ticular environment cannot be done with great accuracy 
by means of heat-transfer theory because the situation 
is far too complicated. On the other hand, the effective-
ness of the heat sink can very quickly be determined 
by measurement. 
To determine the heat sink thermal resistance, all 

that is required is: 1) a thermometer to measure the 
ambient temperature, 2) some method of determining 
the temperature of the transistor mounting surface or 
of the transistor junction, and 3) a method of connect-
ing the transistor so as to dissipate a measured power. 
Of these, only item 2) may be missing in the electronic 
laboratory. 
Two methods of determining the temperature of the 

junction are in common use. One way is to use a thermo-
couple and its associated meter or potentiometer to 
measure the temperature of the base of the transistor. 
A recommended location for this is to be noted on one 
of the transistors of Fig. 19. An alternative method is to 
make use of the temperature sensitivity of some transis-
tor parameter, so as to use the transistor junctions 
themselves as an internal thermometer. To do the 
latter, it is usual to first calibrate the transistor as a 
thermometer, using an oven or oil bath and an ordinary 
thermometer. A complication in this method is that it 
will usually not be possible to measure the temperature-
sensitive parameter while at the same time dissipating 
the requisite power. This is certainly true if the collec-
tor-junction reverse leakage current is used as the tem-
perature-indicating parameter. In such a method, it is 
necessary to switch rapidly from the circuit providing 
the power dissipation to the measurement circuit, and 
to accomplish the measurement before the temperature 
has fallen. An oscilloscope is essential for this observa-
tion. An alternative is to measure a parameter such as 
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Fig. 21—Derating curves for hypothetical power transistors. (a) 
Based on ambient temperatures. (b) Based on mounting-base 
temperature. 

the emitter resistance re while dissipating power at a 
constant emitter current. This latter method requires 
confidence in the emitter-resistance theory and meas-
urement, or a calibration procedure; and the tempera-
ture sensitivity is not as great as that of the leakage 
current. On the other hand, the emitter resistance is 
more stable and reproducible than is the leakage current. 

Power derating curves are of three types, those based 
on ambient temperature, those based on mounting-base 
temperature, and those which take into account the 
circuit stability. Circuit stability considerations, al-
though of vital importance, will not be discussed here.' 

Fig. 21 shows derating curves stated in two ways. The 
upper family has as abscissa the ambient temperature. 
Now it is obvious that such derating is dependent on the 
the heat sink as well as on the transistor characteristics. 
Only the line labeled "Ideal Heat Sink" is characteristic 
of the transistor. This line has a slope given by the in-
ternal thermal resistance of the transistor and reaches 
zero power at an ambient temperature equal to the 
maximum allowable junction temperature. The ad-
vantage of this type of derating graph becomes clear 
when there is plotted on the same graph some derating 
lines for practical heat sinks, including no heat sink at 
all. From such a graph the reader may quickly get an 
estimate of the allowable power dissipation in the en-
vironment he is able to provide. 
An alternative power derating graph has as abscissa 

the mounting-base temperature. This graph has the ad-
vantage that it is characteristic of the transistor and 
not dependent on the environment. On the other hand, 
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the reader is left to seek elsewhere for data that will 
give him an idea as to the practical power-dissipation 
ability of the transistor, because such a graph applies 
directly only to an ideal heat sink. 

PRESENT PERFORMANCE AND FUTURE PROSPECTS 

However desirable it might be, the compilation of 
transistor characteristics will not be attempted here. 
There are now about 100 transistors which are de-
scribed as power transistors, and more than a dozen 
manufacturers of such transistors. The compilation of 

the characteristics of these transistors is tremendously 
complicated by the fact that each manufacturer has his 
own methods of specification. Standardization is evident 
only in packaging, and there only to a degree. Neverthe-

less, the data sheets now available are very informative. 
Graphs for use in discussing the present performance 

and future prospects of power transistors are given in 
Figs. 22 and 23. The area of collector voltage and collec-
tor current now covered by such transistors is approxi-
mately that of the shaded area of Fig. 22. Note, how-
ever, that the highest voltages and highest currents are 
not simultaneously useful, with the possible exception 
of high-efficiency, square-wave applications. Also, let 
the user beware of using the device to the limit of its 
ability, for in almost all applications transients are 
present which may damage the transistor if no safety 

margin is provided. The steady-state dissipation of 100 
watts is probably the upper limit with present transis-

tors, and only with extreme cooling measures, such as 
are rarely practical. 

No known reason exists, in principle, why the voltage 
and current limits cannot be extended to the limits of 
Fig. 22, namely 1000 volts and 100 amperes—or higher. 
The limitation which does exist is nonetheless real, and 
is a technological one. To achieve such voltage and cur-
rent ratings requires a degree of perfection of materials, 
processing, and surface condition which does not now 
seem to be practical. In addition, improved fabrication 
methods will be needed to produce the electrode con-
figurations and junction configurations which are neces-
sary. 

A second method of portraying power transistor per-
formance is that of Fig. 23. This is the power-output, 
frequency plane. The shaded area is believed to be 
about what is now available in power transistors. The 
degree of availability is the debatable point, of course. 
Certainly, laboratory transistors are being constructed 
which approach the "Foreseeable Future" rainbow, but 
these are not generally available. In the case of transis-
tors which may be purchased, the high cost of some 
types makes them effectively unavailable for many ap-
plications. The growing use of such transistors will 
reduce their cost by virtue of increased production. At 
the same time performance will continue to advance. 
The dotted curve labeled "Foreseeable Future" in 

Fig. 23 is the result of several developments whose im-
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Fig. 22—Voltage and current capability of present 
power transistors. 
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Fig. 23—Power output and frequency capability of 
present power transistors. 

pact has not yet really been felt. Notable among these 
is the increasing ability to produce silicon transistors. 
This material offers hope of greatly increased power 
ratings in the next few years. At high frequencies, the 

diffused-base transistor has much to offer, with either 
germanium or silicon as material. 

Beyond the foreseeable future the picture for con-
ventional power transistors is hazardous to estimate, 

but it seems useful to look briefly at the three areas in 
which progress is to be made. 

Design 

By following the design trends over the past decade, 
and by the more scientific procedure of looking at the 
design theory, one may draw certain general conclusions 
about the designs to be seen tomorrow. For reasons that 
have been discussed, thinner base layers are in order for 

power transistors, regardless of whether the frequency 
objective requires this or not. This is not to say that the 

optimum design for a given application will always re-
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quire the thinnest attainable base layer. What is 
claimed is only that, in general, thin base layers are 
advantageous and are likely to be seen increasingly in 
the future. 
A second trend in power transistor design is the in-

creased recognition of the desirability of a narrow 
emitter, inasmuch as the portions of the emitter remote 
from the base contact are probably inactive. Although 
these portions of the emitter may not directly degrade 
low-frequency performance, it is advantageous to use 
the area for additional base contacts and thereby im-
prove the performance. Further improvement in emitter 
efficiency by the use of higher doping concentrations is 
also to be expected. 

Summarizing, the design of power transistors with 
high performance is likely to include a thin base layer 
and an intricate electrode structure, having narrow 
emitter stripes and closely spaced base contact stripes. 
By no means does this imply that simpler structure will 
vanish. Traveling-wave tubes have as yet no pretensions 
toward replacing the simpler tubes in your television 
receiver; by the same token the simple, economical, 
power transistors sold today are likely to be in use in 
essentially their present form for a long time to come. 

Techniques 

The thin base layers and intricate electrode structures 
demanded by advanced designs will require substantial 
advances in techniques. In addition, improved relia-
bility, lower cost, and better performance of the present 
designs are much in demand, and require both improve-
ment in the myriad details of processing and some tech-
nological advances worthy of being called "break-
throughs." 

For example, the maximum collector voltage of ger-
manium power transistors has not yet gone above 100 
volts, although that high a voltage has been attainable 
in the laboratory for a long time, and higher voltage 
germanium diodes are available. The difficulty in manu-
facturing transistors with higher breakdown voltage has 
been presumed to be a surface problem. Research in 
this area generally has avoided attacking this problem 
directly, perhaps because of more pressing problems, or 
perhaps because the research man cannot get his hands 
on transistors at an intermediate stage of processing 
without running the risk of being caught up in the 
problems of the processing, and being converted into a 
process engineer. In addition, the success in achieving 
high voltages with silicon has held out hope of evading 
the problem altogether. 

Improved reliability is most likely to come from re-
fined processing, along the lines established by the 
manufacturers of premium tubes. In general, this means 
conservative ratings, excellent process control, the use 
of high quality materials, and a very high standard of 
cleanliness in the processing and assembly. In addition 
to these necessary steps, a better knowledge of surface 

chemistry will lead to instructions for the fabrication 
of reliable surfaces. 

Materials 

The present materials being exploited are germanium 
and silicon. Silicon has the important advantage of a 
wider energy gap, and therefore better high-tempera-
ture performance. The lower free-carrier mobilities in 
silicon impair the high-frequency performance of a 
given structure. In power transistors, this theoretical 
difference will be obscured by differences in fabrication 
techniques for some time to come. 
There are three general areas in which work on im-

proved materials is showing promise for better power 
transistors. One of these is the development of silicon-
germanium alloys. Such alloys may make possible a 
compromise design of the material such as to combine, 
to a degree, the best attributes of silicon with those of 
germanium. Power transistors offer a natural place to 
employ such a material, if it can be produced as high-
quality single crystals, and methods of fabrication de-
veloped. On the other hand, one would not expect a very 
great improvement over devices made of the elements, 
and the fabrication problems may be quite difficult. 
A second area of material development is that of the 

compound semiconductors composed of elements from 
Column III and Column V of the periodic table. Good 
crystals of such materials are becoming available. 
Much work needs to be done before such materials are 
of the perfection required to make power transistors. It 
is likely that their transistor usage will start, if it does, 
with small transistors which are simpler to fabricate 
and are less demanding of material perfection. 
A third material of particular interest for power 

transistors is silicon carbide. This semiconductor has a 
wide energy gap and may be useful for making transis-
tors which function when at a red heat. An exceedingly 
refractory material, very difficult to machine, silicon 
carbide holds more immediate promise as a material for 
rectifiers and diodes rather than transistors. Its eventual 
use for very high-power transistors or for transistors to 
operate in very high ambient temperatures is a real 
possibility, but a long developmental period must be 
expected. 

Summarizing, although better materials than ger-
manium and silicon for the design of power transistors 
are known and being actively worked on, it is highly 
probable that the art of producing good single crystals 
of these materials and of manufacturing useful transis-
tors from these materials will require several more 
years of research and development. The ability to pro-
duce good power transistors of germanium and silicon 
makes such research and development less urgent and 
therefore less well supported. On the other hand, the 
techniques developed for the elemental semiconductors 
provide a valuable guide which already is visibly acceler-
ating the work on the more complex materials. 
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Measurement of Transistor Thermal Resistance* 
BERNARD REICHt, MEMBER, IRE 

Summary—A method of measuring the thermal resistance of 
transistors using the collector cutoff current as an indicator is de-

scribed. The author uses a series of two steps to determine the over-
all junction-to-ambient thermal resistance. This type of arrangement 
is most accurate and less time consuming than the one-step over-all 
junction-to-ambient measurement. 

INTRODUCTION 

ONE of the problems still facing the transistor de-
signer and the applications engineer is a realistic 
appraisal of the power-handling capability of 

transistors. At one time in the not too distant past, the 
solution of the power-handling capability problem 
seemed peculiar to the germanium power transistor. 
Over the last year, the necessity has been seen for speci-
fying the thermal resistance of germanium small- and 
large-signal devices in general. At this time, silicon 
transistors of all types are coming into existence, and 
the problem of thermal resistance measurement must be 
faced. The author has written on the subject, but the 
article was directed mainly to power transistors.' At this 
time, an extension of this method to other types of tran-
sistors is presented, based on further investigation. Spe-
cific information is given here on the measurement of 
power transistors and other types fabricated of both 
silicon and germanium. 

GENERAL COMMENTS ON THERMAL 
RESISTANCE MEASUREMENTS 

There are two broad methods by which thermal resist-
ance measurements can be made on a fabricated transis-

* Original manuscript received by the IRE, February 28, 1958. 
t U. S. Army Signal Eng. Labs., Ft. Monmouth, N. J. 
' B. Reich, "Transistor thermal resistance measurement," Elec-

tronic Design, vol. 4, pp. 20-21; December 1, 1956. 

tor by nondestructive techniques. The first method is 
concerned with the direct thermal resistance measure-
ment between the operating junction and the air envi-
ronment. When a measurement of this kind is made, the 
thermal resistance between the transistor and the ambi-
ent can be calculated by the relationship 

T; — T 
= 

where 

P 
(1) 

T ;= operating junction temperature, 
T a= air ambient, 
PT —total power dissipated, and 
Or =total thermal resistance between the junction 

and the ambient. 
There are many distinct disadvantages in making a 

measurement of this sort. A precise transistor calibra-
tion is required whether it be by the use of collector 
cutoff current, /co, or by the input voltage, V BE, varying 
with temperature. A long thermal time constant be-
tween the case and the ambient requires a relatively 
long period of measurement. Finally, in a measurement 
of this sort, a rise in case temperature follows the rise 
in junction temperature leading to a measurement of 
small differences between the junction and the case, 
even with the use of a moderate size heat dissipator. 
The second general method, developed by the author, 

eliminates long time measurements by bypassing the 
thermal time constant between the case and the air am-
bient. More specific details are presented later in this 
paper. Essentially, therefore, a two-step process is indi-
cated; first, a measurement of the thermal resistance be-
tween the junction and the case of the device which is 
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truly the "transistor" thermal resistance. The second 
step of the process, which is done on a design basis only, 
is the measurement of the thermal resistance between 
the case of the transistor and the ambient. A "bogie" 
value for this latter resistance can be attained by meas-
uring a few transistors of a particular design. Again, 
these general remarks are applicable to any basic meth-
od contemplated. These statements lead to equations 
useful in calculating OT, the over-all thermal resistance. 
CI, the resistance between the junction and the case, may 

be calculated from 

Ci — 
T; — T, 

PT 

and 0, the case thermal resistance, may be calculated 
from 

0, — 
— T. 

PT 

where T, is the case temperature and the other symbols 
are as previously defined. 

JUNCTION-TO-CASE TRANSISTOR MEASUREMENTS 

At present, two temperature sensitive parameters of 
the transistor are being utilized to measifre transistor 
thermal resistance; h.„, the collector cutoff current, and 
Vgg, the input voltage of the transistor. The author is 
aware of the latter method, but interested persons are 
directed to other papers on the measurement of thermal 
resistance by the Vgg method.' 

For the past two years, the author has utilized the h,, 
technique with success in measuring thermal resistance 
between the junction and the case of transistors. This 
technique requires two characteristics of a transistor. 

1) It must have a reasonable I,., and an /co which in-
creases monotonically with temperature. 

2) At a fixed collector voltage, the I at a particular 
temperature must be stable over a measurement 
period of approximately two minutes. 

It is believed that these are not stringent require-
ments for a transistor with any usable characteristics. 
With the above transistor requisites in mind, techniques 
of measurement are described covering two general 
types of transistors, power devices, and others. 
Power transistors are defined for the purposes of dis-

cussion as devices having one of the three elements tied 
to the case, and confined to a JETEC 30 or larger pack-
age. It is realized that this definition is arbitrary, but it 
has been the author's experience that devices of this 
sort are easily mounted or clamped to a water-cooled 
dissipator. The design of the heat dissipator should be 
governed by its ability to remove heat effectively and 

I See, e.g., H. G. Lin and R. E. Crosby, Jr., "A determination of 
thermal resistance of silicon junction devices," 1957 IRE NATIONAL 
CONVENTION RECORD, pt. 3, pp. 22-25. 
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Fig. 1—Heat dissipator. 

Fig. 2—Thermal circuit. 
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Fig. 3—Thermal resistance measuring circuit. 
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rapidly from the case of the transistor. Experience has 
indicated that a dissipator 3¡ X 4. Xi inches, fabricated 
from copper and shown in Fig. 1, is quite adequate. 
The coolant suggested for the dissipator is contained 

in two containers of water, one at room temperature, 
the other at 50-70°C for germanium devices and 70°C 
for silicon devices. Arrangements should be made for 
allowing either temperature water to be pumped 
through the dissipator. The thermal circuit suggested 
for the measurement of thermal resistance is seen in Fig. 
2. This thermal arrangement allows for versatile control 
of the mounting base temperature of the transistor. 
The electrical portion of the thermal resistance meas-

urement system is illustrated in Fig. 3. This circuit con-
sists of a constant voltage supply in the collector. The 
magnitude of the voltage used is dependent on the volt-
age rating of the transistor and the amount of current 
the unit will conveniently handle. These two variables 
determine the amount of power the transistor will be 
subjected to during the course of measurement. A meas-
uring resistor is included in the base circuit of the meas-
urement set. The value of base resistance is again depend-
ent on the measured magnitude of I,,, at higher operat-
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ing junction temperatures. In order to avoid circuit 
measurement complications, resistances of 1,000 ohms or 
less are quite suitable. The mercury relay used is ex-
cited by 60-cycle ac, and is connected in such a manner 
as to have emitter current flowing except during the 
time the relay reed is moving from one contact position 
to another. The dc amplifier is included in the circuit to 
allow for amplification of low levels of L.° as would be 
encountered with silicon power transistors. One of the 
requirements placed on the amplifier is that it faithfully 
reproduce the waveform across the measuring resistor 
RB. The silicon diode is included to divert forward base 
current from the measuring resistor and resultant volt-
age from the dc amplifier. 
With this preliminary information in mind, the tech-

nique for the measurement of thermal resistance is now 
set forth. 

1) An estimate of the value of ho of a typical transis-
tor at a temperature above the "hot" mounting base 
temperature should be made. This estimate does not 
have to be accurate since it is not used in the final calcu-
lation of thermal resistance. 

2) The transistor mounted on the dissipator is now 
subjected to the higher temperature coolant. An 
amount of power, y watts, is dissipated in the transistor 
to bring the value of L. to the approximate value as de-
termined in step 2) above. 

3) The device is subjected to the lower temperature 
coolant. Another value of power, x watts, is dissipated in 
the transistor, bringing the value of h. monitored on the 
scope to the same point as in step 2). 

4) The value of thermal resistance Or, previously de-
fined, can then be calculated by 

(T2 — TO° C 
Or = 

(x — y) watts 

In the previous discussion, the measurement tech-
niques have been directed to power transistors mounted 
on water-cooled dissipators. This is not possible with 
smaller transistors, for example, devices mounted in the 
JETEC 30 type package and not having any transistor 
electrodes mounted to the case. The author has devised 
a method of transistor cooling for these smaller devices 
which lends itself nicely to the identical electronic equip-
ment used with the power devices with minor modifica-
tions. For the smaller devices, two temperature baths 
are used. These baths are 1-liter beakers of transformer 
oil stirred at a rate at which the heat developed about 
the transistor mounted in the bath can be removed ef-
fectively. 

The bath temperatures used are the same as the heat 
dissipator temperatures formerly referred to in the sec-
tion on power transistor measurements. For these low 
power devices, a shielded cable is run from the electronic 
portion of the measuring equipment to the bath. The 
transistor, mounted in a socket, is completely immersed 

in the transformer oil and the thermal resistance meas-
urement process is repeated as outlined in the previous 
section. It becomes imperative, when silicon devices are 
measured, that the dc amplifier be used to amplify the 
reverse voltage drop across the base measuring resistor. 
It also is necessary that the reverse currents of the 
specimen measured be much greater than any reverse 
current normally developed in the diode which clamps 
the base measuring resistor. The matter of using the dc 
amplifier with germanium devices is recommended only 
if the reverse currents are not measurable directly across 
the base measuring resistor. 
This technique can also be extended to high-frequency 

small-signal and large-signal amplifiers and oscillators. 
If, however, the process of just using a shielded cable 
and mounted transistor to connect the electronic circuit 
and the oil bath is continued, circuit difficulties may 
arise. It has been found that when units are connected in 
this fashion that, because of the long leads and generally 
sloppy circuit conditions, instability may arise during 
the course of the measurement. When this occurs, cer-
tain peculiarities in the measurement which are not im-
mediately evident may arise. In particular, when such a 
situation of instability occurs, "negative" thermal re-
sistances show up. Physically, in terms of the semicon-
ductor device, this is not possible, and it is suggested 
that a collector-to-base external capacitance be in-
cluded. In all cases, the collector-to-base capacitance 
may not be adequate if instability still occurs and the 
emitter-to-base capacitance should be added to damp 
any oscillations. The physical location of the capacitor 
should be directly at the socket or the receptacle for the 
transistor. 

CASE-TO-AMBIENT MEASUREMENTS 

It is necessary now for a complete junction-to-ambi-
ent measurement to include the portion of case thermal 
resistance. When the junction-to-case measurement was 
made, as described previously, many units of one type 
were measured to insure product acceptability in terms 
of this parameter. In determining the case-to-ambient 
resistance, only a few transistors must be measured 
since, in general, this parameter of the over-all thermal 
resistance should not vary appreciably from case to 
case. The following procedures are recommended. 

1) The transistor should be mounted in an enclosure 
where air currents are minimized. 

2) It then is suggested that a measurable amount of 
power be introduced in the transistor. The case tem-
perature and air temperature should be recorded after 
thermal equilibrium has been reached. 

3) The transistor should be mounted in many posi-
tions to determine the worst possible mounting condi-
tion. After determination has been made of the ther-
mally poorest mounting condition, two or three power 
level measurements should be made so that the investi-
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gator is assured that the thermal resistance of the case 
has been well defined. If a few measurements are made 
on a number of packages, it will be evident that a num-
ber can be readily assigned to the case-to-ambient ther-
mal resistance. 

CONCLUSIONS 

A method of thermal resistance measurement of the 
junction to the ambient is suggested in two discrete 
steps. It is felt that this is by far the most accurate and 
simplest way of arriving at an over-all factor, Or. This 

method of measurement is applicable to all silicon and 
germanium types which meet the basic requirements set 
forth in this paper. It will be evident from storage and 
life test data whether the individual investigator has 
performed the measurement satisfactorily. 
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Measurement of Internal Temperature Rise of 
Transistors* 

J. T. NELSONt AND J. E. IWERSENt 

Summary—A method for measuring the internal temperature 
rise of a transistor, making use of the variation of alpha with tem-
perature, is described. It consists of a comparison of static character-
istics taken at constant temperature by means of a low-average-
power pulse technique and characteristics taken under continuous 
power dissipation. The advantage of the method lies in the fact that 
measurement is made at temperature equilibrium in the hottest por-
tion of the transistor, and is made with current and voltage distribu-
tions essentially identical with those encountered in normal opera-
tion. 

INTRODUCTION 

I
NTERNAL temperature rise of a transistor, during 
operation, is one of the many parameters whose de-
termination is necessary for complete characteriza-

tion of the device. In this paper, we describe a method 
of measuring this rise which depends essentially on the 
variation of alpha with temperature. Minority carrier 
density increases with increasing temperature, tending 
to fill and deactivate the recombination traps which de-
termine the minority-carrier lifetime in the base layer. 
Higher lifetime leads to higher alpha so that an increase 
in alpha with increasing temperature is to be expected in 
transistors which have a sufficiently high trap density to 
give an observable effect. 

In brief, the temperature rise measurement is ac-
complished by determining the common emitter static 
collector characteristics at known base layer tempera-
tures by means of a pulse technique and comparing them 
with the same characteristics taken at temperature 
equilibrium with known header temperature and steady 

* Original manuscript received by the IRE, February 21, 1958. 
Bell Telephone Labs., Inc., Murray Hill, N. J. 

dc bias currents for which the power dissipation is 
known. The intersection of the pulse characteristics and 
the continuous-power characteristics for equal base cur-
rent occurs when alpha, hence base region temperature 
is the same under both methods of biasing. At the inter-
section, the base-layer temperature, header tempera-
ture, and dc bias power are known; hence the base layer 
temperature rise above the header vs dissipated power 
can be determined. 

This method has at least two advantages over other 
methods. It measures the temperature in the portion of 
the base layer where the main current flows, and the 
measurement is made while the power is being dissi-
pated. An examination of the structure of the many 
diffused base transistors will show the importance of 
these advantages. The necessity for making the base 
contacts often leads to a total collector junction area 
much larger than the emitter area. The thin emitter and 
base layer also result in the collector junction's lying 
close to the upper surface of the transistor wafer so that 
a large part of the thermal rise occurs in the bulk of the 
wafer when the collector is mounted on the header. Any 
method for measuring temperature based on collector 
junction reverse current' will lead to a reading averaged 
over the total junction area and/or perimeter and will 
consequently be lower than the temperature in the hot 
portion of the junction. A measurement made sequen-
tially to the application of power, as the transistor is 
cooling, may also be misleading since the time constant 

J. Tellerman, "Measuring transistor temperature rise," Elec-
tronics, vol. 27, pp. 185-187; April, 1954. 
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for thermal redistribution in the bulk of the wafer may 
be as low as tens of microseconds. The technique of 

measuring the voltage drop across the forward-biased 
emitter' (which depends on temperature) falls into this 
category, although it could probably be made simul-
taneous by pulse calibration similar to that described 
here. The effectiveness of this procedure could be limited 
at high currents where the (base current) X (base re-
sistance) drop might mask the emitter drop. Other 

methods, such as the use of thermocouples or melting 
waxes, measure the temperature at some exterior point 
of the unit and are often cumbersome. 

The next section of this paper gives the details of the 
alpha-variation method as applied to the 5 w, 10 mc 
silicon transistor previously reported on.' 

MEASUREMENT 

Static common emitter collector characteristics at 
constant temperature were obtained by using a pulse 
technique on the transistor maintained at various am-
bient temperatures. A dc collector voltage was supplied 
at the desired value, a current pulse was sent into the 
base and the collector-current pulse was measured. To 
give a steady-state indication, the pulse had to be long 
compared to the common emitter rise time of the tran-
sistor, and short enough that the temperature rise dur-
ing the pulse would be insignificant. The observed com-

mon emitter rise time was 0.12 microseconds, which is in 
agreement with theory.4 A 0.8 microsecond pulse, which 
satisfied the rise time requirement, was used. 

The 0.8 microsecond pulse at a repetition rate of 120 
per second resulted in an average power dissipation of 
only 10-4 w per watt of pulse power so that the average 
temperature rise in the transistor was negligible. The 
transient rise in the base layer during the pulse was esti-
mated to be less than 0.2°C per watt of pulse power on 
the basis of one-dimensional heat diffusion away from 
the collector junction. Sidewise flow away from the 

junction was n'eglected so the estimate was conservative. 
This rise, however, was small within the power range of 
operation of the transistor (5-10 w). Verification of the 
fact that the transient had no effect on the readings 
could be determined readily by noting that the collector 
current remained constant during the pulse. If the 
temperature rise had been large enough to affect the 
current gain, a variation of collector current with time 
would have been observed. 

The common emitter static characteristics obtained 
by this method are shown in Fig. 1 with temperature as 
an independent parameter. Also shown are two curves 
made by point by point plotting using continuous base 

2 S. Bara and P. L. Schmidt, private communication. 
3 J. T. Nelson, J. E. Iwersen, and F. Keywell, "A five-watt ten-

megacycle transistor," this issue, p. 1209. 
j. L. Moll, "Large-signal transient response of junction tran-

sistors," PROC. IRE, vol. 42, pp. 1773-1784; December. 1954. 
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and collector currents, while maintaining the header as 

near as possible to room temperature. Thermal equi-
librium was attained in less than two minutes. Power 
dissipation limits these dc measurements to a T7,/,. 
product of approximately 10 w. 

The large variation of collector current with collector 
voltage present in the continuous current curves is ab-
sent in the pulse curves. Since both represent steady-
state curves the difference must be attributed to tem-
perature rise in the transistor when an appreciable 
amount of power is dissipated in the unit. 
The dc curves intersect the 85°C pulse curves when 

the power dissipated in the transistor is 7 w. (Total 
power is taken as Tic/„ since the contribution due to the 
base current is negligible.) For this power level the 
measured header temperature was 33°C, so that the rise 
is 52°C above the heat sink for 7 w dissipation. In the 
same manner, the intersections with the 54°C pulse 
curves indicate a 25°C rise (above the 29°C header 
temperature) for a dissipation of 3.2 watts. Both power 
levels lead to a rise of about 7.5°C per w. 

CONCLUSION 

By making use of the dependence of alpha on tem-
perature the temperature rise in the base layer of a 
transistor can be measured. This measurement, at least 
in the case of many diffused base structures, is believed 

to be more effective than previously used methods in 
measuring the temperature of the hot, current-carrying 
region of the device. 
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A Five-Watt Ten-Megacycle Transistor* 
J. T. NELSONt, J. E. IWERSENt, MEMBER, IRE, AND F. KEYWELLt 

Summary—A 5-watt, 10-mc, silicon power transistor has been 
leveloped. The device, made by solid-state diffusion, uses the in-
:rinsic-barrier structure. Although primarily designed as a 5-watt, 
l0-mc oscillator, some laboratory samples have delivered as much 
Is one watt of power when used as oscillators at 100 mc. As an 
Implifter at 10 mc, a unilateral gain in excess of 20 db is obtained at 
:he 5-watt output level. The design, static characteristics, charac-
:erization in terms of an equivalent circuit, and performance data 
tre given. 

I. INTRODUCTION 

S
INCE the invention of the junction transistor, the 

general tendency in development has been to in-

crease the frequency response while maintaining or 

improving the power handling capacity. This paper 

treats a transistor which falls into this mainstream of 

development. The design, structure, and characteriza-

tion of a transistor capable of delivering 5 watts at 

10 mc are described. The general approach to the prob-

lem has not been limited to making the simplest transis-

tor satisfying this requirement, but has been directed 

toward increasing (power gain) X (bandwidth)2 and 

collector efficiency at this power level. 

In line with this plan three ingredients are used to 

advantage: silicon, solid-state diffusion, and the intrin-

sic-barrier structure. Silicon is desirable for use in a 

power unit since its thermal conductivity is higher than 

that of germanium, but a more important factor is that 

silicon's intrinsic level is lower for a given temperature. 

This permits operation at a higher temperature for 

some maximum-reverse-current specification, making 

possible the use of a smaller structure for a given power 

dissipation. The use of solid-state diffusion provides the 

required means of accurately making the thin base and 

barrier regions necessary for high-frequency operation. 

The advantages of the intrinsic-barrier structure have 

been treated elsewhere.' Its use results in a low collector 

capacitance and a high collector breakdown voltage in 

conjunction with low-resistivity collector and base re-

gions. S;.--ice the space-charge region extends principally 

into the barrier, modulation of the base resistance, 

alpha, and the alpha-cutoff frequency by the collector 

voltage is not troublesome. 

A p-n-i-p structure was chosen in preference to an 

n-p-i-n for two reasons. At the start of this develop-

ment, p-n-p technology in silicon had advanced further 

* Original manuscript received by the IRE, February 21, 1958; 
revised manuscript received, April 2,1958. This work was supported 
by a joint services contract, "Engineering Services on Transistors," 
Signal Corps Contract No. DA36-039-SC-64618, Signal Corps 
Project No. 323A, Dept. of the Army Project No. 3-19-03-031. 

Bell Telephone Labs., Inc., Murray Hill, N. J. 
I I. M. Early, "P-N-I-P and n-p-i-n junction transistor triodes," 

Bell *Sys. Tech. J., vol. 33, pp. 517-533; May, 1954. 
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Fig. 1—Structure of the 5-watt, 10-mc silicon transistor. 

than n-p-n, and avalanche multiplication is less severe.' 
In a p-n-i-p, space-charge considerations at high current 

dictate the use of a 7r-type material in the so-called 

intrinsic region rather than v-type. Also, its use results 

in a better low-voltage alpha and alpha-cutoff frequency 

because the collector junction lies on the base side of the 

barrier. The only remaining detrimental aspects, with 

this choice of material, are high capacitance and a col-

lector-body series resistance at low voltages. 

As shown in Fig. 1, a linear geometry was chosen for 

the emitter and base contacts in preference to circular 

structures, which, although much in vogue in alloyed-

junction transistors, were shown by Looney' and others 

to be less desirable from the standpoint of base resistance 

2 S. L. Miller, "Ionization rates for holes and electrons in silicon," 
Phys. Rev., vol. 105, pp. 1246-1249; February, 1957. 
' At the beginning of this project, a quantitative design theory, 

which has been modified somewhat in the light of new data, was given 
by D. H. Looney in private communication. 
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and fringing (the driving of the emitter current toward 
the edges of the emitter by a transverse voltage in the 
base caused by the base current). 
The next section indicates the direction taken in 

selecting the structural parameters for optimum per-
formance. 

II. DESIGN CONSIDERATIONS 

In this paper the treatment of the design is kept 
to a semiquantitative level,' using uniformly doped 
regions for the sake of simplicity. The approach taken 
will be to relate performance to structural parameters. 
A decision as to the desired electrical behavior will then 
indicate the direction in which the structure should be 
developed. It becomes apparent immediately that the 
optimum design cannot be fabricated so that a com-
promise must be made between fabrication limits and 
the structure which will give ideal electrical performance. 
It is necessary to select certain structure parameters 
near the fabrication limit and examine the resulting 
transistor. As fabrication techniques advance, improve-
ments can be carried out. 

Our electrical performance objectives will be: 1) 5 
watts output, and 2) maximum unilateral gain and 

collector efficiency which are compatible with the power 
requirement. While power output and efficiency are 
self-explanatory, unilateral gain' was chosen as a figure 
of merit because it is a function of the transistor only 

(not the circuit in which it is used) and gives a quantity 
of great intrinsic value. 

The power requirement fixes the product of maxi-
mum collector current and collector voltage (V./.). 
The maximum collector voltage will be limited by the 
collector-junction breakdown voltage, which is ap-
proximately proportional to the thickness of the in-
trinsic barrier (V„,„„.--,X) (see Fig. 1 for symbol defini-
tions). To minimize an apparent series collector resist-
ance caused by space-charge effects in the barrier re-
gion, the mobile-charge density must be limited in 
proportion to the fixed-charge density (Niu ). Since the 
mobile charge is swept through the barrier at maximum 

constant velocity the limit applies to current density, 
hence /„,„„ ,,,abNAr, if the full emitter area (ab) is re-
sponsible for current flow. The power requirement ex-

pressed in terms of structure parameters will then be 

P(5 watts) NArabX. 

In the frequency range of interest, a sufficiently ac-
curate expression for the unilateral gain (U) of the de-
vice is 

«owe  
U = 

4rb'Cicie2 

4 The term unilateral gain is used in the specific meaning assigned 
by S. J. Mason, "Power gain in feedback amplifier,". IRE TRANS. 
ON CIRCUIT THEORY, vol: CT-1, pp. 20-25; June, 1954. 

where ao is the low-frequency common-base current 
gain; coi is a characteristic frequency roughly equal to 
wa, the common-base cutoff; rb' is the base resistance; 
Ci is the (inner) collector capacitance' (roughly the 
capacitance directly under the emitter); and co is the 
angular frequency of operation. It is assumed that, in 
order to minimize fringing, ao must be made close to 
one, so that oco is not to be sacrificed for an (apparent) 
improvement in some other parameter. 

In terms of structure parameters, 

a 
rb'   (14 is the mobility of electrons in the base). 

/2„NDB Wb 

(This term contains only the resistance under the emitter 

since, in a diffused structure like that in Fig. 1, the part 
between emitter and base contacts is much smaller.) 

D„ 
Ut ,— (D, is the diffusion constant for holes in the base) w2 

and 

Thus 

ab 
• 

D,unNDBX NDB'X 
U e\r, 

W a 2 W a 2 

and is to be maximized. (NDB' is a function almost pro-
portional to N@@ since D„ and bib are slowly varying 
functions of NW; only.) 

Next we consider efficiency. Inefficiency in quasi-
class-A operation is primarily due, in the case of this 
transistor, to the necessity of maintaining a certain 
finite voltage (V.) at the collector terminal to main-
tain low collector capacity by keeping the barrier swept 
out. (Series resistance in either the emitter or collector 
circuits also leads to a minimum-voltage requirement 
but, since such resistances only degrade performance, 
they should be kept as small as possible.) Then, 

efficiency (class A) = 1/2[(V. — Voii.)/(Vo. Vrnin)] 

—1 (1 — 2 17min) 
2 V. 

The term V./ V,„„„ is therefore to be minimized. 

17„,;,, (the sweep-out voltage) NAIX2 

V„,ib/17„,o„ NA/X• 
SO 

The given power-output, gain, and efficiency ob-
jectives may be achieved by the following steps. 

1) W should be made as small as possible. 

5 The use of these parameters instead of the commonly used cua 
and Ce will be explained in a later section. 
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2) NDB should be made as large as is consistent with 
good emitter efficiency (which means that the 
emitter doping concentration should be as large 
as possible). 

3) Since b appears only in the expression for power 
output, and can thus be used freely to adjust 
this term to the desired value, the other factors 
of the product are released from this condition. 

4) In view of step 3), a and NA! should be made as 
small as possible. 

The foregoing shows that the ideal transistor structure 
leans toward thin base layers, long narrow emitters, 
lightly doped intrinsic regions, and heavily doped 
emitters. All these quantities are limited by the fabrica-
tion technology. Once the best obtainable values have 
been determined, the one remaining parameter, (X), 
can be used to exchange efficiency and gain, subject to 
its own fabrication limits. It is surprising, at first glance, 
that so little compromising is involved in this design, 
but this is because the present technology stops short 
of the point where certain parametric interactions (for 
instance, those involved in reach-through) become im-

portant. 
The principal phenomenon omitted from the above 

analysis, and which must be taken into account, is 
fringing. It has the effect of decreasing the width of the 
emitter in all design considerations except collector 
capacity. Therefore, any central unused portion of the 
emitter should be eliminated if possible, and if this is 
done, the analysis given above again becomes valid 
within its limits. 

III. STRUCTURAL PARAMETERS 

The transistors reported on in this paper have been 
made with parameters given in Table I. They represent 
the best approach, within reasonable fabricability, to 
the above analysis. 

TABLE I 

NDB =1017 cm-3 (average) 
W=1.5 X10-4 cm 
b =0.15 cm 
a =0.020 cm 

NA! =5X10'4 cm-3 
X ,,,10-3 cm 

NAE =1020 cm-3 (average) 
NAC =102° cm-3 (average) 

Fringing has not been eliminated in this structure, 
principally because the emitter must be wide enough to 
accommodate a gold strip and lead large enough to carry 
the high current involved. The value of X is approxi-
mate because 1) its boundary with the diffused collector 
cannot be precise, and 2) it is very difficult to measure 
accurately. 
The electrical characteristics and performance of this 

structure are discussed in the following sections. 
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Fig. 2—Common-emitter static output characteristics. 

IV. CHARACTERIZATION 

Static Characteristics 

Static, common-emitter output characteristics are 
normally determined by simple dc measurements or VI 
sweeping at a low frequency. If such a procedure is used 
for this transistor, however, the characteristics are 
influenced by the temperature rise within the transistor 
due to the dissipation of the bias power.' At higher tem-
peratures minority carrier lifetime in the base layer is 
higher so that a higher alpha is expected. This tempera-
ture effect will mask the falloff of current gain at higher 
currents. Therefore, in order to get a true picture of 
the behavior of the transistor, it is necessary to hold 
the temperature of the transistor constant. To do this, 
we have used a pulse technique. A dc collector voltage 
was supplied at the desired value, a current pulse was 
sent into the base, and the collector-current pulse was 
measured. To give a steady-state indication, the pulse 
had to be long compared to the common-emitter rise 
time of the transistor, and short enough that the tem-
perature rise during the pulse would be insignificant. 
The common-emitter static characteristics obtained 

by this method are shown in Fig. 2 with temperature as 
an independent parameter. A slight increase of collec-
tor current with collector voltage below 80 volts is 
present in the pulse curves, but its magnitude can be 
explained by the normal spreading of the space-charge 
region into the base layer. Between 80 and 100 volts 
there is a slight knee in the curves which is suggestive 
of avalanche multiplication. 

It should be noted that the maximum operating cur-
rent for which the transistor was designed was 400 ma. 

O This phenomenon can be used to measure internal temperature 
rise. See J. T. Nelson and J. E. Iwersen, "Measurement of internal 
temperature rise of transistors," this issue, p. 1207. 
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In this range the collector saturation voltage indicates 
the presence of a series collector body resistance of 

10 ohms. Above the operating range the resistance in-
creases. Possible causes for this are concentration of 
emission into a narrow band at the edge of the emitter 
by the transverse base current and/or a (mobile) space-
charge limitation in the collector barrier. 
A typical static input characteristic, made by pulse 

methods at a temperature near that at which the device 
will presumably operate, is shown in Fig. 3. Above 
/b =5 ma, the slope of the curve is almost exactly the 
base resistance. The effects of fringing and conductivity 
modulation, both of which operate to decrease rb' with 
increasing current, can be seen. 
From the collector static curves the current-transfer 

characteristics have been formed (Fig. 4). The slope of 
the transfer curves is the common-emitter current gain 
shown in Fig. 5 as a function of emitter current. The 
small-signal measurements on the transistor are in-

cluded for contrast. In these measurements the bias 
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power was on continuously and was proportional to 
During such measurements, the falloff of current gain 

with emitter current is masked by the increase in gain 
with temperature rise due to increased bias power. 

Variation of Current Gain with Frequency 

Common-emitter current-gain (beta) measurements 
have been made to 50 mc. They are shown in Fig. 6 
for transistor 245-18 (and for older units to 10 mc). 
An extrapolation of the curve indicates a unity current 
gain (for 245-18) at 95 mc (foe). It should be noted that 
the frequency at which beta equals one, obtained in 
this way, is somewhat lower than the common-base 
cutoff frequency fa. Moreover, to describe the true be-
havior of alpha (by means of a simple formula) at fre-

quencies small compared to both fo, and f, a parameter 
fi (less than f.„ and f.) must be used in 
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a 
ao as 

1 ± eft = 1 + jw/cot 

or the frequency-dependent current generator in the 
:quivalent circuit at 10 mc. This discrepancy occurs 
)ecause the above formula is only a simplified approxi-
nation to a more accurate and complicated function. 

...-ollector Capacitance 

Collector capacitance as a function of collector volt-
tge is shown in Fig. 7. There is no leveling off of the 
:apacitance as the space charge is swept into the col-
ector region, as would be expected with a step junc-
:ion between the collector and intrinsic layers. Rather, 
:he presence of the diffused collector results in lower 
;lope in the variation of capacitance with voltage than 
would be present without the collector (n-i junction 
)nly). 

It should be pointed out that this is the total capaci-
:ance between the collector and base. It will be shown 
ater that only about one third of this capacitance limits 
:he amplifier performance of the transistor when used 
where neutralization is possible. 

Proposed Equivalent Circuit and Measurements at 10 MC 

Since the transistor is intended primarily for use at 
)1- near 10 mc we desire an accurate characterization 
It this frequency. Fig. 8 shows the proposed equivalent 
circuit which is seen to be the usual high-frequency T 
Dlus an element, Co, called the outer capacity to dis-
:inguish it from Ct, the inner capacity. 7 C. arises from 
:he fact that a large part of the collector junction area 
s closer to the base contacts than to the emitter (see 
Fig. 1). Co+Ci= Ci, the total collect°0 capacity, which 
s the quantity measured by the usual means. We have 
lotted in a series collector-body resistance (re') in the 
equivalent circuit since the static characteristics of 
many units show that one exists and is of the order of 
:ens of ohms. However, this measurement is made at a 

7 This equivalent circuit was chosen in preference to others because 
)f its close correspondence to the actual physical structure of the 
ransistor. 

Fig. 8—Equivalent circuit of the transistor. 

few volts and, if re' is due to unswept ir-type material, 
as seems reasonable, it should decrease with voltage 
and, in a properly constructed transistor, should be neg-
ligible at the operating point. 

In order to verify the equivalent circuit, the elements 
of the circuit were measured in as simple and direct a 
manner as possible and four-pole parameters were cal-
culated using these values in the proposed equivalent 
circuit. Some four-pole parameters were then measured 
directly at 10 mc. It was possible to get three independ-
ent parameters by measuring the input and output 
open-circuit impedances (zu and z22) and the input and 
output short-circuit admittances (yn and y22). The rela-
tionship zien = zny22 allowed a check. 

Measurements were performed on unit 242-17. kT 
/q16= O.13 ohm at room temperature (re =200 ma) but, 
making allowance for the operating temperature and 
some small contact and series resistance, ro was assumed 
equal to 0.16 ohm. 
The small-signal current-gain measurement at low 

frequency leads directly to ao. A second measurement at 
a frequency well beyond the common-emitter cutoff fre-
quency will yield cot by: 

common emitter gain = 
ao 

1 — a = [(1 — ao)2 + (w/cog)211" 

cot =391 X106 sec-1 and 1 —ao = 0.0426 were taken in this 

way from Fig. 6. 
The total collector capacitance (C.+Ct) can be sim-

ply measured on a low-frequency capacitance bridge. 
Ct was taken from Fig. 7 at the bias point of 30 volts 
where it equals 28 f. The ratio Cl/Ci was estimated 
equal to 4 from the ratio of the total collector area to 
the emitter area. (The division was made in this way 
since nearly all the base resistance is close to the edge of 
the emitter.) Fig. 1 gives this ratio as 3.3 but the value 

4.0 was measured on the actual transistor. The only 
parameter fitted to the four-pole measurements was 
rb'; however, this procedure is fairly direct since the 
conductance portion of yll is closely identical to l/rb'. 
All these numbers, together with ro' = 35.5 ohms, yield 
the values in the "calculated" column in Table II. 

Measurements of these four parameters were made on 
a Boonton R-X meter, using appropriate transmission-
line transformers, and the observations are given in the 
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TABLE II 

Param-
eter Calculated Observed 

Z11 

ZIIY11 

Z22 

Y22 
Z22Y22 

10.7+j3.8 ohms 
0.028-H0.0020 ohm' 
0.2924j0.127 
86 —j35 ohms 
0.0024 I-j0.0025 
0.294 -Fj0.131 

10-1-j1.5 ohms 
0.028-Fj0.0020 ohm-1 
(0.28 -1-j0.062) 
65 —j25 ohms 
0.0034+j0.0028 ohm-' 
(0.29 -Fj0.10) 

"observed" column of Table II. The difference between 
the products of the measured values (znyn and zny22) 
shows that there are inconsistencies in the measured val-
ues comparable to the differences between the meas-
ured and calculated values. There is such good agree-
ment between the calculated and measured values, how-
ever, that we intend to adopt the equivalent circuit of 
Fig. 8 as representative of the transistor, at least near 
10 mc. 
The real part of the short-circuit input admittance at 

frequencies of interest was shown above to be close to 
lirb' while the reactive term is only about 10 per cent of 
the real part. Because of this the absolute value of the 
expression is very close to l/rb'. A measurement of the 
reciprocal of the absolute value is the input small-signal 
voltage-to-current ratio. It can be made in the same jig 
and at the same time that the small-signal current gain 
measurement is made. Thus, the transistor can be fully 
characterized without any difficult high-frequency 
bridge measurements; this method is used in the next 
section. 

Unilateral Power Gain 

It is desirable to know what power gain can be 
achieved by a transistor; one must be careful, however, 
either to specify the circuit used or find a gain expression 
which is independent of the circuit. We have chosen the 
latter course and have measured the unilateral gain. 
Agreement between the calculated and measured values 
would also serve as a further check on the usefulness of 
the equivalent circuit. 
The principal source of feedback is the outer capaci-

tance (C.). The contribution by the emitter resistance is 
negligible. 
There are several standard methods of removing the 

feedback caused by C.. We have chosen to use an induc-
tance from the output to input to form a parallel re-
sonant circuit with C. since this method neutralizes the 
effect of C. in the input and output impedances as well 
as removing the feedback. 
With the feedback removed the input impedance is 

very nearly rb'. The capacitive part of the output im-
pedance was resonated by use of parallel resonant cir-
cuit across the output terminals so that the output im-
pedance appeared as pure resistance: 

Ro = (1 — a.) 2 + (w/ w€)2 

ao(co/coacoC 
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Fig. 9—Power gain as a function of load resistance. 

The unilateral gain is 

U — 
CEG g 

4ro' C go' 

The measured equivalent-circuit parameters of tran-
sistor 245-18 are: 

ao 
— 23, 

1 — ao 

ft = 83 mc, Ci + C. = 28 if. 

Unfortunately, the ratio of emitter area to total mesa 
area was not measured before the transistor was encap-
sulated, so Ci is not known exactly. Experience has 
shown that Ci is from 25 to 30 per cent of the total ca-
pacitance, which would give it a value of from 7.0 to 8.5 
µIA'. The unilateral gain and output resistance for these 
values at 10 mc are: 

rb' = 19 ohms, 

Ci = 7.0 Aid, Ro = 323 0, U = 238; 

Ci = 8.5 Auf, Ro = 266 11, U = 196. 

The measuring circuit was adjusted by tuning the 
output parallel resonant circuit for maximum output 
and tuning the feedback circuit for minimum signal at 
the input with a signal fed into the output. The output 
power was determined from the voltage across the load 
resistance and the input power is taken as the product 
of input current and voltage. 
The power gain was measured for several values of 

load resistance centering about the calculated values so 
that both Ro and U could be determined. The points in 
Fig. 9 are the measured values, and the solid curves are 
the calculated gain for the two values of Ci stated above. 
The measured power gain falls between the calculated 
values although the maximum power gain occurs with a 
load resistance slightly less than the calculated Ro. 

V. PERFORMANCE 

Amplifier 

Gain measurements in the previous section were 
small-signal measurements. Since the transistor is not 
particularly linear for large signals, it was not deemed 
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feasible to make large-signal calculations. However, 
since the device will be used as a power ampliÉer, large-
signal gain was determined as closely as possible with 
the existing equipment. The small-signal circuit of the 
last section was used except for the output resonant cir-
cuit which was changed so that the loaded Q would be 
about 10 to reduce harmonic output. The measurement 
of input power described above is no longer very good 
since the input impedance is a rather strong function of 
current (see Section IV). 
With a collector bias of 62 volts and 200 ma and a 

load resistance of 250 ohms, 5 watts output could be ob-
tained from unit 245-18 with an input power in the vi-
cinity of 26 mw indicating a power gain of approximate-
ly 190 (22.8 db). 
The bias power with these conditions was 12.4 watts 

giving a collector efficiency of 40 per cent. The most im-
portant source of power loss which causes deviation 
from the ideal 50 per cent is the necessity of maintain-
ing the collector capacitance low to prevent distortion 
by keeping a certain voltage across it at all times. In 
this case 12 volts was necessary. An unknown portion of 
the 10-ohm rc' present at volts (Fig. 2) may still be 
operative at volts, contributing to inefficiency. 

Oscillator 

Tests of the high-frequency power capability of the 
transistor were made at 10, 30, and 100 mc. For the first 
two frequencies the circuit shown in Fig. 10 was used. It 
can most easily be considered as a common-emitter cir-
cuit with a ir-feedback network, (C3LEC4), between col-
lector and base. The collector is grounded to a heat sink. 
At 10 mc, the power output was determined by measur-
ing the voltage across the load resistor .12z with an oscil-
loscope. By adjusting the components in operation for 
maximum output, over 5 watts at 10 mc was obtained 
with an efficiency in excess of 40 per cent. In the case 
of 30 mc, a series of light bulbs was substituted for the 
load, and power was measured by brightness and color 
comparison with nearly identical bulbs driven by known 
dc power. Three watts at about 30 per cent efficiency re-

(a) 

CA 

C3 L3 

(b) 

Fig. 10-10-mc and 30-mc oscillator circuit. (a) Oscillator circuit. 
(b) Simplified oscillator circuit (rf components only). 

COLLECTOR 
BIAS 

BASE . 
WAS 

Fig. 11-100-mc oscillator circuit. 

sulted. At 100 mc, the transmission-line oscillator shown 
in Fig. 11 was used. Typically, 1 watt was obtained at 
an efficiency of about 15 per cent. The best performance 
to date has been 1.2 watts out at 110 mc with 17 per 

cent efficiency. 
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The Blocking Capability of Alloyed Silicon 
Power Transistors* 
R. EMEISt AND A. HERLETt 

Summary—An extensive series of silicon n-p-n alloyed tran-
sistors has been made. One set of these transistors has base thick-
nesses of 40-45 p; the other, 55-60 /.1. In each group the base resistiv-
ity is varied from 2 ohm-cm to 7000 ohm-cm. The "blocking ca-
pability" of these transistors is plotted against base resistivity. The 

results are compared with theory. Agreement is good. Details of the 
current-voltage characteristic are discussed. Three base resistivity 
regions are distinguished: 1) pure breakdown; 2) approximately 
simultaneous occurrence of breakdown and punch-through; and 
3) pure punch-through. 

I. INTRODUCTION 

ir' 

transistors which have been made by the 
alloying process usually have an n-p-n (or p-n-p) 
layer arrangement in which the emitter and col-

lector regions are highly doped. On the other hand, the 
base region is relatively lightly doped. Since, in addi-
tion, one produces practically abrupt p-n transitions by 
means of the alloying process, the blocking capability 
of such an element is determined by the properties of 
the base region barring exceptional conditions. It is 
determined in particular by the resistivity of the base 
region. 

First of all, the blocking capability is limited in 
exactly the same way as in rectifiers; that is, at the 
breakdown voltage Ub the field strength in the p-n 
transition (on the collector side) reaches a critical value. 
By collision ionization, an avalanche build-up of current 
carriers results, and the leakage current increases 
abruptly.' ,' The maximum blocking voltage Ub deter-
mined by this effect increases with the resistivity p of 
the base region (Curve 1 in Fig. 1). The relation 
between Ub and p has been discussed theoretically' and 
investigated experimentally many times. The Ub(p) 
relation has been measured for n-type silicon by 
Wilson.' Herlet and Patalong,' and Miller,' have deter-
mined the Ub(pp) relation. The results of both of the 
latter studies are in agreement over a wide range with 
the relation 

Ub = ap", (1) 

* Original manuscript received by the IRE, April 2, 1958. 
t Siemens-Schuckertwerke AG, Pretzfeld über Forchheim, Ober-

f ranken, Germany. 
G. L. Pearson and B. Sawyer, "Silicon p-n junction alloy di-

odes," Psoc. IRE, vol. 40, pp. 1348-1351; November, 1952. 
K. G. McKay, "Avalanche breakdown in silicon," Phys. Rev., 

vol. 94, pp. 877-884; May 15, 1954. 
S. L. Miller, "Avalanche breakdown in germanium," Phys. Rev., 

vol. 99, pp. 1234-1241; August 15, 1955. 
' The results of D. K. Wilson are cited in McKay, op. cit., Fig. 3. 
6 A. Herlet and H. Patalong, "Die Sperrfiihigkeit von legierten 

Si-Flâchengleich-richtern," ("The blocking capability of alloyed sili-
con rectifying cells") Z. Naturforsch, vol. 10a, pp. 584-586; July, 1955. 

6 S. L. Miller, "Ionisation rates for holes and electrons in silicon," 
Phys. Rev., vol. 105, pp. 1246-1249; February 15, 1957. 

1,2 

2 :Punch-Through-Voltage 
U1 

W l< W 2  

I: Breakdown-Voltage Ub 
Independent of W 

101 102 103 

Resistivity p of the Bose Region 

Fig. 1—The limit of the blocking ability of 
transistors (schematic). 

nom 

however, with regard to the factor a there is nearly 
a factor of 2 variation. 
Supplementing this limitation due to breakdown 

there appears in the transistor yet another limit to the 
blocking capability. If, namely, the space-charge region 
on the collector side grows into the base region with 
increasing voltage and finally breaks through to the 
emitter side of the p-n transition, a steep increase in the 
leakage current appears. 7" The limiting voltage 

1 W 2 
Uf — (2) 

2 eecii.ipp 

given by the "punch-through" effect decreases with 
increasing p values of the base region and is, moreover, 
dependent upon the base thickness W (Curve 2 in 
Fig. 1). 

I I. EXPERIMENTAL RESULTS 

The situation presented schematically in Fig. 1 was 
checked quantitatively in a large series of experiments. 
To this end two series of n-p-n transistors were made; 
one set had base thicknesses between 40 and 45 g 
and the other, thickness between 55 and 60 1.4. Within 
each series the resistivity of the starting silicon was 
varied, and thereby, the base region resistivity was 
varied from 2 ohm-cm to about 7000 ohm-cm. For 
every resistance value a group of about 10 transistors 
was alloyed. Fig. 2 shows the results. Every beamed 
cross of this figure represents a group of transistors. 
The vertical beam length gives the spread of the reverse 
voltage within each group (for example, Ub- 335, 330, 

7 W. Shockley and R. C. Prim, "Space-charge limited emission in 
semiconductors," Phys. Rev., vol. 90, pp. 753-758; June 1, 1953. 

8 G. C. Dacy, "Space-charge limited hole current in germanium," 
Phys. Rev., vol. 90, pp. 759-763; June 1, 1953. 
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Fig. 2—Maximum blocking voltage of n-p-n silicon alloyed tran-
sistors (20°C). + extent of scatter of the experimental results. 
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320, 340, 360 volts for 17 ohm-cm group). Naturally, 
defective transistors have not been considered for the 
evaluation. The horizontal beam length reveals the un-
certainty of the determination of values of p. The de-
tails of the evaluation are in Section III. 
The results given in Fig. 2 agree quantitatively with 

expectation. The separation of U f(p) values for the two 
base thicknesses is easily recognized. The upper curve 
lies a factor of 1.9 over the lower curve. According to (2), 
this factor corresponds to the difference of the base 
thicknesses. Both curves have a slope of 45 degrees 
which implies that the hole mobility g, is independent 
of p. On the basis of base thicknesses of 40 bt and 55 12, 
a value of 450 cm2/volt-second results. This result is 
also very reasonable for the resistivity range above 50 
ohm-cm.° 
The course of Ub(p) in Fig. 2 is closely approximated 

by the straight line 

= 40 ( Pp  ) 

volts ohm-cm 
(3) 

This relation is in agreement with the results of Miller 
within the limits of error." 

III. DETAILS OF THE EVALUATION 

To determine the maximum blocking voltage in Fig. 
2, the steep rise of the collector current in the grounded 
emitter connection was used. A more exact explanation 
must be given to supplement this general statement. 
The current-voltage characteristics of the transistors 
were namely very different, depending upon which 

9 The method can give only an approximate value of pp. It does 
not permit a precision determination. The uncertainties in the deter-
mination of the base thicknesses are too great for that. The experi-
mental results are, for example, also given within the limits of error 
by the theoretical curves with the values W1=57.5 p, W2=42.5 p, 
and p 500 cm2/volt-second. 
'0 We could not definitely clear up the difference between these 

values and the values of Herlet and Patalong, op. cit., where, per-
haps, the reason for the lower breakdown voltage is that the small 
rectifiers measured by Herlet and Patalong did not have a planar 
junction. (See H. L. Armstrong, E. D. Metz, and I. Weimann, 
"Design theory and experiments for abrupt hemispherical p-n junc-
tion diodes," IRE TRANS. ON ELECTRON DEVICES, vol. ED-3, pp. 
86-92; April, 1956.) 
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Fig. 3 —Characteristic curves of the transistor in the breakdown 
region. (Direct current measurements.) 
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Fig. 5—Characteristic curves of the transistor in the transition re-
gion between breakdown and punch-through. (Direct current 
measurements.) 
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Fig. 6—Uncontrolled oscillations of transistors in the transition re-
gion between breakdown and punch-through (p=50 ohm-cm, 
W=40 g, taken from the cathode-ray oscilloscope). 

5 for two transistors with about the same p value but 
different base thicknesses. As observations with the 
cathode-ray oscilloscope show, these transistors are 
inclined to unstable oscillations in the region of the 
falling voltage-current characteristic." An example is 
given in Fig. 6 for the same transistor for which the 
static characteristic is given in Fig. 5 (W=40 p). The 
kind of oscillations and the onset depend strongly upon 

the external impedance in the emitter-collector circuit. 
In spite of limiting the collector current by a high 

value of external resistance, a number of the transistors 
were destroyed upon attaining the instability point. 
We carried out this measurement with a shorted base-
emitter circuit, and took the onset of instability (with 
or without destruction) as the maximum blocking volt-
age in Fig. 2. While the-voltage at the instability point 
remains within a narrow region of scatter within a given 

group of transistors, the collector current at the break 
point varies in part from 30 pa to 10 ma. This appears 
to the authors as a hint that thermal effects play no 
essential role in the instability depicted. 

" Similar oscillatory phenomena in this domain have been re-
ported by H. Statz and R. A. Pucel, "The spacistor, a new class of 
high-frequency semiconductor devices," Pitoe. IRE, vol. 45, pp. 
317-324; March, 1957. 
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Fig. 7—Characteristic curves of the transistor in the punch-
through region. (Direct current measurements.) 

We explain the characteristic of Fig. 5 as follows. At 
the instability point almost all carriers are swept out of 
the base region because of punch-through. Therefore 

the transverse resistance of the base is high and pre-
vents the external short circuit from being effective. 
The situation resembles the case of open base circuit. 
Thus the voltage decreases with increasing current 
towards the maximum voltage for open base circuit. 
The domain in which instability appears in the case 

of 55-12 base thickness is between 40 and 70 ohm-cm 

(520-750 volts); in the case of 40-p base thickness it is 
30-55 ohm-cm (300-550 volts). 

Fig. 7 shows the course of the characteristic curves in 
the third domain of pure punch-through. The steep 
region is affected very little by surface phenomena, and 
measurements for base open or shorted to the emitter 
are practically identical. In contrast to the characteris-
tic curves of Fig. 3, the onset of the steep region can be 
seen as a very distinct break. However, the steep in-
crease of the current is observed to be practically per-
pendicular only for the relatively low p values. In tran-
sistors with high values of base resistance, the current 
rise from the beginning onward is slanted and follows a 
nearly constant droop in the log log presentation. The 
droop is greater the higher the base resistance. 
We wish first to refer to the characteristic curves for 

values of p greater than 1000 ohm-cm. First of all, it is 
in no way clear what value one should put on the maxi-
mum voltage for the punch-through effect. The voltage 
established by the bend in the characteristic from a 
flat to a steep rise in current is in no way appropriate 

for this. Namely, one can raise or lower arbitrarily this 
flat region of the characteristic by surface treatment of 
the transistor, and therefore, remove this voltage break 
at will. 

Possibility of a physically definite determination is 
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Fig. 8—Determination of Uf in the case of a high resistance base 
region by comparison with the theory of Shockley and Prim. 

theoretical curve; A 0 experimental points. 

available if one pursues the course of the characteristic 
into high collector currents. Here the voltage-current 
relation is in good agreement with the relation derived 
theoretically by Shockley and Prim" (Fig. 8). At lower 
currents the characteristic goes over into a tilted decline 
with a constant slope instead of a perpendicular de-
crease. The sharp bending of the characteristic from a 
flat to a steep course in Fig. 7 occurs, therefore, long 
before the attainment of the punch-through, voltage." 
We have inserted in Fig. 2 as maximum blocking 

voltages those values of Uf which result from compari-
son of measured characterist¡cs with theoretical curves. 

In the case of transistors with a base resistivity from 
about 300 ohm-cm down, the current rise was steep 
enough to take the bend-over voltage as the limit volt-
age with good precision. For base resistivity values of 

12 The agreement with Shockley and Prim, op. cit., is better than 
with the modified characteristic relation of Dacy, op. cit. This is 
understandable since the field strength in the base for the p domain 
in question remains under the value 8000 volts/cm for all loads. Then 
the dependence of mobility upon field strength need not be taken into 
account, according to E. J. Ryder, "Mobility of holes and electrons in 
high electric fields," Phys. Rev., vol. 90, pp. 766-769; June 1, 1953. 

13 A reason for this premature tilted rise can be, for example, 
that the space-charge zone is indeed not an exactly defined region, 
but that the boundary is smeared out over a set of several Debye 
lengths xo=ekT/47re2NA_. In this way a tail of the space-charge 
zone on the collector side prematurely punches through to the space-
charge zone of the emitter side. Since the Debye length increases with 
increasing p values of the base region, and therefore becomes greater 
relative to the base, it may be understood that the current rise be-
comes flatter with increasing p values of the base. Further, very 
small-faced narrow points of the base can be contributing to prema-
ture increase of current. 
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Fig. 9—Family of characteristic curves for the "on condition" in the 
grounded emitter connection: A 9 ohm-crn, 40 1.4; 0 1500 ohm-cm, 
40 g. 

300-1000 ohm-cm, it was impossible to determine physi-
cally a definite voltage. The evaluation according to 
Shockley and Prim' gave no reasonable results in this 
instance; on the other hand, the tilting of the character-

istic was too large to select the bend-over voltage as the 
limit voltage. We made a compromise in this case in that 
we gave the voltage domain for Ic=10-' —10 ma. 
With this we set forth in detail how the voltage 

values given in Fig. 2 were determined. Now, the deter-
mination of the p values is described briefly. For the 
preparation of a transistor group we have cut at times 
14 silicon slices from a crystal, and have fashioned the 

middle 10 into transistors. The first two and last two 
slices have been alloyed with aluminum at the same 
time, thereby creating ohmic resistances from which p 

can be calculated from the dimensions and resistance 
value. The amount of spread in Fig. 2 is the difference 
of the p values between the first two and the last two 
slices. Values measured in this way agree well with p 
values on the single crystal using other methods; how-
ever, the spread of the p determination can be sharply 

reduced with this method. 

IV. CONCLUDING REMARKS 

Just as the forward conduction properties of alloyed 
rectifiers with high-level injection are independent of 
the resistivity of the high resistance midregion, so also 
the family of characteristics of transistors in the "on 
condition" are, in the main, independent of the base 

region resistivity-. 5,14,15 

This is indeed so in a far reaching sense (Fig. 9). Fine 

11 R. N. Hall and W. C. Dunlap, "P-n junctions prepared by im-
purity diffusion," Phys. Rev., vol. 80, pp. 467-468; November 1, 1950. 

13 R. N. Hall, "Power rectifiers and transistors," PROC. IRE, vol. 
40, pp. 1512-1518; November, 1952. 
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differences naturally appear. So in the case of the tran-
sistor with a high base resistance, the rise of h. with 
collector voltage" is clearly discernible. Further, this 
transistor has a better current amplification at small 
collector currents than a transistor with low base resist-
ance. This is plainly due to the difficulty of reducing 
surface recombination rate in low resistivity starting 
material. 

In the first approximation nevertheless, one can strive 

16 J. M. Early, "Design theory of junction transistors," Bell Sys. 
Tech. J., vol. 32, pp. 1271-1312; November, 1953. 

for a blocking voltage by specifying the base resistance 
without regard to the properties of the "on condition." 
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The Effective Emitter Area of Power Transistors* 
R. EMEISt, A. HERLETt, AND E. SPENKEt 

Summary—The theoretical derivation in this paper is concerned 
first with the determination of an effective emitter area for a trans-
istor with cylindrical geometry. From this it follows that out of the 

total emitter area only the border region in a width of one diffusion 
length is effective. This result is applied to a geometry of concentric 

emitter and base rings, each being considerably broader than two 
diffusion lengths. 

For comparing theory and experiment in such a geometry, differ-
ent emitter rim lengths are realized easily when the different base 
rings are connected successively with one another and the emitter 
rings are also treated in the same manner. Theory and experiments 
agree. As a second theoretical contribution, the Appendix contains a 
rigorous solution for a special three-dimensional transistor model. 

I. INTRODUCTION 

THE physical conditions in a unidimensional 
transistor model are described by the statement 
of the junction voltages U0 and (lc. They deter-

mine the concentrations of the minority carriers on the 
emitter and collector boundaries of the base region (see 
Fig. 1): 

n(0) eceiknuo 

n(w) = e(iikr)u.. 
(1) 

(2) 

The concentration n(z) remains between these two 
values on a nearly linear curve,' for the case in which 
the base is sufficiently narrow. The diffusion current of 
the electrons corresponds to this concentration gradient. 
When the carrier concentrations are increased, the 
diffusion current will be supported to a greater extent 
by a field current, and in the limiting case of strong 

* Original manuscript received by the IRE, April 3, 1958. 
t Siemens-Schuckertwerke AG, Pretzfeld über Forchheim, Ober-

franken, Germany. 
In the semilogarithmic plot of Fig. 1 this will not produce a 

straight line. 
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Fig. 1—Concentration and potential relations in an n-p-n 
transistor in the case of strong injection: 

injection will be directly doubled. Under the operative 
conditions of a current carrying (not blocking) switch 
transistor (condition "on"), as shown in Fig. 1,2 we have 

2 In order to prevent, from the start, any troublesome complica-
tions (which in other respects will produce no substantial conse-
quences), strong injection p=n>>pp is assumed in the whole base 
region, also including the region before the collector. This is not un-
common in case of a switch transistor in a current carrying condition, 
as it may appear to a communication expert, since the switch tran-
sistor is controlled in the saturation range of the characteristic only 
in its "off" position. In case of an "on" condition the saturation range 
of the characteristic is preferably avoided, because no further in-
crease of the current can be obtained, and only voltage losses can be 
expected. But only in the saturation range of the characteristic will 
the voltage at the collector change to a blocking voltage. 
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emitter 
(heavily °epee) 

collector 
(Nevi ly doped) 

bowing 
(Iteavilydopeil) 

base 
(weal:410M) 

Fig. 2—Cylindrical transistor model. 

n(0) >> n(W), 

so that the concentration gradient of the electrons, and 

thus the emitter current, will be decisively determined 
by the value of n(0). 

In the unidimensional theory U0 and, thus, n(0) are 
considered to be constant across the whole emitter. 
This is permissible also in case of weak injection. But in 
case of strong injection, the lateral voltage drop which 
is related to the base current will influence the po-

tential distribution to such an extent that an assump-
tion of a value of U° which is independent of position 
is not permissible anymore. On the contrary, the effects 
of the voltage drop in the lateral direction are of de-
cisive importance for the properties of the transistor. 

It is known that the voltage drop in the lateral direc-
tion continuously reduces the voltage drop of the 
junction with increasing distance from the base con-
tact.'-' In the case of a circular emitter shape (Fig. 2) 
U, and, thus, n(0) will decrease from the edges of 
the circular surface towards the center. Therefore, 
the share of the respective single surface elements 
of the transistor with respect to the total current will be 
larger in the border region of the emitter surface and 

will become less towards the center. 
To a major extent, the situation in the border region 

of the emitter which is specifically loaded the greatest is 
decisive for the properties of a transistor. The current 
density in this region is, for instance, determining for 
the thermal load limit of the transistor and has an im-
portant influence on the decrease in the (a) value with 
increased emitter current. It therefore appears meaning-
ful to relate the transistor description to the situation 
at the emitter border region; i.e., the drop of the current 
density towards the middle of the emitter surface is 
taken into account by the definition of an effective emit-

ter surface 
io(r) 

Aeff   21rr • dr. 
je(To) e o io(r°) 

(3) 

This process leads to a particularly clear and practical 

description. 
This question has been treated in the following 

theoretical section for the case of a circular emitter 

3 J. M. Early, "Design theory of junction transistors," Bell Sys. 
Tech. J., vol. 32, pp. 1271-1312; November, 1953. 

4 N. H. Fletcher, "Some aspects of the design of power tran-
sistors," PROC. IRE, vol. 43, pp. 551-559; May, 1955. 

R. Emeis and A. Herlet, "The effective emitter area of power 
transistors," Z. Naturforsch., vol. 12a, pp. 1016-1018; December, 
1957. 

shape and in particular for the case of strong injection. 
The calculation is carried out for a simplified model 
having an ideal emitter. The layer sequence is: 
n—s„—n, wherein s„ indicates a weak p doping. An ex-
perimental section follows, wherein measurements made 
on silicon transistors with several base and emitter rings 
are reported. 

In the Appendix it is shown that in the case of a 
special geometry with an "ideal" emitter, collector, and 
base ring, and with strong injection, it is possible to 
carry out a rigorous three-dimensional theory of the 

transistor. 

II. THEORY 

In Section II-A the conditions in the base region 
directly in front of the emitter junction are considered. 
Based on the determinations made in Section I, a cal-
culation of the effective emitter area is made possible 

in Section II-B. 

A. Concentrations, Potential, and Current Distribution 
Directly Adjacent to the Emitter Junction 

Our considerations are based upon a cylindrical 
transistor model, as shown in Fig. 2. As mentioned 
above, we are limiting ourselves to the case of strong 
injection: 

First, we will fulfill the Poisson equation in the 
neutral section of the base region by the following: 

n 
n(r, z) ee P(r, z) (»p, nA- > n, = (4) 

PP 

wherein p„ and n„ indicate the equilibrium densities 
of the holes and the electrons in the zero current 
condition, due to the doping nA- of the base region. 
ni is the intrinsic density of the respective semi-

conductor. 
Second, the recombination surplus e is based upon 

the linear relation (n n,)/ r which is valid first of 

all for weak injection, and subsequently with another 
T value also for strong injection." 

Third, the value of —n„ in the numerator is dis-
regarded, since we intend to use the relation only for 
strong injection, and because the value of —n„ ac-
cording to (4) will te negligible as compared with 

the value of n we obtain: 

(5) 

But, because of this condition, in future equations the 
transition to the thermal equilibrium will not be per-
missible, i.e., to the zero current condition of the 
transistor, and finally, the transition to "all voltages 

G With reference to weak injection compare W. Shockley, 
"The theory of p-n junctions in semiconductors and p-n junction 
transistors," Bell Sys. Tech. J., vol. 28, pp. 435-489; July, 1949. 

7 With reference to strong injection compare R. N. Hall, "Power 
rectifiers and transistors," PROC. IRE, vol. 40, pp. 1512-1518; 
November, 1952. 
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Fig. 3—An s,-n junction. In order that the electrons can flow from an 
n region into an s„ region, the potential in the s„ region must be 
increased. 
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Fig. 4—The radial distribution of the potential increase in the 
s,,-doped base in front of the emitter junction. 

We first consider only a narrow band of the base 
region in front of the emitter junction z = O. The elec-
tron concentration n is, in this case, increased rela-
tive to the equilibrium value n„ by a coefficient 
exp(e U,/kT). 8 Similar to (4), 

n• e(e 11(T)Uo (19 n(r, 0) p (6) 

must be valid for all r values between 0 and r,. Also, 

n(r, 0) = n(0, 0). ee IkT (Uo(r)-U 0(0)] (7) 

Due to the high conductivity of the highly doped 
emitter, potential differences of a local nature on the 
emitter side of the junction cannot be formed. The 
radial variation 110(r)— U,,(0) of the voltage U0 can be 
formed only by an equal radial variation of the poten-
tial V on the base side of the junction (compare also 
Figs. 3 and 4): 

Uo(r) — U0(0) = V(r, 0) — V(0, 0), (8) 

and from (7) it follows that 

Kr, 0) = n(0, 0). e-Fetkrtv (r.0)-v(0.0)] . (9) 

The electrons will therefore arrange themselves in the 
radial direction in accordance with the Boltzmann law. 
By radial differentiation it follows that: 

a e a V (r ,0) 
— n(r, 0) = — n(0, 0)eeikr (r ,0)-V (0,0)] 
ar kT ar 

e 
= — n(r, 0)Er(r, 0), 

kT 
(10) 

8 Compare, for instance, E. Spenke, "Electronic Semiconductors," 
McGraw-Hill Book Co., Inc., New York, N. Y., p. 100; 1958. 
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Fig. 5—A p-sp junction. In order that holes can flow from a p region 
into an s,, region, the potential in the sp region must be reduced. 
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Fig. 6—The axial distribution of the potential reduction in the 
s„-doped base in front of the base junction. 

where Er(r, 0) is the radial component of the field 
strength E immediately before the emitter junction 
z = O. Therefore the radial component 

kT a 
+ e • bin — n(r, 0) 

e ar 

of the electronic diffusion current density will be 
entirely compensated by the radial component 
+ei.inn(r, 0) • Er(r, 0) of the electronic field current den-
sity. Or it follows necessarily from the Boltzmann 
equilibrium equation (9) that the radial component 
ior (r, 0) of the electron current density goes to zero: 

a 
inr (r, 0) = eu„n(r, 0) • Er(r, 0) + unkT n(r, 0) = 0. (11) 

ar 

In the case of holes, based on (9), the field and diffusion 
components will be equal also. But these are added to 
each other, since in case of the diffusion current density 

kT a 
p(r, 0) 

e ar 

a change of the sign will take place relative to the elec-
trons. Thus, for the radial current density component 
of the holes, the following relation is obtained: 

a 
i„(r, 0) = — 2/.‘„kT — p(r, 0). (12) 

ar 

When the doping of the emitter region is sufficiently 
heavy—and we assume such a heavy doping to be 
present—the hole injection into the emitter can be 
disregarded: 

ip.(r, 0) = 0. (13) 
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Finally, due to the radial symmetry of the whole ar-

rangement, 

ipp(r, 0) = 0. (14) 

The continuity equation for the hole current density 

is thus' 

1 a ia a 
div i, = —•— (ri,,,) —•— ipp — = — ea, (15) 

r ar r ô az 

and with the help of (12) to (14) and with (5) and (4) 

we obtain 

1 
p(r, 0)} 

ar ar 

e ein  1) 2 

— ± 2,,c„k Tr Pfr, 0) = ( V  Mn + L p(r, 0). (16) 
'hp  

Here L is the "diffusion length for strong injection' , lo" 

L = 
4/2  k (17) 

e 

The solution of (16) which is adjusted to the physical 

conditions is, using the Bessel function of the zero 

order, 

P(r, 0) = P(0, 0) .Jo (jr 
IAn 

L). (18) 

Due to (4), the same radial distribution function is also 

valid for the electrons 

1- 
n(r, 0) = n(0, 0) •Jo (jr / ± t P (19) 

where j is the imaginary unit v'—l. 

B. The Effective Emitter Area 

The computation of the emitter current is actually 
possible only after a complete determination of the 
concentration and potential distributions is available. 
But from the treatment of unidimensional models,' ,11,12 

we know that the emitter current is proportional (with 

good approximation) to the concentration increase at 
the emitter. It can be assumed, therefore,'" that the 
respective current share of an annular element (r, r±dr) 

0 This equation for the unidimensional case was derivated, for 
instance, by A. Herlet and E. Spenke, "Rectifier with p-i-n, or p-s-n 
structure under direct current load," Z. angew. Phys., vol. 7, pp. 99-
107, 149-163, and 195-212; February—April, 1955. See particularly 
equation (27). 
" A. Herlet, "Determination of the diffusion length L and of the 

inversion density rk by means of forward characteristic of alloyed 
silicon surface rectifiers," Z. angew. Phys., vol. 9, pp. 155-158; 
April, 1957. 

'I Hall, op. cit., (16) and (17). 
12 F. H. Stieltjes and L. J. Tummers, "The transistor at high 

density," Phillips tech. Rundschau, vol. 18, pp. 44-51; February, 1956. 
" The three-dimensional solution developed in the Appendix, 

which is rigorous under certain conditions, confirms this assumption., 

of the emitter is proportional to the increased concen-
tration n(r, 0) of this element, and we can thus assume 

that 

or using (19) 

i.(r, 0) n(r, 0), (20) 

ie,(r, 0) = constant •Jo(jr 4/1" eP L). (21) 

If we now utilize the defining equation (3) of the effec-
tive emitter area Aar, we obtain, with the help of the 
known integration rule for the Bessel functions, 

and thus 

fx •Jo(x) • dx = xfi(X) (22) 

M9 
A eff = 2 71" • re 7 1.4. +  

ji (ire / Vein ±  L ) 

¿L,, 

Jo (ire / V ein ± 1.4P L )  

Mn 

(23) 

For small and large emitter surfaces the following 

limit values are obtained from (23): 

2 

A elf = Tre ViLn  for re L (24) 
Mn 

± Mn4/A eff = 27r.   L for ri,»   L. (25) 
Mn Mn 

These equations indicate that in the case of small 
radius the whole geometrical emitter surface, and in the 
case of large radius only the outer rim of the emitter, is 
active in a width 

4/An 
 L. 

Mn 

The Ad, dependency upon r„ is shown in Fig. 7. It is 
evident that the boundary of validity between (24) 

and (25) is at 

re = 2 ern ± Fry 
  L. 

Pm 

III. EXPERIMENTAL RESULTS 

(25a) 

The experimental problem resulting from the de-
terminations in the previous section, consists in a 
quantitative determination of the value of Aeff as a 
function of re. But we will limit ourselves to a much 
simpler problem of a relative comparison of the effective 
emitter surfaces of transistors of different sizes. As a 
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Fig. 7—The relation between the effective emitter area and 
the emitter radius in circular emitter electrodes. 

measure for different effective 
sider the emitter currents of 
sizes, since, as was determined 
tion (3), 

emitter areas we con-
transistors of different 
from the defining equa-

Aeff, (26) 

as long as the emitter current density i(r0) is kept con-
stant; or expressed differently, if the transistors which 
are compared with each other are loaded to the same ex-
tent. The determination of the "equal loading condi-
tions" is rather problematic since the current density 
i,.(ro), as well as the corresponding junction voltage 
Uo(ro), cannot be directly measured. We must, there-
fore, try to determine the loading condition of the 
transistor by a quantity which can be measured directly; 
even if we are not able to define this condition exactly. 
For instance by the voltage Ugh, or by the current 
amplifying coefficient a, the value of which, as is known, 
depends substantially on the load conditions. 
By keeping constant the magnitudes of a and of (Job, 

we eliminate automatically another problem; namely, 
the material constant L is actually not a constant, but 
depends to a substantial extent upon the load." But if 
the load is kept constant when comparing the transistors 
of different sizes, L will not vary, and in the range of 
validity of the approximate solution (25) it will follow 
from (26) for transistors with a circular emitter that 

(27) 

As is known in the art, the value of L in an alloyed 
silicon rectifier" is in the order of magnitude of 0.1 mm 

in the case of strong injection. It therefore is expected 
that similar values will be obtained in the case of silicon 
transistors. Then out of (25a) it follows that we operate 
actually in the range of validity of the approximate solu-
tion (25) if the diameter of the emitter is greater than 
0.2 mm, and we must, therefore, expect an increase of If. 

Mn 

Fig. 8—An annular base-emitter pattern (schematic). 

in accordance with (27). This could be confirmed also 
for transistors with a circular emitter surface in the 
range of 0.4 mm <ro <2.5 mm." 

Using a relatively general formulation it can be said 
that the effective emitter area is proportional to the 
length of the rim of the emitter. In transistors with a 
circular emitter shape, the length of the rim of the 
emitter electrode, and thus the effective emitter area 
is relatively small. Larger rim lengths can be obtained 
when, instead of the above described circular transistor, 
a base-emitter pattern is alloyed with annular layers 
disposed one inside the other; for instance, in the man-
ner shown in Fig. 8 wherein only the inner and outer 
rims of each emitter ring are portions of the effective 
emitter surface." 
The linear variation of the emitter current with the 

rim length (27) can be satisfactorily tested on transistors 
of this type. First, the middle base spot and the No. 1 
emitter ring are contacted, so that only the inner rim of 
the No. 1 emitter ring is active. In the second step the 
No. 2 base ring is contacted, so that in this case the 
inner and outer rim of the No. 1 emitter ring are active. 
By switching on stepwise the No. 2 emitter ring, the 
No. 3 base ring, the No. 3 emitter ring etc., the emitter 
area can be increased stepwise. It must be assumed 
here that the width of the emitter ring is large relative 
to twice the length 

L, 

so that the inner and outer rims of each emitter ring 
can be active independent of each other. 
The results of such an experiment on alloyed silicon 

n-p-n transistors with 3 emitter and 4 base rings is 
shown in Fig. 9. In this case the values of the currents 
are compared at the same value of the emitter base volt-
age Uob = 0.9 volt. This value of (Job corresponds 
approximately to the current amplification coefficient 
ara 8 to 10. Fig. 9 shows the results of measurements for 
three transistors. Data are differentiated by the use of 
different designations for measured points. The L--
straight lines for two of the transistors practically over-
lap each other. These collapsing lines for two transistors 
correspond substantially with the straight line shown 

" Emeis and Herlet, op. cit., in these experiments a was kept con-
stant as a measure of the load. 
" Another arrangement with which it is possible to obtain large 

emitter rim lengths is the grid specimen shown by Hall, op. cit. 
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Fig: 9—The relation between the emitter current and the emitter 
periphery in the case of an alloyed silicon n-p-n transistor having 
a circular base-emitter pattern. 

iloo-0.9 V 

in Fig. 3 of Emeis and Herlet' for circular emitters 
and for a value of a= 10. 16 The straight line for the 
No. 3 transistor in Fig. 9 is slightly higher. Such disper-
sions are not unusual due to the strong dependence of 
the emitter current upon thsb. In this type of transistor 
we may, for instance, by reducing the value of Ueb to 
only 0.85 volt, obtain the same current values as for the 
other two transistors at 0.9 volt. In some of the transis-
tors measured, the increase of L. with the increase of the 
rim length is slower than linear. This flattening is rela-
tively very small. Whether this flattening or this devia-
tion from the linearity rule (27) is due to the imperfec-
tions in the production of the transistors or is due to 
other, deeper causes we do not know. 
The full rim length of the experimental transistors 

with 3 emitter rings is 15 cm. This would correspond to 
a circular emitter surface having a diameter of 4.8 cm. 
Assuming the value of L=100 µ, the effective emitter 
surface of transistors of this type would have, in ac-
cordance with (25), approximately 20 mm2. The charac-
teristics of a transistor of this type in the "on-condition" 
are shown in Fig. 10. 

APPENDIX I 

A "RiGoRous" SOLUTION FOR A SPECIAL THREE-
DIMENSIONAL TRANSISTOR MODEL 

A. The Boundary Values for the Collector Junction 

The determinations from (4) can be applied anal-
ogously to the collector. Also in this case the electrons 

arrange themselves in a radial direction in a Boltzmann 
distribution, and therefore, the radial electron current 
density will disappear due to the compensation of the 
diffusion portion by the field current 

i„,.(r, W) = 0. (28) 

Emeis and Herlet, op. cit., in order to obtain a better compari-
son with Fig. 3 of Emeis and Herlet and Fig. 9 of this paper, the 
emitter length divided by 7r is plotted as abscissa. 
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Fig. 10—Characteristics of an alloyed silicon n-p-n transistor 
having a periphery of 15 cm. 

In the case of holes, the field current will again be twice 
the diffusion current in the radial direction: 

a 
i„(r, W) = — 21.4„k T — p(r, W). (29) 

ôr 

The hole current density will again disappear in the 
axial direction, since a high degree of doping is assumed 
also in case of the collector, so that the share of the 
holes in the collector current can be disregarded (col-
lector yield coefficient yc=1): 

W) = 0. (30) 

Due to the radial symmetry, the following equation is 

valid for the collector 

W) = 0. (31) 

Then the continuity equation is again limited to the 
sole remaining radial component i„, and thus leads to 

the solution 

n(r, W) = p(r, W) 

bin MI) 
-- n(0, W) Jo (jr / + L). (32) 

B. The Boundary Values for the Base Junction 

At the cylinder surface r=rb, 0 <z< W the highly 
doped base ring passes into the weakly doped base 
region. Here just in front of the "base junction" 
determinations similar to those in Section II-A can also 
be made. Because the highly doped region in this case 
is not n-doped as at the emitter, but is p-doped, the 
electrons and the holes exchange roles as compared with 
Section II-A. Further since the base junction extends 
in the axial direction, while the emitter junction extends 
in the radial direction, the axial and radial directions 
will also exchange their roles. 

In detail, according to Figs. 5 and 6 instead of (8), 
the valid relation will be 

Ub(z) — Ub(0) = — [V(rb, z) — V(rb, 0)]. (33) 
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The result of this will be that now not the electrons 
according to (9), but the holes will have a Boltzmann 
distribution along the junction under consideration, 
and we obtain. 

P(rb, z) = P(rb, 0) • e-c 11E7' (rb.2)—V(rb,0)] . (34) 

In this case, for the holes, the axial field current will 
compensate the axial diffusion current, while for the 
electrons, the axial field current will double the axial 

diffusion current. Analogous to (11) and (7) it follows 
that 

ipz(rb, z) = 0 (35) 

a 
= 2kT — n(rb, z). 

az 
(36) 

Due to the high degree of p doping of the base region, 
the electron share in the base current can be disre-
garded; therefore, the electron current laterally through 
the base junction will disappear, so that 

inr(rb, z) = 0. (37) 

Due to the cylindrical symmetry, naturally, we again 
obtain 

inck(rb, z) = o. (38) 

Thus the continuous equation 17 for the electrons 

1 a la a 
div i„ = — — (ri,,,.) — — — = e61, (39) 

r ar r ack az 

reduces to an axial differential equation for the electron 
concentration n: 

a2 e 
n(rb, z) =   n(rb, z). (40) 

az' 212k TT 

When using now the prevailing "common" diffusion 
length in the case of strong injection, according to (17) 
we obtain 

n(rb, z) = 

in contrast to the emitter and the collector, is highly 
p-doped and not strongly n-doped. But the axial and 
radial directions will be exchanged here too, relative 
to the emitter and collector, so that (35) to (38) will 
again indicate that at the base junction the electron 
current is again directed purely axially and the hole 
current purely radially. 

It must therefore be asked, if there are arrangements 
and conditions under which it will be possible to 
have a purely axial electron flow and a purely radial 
hole flow cooperating with each other in the whole base 
region, and not only on parts of its surface. There are 
three reasons which may induce the electron flow to 
deviate from a straight line flow axially from the 
emitter to the collector. These reasons are: 

1) an electron demand in the base ring. 

2) a surface recombination on the free surfaces of the 
base region between the emitter and the base ring 
and between the base ring and the collector, and 

3) a "too large" cross section of the base region in the 
middle between the emitter and collector. In the 
case rb > re, and already for re>re, the electrons 
cannot flow purely axially any more. 

Reason 1 is already eliminated by the assumption that 
the p doping of the base ring is very strong. In this 
case the electron component of the base current will 
disappear: "the yj factor of the base current will become 
unity." Reasons 2 and 3 will be eliminated simul-
taneously by the assumption that re = =re. Instead of 
the transistor model of Fig. 2, we consider in the follow-
ing a model given in Fig. 11, opposite. 

In this model the electrons flow, in all exactness, 
purely axially and the holes purely radially (Fig. 12). 
But before writing down this solution and verifying it, 
we try to eliminate Ue and Ue, 18 and to replace them by 
the voltages Urb between the emitter and base and Um, 
between the collector and base. 

gp bin MP n(rb, 0) sinh [(W — z) 4/1—4n+ ± n(rb, W) sinh [z , 1/ 
12p J etp 

SitIll[W/ ±  49 /] 

C. A. Special Three-Dimensional Transistor Model and 

Its "Exact" Concentration and Potential Distributions 

By means of (11) to (14) in Section II-A it could be 
determined that the electron current in front of the 
emitter is purely axial and that the direction of the 
hole current is purely radial. The same applies to the 
plane z = W in front of the collector according to (28) 
to (31). In front of the base junction the electrons and 
the holes exchange their roles, because the base ring, 

" This continuity equation can be found for the unidimensional 
case, for instance, in Herlet and Spenke, op. cit. See in particular (26). 

(41) 

For the electron concentration in front of the highly 
n-doped emitter, (6) is valid. In particular, on the rim 
r =re we have 

n(re, 0) = np•e(eikr)uo(re). (42) 

In front of the highly p-doped base ring a relation simi-
lar to that of (6) is valid, which we write out, assuming 
z =0, as follows: 

P(r,, = pp.e(e/knubon . (43) 

18 Uo and U,. are not accessible experimentally in contrast to Uoi, 
and Uoh. 
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gp 

Fig. 11—A simplified cylindrical transistor model. 

Multiplying these two equations we obtain 

xre, 0) = pp •  e0 1T o(r c)+U b (0)] (44) 

Due to the assumption of (4) of a strong injection, we 
can write on the left-hand side simply n2(re, 0). On the 
right-hand side we can write n,' for the product of the 
equilibrium densities n, and pp according to the mass 
action rule. Finally, the distance at r=r, and z = 0 
between the circular shaped emitter and the base ring 
is negligibly small. Hence, the voltage drop Um, be-
tween the emitter and the base ring is simply equal 
to the sum of the voltage drops 11e(re) at r =r, of the 
emitter junction and the voltage drop U1)(0) at z = 0 

of the base junction. Because of the above relations, we 

obtain from (44) 

n(re, 0) = ni•ecetkv)webt2). (45) 

At the rim of the collector, where r =r, and z = W, we 

have accordingly 

n(re, W) = ni• elkT). (Ucb /2) (46) 

whereby U cb is now the voltage between the collector 

and the base ring. 
It will now be verified that the following equation is a 

"rigorous" solution of the problem—naturally under 

the high injection conditions of (4) and (5): 

n(r, z) = p(r, z) = ni.f(r) • g(z) (47) 

kT f(r) 
V(r, z) = — In — • 

e g(z) 

Herein f(r) and g(z) are the following functions: 

f(r) —   

Jo (jrc / ±  
p. bin 

(50) 

reeb 

?det99,??919ge94,9,9,geet9,09 
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9, e- ç 
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tely,,seev(pese 
Fig. 12—A schematic representation of the flow of electrons 

and holes in a transistor model according to Fig. 11. 

The solutions (47) to (50) must now be verified. First, 
it can be seen that due to the product form of (47), 
the radial increase of the concentration from the middle, 
r =0, to the rim, r = re, is independent of z. This increase 
repeats itself in each plane, z =constant, in the same 

manner as follows: 

n(r, z) Jo (jr /1   L). (51) 

Due to the fact that this determination is also valid for 
the planes z = 0 and z = W, the boundary conditions (19) 
and (32) will be fulfilled by the solution of (47) to (50). 
Correspondingly, the axial diminution of the concentra-
tion (see Fig. 1) is independent of r, and repeats in the 
same manner on each parallel to the cylinder axis r =0: 

n(r, z) 

e Ueb 
exP kT —2—) sinh [(W — e) / V ein ±  1'LP L ]sup 

(48) exp sinh /VI"  
kT 2 sup 

e Ucb 

P 

(52) 

Since this determination is also valid for the cylinder 
surface r=re and furthermore, considering rb=r, ac-
cording to Fig. 11 and (45) and (46), the fulfillment of 

(41) is assured. 
The solution of (47) to (50) thus has the required 

(49) boundary values. The solution of the differential equa-
tions within the volume is confirmed in the following 

manner from (47) and (48): 
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n(r, z) = n, • e(z) • e±(e lkT)V(r,z) = const e+(e IkT)V (r .z) 

for z = constant (53) 
or 

p(r,z) = f2(r) e-(elkT)V (r,x) const' e-(e IkT)V (r,z) 

for r = const'. (54) 

Everywhere in the base region the electron concentra-
tion n in the radial direction is now in Boltzmann 
equilibrium, but the holes p are in axial direction. This 
means that everywhere in the base region the radial 
current density in,. of electrons will disappear as will the 
axial current density 4. of holes. Due to the axial sym-
metry, ino = 4,0 = 0 anyway. From the continuity equation 
of electrons 

div in = + e • GI, (55) 

we have remaining only 

a n(r, z) 
— in:(r, = + e  
aZ 

(56) 

and from the continuity equation of the holes 

div ip = — e t, (57) 

we have remaining only 

1 a r p(r,z) 
—•— • (r, = — e — (58) 
r ar 

From the Boltzmann equilibrium (54), it follows 
that, in case of holes, the axial field current will just 
compensate the axial diffusion current. Since p=n it 
follows also that in case of electrons the field current 
will be twice the diffusion current. We thus obtain 
from (56) that 

82 n(r, z) 
n(r, z) = az2 gp 

This equation will be fulfilled by (47) together with 
(50). The r dependence will be eliminated due to the 
fact that the coefficient f(r) will be compensated on 
both sides. The fulfillment with respect to z can be 
proved simply by differentiating. 

Utilizing analogous considerations, the fulfillment of 
(58) can also be obtained. Thereby it will be possible to 
solve the continuity equations of the electrons and holes 
in the whole base volume 0 <r <rn and 0 <z < W, by the 
suggested solution of (47) to (50). 
There remains only the final confirmation of the 

assumption (48) made for the potential V(r, z). The 
potential V(r, z) not only occurs in the continuity 

equation (55) and in (57), for which in and i„ were just 
determined, but this potential must also fulfill the 
Poisson equation 

47r 
div grad V = — — p. 

e 

(59) 

(60) 

A "rigorous" transistor theory as described in thie 
Appendix, in the same manner as all other rectifier anc 
transistor theories, subdivides the n-s„-n structure undei 
consideration into junctions comprising space charges 
and neutral zones disposed in between said junctions. 
With regard to these neutral zones only an approximate 
solution of the Poisson equation (60) can be obtained 
in the following sense: due to (60), the field strength 
divergency which is present, div grad V, is accompanied 
necessarily by a certain space charge p. If it is possible 
to produce this p by such a small deviation An from neu-
trality n =p,19 so that 

in « n = p, (61) 

then one will say that the Poisson equation is solved 
approximately. But in case div grad V requires a value 
of An which is of the same order as the concentrations 
n and p themselves, then the Poisson equation with 
n = p is not satisfied even approximately. 

For the purpose of confirmation, the divergence div 
grad V must be formed from (48) for the potential. It 
can be shown that this divergency is negative.2° Instead 
of neutrality n pl° one should take n as being larger 
than the hole concentration p. As can be determined by 
a more thorough calculation, we obtain the maximum 
value of An in the middle and directly in front of the 
collector junction; i.e., for r=0 and z = W, and then we 
have 

An 

PP 

xn 2 
le • ex\wJ p nn), k T (62) 

wherein the so-called Debye length will be 

X0 =  
E kT / eg '„ Tk 

= (63) 
47ep„ e 47up e 

In p silicon (e = 12, bin = 500 cm2/volt/second) with a 
conductivity u„ =1/200cm at room temperature 
(kT/e= 26 millivolts) the order of magnitude is 

oco = 0,1g, (64) 

and if we assume the thickness of the base to be 

W =10µ, 

we will obtain 

e 
—n-A = 10-4• exp (-- Uec) • 
PP kT 

(65) 

(66) 

The whole determination which is carried out in this 
article is based on the "on condition" of a power transis-
tor, in which the saturation of the transistor character-
istic is avoided as far as possible, because saturation 

" In the sense of approximation (4) of strong injection the doping 
ni - can be disregarded in this neutrality condition. 
" In case of a potential curvature in the r direction according to 

Fig. 4, as well as in the z direction according to Fig. 1, a negative 
space charge is required. 
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will not bring any increase in the forward current. On 
the other hand the current then will flow with a steadily 
increasing inner voltage loss in the transistor. That is, 
LI,c should not go too high. A value of Uec =-6(kT/e) 
0.156 volt should be considered here" to be rather 

high. But even in this case we will have 

exp (—e lice) 400, 
k T 

and according to (66) there will still remain 

An 
< 10-4 .400 = 

PP 

(67) 

But, actually, the comparison of An with pp is much too 
restrictive. In the condition of strong injection the con-
centration will be 

n p >> pp (69) 

and for an approximate solution of (60) it will be suffi-
cient to have 

an 
— « 1. (70) 

Based on (69), inequality (70) is satisfied a fortiori 
because the more restrictive inequality (68) is satisfied. 

(68) So we have seen that the approximate satisfaction of 
the Poisson equation (60) in the "on condition" of a 
power transistor can be assured. 

21 In case of real transistors, as shown in the characteristics in 
Fig. 10, the voltages U.c which are necessary for the saturation of the 
transistor characteristics are substantially larger than the indicated 
6k 77e =156 millivolts. These voltages are actually approximately 
1 volt. But in the scope of the theoretical model considered herein 
1.4,, values of 6k T/e are more than sufficient to obtain the saturation. 
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The Electrical Characteristics of Silicon P-N-P-N 
Triodes* 

I. M. MACKINTOSH f, MEMBER, IRE 

Summary—An investigation is made of the electrical character-
istics of three-terminal silicon p-n-p-n structures, where electrical 
contact is made to both outer (emitter) regions and to one of the 
inner (base) regions. 

When the base current I, is zero, the V-I characteristic naturally 
is identical to the two-terminal case, i.e., ranges of high and low im-
pedance separated by a region of differential negative resistance. 
Base current supplied from an independent, external circuit is found 
to decrease the breakover (peak) voltage and to decrease the turn-off 
current, i.e., the current at which the device enters the low im-
pedance state. In fact, the p-n-p-n triode is found to exhibit switching 
properties closely analogous to the conventional thyratron. 

As an extension of earlier work, a general analysis of four-region 
structures is presented and is applied specifically to the p-n-p-n 
triode. Much of the detailed behavior of the device can be explained 
in terms of this analysis, and theoretical curves are given which 
are in good agreement with the experimental results. 

I. INTRODUCTION 

V
.ARIOUS discussions of four-region semiconduc-
tor structures have appeared in the literature in 
recent years. Shockley's description' of a p-n-p-n 

hook collector transistor having a current amplification 

* Original manuscript received by the IRE, November 21, 1958; 
revised manuscript received, March 14, 1958. 
t Bell Telephone Labs., Inc., Murray Hill, N. J. 
1 W. Shockley, "Electrons and Holes in Semiconductors," D. Van 

Nostrand Co., Inc., New York, N. Y., pp. 112-113; 1950. 

in excess of unity has been further developed and ex-
tended,' and equivalent circuits have been obtained' for 
various modes of operation of four-region structures. 
These discussions have been principally in terms of ger-
manium devices. In silicon devices, however, the cur-
rent gain factors are strong functions of the emitter 
currents, and a somewhat different behavior might be 
expected. Two-terminal silicon p-n-p-n transistors in-
vestigated recently by Moll et al.' were found to have 
the properties of an efficient electronic switch. 

This paper presents an investigation of the electrical 
properties of three-terminal silicon p-n-p-n transistors 
of the type shown schematically in Fig. 1. Like the two-
terminal device, the p-n-p-n triode exhibits switching 
properties, and in many respects is similar in behavior 
to the conventional thyratron. It also is analogous to the 
point-contact transistor switch, and it is possible that 
similar mechanisms may account for the behavior of 
both point-contact and three-junction devices. The 

2 W. Shockley, M. Sparks, and G. K. Teal, "P-N junction tran-
sistors," Phys. Rev., vol. 40, pp. 151-162; July, 1951. 

J. J. Ebers, "Four-terminal p-n-p-n transistors," PROC. IRE, 
vol. 40, pp. 1361-1364; November, 1952. 
4 1. L. Moll, M. Tanenbaum, J. 1%./h Goldey, and N. Holonyak, 

"P-N-P-N transistor switches," PROC. IRE, vol. 44, pp. 1174-1182; 
September, 1956. 
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Fig. 1—Schematic of a p-n--n triode transistor. 

analysis of the p-n-p-n triode differs from that for the 
hook collector transistor in that alpha is a strong func-
tion of emitter current; moreover, the hook collector 
transistor was considered in grounded base operation, 
whereas here the grounded emitter mode is more ap-

propriate. A brief account of this work is presented else-
where.' Germanium devices showing similar character-
istics, but operating in a somewhat different fashion, 
have also been reported recently." 

If the base contact in Fig. 1 is left open-circuit the 
device becomes effectively two-terminal, i.e., a p-n-p-n 
diode as investigated by Moll et al.' Their findings are 
discussed briefly here so that this mode of operation 
may be used as the norm to which triode behavior can 
be compared. The explanation is in terms of current 
gain factors (a1 for the p-n-p section, a2 for the n-p-n 

section) which are assumed to be functions of current 
but voltage independent,' and of current multiplication 
factors M„ and M„ at junction J2 which are assumed to 
be functions of voltage only.' 

A typical "forward" V-I characteristic for a silicon 
p-n-p-n diode is shown schematically in Fig. 2. By the 
forward direction, we mean that region Pi is positive 

I. M. Mackintosh, "Three-terminal p-n-p-n transistor switches," 
IRE TRANS. ON ELECTRON DEVICES, vol. 5, pp. 10-12, January, 
1958. 

C. W. Mueller and J. Hilibrand, "The thyristor—a new high-
speed switching transistor," IRE TRANS. on ELECTRON DEVICES, 
vol. 5, pp. 2-5; January, 1958. 

7 J. Philips and H. C. Chang, "Germanium power switching de-
vices," IRE TRANS. 011 ELECTRON DEVICES, vol. 5, pp. 13-18; Janu-
ary, 1958. 

8 The effects of transition region widening on alpha are thus 
neglected. 

9 K. G. McKay and K. B. McAfee, "Electron multiplication in 
silicon and germanium," Phys. Rev., vol. 91, pp. 1079-1084; Sep-
tember, 1953. 
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dl - 

REGION 12:1 - NEG RESISTANCE 
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Pc It 

Fig. 2—A typical forward V-I characteristic of a p-n-p-n diode. 

with respect to region N2, so that junctions J1 and J2 act 
as emitters and /2 as a collector. Let aT -=-•aillip+a2111n. 
The four principal regions of the characteristic can then 
be described as follows. 

1) At low currents, ar <1, and .1.2 behaves essentially 
like a classical p-n junction in reverse bias. This is 
therefore the "off" or high impedance region. 

2) As the voltage is increased the multiplication 
eventually increases to a point where ar 1 and J2 

breaks down. This will be called the "breakover" region, 
defined by av/ai at which the voltage and current 
in two-terminal operation have the values V,, and 4., 
respectively. 

3) The system then traverses a region of differential 
negative resistance, which usually consists of two ranges 
of high negative resistance separated by a range of 
lower negative resistance, as indicated schematically in 
Fig. 2. 

4) The low impedance region is reached when a, +a2 
>1 (at these low voltages M. and M„ are essentially 
unity). The condition of current continuity requires 
that J2 then becomes forward biased so as to emit holes 
and electrons back into the base layers. The low-current 
limit of this "on" region is designated the "turn-off". 
current, Ito. 

I I. EXPERIMENTAL TRIODE V-I CHARACTERISTICS 

At least for low-frequency applications, it is obvious 
from Fig. 2 that the p-n-p-n diode can be made to 
switch on only if the applied bias is increased sufficiently 
for the load line to pass through the breakover voltage 
V,,,,. The high multiplication effects necessary to meet 
the breakover condition ar ,-• 1 could be avoided, how-
ever, if a way could be found of increasing a independ-
ently. One way of doing this is to apply the third termi-
nal (Fig. 1) and, by means of a separate external circuit, 
to drive a base current Ib in the same direction as I 
across the emitter junction ./2. This base current can 
now increase a2 independently of V and I. In other 
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Fig. 3—The experimental V-I characteristics for a 
p-n-p-n triode at constant base current. 

words, az is a function of (/+/b), al is a function of I 
only, and the value of ar, which controls the shape of 
the V-I characteristic, can be modified by the flow of 
base current.") 
The effect of base current on the V-I characteristic 

was observed experimentally on a diffused silicon 
p-n-p-n triode of the type shown in Fig. 1. Ib was main-
tained constant at various values and the main current I 
observed as the voltage applied to the device VT was in-
creased to breakover. After the device switched to the 
sustain point, VT was gradually reduced and I observed 
until the turn-off point was reached. By this means the 
curves of Fig. 3 were obtained. Observations were not 
taken in the negative resistance regions and the break-
over and turn-off points (indicated by the crosses) are 
simply joined by the dotted lines. 
The most obvious effects of increasing II, are to in-

crease the "off" current and to decrease both the break-
over voltage and the turn-off currents. These changes 
can be explained qualitatively in simple physical terms.' 
In the "off" state the device behaves essentially like a 
normal transistor, regions P1 and N1 acting together as a 
hook collector. Increasing the emitter forward bias, i.e., 
increasing Ib, increases the collector or "off" current in 
the usual way. This larger current causes an increase in 
the alphas. The condition cerPel therefore is reached at 
lower values of M„ and M„ and the breakover voltage 
V„ is reduced. In the "on" state the flow of base current 
again increases the alphas. Thus, the current I can fall to 
lower values before the turn-off conditions are reached. 

Fig. 3 also shows a load line representing a bias of 
50 volts applied through a load of 80 KS2. It is apparent 

10 The third contact also could be made to the NI base region, in 
which case Ib would directly influence al, not as. This case we shall 
arbitrarily call an "inverse" p-n-p-n triode, to distinguish from the 
"normal" case of Fig. 1. 
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Fig. 4—Schematic of a generalized p-n-p-n structure. 
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that under these conditions the device can be switched 
on by a base current of about 20 µamp and off by a 
negative base current of 230 µarrip." In switching on, the 
device is quite similar to the thyratron in that a very 
small power is controlling a large current flow. The 
p-n-p-n triode has the added advantage that it can be 
turned off by operations on the base alone, although 
here the controlling currents are of the same order of 
magnitude as the currents switched. 
So far, only the forward characteristic of the p-n-p-n 

structure have been discussed. The reverse character-
istic (region N2 positive with respect to region PI) is 
very similar to that of the avalanche transistor.'2 The 
effect of the base current is simply to increase the col-
lector current in the usual way. 

III. GENERAL ANALYSIS OF FOUR-REGION STRUCTURES 

Simple physical explanations for some of the more 
detailed behavior of the p-n-p-n triode are not immedi-
ately obvious, and a more detailed analysis is required. 
The foundations have already been laid by Moll et al.,' 
and this section makes use of much of their work. 

Fig. 4 represents schematically the structure to be 
considered, where it is assumed that electrical contact 
is made to each region. Let voltages I71, V, and V3 be 
applied across junctions Ji, J2, and J2, respectively, and 
taken as positive from left to right. Let the saturation 
current of each junction, when the other two junctions 
are short-circuited, be /.1, 1,2, and La. The various cur-
rents are defined as positive when in the directions 
shown. 

Let the emission efficiencies of junctions Ji and J2 be 
71 and 73, respectively, and let the transport factors 

" This value of load was chosen for convenience in illustrating on 
Fig. 3 the turn-off action of Is. With lower, more realistic loads the 
base current required to turn off the device would be much higher, 
of course. 

12 S. L. Miller and J. J. Ebers, "Alloyed junction avalanche tran-
sistors," Bell Sys. Tech. J., vol. 34, pp. 883-902; September, 1955. 

M. G. Kidd, W. Hasenberg, and W. M. Webster, "Delayed col-
lector conduction, a new effect in junction transistors," RCA Rev., 
vol. 16, pp. 16-33; March, 1955. 
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Fig. 5—Superposition equations for a generalized p-n-p-n structure. 

across base regions N1 and P2 be a, and a2, respectively." 
Thus, when V1 and V3 are positive the flow of minority 
carriers may be described by the "normal" current gain 
factors 

«IN = 7,131. 
a2N = l'202 

to the primary effect of one particular voltage are shown 
in the vertical columns." The resultant currents II, 12, 
and /3 are obtained by adding horizontally. Note that 
the carriers produced by the avalanche process tend to 
flow as a field current (rather than a diffusion current) in 
the transition region. These additional carriers therefore 
constitute a majority carrier flow after leaving the 
transition region and do not influence adjacent junc-
tions. 

Solving the expressions for II, etc., for the factors 
(e" —l) gives 

I„(eovi —1) 

[-Y2Mp-1- (1 — a2Nan — 72) M.]/1— air/2-1-a2NaiyM./3 

h 

alNillpil — /2±a2A7M:J3 
4(e-4W — 1) = 

Is3 (e8v3-1) 

h 

aiNczuMp/i—a21/21- [("Y2— aiNair)Mp+ (1 — -y2)M„j/3 

(1) where 

If V is negative then J2 will emit minority carriers in 
both directions. Let -y2 represent the efficiency of this 
junction for the emission of holes. Then the "inverse" 
alphas may be written 

au = 72/31 

= (1 — 72)/32 

Note that since the O's have a maximum value of unity, 
al/ -Fazy ≤ 1. The definition of these alphas implicity as-
sumes that they are independent of collector voltages. 
Assume that J1 and .13 are always forward biased so 

that multiplication effects at these junctions may be 
ignored. Consistent with earlier work," the multiplica-
tion factors at J2 will be defined as 

/p(P2) 
M, = ip(No , when /(P2) = 0, (3) 

i.e., M, is the ratio of the (majority) hole current 
emerging from the P2-region side of .12 to the (minority) 

hole current arriving at the NI-region side of J2, when 
the (minority) electron current arriving at the P2-region 
side of J2 is zero, and 

/(Ni) 
M„ =   

/,i(P2) 

The results of applying superposition to this system 
are seen in Fig. 5. The current components flowing due 

(2) 

when I(N1) = 0. (4) 

13 Here the base region is defined as the space bounded by the 
edges of the two transition regions, i.e., the a's do not include any 
effects which may occur in the transition regions. Also, it is assumed 
that the /3's are effectively independent of whether the minority 
carriers flow to the left or right. 
" K. G. McKay, "Avalanche breakdown in silicon," Phys. Rev., 

vol. 94, pp. 877-884; May, 1954. 

and 

(5) 

(6) 

(7) 
h 

= I„,± 

h= ey2 — aiNair)Mp ± (1 — a2.va2r — 72)M,,. (8) 

These are the general expressions describing the elec-
trical properties of the structure in Fig. 4. In principle, 
at least, the voltage-current relationships for any spe-
cific use of a p-n-p-n structure may be obtained from 
these equations. 

IV. ANALYSIS OF TRIODE BEHAVIOR 

A. Basic Considerations 

A theoretical investigation of the electrical behavior 
of a p-n-p-n structure normally would begin by putting 
the applied voltage VT= Vi+ V + V3, and relating VT 
and I by means of (5) through (7). However, the ex-
pression so obtained proves to be intractable, and the 
simplifying assumption has to be made that the electri-
cal behavior of the structure can be explained by ref-
erence to the voltage across J2 alone. For any condition 
in which VT is high, this will be a good approximation 
since the voltage drop across the two forward-biased 
junctions will be relatively small. The low-voltage point 
of greatest interest is "turn-off," which is described by 
the transition of junction .12 from reverse to forward 
bias, i.e., by the condition V= 0. Thus, all the important 
parts of the characteristic may be considered merely in 
terms of (6). 

Since (6) depends on the various a's and M's, it is 

15 By consideration of the currents which flow in both cases, it 
may be verified easily that column 2 of Fig. 5 is valid for V both 
positive and negative. In particular, the same alphas appear whether 
J2 is forward or reverse biased. 
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convenient at this point to consider the dependence of 
these parameters on current and voltage. The electron 
and hole multiplication factors (defined in Section III) 
have been found" to obey the empirical relationships 

Ain= 1/(1 — 

= 1/(1 — n.2)1 

where n = V/ Vg, Vg is the breakdown voltage of the 
isolated junction, and ni and n2 depend on the type of 

junction considered. The silicon devices considered here 
are of the graded junction type for which n2.-- 9, and n1 
varies between about 1.4 and 2.5." 

In silicon transistors the increase in a with emitter 
current is found generally to be extremely rapid at low 
currents, becoming slower as the current increases. 
Typical experimental values for da'dI are 104 to 10' 
amp-1 at 1 µamp and 10 to 102 amp-' at 1 mamp. Two 
mechanisms are generally supposed to cause these varia-
tions. One is the effect on the emitter efficiency y of 
recombination in the space charge region, as discussed 
by Sall, Noyce, and Shockley; 17 the other is the changes 

in the rate of recombination in the base region, and 
hence in the transport factor r3, which arise in accord-
ance with the Shockley-Read theory of saturable re-

combination centers." 
Relating the normal p-n-p-n triode of Fig. 1 to the 

generalized structure of Fig. 4, we have II= I2= I, 
I3= 1+ Ib, 14=0, and /5= —Is. Eq. (6) therefore simpli-

fies to" 

where 

and 

(9) 

Is2 (e-ev - 1) = fIb - gI (10) 

a2N1VIn 

h 

1 — a a2NMn 

h 

The simplification to the two-terminal case is obtained 

simply by putting Ib= O. 
Within the described limitations of V, (10) therefore 

should describe the behavior of the device throughout 
the entire V-I characteristic. Each part of the character-
istic may now be considered in more detail. 

B. High Impedance Region 

In two-terminal operation, 

gob() = 132 (1 — (13) 

16 S. L. Miller, to be published. 
17 C. T. Sah, R. N. Noyce, and W. Shockley, "Carrier generation 

and recombination in p-n junctions and p-n junction characteristics," 
PROC. IRE, vol. 45, pp. 1228-1243; September, 1957. 

18 W. Shockley and W. T. Read, Jr., "Statistics of the recombina-
tions of holes and electrons," Phys. Rev., vol. 87, pp. 835-842; Sep-
tember, 1952. 

19 For an "inverse" p-n-p-n triode, we get /,,(eHsv-1)=k/b—gI, 
where k=a1N 1112,/h. 
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Fig. 6—The breakover voltage vs base current. 
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where go and Io, represent the values corresponding to 
I=0. The current flowing in the triode at the same 

voltage V may therefore be written. 

gI = fIb gob. (14) 

Thus, the effect of Ib is to increase the "off" current by 

the factor (fIbi-goI0)/gIo. 
Consider the case where Ib is constant. The increase in 

I due to the base current causes increases in the alphas 
and reduces the value of g. The increase of I with V 
thus tends to be more rapid, and the "off" impedance 
is reduced. This effect can be seen in Fig. 3, and is dis-
cussed further in the Appendix. 

C. Breakover Region 

Fig. 6 shows the breakover voltage replotted as a 
function of base current. To explain this analytically, 
the condition av 'az =0 is applied to (10), as discussed 
in the Appendix. A relation is obtained between the 

(12) voltage and currents at breakover which, to a good ap-
proximation, may be written 

± (A2 ± A. 2)Mn = 1 (15) 

where 

= 

A2 = 

A3 = 

aly ± I 
aaiN 
91 

aazy 
a2y I 

ar 
aa2N 

If, when Ib= 0, the breakover current is extremely small 
(i.e., comparable to Is), then the alphas will be very low 
and (15) can be satisfied only by large values of Ills, and 
M. In other words, Vpo will lie close to the breakdown 
voltage V g of junction J2. Small increases in Is (and 
hence in I) will therefore cause a relatively large in-
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crease in the alphas. Hence, there is a rapid decrease in 
the multiplication factors and V, falls sharply. Further 
increases in /b have less relative effect on the alphas, 
and the rate of change of the M's, and hence of V,, with 
Ib tends to decrease. At high base currents the A factors 
have increased to the point where the M's must be very 
close to unity. In this range the multiplication factors 
are slowly varying functions of the voltage. Thus the 
required change in V, with Ib becomes large and V, fails 
abruptly towards zero. The base current at which this 
effect occurs will be designated /b (max). 

D. Negative Resistance Region 

The Appendix also discusses the negative resistance 
region. The more interesting results are that the differ-
ential negative resistance theoretically should be infinite 
in the high current range (I very close to the turn-off 
current II), and that the concavity in this region of the 
V-I characteristic (see Fig. 2) occurs through the con-
siderable decrease in the ace/az terms in the current 
range covered by the negative resistance region. 

E. Low Impedance Region 

As discussed in Section IV-A, the turn-off point is 
defined by the condition that V=0. Eq. (13) then gives 

aiv ay = 1 (16) 

as the condition defining the two-terminal turn-off cur-
rent /go. 

In three-terminal operation, applying the condition 
17=0 to (10) gives 

It= a2Nib 

a2N — 1 
(17) 

The main point of interest about this equation is that, 
unlike the two-terminal case, turn-off does not occur 

when (aiu+a2N)= 1. When Ib is positive, turn-off oc-
curs with (ceiN-Pa2N) <1, i.e., at lower values of I. In the 
"on" state the base current can be negative providing 
I /61 <I. Under these conditions, turn-off occurs with 
(ck,N-Fa2N) >1, i.e., at higher values of I. 

Fig. 7 shows It replotted as a function of lb. In ac-
cordance with (17), the curve has a variable negative 
gradient and intersects the ordinate Ib = 0 at /10. Fig. 7 

(I ŒIN Mp -Œ2NMn)I_ŒlNMpIb 

Ips (Mtra-iNaliMp -a2NO-21M11)+Inep - aiNairMp a-2IMn) 

WHERE, Mn =(- 7)2)-1 

?yip = 0 - '79) - 1 

17 = viv B 

08 Is 2- Ins+Ip s 

06 

> 

> 
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Fig. 8—The theoretical V.-/ characteristics for a 
p-n-p-n triode at constant base current. 

1000 

also shows (dotted line) the observed variation of the 
breakover current I, with base current. I„ increases be-
cause of the increase in the "off" current, discussed in 
Section IV-B. It can be seen that at //, (max) the break-
over and turn-off points coincide. 

F. Theoretical V-I Characteristics 

Detailed comparison between theory and experiment 
is not possible at present because of the practical diffi-
culty of measuring all the parameters involved. As a 
further test of the theory, therefore, curves of V vs 1. at 
various fixed values of base current have been com-
puted from the basic equations. An "inverse" p-n-p-n 
triode" was used as the theoretical model although the 
experiments were conducted on "normal" devices; the 
general effects of the base current should, of course, be 
the same in both types. The simplifying assumption 
was made that the voltage was high enough for the fac-
tor e-ov to be neglected; the calculations therefore are 
not valid in the "on" region. It was assumed that 
-y2= 0.5, that the multiplication factors had the analyti-
cal forms of (9), and that for the purposes of this compu-
tation the very approximate assumption could be made 
that the dependence of the alphas on current was para-
bolic, in accordance with the expression ct—KI,'", K 
being a constant. The theoretical curves, and the simpli-
fied expression from which they are computed, are 
shown in Fig. 8. It can be seen that the analysis is in 
good qualitative agreement with the observed behavior 
of the device. 
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APPENDIX 

THE DIFFERENTIAL RESISTANCE AND THE 
GENERAL BREAKOVER CONDITIONS 

We shall only consider cases where the voltage V is 
high enough for the factor e-ov to be neglected (i.e., V 
must be greater than about 1 volt). Simplifying (10) to 
these conditions and substituting for f and g gives 

(1 — aiNM, — a2,01.)I — az.vM.11, = hI,. (18) 

Differentiating with respect to I assuming Ib constant, 

and putting 

am am av 
= 

av 

we have 

aczvsr  1 ,M  49.22N] 
--- — andin/ — . 

al 

aa2N 

— IbM„ 
ai• 

— [I (a, _8312_' a2,831. Ita2N am.] av 
av av av J ai 

a(hI„) 

ar 
(19) 

All the terms implicit in the right-hand side of (19) in-
volve 4, Ir., I,,, or their differential coefficients with 
respect to I, and to a first-order approximation may be 
neglected. Rearranging then gives 

av 

ar 

a ailm,[aiN + 

+ Afn [am, + (I + = 1. (21) 
al j 

This is the relation discussed in Section IV-C. 
The differential resistance in the "off" region is given 

directly by (20). The terms in Ib decrease the numerator 
and increase the denominator, tending to reduce av/aI. 
Although this effect will presumably be small, it can be 
seen in Fig. 3. 
The low-current limit of the negative resistance re-

gion is described by ay/al= 0, by definition. Near the 
high-current limit It, the multiplication factors are close 
to unity and am/av approaches zero, i.e., 

av 
Lt. — = — co. 

ar (22) 

Both experiment and theory indicate that when the 
breakover current is very small (i.e., L very small or 
zero), there is a sharp fall in voltage just beyond the 
breakover point (cf. Fig. 8). The explanation for this 
effect is similar to that given in Section IV-C for the 
initial rapid drop in breakover voltage as a function of 
base current. Thus, if Ib is very small the alphas will be 
very low, and (21) requires high values for M„ and M,. 
Immediately after breakover, the small increase in I 
causes a relatively large increase in the alphas; the mul-
tiplication factors and hence the voltage must therefore 
fall sharply. 

[i — mp(a,N ± — mn(a2N + (I + 1b) 8a2N)1 
al81 

am, am, 
+ a2N(I + Ib)  

7) --V av 

Eq. (20) may be used now to consider in more detail the 
breakover region and the differential resistance on each 

side. 
Static breakover is defined by a v/81-= 0. Except in 

the indeterminate case when «IN and coN are zero, 
breakover will be described by the general condition 

(20) 
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Multiterminal P-1V-P-N Switches* 
R. W. ALDRICHt, AND N. HOLONYAK, JR.t, ASSOCIATE MEMBER, IRE 

Summary—A silicon p-n-p-n switch (two or three terminal) 
whose operation depends in part upon electric field transport of 
minority carriers is described. In a p-n-p-n structure relying upon an 
electric field to increase one internal alpha sufficiently to produce 

switching, the "turn-on" current is related to minority-carrier life-
time (diffusion length) and to the resistivity, area, and base width of 
the section depending upon field transport. It is shown that at least 
one base region can be of relatively large dimension. This increases 

"turn-on" current, "on" impedance, and "turn-off" time, but allows 
greater freedom in some aspects of device design and fabrication at 

not a great increase of the characteristics mentioned. In particular, 
two and three terminal p-n-p-n switches, dependent in part upon 
field transport, can be designed as signal devices or as power de-
vices. Certain features of three-terminal p-n-p-n operation are dis-
cussed and experimental results presented. 

INTRODUCTION 

jr- -1HE transistor and switching properties of semi-conductor p-n-p-n structures have been exten-
sively studied.'—' Moll et al described the char-

acteristics of two-terminal silicon p-n-p-n switches and 
presented the conditions under which such devices ex-
hibit switching behavior.' It was shown that increasing 
alphas in the p-n-p and the n-p-n sections of the device 
led to switching with the device biased positively at 
the exterior p region and negatively at the exterior n 
region. As the bias voltage is increased and approaches 
the avalanche voltage of the center junction, minority 
carriers injected by the exterior p region and the exte-
rior n region are multiplied upon collection at the re-
verse-biased center junction. The resulting increased 
current causes the normal alphas of each section to in-
crease until their sum is unity, whereupon switching to a 
low impedance state occurs; all three junctions become 
forward-biased.' Later Jonscher showed under what 
conditions a two-terminal p-n-p-n would switch when 
voltage is applied so that initially the center junction is 
forward-biased. Moll et al further pointed out that a 
three-terminal p-n-p-n behaves much as a thyratron. 
A silicon "controlled rectifier," a high-current version 
of a three-terminal p-n-p-n switch, has been announced 
by the General Electric Company.' This device includes 
a relatively narrow interior p region and a wide interior 
n region [Fig. 1(a)]. The writers of the present paper 

* Original manuscript received by the IRE, February 26, 1958. 
f General Electric Co., Syracuse, N. Y. 
' J. J. Ebers, "Four-terminal p-n-p-n transistors," PROC. IRE, 

vol. 40, pp. 1361-1364; November, 1952. 
2 J. L. Moll, M. Tanenbaum, J. M. Goldey, and N. Holonyak, 

"P-N-P-N transistor switches," PROC. IRE, vol. 44, pp. 1174-1182; 
September, 1956. 

3 A. K. Jonscher, "P-N-P-N switching diodes," J. Electronics and 
Control, vol. 3, pp. 573-586; December, 1957. 

4 I. M. Mackintosh, "Three terminal p-n-p-n transistor switches," 
AIEE-IRE Semiconductor Devices Res. Conf., Boulder, Colo.; July, 
1957. 

6 Primarily responsible for the development were G. Hall and 
R. Frenzel. 
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Fig. 1—Silicon p-n-p-n structures, two- and three-terminal. 

have gathered evidence that the switching behavior of 
this device depends upon a hitherto undescribed mech-
anism. 

The switching behavior of p-n-p-n devices results 
from alphas which increase with current. In silicon 
transistors changes in alpha with current have been 
widely observed and have been attributed to traps 
and/or generation-recombination in the junctions. 2.° It is 
the purpose of this paper to demonstrate that increased 
minority-carrier transport in an electric field (resulting 
from ohmic current) plays a major role in the switching 
operation of certain types of p-n-p-n structures. Experi-
mental evidence on two- and three-terminal silicon 
p-n-p-n switches is presented to demonstrate the role of 
the ohmic-current field. Some aspects of the behavior 
of three-terminal p-n-p-n switches are presented. 

FIELD OPERATION OF SILICON P-N-P-N DEVICES 

Fig. 1 shows two silicon structures, (a) and (b), which 
rely on field to increase aiN to achieve switching. In Fig. 
1(a) the dimension W N is so large that minority carrier 
transport by diffusion from the p region at the left of 
the back-biased junction ..T2 is negligible, or, in any case 
less than that due to drift. The section of the unit char-
acterized by a2N is generally constructed to be in the 
alpha region az.v,--0.9. 7 As the bias voltage V is increased 

C. J. Sah, R. N. Noyce, and W. Shockley, "Carrier generation 
and recombination in p-n junctions and p-n junction characteristics," 
PROC. IRE, vol. 45, pp. 1228-1243; September, 1957. 

This, however, is not a necessary requirement. 
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into the multiplication region of the junction J2, ap-
preciable electron current flows from junction .12 to 
junction Ji. A field, E=Jpm (current density x resistiv-

ity), then exists between J1 and J2 (in the direction J1 to 
J2). If the injection efficiency -y of holes at Ji is consid-
ered unity and if diffusion is negligible, then 

cely exp — (td/r,), (1) 

where r, is the lifetime of holes and ta is the transit time 
of a hole across the region of width WN. The quantity ta 
is given approximately as 

WN(ghPNJ)-1, (2) 

where ¿.i  is hole mobility, pm is the resistivity, and J is the 
current density in the n region of width WN. In order 
that the device of Fig. 1(a) switch 

aim exp — (Id/r„)> 1 — a2m.2 (3) 

The current density required for switching is 

WN(1.4PNr p In [1 — a2N]-1)—i. (4) 

The dependence upon the reciprocal of the logarithm 
of (1 —a2N) -1 makes Js relatively insensitive to varia-
tions in a2N. 
When both diffusion and electric field are influential 

in minority-carrier transport in the low-alpha section 
(Œ1N), the requirement for switching to occur can be 
given approximately as 

(1 — a2N) exp (OWNE/2){0L,E/2 (192Lp2E2/4 ± 1)-1/2 

sinh (02Lp2E2/4 4. 1)1/2, WN/LP 

+ cosh (02Lp2E2/4 + 1)1/2, W N /Lp I —1, (5) 

where the right side of (5) represents aim when a con-
stant field E is assumed in the region WN,Lp is the dif-
fusion length of holes, 0.---g(kT) --1,---,40, and the other 
quantities have been previously defined. If the electric 
field E is zero, the right side of (5) becomes the con-
ventional diffusion transport factor across the region 
WN. If LpE«kT(q) --1 -0-1 and WN>Lp, the right side 
of (5) becomes 

— aLpE/2) exp (— WN/LP -1-13WNE/2). (6) 

For low lifetime r, and small electric field E, (6) shows 
that aiN increases essentially exponentionally with the 
voltage W NE across the base region. As larger fields are 
developed in the region of width WN, (6) no longer ap-
plies, and the expression (5) must be used. For a struc-
ture in which a2N is relatively large and aim is relatively 
small, the expression (5) is a reasonable approximation 
where again E= p N • J. 

Fig. 2 is based upon (5) and shows in essence the 
electric field and hence current density JS required for 
switching as a function of the ratio of the dimension 
WN to the diffusion length Lp. aim at switching is a 
parameter. It will be noticed that for a given ratio 

o 
am (AT SWITCHING) • 

.09 0.3 • I- G.9 

.07 

.03 

.02 

ot 

o o 2 

RATIO OF DIMENSION W9 0..0W ALPHA SECTION) TO 
DIFFUSION LENGTH L,, WN •L,"' 

Fig. 2—Switching characteristics of low (tin p-n-p-n structure. 

WN/LP greater values aiN( =1 —a2N) require larger cur-
rent densities Js. Likewise for a given aim larger values 
of WN/LP require larger current densities to achieve 
switching. For a fixed ratio WN/LP, lower "turn-on" 
current densities JS are required for larger values of pm. 
Qualitatively this behavior is in agreement with (4) as 
is readily seen when (4) is written in the form 

JspNLp WN/L(9 In [1 — a2N1-5-1 

and compared to Fig. 2. 
Fig. 3 represents the characteristics of a silicon 

p-n-p-n upon which it was possible to measure inde-
pendently a2N as a function of current through the de-
vice. Also via a fourth electrode ,--,0.002 inch into the 
n region from the junction J1 it was possible to meas-
ure the voltage VI plus the ohmic drop across the 
,.-0.002 inch region as a function of current (until 
switching occurred). From Fig. 3 it is reasonable to as-
sume that at breakdown 0.2 y or more ohmic drop 
exists across the ,--,0.002 inch region. The dimension 
WN measured ,--,0.007 inch. If it is observed further 
from Fig. 3 that aim >0.12 for switching to occur, from 
(1) r„ must be of the order of 0.5 µsec which is found to 
agree with calculations of rp based on (5) (Fig. 2). Inde-
pendent measurements of rp have agreed with this value. 
If parameters such as the resistivity, lifetime, and areas 
of the junctions J1 and .12 are held constant, then larger 
dimensions W N necessitate correspondingly larger 
"turn-on" currents as has been discussed. Experimental 
devices have been built with WN ranging from 0.005 inch 
(in some cases less) to 0.015 inch (hence negligible dif-
fusion-alphas because of low lifetime) with "turn-on" 
currents ranging from about 1 ma to 10 ma. P-n-p-n 
switches of equal area and varying width WN have been 
fabricated upon a single multiply diffused wafer and 
have displayed almost a linear dependence of J,9 upon 
WN, or more accurately the type of dependence shown 
in Fig. 2. If WN is made sufficiently small, and diffusion 
transport of minority carriers from Ji to ..T2 predomi-
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Fig. 3-Alpha and "turn-on" properties of an experimental 
silicon p-n-p-n switch, unit A. 

nates, switching depends upon traps and/or generation-
recombination. In many structures it is likely that 
transport due to both field and diffusion are important. 
A paper by I. A. Lest(' shows very directly the impor-

tance and necessity of an electric field to obtain switching 
in germanium p-n-p-n structures. 

Fig. 1(b) depicts a p-n-p-n structure in which the de-
vice geometry was chosen to give negligible «IN. Switch-
ing behavior was observed when sizeable currents were 
drawn (and fields created to assist carrier transport) 
through the device. As would be expected rather high 
"on" impedances are displayed by such devices. 
The silicon structures of Fig. 1(a) have been operated 

in the manner of thyratrons. The bias applied to the 
device is kept below the avalanche region of the center 
junction, and switching to the "on" state is accom-

plished by means of a control current Ib introduced into 
the base of the high-alpha region, characterized by a2N. 
Prior to switching the current I through the reverse 
biased junction J 2 is given as [see Appendix and Fig. 
1(a)] 

/= Is2(1 - await - a2ma2i) ± I ba21,11 (1 - aiN - a2N)-1. 

This expression may be rewritten as 

I = s2(1 - await - azya2r) ± I ba2N} (1 - a2m)-I 

•  ) I 
( I - a2m 

(7) 

From (7) it is readily seen that if the inverse alphas of 
the structure are small and if «IN <(1 - a2N), 

I ̂•-' (I S2 ± I ba21)(1 a2N)-i • (8) 

At low currents, where aiN <(1 -a2N), (8) indicates that 
the device operates as a grounded emitter transistor 
with gain a2N (1 -a2N)-1. The exact expression (7) re-
veals that the structure, or an equivalent embodiment, 

To be published. 
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Fig. 4-Alpha and "turn-on" properties of an experimental 
silicon p-n-p-n switch, unit B. 

will act as a high gain transistor provided 0.9 < 
a2N) <1. Furthermore, the gain will be essentially con-
long as (aiN-Fa2N) is constant. 

I increases with I b, and as previously discussed aur 
(and a2N) also increases. This continues until ânt> (1 - 
ant) and switching occurs. Just as the voltage V2 across 
the junction J2 becomes positive (changes sign, see 
Appendix) 

I b > 1(1 - aim - a2N) • a2m-1. (9) 

If the current I through the device at which this occurs 
is very roughly approximated by (8), 

I > 1,22' aiN-1. (10) 

More meaningful calculations of "turn-on" currents, in 
the case of field operation, can be obtained from con-
siderations of lifetime, resistivity, and geometry as dis-
cussed previously. 

Figs. 3 and 4 show measurements of a2N as a function 
of current I through the reverse-biased junction .T2 for 
the case of two experimental units A and B.' If the cur-
rent I at which switching occurs in three-terminal opera-
tion is approximately equal to that at which switching 
occurs in two-terminal operation, the latter value divi-
ded by a2N (1 -a2N) --' approximates the control current 
b required for three-terminal operation. Physically this 

is reasonable. It would be expected that the same cur-
rent through the device in three-terminal operation as in 
two-terminal operation would lead to switching. Also, in 

structures wherein aiN is quite small until switching 
occurs, /b--1(1 -a2N) • a2N-I and cannot change much 
at the onset of switching. Figs. 3 and 4 indicate the 
validity of such an approximation for two units having 
high a2N structures. The data of Fig. 4 were taken upon 
a device having drops of 0.54, 0.60, an 0.63 y when 
conducting currents of respectively 1, 5, and 10 ma in 
the "on" state. 

In the four electrode p-n-p-n structures used in this 
work it was very easy to simulate a leaky junction J2 
with a resistance placed across the junction. As ex-

9 These measurements were made on devices having electrodes 
upon all four regions. 
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pected, switching occurred at a much lower voltage than 
formerly. A somewhat higher device current was re-
quired as it was not possible to position electrodes di-
rectly on either side of J2. The "off" impedance could 
be selected arbitrarily with no change in the breakdown 
voltage by bridging a resistance from n region to n 
region or from p region to p region. 

CONCLUSIONS 

Multiterminal silicon p-n-p-n switches have been 
described that depend very strongly upon the existence 
of electric fields to aid minority-carrier transport (in-
crease alphas) and produce switching. It has been shown 
that at least one base region in a p-n-p-n structure can 
be of relatively large dimension. This increases "turn-
on" currents, "on" impedances (but not excessively), 
and "turn-off" times in p-n-p-n switches but allows 
greater freedom in some aspects of device design and 
fabrication. In particular, thyratron-like three-terminal 
p-n-p-n switches of large dimensions can be made to 
operate at power frequencies and handle large currents, 
amperes or more. Also, smaller signal-type devices can 
be readily designed and built to depend upon field 

operation. 
The fact that a field due to ohmic current may play 

a large role in the operation of semiconductor switches 
makes possible p-n-p-m switching structures, where the 
"m" refers to a metal contact or other type of contact 
which exhibits minority carrier injection at high current 
levels. Structures possessing one high alpha section are 
particularly susceptible to switching provided even 
slight injection occurs at what may be characterized as 
an "m" contact. This applies to deliberate p-n-p-m 
structures as well as to some categories of transistors 
which have somewhat emitting collector contacts. 

APPENDIX 

A brief analysis is presented below extending the 
equations of Moll et al2 from the case of two-terminal 
p-n-p-n operation to that of three terminals. The nota-
tion used here follows that of the reference cited with 
the exception that the voltage across the junction J2 
(Fig. 1(a)) is considered' positive when the polarity is 

plus on the p side and minus on the n side. The equa-
tions for the currents through the junctions Ji, and J2, 
and J3 are respectively 

I = I si(exp 0171— 1) — s2(exp OV2— 1) (11) 

I = aiNIsi(exp 0V1 — 1) — I s2(exp 0172 — 1) 

a2NIs3(exp 0173 — 1) (12) 

I I b = — a21152(eXP SV 2 — 1) ± B3(eXp 131 r 3— 1). (13) 

They may be solved for the voltages and give for V2 

(exp /3172 — 1) = {/bcx2N — /(1 — aiN — a2N)}1s2-1 

• (1 — aiNair — a2Na2r)-1. (14) 

If — I V B1 < V 2< —kT/q, the left side of (14) is equal to 
—land 

= lis2(1 — 
+ /bawl (1 — «IN — ce2N)—'. (15) 

If the inverse alphas and °LIN may be ignored (a reason-
able approximation at low currents), 

aiNau — azwa2r) 

I ̂•-' (Is2 Iba2N)(1 a21,1)-1. (16) 

From (16) it is obvious that at low currents, operation 
of the device is similar to grounded emitter operation of 
a conventional transistor. 
When the device switches, all junctions are in forward 

bias. V2 switches from a negative to a positive quantity, 
and the left side of (14) must be greater than zero. Eq. 
(14) gives 

> 1 — a2N(1 Ib• 

just as V2 goes through zero and becomes positive. 

(17) 
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The Application of Transistors to Computers* 
R. A. HENLEt, ASSOCIATE MEMBER, IRE, AND J. L. WALSHt, ASSOCIATE MEMBER, IRE 

Summary—In recent years, the transistor has replaced the vac-

uum tube for most switching applications. This change has been 
brought about by the near-ideal switching characteristics of transis-
tors, their low power requirements and long life. The purpose of this 
paper is to acquaint the reader with the basic principles of several 
circuit philosophies presently in use. Some advantages and disad-
vantages of these philosophies are given. 

I. INTRODUCTION THIS PAPER is a survey of some of the transistor 

switching circuit techniques now in use, and is 

concerned mainly with direct-coupled types of 
circuitry. We have attempted to present some of the 
design considerations and the advantages and disad-
vantages of various circuit philosophies in this class. 
This paper is not all-inclusive, and some circuit philoso-
phies are not covered. What is covered is felt to be rele-
vant at the present time. There are as many circuit 
building blocks as there are circuit designers. However, 
many of the variations are in details rather than in the 
broad aspects. 

Sections II and III give a brief survey of some of the 
more important dc and ac transistor switching charac-
teristics. Sections IV to VIII are concerned with re-
sistance-coupled approaches. This covers the broadest 
class and embraces many possible combinations of cir-
cuits. Some designers may prefer transistor logic, others 
the diode logic approach. Some may make use of com-
plementary transistor types, others may prefer circuits 
requiring only one type. We do not wish to minimize 
the differences, since seemingly slight variations can 
introduce significant economic and performance factors 
for a particular application. It is beyond the scope of this 
paper to consider all the effects of the various muta-
tions in the resistance-coupled class. Rather, we have 
tried to discuss the general advantages and disadvan-

tages of representative circuits. Section IX discusses 
briefly the direct-coupled transistor logic circuits, and 
Section X is concerned with the current switching 
approach. 

On many of the circuits, the resistor, capacitor, and 
power supply values are included to give the reader a 
feeling for the magnitudes involved. Component values, 
of course, vary with the circuit application and the 
transistor specifications. We have not attempted to 
make these circuits a compatible set of building blocks. 

II. TRANSISTOR DC CHARACTERISTICS 

This section consists of a very brief review of the dc 
switching characteristics of transistors, with the termi-
nology that is used in later sections. The characteristics 

*Original manuscript received by the IRE, April 21, 1958. 
t Product Dey. Lab., IBM Corp., Poughkeepsie, N. Y. 
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Fig. 2—Grounded-emitter collector Vc-I, characteristic for 
contant values of 

discussed are involved in the design of nearly all switch-
ing circuits. The importance of any one parameter varies 
with the circuit design philosophy. 

Fig. 1 is a plot of the grounded-base collector charac-
teristic for constant values of emitter current. This plot 
has been divided into three operating regions: cutoff, 
active, and saturation. The current gain (a) for this 
connection is very close to unity; it is generally in the 
range of 0.95 to 0.99. This set of curves by itself is only 
informative in the saturation region. It generally differs 
appreciably between transistor types only in this region. 

Fig. 2 shows the grounded-emitter collector charac-
teristic for constant values of base current. The appear-
ance of this plot will vary considerably from unit to 
unit because of the nonuniformity of a. a is readily 
determined from these curves, as is its uniformity over 
the active region. The saturation voltage drop and the 
decrease in this voltage with increasing base current are 
also evident. 
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Generally, transistors vary so widely from unit to 
unit that circuits are not designed from characteristic 
zurves like those in Figs. 1 and 2. Designs are based on 
device specifications which detail the minimum and 
maximum limits of the individual transistor parameters. 
The more important of these parameters are discussed 
in the following parts. 

ICO 

This is the collector current which flows with zero 
emitter current. It is shown exaggerated in Fig. 1. For 
most low-power junction transistors, it will have a value 
under 5 I.ca at 30°C. 1,0 is relatively independent of 
collector voltage, but strongly temperature dependent. 
With some variation from transistor to transistor, /,„ 
can be expected to double for every 8°C rise in junction 
temperature. 

K Factor 

This parameter represents the thermal resistance of 
the transistor. 

K factor — 
degrees C rise in junction temperature 

milliwatts of power dissipation 

The junction temperature for the determination of /cc 
is taken to be the ambient temperature plus the product 
of K factor and power dissipation. K factor is not a 
constant for a particular device, but depends on the 
mounting and environment of the transistor. 

Saturation Voltage Drop 

This voltage is measured from collector to emitter 
with the transistor in saturation. It is generally deter-
mined by applying the minimum operating base current 
and maximum operating collector current to the tran-
sistor and, under these conditions, measuring the collec-
tor-to-emitter voltage. The variation in this voltage 
represents the variation in the ON level of a saturated 
transistor. Measurement in this manner also insures a 
minimum saturation current gain. That is, if the 
transistor meets the saturation voltage specifications, 
it also has a minimum current gain at this operating 
point. 

Emitter-Base Characteristic 

Fig. 3 shows a plot of Vbc (voltage from base to emit-
ter) vs collector current for two alloy transistors at tem-
peratures of 27°C and 70°C. This plot indicates that the 
voltage from base to emitter required to maintain a 
given collector current decreases with temperature. It 
also illustrates that to prevent base current amplifica-
tion a reverse bias is required on the emitter-base diode. 
The collector current of these transistors increases by 
approximately a factor of three when going from several 
tenths of a volt reverse bias to zero reverse bias on the 
emitter-base diode. Plots of this type are generally 
considered when determining the necessary OFF con-
ditions for a particular transistor type. 

Fig. 3—Collector current vs emitter-base bias for two p-n-p 
alloy transistors. 

Breakdown 

Maximum collector and emitter voltages are de-
termined by two factors, avalanche breakdown and 
punch-through. Either one or the other generally limits 
the maximum usable collector and emitter voltages at 
which the transistor may be operated. Although circuits 
have been designed which make use of these break-
downs, for most switching circuits the designer is not 
as interested in what type of breakdown is occurring as 
he is in what limitations these effects place on his allow-
able operating voltages. 

III. AC PARAMETERS OF THE TRANSISTOR 

One of the first equivalent circuits' ever used to repre-
sent the transistor is shown in Fig. 4, with a load resist-
ance RL. If it is assumed that the collector generator 
aic can be represented by a minimum phase-shift net-
work, a straightforward analysis shows that the re-
sponse of the collector current ic depends on two princi-
pal time constants. These are co, the angular frequency 
cutoff of the collector generator, and (rb+RL)Cc, the 
time constant formed by the load and base resistances 
and the collector capacitance. By forming the ratio 
co/rbCe, one could obtain a figure of merit which would 
give an indication of the relative speed of transistors. 
However, this figure of merit would be very dependent 
on the dc operating conditions of the transistor, because 
co, rb, and Cc can be marked functions of the dc operating 
point. 

Contours of C, and co for a drift transistor are seen in 

R. F. Shea, ed., "Principles of Transistor Circuits," John Wiley 
and Sons, Inc., New York, N. Y., ch. 9; 1953. 
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Q I:, 

Fig. 4—Transistor equivalent circuit. 
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Fig. 5—Curves of frequency cutoff and collector capacitance. 

Fig. 5, which shows that a plot of constant frequency 
cutoff over the collector characteristic resembles a rec-
tangular hyperbola. In general, at moderate values of 
collector current, frequency cutoff increases as collector 
reverse bias is increased. However, for a fixed value of 
collector voltage, the frequency cutoff is low at low 
values of collector current, increases as collector current 
is increased, but starts to fall off again after an opti-
mum value of collector current is exceeded. Collector 
capacitance contours, also shown in Fig. 5, indicate 
that this parameter is quite dependent on the collector 
voltage but relatively independent of collector current. 
In general, the collector capacitance of most transistors 
varies inversely as the to power of the collector 
voltage. 

An insight into why the frequency cutoff is low at low 
currents may be gained from the transistor equivalent 
circuit' of Fig. 6. Here the frequency response of the 
collector generator gmv depends on the two input ca-
pacitors, CT and CS. CT is the transition capacitance and 
represents the barrier capacitance formed by the emitter 

and base material of the transistor. The transition 
capacitance depends on the emitter-base bias, and fol-

lows an inverse power law similar to the one for the 
collector capacitance. The storage capacitance Cs repre-
sents the number of carriers in the base region. As such, 
it is directly proportional to the emitter current, so that 

at very low currents the transition capacitance is larger 
than the storage capacitance. Note from Fig. 6 that the 
transition capacitance and the storage capacitance are 
in parallel with the emitter resistance. For low values 
of emitter current, the emitter resistance is high 
(rc=kT/qIc). A portion of the input current goes into 
charging the transition capacitance, and is not ampli-

2 A. L. Kestenbaum and N. H. Ditrick, "Design, construction, 
and high-frequency performance of drift transistors," RCA Rev., 
vol. 18, pp. 12-23; March, 1957. 

Fig. 6—Transistor equivalent circuit. 
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Fig. 7—Carrier density in the base region. 

fled nor does it contribute significantly to the output. 

This initial charging of the transition capacitance 
causes the frequency response to be poor at low currents. 
When a transistor is in saturation and a pulse is 

applied at the input to turn the transistor OFF, a 
storage delay occurs before the output current begins 
to change. This problem of minority carrier storage has 
been investigated and a report made. It may be under-
stood by referring to Fig. 7. This shows a plot of the 
density of carriers on a line across the base region for the 
active and the saturation regions of operation. When a 
turn-off pulse is applied at the input, the carriers repre-
sented by the shaded region of Fig. 7 must be cleared 
from the base before the output current will begin to 
decrease. Ebers and Moll' have shown that the time 
constant for minority carrier delay is 

[ 1 1 1 

CO N WI] 1 - a„ai 

where 

co,v= normal angular frequency cutoff, 
an=normal emitter-to-collect current gain of the 

transistor, 

col= inverted angular frequency cutoff, and 
= inverted current gain. 

This time constant is of interest because it involves in-
verted as well as normal transistor parameters. 

This problem of minority carrier delay is serious 
where high-speed operation is desired. 

IV. SATURATING RESISTANCE-COUPLED CIRCUITS 

The circuit in Fig. 8 consists of a transistor with a 
resistive load RL and a resistive input network R1 and 
R2. The input network and load are chosen so that one 

3 J. L. Moll, "Large signal transient response of junction tran-
sistors," PROC. IRE, vol. 42, pp. 1773-1784; December, 1954. 
' J. J. Ebers and J. L. Moll, "Large signal behavior of junction 

transistors," PROC. IRE, vol. 42, pp. 1761-1772; December, 1954. 
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Fig. 8—Resistance-coupled inverter. 

circuit is capable of driving three or more similar cir-
cuits. Despite the apparent simplicity of this circuit, 
many factors must be considered in its design. As an 
illustration, the following paragraph considers the vari-

ous factors involved. 
The circuit as used in digital computers has two out-

put states. When the transistor is turned ON, it is 
operated in saturation and the output is at ground po-
tential minus the saturation voltage drop of the transis-
tor (see Fig. 2). In order to turn the transistor ON, the 
maximum value for its collector current must be known. 
This is determined by the most negative value the 
power supply E2 can have and by the minimum value 
for the load RL. The difference between the most nega-
tive value of E2 and the minimum saturation voltage 
drop divided by the minimum value for RL gives the 
maximum value of the collector current. The minimum 
saturation current gain of the transistor divided into 
this maximum collector current determines the mini-

mum amount of base current that must be supplied to 
the transistor. The divider R1 and R2 at the input must 

be capable of supplying this current with the input 
voltage at its minimum negative value. Also considered 
are the ON emitter-to-base drop of the transistor, the 
maximum value for Ei, the minimum value for R2, and 
the maximum value for RI. This combination of these 
parameters gives the minimum value of the input base 
current, which in turn must be at least as great as that 
necessary to drive the transistor into saturation. Simul-
taneously, the input divider also must be designed to 
supply the required OFF current when the input is at 
its most negative UP value. The OFF current required 
at the base is the L.° the transistor requires at its maxi-
mum junction temperature. The maximum junction 
temperature is determined in turn by the maximum 
ambient in which the circuit is expected to operate, plus 
the rise in junction temperature above this ambient 

caused by the power dissipated in the transistor. This 
rise is the product of the K factor for the transistor and 
its maximum power dissipation in milliwatts. The 
maximum OFF current is a function of the reverse bias, 
and curves similar to those shown in Fig. 3 must be 
used in the design. This current also must be available 
when E1 has its minimum value, R2 is at its maximum 
value, and R1 is at its minimum value. It is evident that 
the required characteristics for the design of this circuit 
include most of the dc switching characteristics for the 
transistor. 

-12 

Fig. 9—NOR circuit. 

The circuit of Fig. 9 is similar to that of Fig. 8, 
except that a number of resistor inputs have been pro-
vided. If the ground level is defined as a binary "1" and 
the down level as a binary "0," the circuit performs the 

function 71+T.3-FC and is called a NOR circuit. Addi-
tional factors must be considered in the design of this 
circuit.' The NOR circuit of Fig. 9 is logically complete, 
that is, any logical expression can be achieved by a 
combination of NOR's. 
The NOR circuit has many advantages, including low 

cost, simplicity, and high reliability. Reliability is felt to 
be excellent because of the minimization of semicon-
ductor components that are inherently more complex 
and prone to failure than simple resistors. The serious 
disadvantages of this circuit are the small amount of 
overdrive available to the trangistor and the high degree 
of minority carrier storage brought about by the deep 

saturation of the transistor when two or more inputs 
are negative. Both of these factors tend to lower the 
operating speed. The NOR circuit appears quite com-
petitive with diode logic from a cost standpoint. With 
low-frequency transistors (f. <5 X106 cps), circuit de-
lays less than 10 usec per stage are achieved. This 
would appear to limit the circuit to low-frequency appli-
cations. However, the use of higher frequency transis-
tors with low storage time makes this type of circuitry 
quite competitive with more complex circuit types. 
These resistance-coupled circuits have the advantage 

of permitting inexpensive resistors to be used for logic 
but, as has been discussed, have the disadvantage of 

low-frequency operation caused by lack of substantial 
overdrive at the input to the transistor. The circuit 
shown in Fig. 10 is used where higher operating speeds 
are required. The capacitor at the input to the cir-
cuit provides overdrive for turn ON and turn OFF 
operation. Ebers and Moll" of the Bell Telephone 
Laboratories have discussed the effect of current over-
drive on the rise, storage, and fall times of the transistor. 
Their analysis relates the effects of the normal and in-
verted current gain and angular frequency cutoff to the 
response times. The overdrive provided by the input 
capacitor can increase the upper operating frequency by 

a factor of three or more. 

5 For a discussion of these the reader is referred to W. D. Rowe, 
"Transistor NOR circuit design," Electronic Design, vol. 6, pp. 2-6 
29; February 5, 1958. 
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Fig. 10—Resistance capacitance-coupled inverter. 
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Fig. 11—Resistance capacitance-coupled inverter with diode-
clamped load. 

Fig. 11 shows the circuit of Fig. 10 with a diode-

clamped load. This clamp provides the circuit with a 
well-defined OFF output level. It also reduces the fall 

time by having the load discharge toward —12 volts 
and clamping it at —6 volts. 

The capacitor-coupled circuits have found wide 
usage in computer applications. They are used in the 
Lincoln Laboratory TX-2 and the IBM 608. The 

trigger and some of the logical connections of this circuit 
are discussed later in this paper. One of the main limita-

tions of this type of circuit is that the transistor can be 

driven deep into saturation. As a result, minority car-
rier storage time is a definite consideration in deter-

mining operating times. A second disadvantage is the 
increased noise sensitivity of the circuits. This is 

brought about by the high transient currents the circuits 
draw and by the direct coupling of noise "spikes" into 
the base of the transistor through the capacitor. The 
circuits generate more noise and at the same time are 

more susceptible to it. In spite of these disadvantages, 
the increased performance obtained by this type of 
operation insures its future use in many applications. 

V. EMITTER FOLLOWERS 

Emitter followers find frequent use in computer cir-
cuits as logical switches and also as power drivers. A 

p-n-p and an n-p-n emitter follower are shown in Fig. 
12. Although the circuit has a voltage gain of less than 
unity, it still is a valuable circuit because of its very 
low output impedance. Large-signal output impedances 

of 10 to 50 ohms are obtained with commercially avail-
able transistors. 

The dc characteristics of a typical p-n-p circuit are 

plotted in Fig. 13. One can see from the slope of the 
curves of constant input voltage that the circuit has a 

•ts 
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Ov 

-6 

Fig. 12—Emitter follower circuits. 
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Fig. 13—Characteristics of a p-n-p emitter follower. 

low output resistance. This output resistance depends 

on the driving point resistance at the input, as is shown 
by the dotted curves of Fig. 13, which were plotted with 
the input resistor (Rin) short-circuited. The output po-
tential of the p-n-p circuit is shifted up by the voltage 
drop across the emitter base diode. Since the emitter 

follower circuits discussed here are always conducting, 
this drop is relatively constant. 

Thus, it is common practice to shift the input level 
with a voltage divider (such as Rin, R1 in Fig. 12). This 
compensates for the emitter-base diode drop, and the 

output potential approximately equals the input poten-
tial. 

The emitter follower frequently is used to drive 
capacitive loads or to drive a load of many inverters. A 

typical situation for a capacitive load is shown in Fig. 
14. Here the dotted line represents the path of the 
operating point when a pulse is applied at the input. 
Note that in this case when the input goes positive, the 
emitter follower is driven to cutoff because the rise time 
at the input is less than the rise time at the load (2.3 

RC). The cutoff condition lasts until the load capaci-
tance CL is charged to the input potential V1 through the 
load resistor R. 

When an emitter follower is used to drive a load of 
several inverters, the switching speed of the inverter 
loads depends on the value of the emitter follower 
load resistance. This situation, which is similar to the 
problem of driving capacitive loads shown in Fig. 14, 
is sketched in Fig. 15. When the input to the emitter 
follower goes negative, the inverter turns on quite 
rapidly. This is because the emitter follower presents 

a low output impedance, and a sizable transient over-
drive current is drawn from the base of the inverter. A 
limit is reached for the turn-on condition when the 
steady-state currents 1..), plus Ij cause the emitter fol-
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Fig. 15—Emitter follower driving an inverter. 
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lower power dissipation to rise to a maximum allowable 
value. When the input to the emitter follower goes posi-
tive, the emitter follower cuts off and all of the transient 
overdrive current /off must be supplied through the 
load resistor R. If R is made large, the value of IR is 
small so that Ion can be made larger and more inverter 
loads can be driven. However, the overdrive current 
supplied in the off direction is also small, and the in-
verter loads turn off slowly. Clearly, then, if single 
emitter followers are used, a compromise must be made 
between the number of loads that can be driven and the 

turn-off times that are required. 
The inability of a single emitter follower to drive in 

both directions can be overcome by using the comple-
mentary emitter follower, which is shown in Fig. 16. 
When the input goes negative in this circuit, the p-n-p 
emitter follower conducts, and current is drawn from 
the load. The n-p-n emitter follower is cut off. When 
the input goes positive, the p-n-p emitter follower is cut 
off, the n-p-n emitter follower conducts, and current is 
supplied to the load. In Fig. 16, the dotted line repre-
sents the path followed by the operating point. The 
complementary emitter follower is a very good power 
driver. It is commonly used to drive large loads, such 
as a shift line in a register or the pulse input line in a ring 

counter. 
When emitter followers are used in logic or in power-

driving applications, trouble is frequently encountered 
with oscillations or with large overshoots on the output 
waveform. The trouble is caused by a capacitive load on 
the output. Under the right conditions, the input im-
pedance may have a negative real part. The emitter 
follower and a simplified equivalent circuit are shown 
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Fig. 16—Complementary emitter follower. 
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Fig. 17—Simplified equivalent circuit. 

Vo 

veto 

in Fig. 17. The input impedance of this circuit will be of 
the form R—JX"c, and the real part may be written 

[1 — ao (w)1R aee2R2C 
coo toe 

R' = rb 
2 

[ 1 — ao) 2 (--) 11 ± W 2(RC) 21 

(dc 

WC 

(1 — ao)2 4. ( --)2 

where 

co =angular frequency of the input signal, 
coc =angular frequency of the transistor, and 
ao = low-frequency current gain. 

The numerator of the second term has a negative term 
and can be rewritten as 

2 

R[1 — ao (--) (1 — ago,RC)]. 

coc 

In the expression for the input impedance, damping is 
provided by the base resistance rb and the emitter re-
sistance re. However, both of these can be very small, 
particularly in the higher speed drift transistors. If this 

is the case, and if the term abw,RC exceeds one by a suf-
ficient amount, the circuit has a negative input compo-
nent over the higher frequency range. The input imped-
ance is plotted in Fig. 18. 
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Fig. 18—Input impedance vs frequency. 

If this emitter follower circuit is connected to a line 
which has an inductive output impedance, then the 
circuit will oscillate at a frequency determined by the 
line inductance and the input capacitance of the circuit, 
if this frequency is in the range of wi to (4,2. The circuit 
can be stabilized by putting a resistor larger than the 
negative resistance in series with either the base or the 
emitter. The divider networks at the input to the emit-
ter follower circuits shown in Fig. 12 serve also to damp 
out the negative resistance component of the circuits. 
Fortunately, the line inductance encountered in practi-
cal circuits is generally quite small. This makes the fre-
quency of oscillation high and the resistor required for 
damping small. Under these conditions, the frequency 
of oscillation is close to oh in Fig. 18. The emitter fol-
lower oscillation problem is serious, and makes it diffi-
cult to design and package emitter follower logic. 

Emitter followers also are capable of generating over-
shoots and damped oscillations independent of the line 
conditions at the input. This problem has been reported 
in the literature.6 Consider the equivalent circuit of Fig. 
17, in which the emitter resistance is neglected and the 
collector capacitance is made a part of the load capaci-
tance. A solution for the output voltage Vo(t) for an 
input step function has the following roots: 

where 

Parabola of 
Critical Dampme 

.9 1.0 Clo 

Range of Useful Cl o 

Or•rdomped 

Critically Damped 

Underdamped 

Fig. 19—Emitter follower stability. 

Critically damped case: 

[—R.1c w,(1 — ao)1 2 = 

Underdamped case: 

ri coc( 1 asq 2 < 4eic 
LRXC 12,C 

A better understanding of how parameter variation 
affects the circuit and the three cases defined above 
may be gained by a further study of the critically 
damped case. This may be written 

(1 — ao) = (2 — X)X 
where 

1 1 1 1 
X = VcoRC and — = — — • 

R, Tb R 

2 41.00 

w( 1 ao)1 Zê. —I-- -I- wc(l. — as)] ± 1 
LR,C 

S1,2 =   

2 

1 1 1 
— = — — • 
R, rb R 

The roots, SiS2, indicate that there are three conditions 
of interest. 

Overdamped case: 

ri +.c(i _ «012 > 4wc 
LR,C R,C 

"L. P. Hunter, "Handbook of Semiconductor Electronics," 
McGraw-Hill Book Co., New York, N. Y., ch. 15, pp. 36-37. 

The expression for critical damping is plotted in Fig. 19. 
Typical waveforms which illustrate the three cases are 
also shown. The input network on the emitter followers 
of Fig. 12 will hold these circuits in the overdamped 
region of Fig. 19. 

VI. POWER DRIVERS 

The circuits discussed here have the feature of being 
able to act as buffer amplifiers between low-power cir-
cuits and large resistive and/or capacitive loads. Several 
of the circuits also are useful for charging or discharging 
capacitive loads, an essential feature for fast operation. 
Nearly all of these circuits make use of the saturating 
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Fig. 20—Power inverter No. 1. 

resistor capacitance-coupled inverter discussed in Sec-
tion IV. 

Fig. 20 shows the power inverter No. 1 circuit, which 
has some very useful characteristics. It has a large cur-
rent gain from input to output. This approaches the 
product of the common emitter current gains of the two 
transistors used. The high current gain permits the cir-
cuit to have a higher input impedance when driving 
heavy loads than would be possible with a single 
transistor inverter. A second advantage of the circuit is 
that the grounded-emitter transistor is not driven into 
saturation. This follows from the method of coupling 
between No. 1 and No. 2 transistors. Transistor No. 2 
cannot reach saturation because its base-to-collector 
voltage can never be less than the emitter-to-collector 
voltage of No. 2 transistor which drives it. Transistor 
No. 2 can saturate, of course, but this transistor is 
operated at a relatively low current level and is more 
easily driven out of saturation. The input circuit is de-
signed so that when the input is at its most negative 
UP level both transistors No. 1 and No. 2 are biased 

OFF. Transistor No. 1 is held OFF by the voltage di-
vider action of the 3K and 12K resistors, while transistor 
No. 2 is biased OFF by the divider network composed 
of the 3.9K and 680-ohm resistors. The 3.9K resistor 
supplies the turn OFF current of transistor No. 2. The 
1000-1.4 capacitor aids in supplying overdrive to 
transistor No. 1. When the circuit input is down, both 
transistors No. 1 and No. 2 are in conduction. The in-
put network is designed so that No. 1 transistor is 
capable of conducting the base current of transistor No. 
2 and the current through the 3.9K resistor. The collec-
tor currents of No. 1 and No. 2 transistors add at the 

output. 
This circuit has application where large currents-with 

good rise times must be delivered to a load with a mini-
mum input loading. The fall time for the circuit is de-
termined largely by the RC time constant of the collec-
tor load. A diode clamp as shown can be used to reduce 

this time. 
Fig. 21 shows a power circuit which is very useful where 

capacitive loads are to be driven and only one type of 
transistor is available. It has the capacity for supply-
ing large output currents into or out of the driven load. 
When the input to the circuit goes negative, transistor 
No. 1 conducts heavily and supplies current through 
diode D I to the load capacitance CL, charging it to 
ground potential. A positive input to the circuit cuts 

INPUT 

Fig. 21—Power inverter No. 2. 

•12 

-6 

Fig. 22—Cascode circuit. 

No. 1 transistor OFF. The collector of No. 1 transistor 
falls negative toward —12 volts. Transistor No. 2 acts 
much like an emitter follower and charges the load ca-
pacitance CL to the potential —6 volts. The —6-volt 
and —12-volt supplies could be made the same poten-
tial. However, if connected as shown, some improve-
ment in fall time is achieved because of the clamping 
action of the collector diode of No. 2 transistor on the 
fall of collector potential of No. 1 transistor. The re-
sistor RL is not required if the Thevenin's equivalent of 
the load is returned to a potential more positive than 

—6 volts. 
Fig. 22 shows a cascode arrangement which has been 

used by Lincoln Laboratory in the TX-0 and TX-2 
circuitry. The cascode circuit requires complemented 
inputs and therefore is most suitable for use as a trigger 

buffer amplifier. In the TX computers it has been used in 
this manner for driving from triggers to logic circuitry 
or to other triggers. Transistor No. 1 is connected as an 
inverter, while No. 2 transistor is used essentially as an 

emitter follower. With the input A at zero volts and 
A at —6 volts, No. 1 transistor is cut off and No. 2 
transistor holds the output at — 6 volts. When input A 
goes to —6 volts and A to 0, No. 1 transistor conducts 
and brings the output to ground potential, where it is 
held by the combined action of No. 1 and No. 2 transis-
tors. With No. 1 transistor conducting for a rising out-
put ( —6 volts to 0) and No. 2 transistor conducting for 
a falling output (0 to —6 volts), the circuit can drive 
capacitive loads positively in both directions. 
The complemented inverter shown in Fig. 23 is com-

posed of two saturating resistance capacitance-coupled 
circuits. The p-n-p inverter is identical to the circuit 
discussed previously. The n-p-n inverter is also identi-
cal in operation, except for the use of a transistor of the 
opposite type. 
The p-n-p transistor is ON during a negative-going 

input and the n-p-n ON during a positive-going input. 
These two transistors act in a push-pull fashion to pro-
vide a positive drive at the output. No load resistor is 
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Fig. 24—Basic trigger. 

Fig. 25—Collector 17‘-/ characteristic for basic trigger circuit. 

needed at the output except the load being driven. 
Therefore, all output current is available for driving the 
load itself. 

VII. TRIGGER CIRCUITS 

Two of the capacitively coupled inverter circuits of 
Fig. 10 may be cross-coupled, as shown in Fig. 24, to 
construct a symmetrical Eccles-Jordan trigger circuit. 
This particular trigger configuration is widely used, and 
many different methods of triggering the circuit have 
been devised. In general, if a collector load resistor is 
removed, the volt-amp characteristic looking into the 
collector would be of the form shown in Fig. 25. Trigger-
ing may be accomplished either by turning OFF the 
ON side of the circuit, as represented by the dotted volt-
amp plot in Fig. 25, or by turning ON the OFF side of 
the circuit. 

Perhaps the most widely used gating circuits are of 
the resistance-gated diode type, one example of which 
is shown in Fig. 26. Here the resistors R. sense the state 
of the trigger. The sensing resistors are cross-coupled 
so that the input diode on the ON side of the trigger 
is close to conduction. The input diode at the OFF side 
of the trigger is reverse biased because its sensing re-
sistor is returned to the OFF side of the trigger. When 
the input signal goes negative, the diode at the ON side 
conducts and the OFF transistor is turned on through 

-5v 

Fig. 26—Negative input binary trigger. 

- +6 +6 
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Fig. 27—Positive input binary trigger. 

the coupling capacitor. A binary trigger may be formed 

simply by joining the two gating diodes together. 
Another version of the resistance-gated diode is 

shown in Fig. 27. Here the positions of the diode and 
the capacitor are interchanged, and the circuit now 
triggers on a positive-going input. In this circuit the 
sensing resistors gate the diode at the OFF side of the 
trigger, and a positive input shuts OFF the ON side of 
the trigger. As in the circuit of Fig. 26, the two inputs 
may be joined to form a binary input. 
The resistance-gated diode trigger is widely used 

because it is economical and is easily applied to the 
problems of rings, counters, and shifting registers. The 
speed of operation of the circuit (the time from the start 
of the trigger input to the start of the last moving col-
lector output) generally is slightly slower than two of 
the inverter circuits of Fig. 10 in series. Speed is limited 
chiefly by minority carrier storage or by the recovery 
time of the diode gates. Collector peaking coils and col-
lector clamping diodes are used to improve rise and fall 
times. The recovery time of the diode gates may also 
be improved considerably by using emitter followers in 
the cross-coupling networks. Many other gating circuits 
have been devised and applied to the basic trigger of 
Fig. 24. 

With the exception of the cascade circuit, all the 
circuits in Section VI may be used in trigger connections. 
Two complemented inverters coupled together make a 
useful trigger which drives heavy loads and operates 
with fast transition times. A trigger composed of two 
power inverter No. 2 circuits has similar characteristics. 

VII I. LOGICAL CIRCUITS 

The resistance capacitance-coupled circuits of Sec-
tions IV and V may be combined in a number of ways 
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Fig. 28—P-X-P emitter follower AND circuit. 
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Fig. 29—N-P-N emitter follower OR circuit. 

o perform logic. In general, they are used in logic much 
ike vacuum tubes. However, this type of transistor 
:ircuitry offers logical advantages over the vacuum-
ube equivalent, because there are two types of transis-
ors (p-n-p and n-p-n). In most logical circuit configura-
ions, simply rearranging the potentials to use the 
)pposite type transistor also changes the logical state-
nent at the output to a different but useful logical con-
lective. In the following discussion, positive logic is 
ised. A binary "1" is defined as the most positive signal 
Dotential, and a binary "0" as the most negative signal 

Dotential. 
If the above definitions are followed, an AND circuit 

may be formed by paralleling the basic p-n-p emitter 
follower circuit, as shown in Fig. 28. The output of the 
emitter follower AND circuit is positive only when all 
nputs (A .13 • C) are positive. If one input is negative 
ind all others are positive, then the output is negative 
lnd all transistors with positive inputs are cut off. The 
Dutput of this circuit is controlled by the most negative 
input. If negative logic is used, the circuit performs an 
OR function. 
When n-p-n emitter followers are paralleled, an OR 

circuit is formed. This arrangement is shown in Fig. 29. 
In this circuit the output is positive if one or more of the 
inputs are positive. The output potential follows the 
most positive input. If negative logic is used, the circuit 

is an AND circuit. 
Emitter followers are commonly used in chains of 

logic. Since these circuits have no voltage gain and also 
since there is a shift in output potential, depending on 
the tolerances of the input network and the transistor, 
there is a limit to the number of stages that can be con-
nected in series. This limit is determined by the charac-
teristics of the circuit that is used to re-establish the 
signal level. An inverter or a power driver circuit may 
be used to perform this function. 
The AND and OR connectives may be combined with 

the INVERSION connective by paralleling the basic 

••• 
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Fig. 30—P-N-P inverter NOT AND circuit. 

-12 

-6•7 

-6 -6 
-12 

- 12 

-6 

o 

INPUT 

Fig. 31—N-P-N inverter NOT OR circuit. 
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Fig. 32—N-P-N inverter, p-n-p emitter follower combination. 

inverter circuit of Fig. 30. Here the basic inverters are 
paralleled to generate the NOT AND connective. In this 
circuit, a negative input at one or more inputs drives 
the transistor into saturation and the output potential 
rises to ground. The output can be negative only if all of 
the inputs are positive. Therefore, the arrangement is 
logically a NOT AND circuit. 
An n-p-n version of the circuit is shown in Fig. 31. 

Here the output is positive only if all the inputs are 
negative. However, the output is negative if one or more 
of the inputs are positive. Therefore, the circuit per-

forms a NOT OR operation. 
Further logical combinations may be formed by com-

bining the emitter follower and inverter circuits. Since 
the load resistors of p-n-p emitter followers and n-p-n 
inverters are returned to a positive voltage, they may 
be paralleled as shown in Fig. 32 to form a different 
logical statement. In this circuit the output can be posi-
tive only when the input to the emitter follower is posi-
tive and the input to the inverter is negative. When the 
input to the inverter is negative, that circuit is cut off 
and the output potential rises until it is clamped by the 
emitter follower. 
The complementary version of the above circuit is 

shown in Fig. 33. This circuit can invert and perform an 
OR function. The output is positive if the input to the 
emitter follower is positive or the input to the inverter 
is negative. When the input to the inverter is negative, 
that circuit is cut off and the output potential falls until 
it is clamped by the emitter follower. 
An EXCLUSIVE OR circuit could be formed from 

two of the emitter follower, inverter circuits of Fig. 33 
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Fig. 33—P-N-P inverter, n-p-n emitter follower combination. 
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Fig. 34—Single transitor .4 •T3 circuit. 
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Fig. 35—Two-transistor EXCLUSIVE OR circuit. 

and a two-way n-p-n emitter follower OR circuit. 
Another way to perform the EXCLUSIVE OR function 
is suggested by the circuit shown in Fig. 34. Here both 
the emitter and the base are used as inputs. The output 
is positive only when the emitter input is positive and 
the base input is negative. An EXCLUSIVE OR circuit 
can be formed by cross-coupling two of the circuits of 
Fig. 34, and this is shown in Fig. 35. Because the circuits 
are cross-coupled, the transistors can conduct only 
when there is a difference between the input signals. That 
is, if both A and B are either negative or positive, the 
transistors are cut off. When the input at A is positive 

and the input at B negative, transistor T1 conducts. 
When the input at B is positive and the input at A is 
negative, transistor T2 conducts. The disadvantage of 
this circuit is that the emitters must be driven and 
there is no current gain. 

Diode logic is often used in combination with the 
circuits discussed in this section, because it offers possi-
ble economic advantages over transistor circuitry. 
Emitter followers, inverters, or power drivers may be 
used td drive diode logic. Several ways of driving diode 
circuitry are shown in Figs. 36 and 37. In Fig. 36, an 
n-p-n emitter follower is shown driving a diode AND 

circuit. The ratio of RA and RL should be such that the 
emitter follower conducts when the input is negative. 
In the inverter circuit, diode C is used to clamp the OFF 
level of the inverter to ground and establish the input 
level to the diode AND circuit. A clamped p-n-p in-
verter also may be used to drive a diode AND circuit. 

In Fig. 37, a p-n-p emitter follower and a p-n-p 
clamped inverter are used to drive a diode OR circuit. 

+I.5 + E 

Fig. 36—Inverter and emitter follower driving 
a diode AND circuit. 

Fig. 37—Inverter and emitter follower driving a diode OR circuit. 

A clamped n-p-n inverter also could be used as a driver. 
There would be little point in using p-n-p emitter follow-
ers to drive diode and circuits, or n-p-n emitter followers 
to drive diode OR circuits. This is because simply paral-
leling these emitter followers would form the necessary 
logical circuit without using the diodes. After a signal 
has passed through several stages of logic, it is shifted 
positive or negative, depending on the diode tolerances, 
and it is necessary to re-establish the correct signal level 
to switch other circuits reliably. This is the same prob-

lem encountered when using emitter follower logic. The 
circuits used to re-establish the signal levels are gener-
ally designed to accept signal swings much smaller than 
those normally applied at the input of the diode chain. 
This is done to allow several diode stages to be con-
nected in series. 

IX. DIRECT-COUPLED TRANSISTOR LOGIC 

This system of circuits, abbreviated as DCTL, has 

found relatively wide acceptance in the computer field.' 
The basic circuits have a high degree of simplicity and 

enable transistors to perform in a manner similar to relay 
contacts, i.e., simple parallel and series connections to 
perform OR and AND operations. 

Fig. 38 shows a series chain of the basic amplifiers. 
The circuits are characterized by the absence of series-
coupling networks. The load for transistor No. 1 is the 
base input characteristic of transistor No. 2 in parallel 
with the 1K load resistor returned to —3 volts. Fig. 39 
shows this composite load plotted on the collector char-
acteristic of transistor No. 1. The ON state of transistor 
No. 1 (high current state) brings its collector voltage 
into the region of 20 to 60 mv. In the OFF state, 
the output voltage of transistor No. 1 is at approxi-
mately —0.39 volt. It is evident from Fig. 3 that a tran-
sistor remains relatively OFF with small forward biases 
from emitter to base. Therefore, when transistor No. 1 
is driven into saturation, its collector-to-emitter voltage 

A. L. Cavalieri, Jr., "What's inside Transac-1," Electronic Design, 
vol. 4, pp. 22-25; July 1, 1956. 
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Fig. 38—Series-connected direct-coupled transistors. 

Fig. 39—Collector characteristic of transistor No. 1 with composite 
load line formed by the base input characteristic of transistor 
No. 2 and 1K returned to —3 volts. 

must become sufficiently small to hold transistor No. 2 
OFF. Most alloy transistors can be used in this manner. 
When transistor No. 1 is held OFF, the current /"L must 
flow from the base of transistor No. 2, turning it ON. 
Because of the very small signal swing at the collector of 
transistor No. 1, the 1K load resistor and the — 3-volt 
supply essentially form a constant current source, and 
the current IL is switched between the collector of No. 1 
transistor and the base of No. 2 transistor. It is seen, 
therefore, that the dc characteristics of these transistors 
are such that by turning transistor No. 1 ON and OFF 
it is possible to couple its collector directly to the base 
of No. 2 transistor and turn this transistor OFF and ON. 
The only requirements for operation of this chain are 
that the saturation voltage drop of the ON transistor be 
sufficiently small to hold the following transistor in the 
OFF state, and that the base-to-emitter current gain of 
the transistors be such that the base current IL minus 
any leakage current from the collector of No. 1 transis-
tor (when OFF) is sufficient to drive No. 2 transistor 
into saturation. 

In order to construct useful computer circuits, it is 
essential that the output of one transistor be able to 
drive more than one circuit. Fig. 40 shows the simple 
manner in which branching is achieved in DCTL cir-
cuits. The number of bases that one transitor can drive, 
in a configuration such as shown in Fig. 40, is fixed by 
the current gains of the transistors and the degree of simi-
larity of the base input characteristics. For example, if 
(as shown in Fig. 40) transistor No. 2 saturated with 
—0.3 volt at its base and transistor No. 3 did not 
saturate until its base potential reached —0.4 volt, 

IK 
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Fig. 40—Branching of DCTL amplifiers. 
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-3 

Fig. 41—DCTL NOT OR circuit. 

-3 

Fig. 42—DCTL NOT AND circuit. 

then it is evident that transistor No. 2 would "rob" base 
current from transistor No. 3 and could possibly keep 
it from reaching full conduction. It is evident that a 
controlled uniformity of input characteristics is a re-
quirement for DCTL connections. Fortunately, tran-
sistors of a single type are relatively uniform in this 
respect. 

Transistors connected as shown in Figs. 38 and 40 per-
form inversion. An input at the base of transistor No. 1 
would be inverted at the collector of No. 1 and rein-
verted at the collector of No. 2. If we use negative logic, 
that is, the most negative potential at the base of No. 1 
transistor would be represented as a "1" and the most 
positive signal (which turns "1" transistor OFF) as a 
"0," then we can perform a NOT OR function with the 
parallel connection of transistors shown in Fig. 41 and 
a NOT AND function with the series connection 
shown in Fig. 42. The operation of the circuit of Fig. 41 
is straightforward and noncritical. Whenever a "1" 
(most negative signal) is present at inputs A or B or C, 
the output is at its most positive or "0" state. The out-
put can only be a "1" if we do not have A or B or C 
present. 
The operation of the circuit of Fig. 42 is more restric-

tive. Here the inputs to A and B and C must all be at 
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Fig. 43—Parallel-series transistor connection. 
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Fig. 44— DCTL flip-flop. 

SET 0 

OUT 1 

their "1" (most negative) state to bring the output to a 
"0" state. If A and B and C are not all present, the out-
put is "0." The restriction on this circuit is the limited 
number of transistors which can be put in series and 
still assure that the output will be sufficiently positive, 
when all transistors are ON, to hold OFF any transis-

tors this output may be driving. Since the transistors 
are in series, the "0" output voltage is the sum of the 
saturation drops of the transistors in the string. It is 
evident that the saturation voltage drops of the transis-
tors used should be as small as possible. Further com-
plications arise because input C requires a more nega-
tive signal to turn its transistor ON than is necessary 
for this operation at input B. Input B also requires a 
slightly more negative signal than input A. For the 
above reasons, the use of the series circuit is generally 
restricted to a series chain of two or possibly three tran-
sistors. Other restrictions may be placed on what the 
output of this circuit is allowed to drive. 

Logical connections need not be limited to simple 
series or parallel connections. Combinations of these 
circuits can be used to give more complex logical ex-
pressions. An example of this is given in Fig. 43. 

The basic flip-flop is formed in this system, as in most 
others, by a series connection of two inverters. The cir-
cuit for this is shown within the dashed lines of Fig. 44. 
The two transistors outside of the dashed lines are pull-
over transistors and are used for setting and resetting 
the circuit. A "1" input into the set "0" side of the flip-
flop causes the pullover transistor to conduct and pull 
the OUT "1" output to near ground potential. This in 
turn causes the OUT "0" output to go to its most nega-
ti ve or "1" state. If the set "0" input is returned now to 
"0," the flip-flop will hold this condition. To reverse 
the state of the flip-flop, a "1" is inserted into the set 
"1" input, thereby causing the OUT "1" output to go 
to the "1" state. 

The salient advantages and disadvantages of DCTL 
are summarized as follows. 

+di 

-5.4 

Fig. 45—Basic p-n-p current switch. 

Ss 

Fig. 46—Basic n-p-n current switch. 

Advantages 

1) Minimum number of component types. 
2) Single power supply. 
3) Simple configurations. 
4) Low-power dissipation. 

Disadvantages 

1) Close transistor tolerances are required. 
2) The small-signal swings make very good grounding 

necessary. 
3) Speed is limited by transistor saturation. 

X. CURRENT SWITCHING CIRCUITS 

A basic current switching circuit is shown in Fig. 45. 
This is a differential amplifier in which the signal is ap-
plied to one base and the other base is returned to a 
reference voltage which is ground for the circuit shown 
here. When the input potential is at —0.6 volt, transis-

tor T1 is conducting and 6 ma from the emitter current 
source flows into transistor T1, causing its output po-
tential to rise from —6.6 to —5.4 volts. The input po-
tential of —0.6 volt is sufficient to bias transistor T2 

off, and its output potential falls to —6.6 volts. When 
the input potential is raised to +0.6 volt, transistor T1 
is shut off and conduction switches to T2. This circuit 
illustrates a method by which a well-defined current is 

switched by a relatively small input signal. The input 
signal need only be large enough to insure that the po-
tential at the emitter node rises above or below ground. 
From Fig. 45, it is seen that the collector is returned 

to —6 volts through a small load resistor, and a suitable 

current bias is applied to obtain a signal swing about 
—6 volts. Because of the 6-volt difference between input 
and output, a p-n-p current switch cannot drive another 
p-n-p current switch. This difficulty can be overcome by 
constructing the complementary n-p-n switch shown 
in Fig. 46. 

In the n-p-n circuit of Fig. 46, the reference input is 
returned to —6 volts so that this circuit can be driven 
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Fig. 48—P-N-P and n-p-n logical circuits. 

by the p-n-p switch. Also, the output of the n-p-n 
switch is referenced to ground and is capable of driving 
a p-n-p switch. The n-p-n and p-n-p switches are basic 
to all the current switching circuits discussed here. A 
basic requirement of current switching circuits is that 
p-n-p circuits drive n-p-n circuits, which in turn always 

drive p-n-p circuits. 
The basic circuits of Figs. 45 and 46 can be made to 

switch very rapidly by optimum choice of the dc op-
erating conditions. As discussed in Section III and 
shown in Fig. 4, the frequency response and the collec-
tor capacitance can be very much a function of the dc 
operating conditions. The curves of Fig. 5 are repeated 
in Fig. 47, and a load line X is added which represents 
the situation in a current switching circuit. Note that, 
except for the region of low-frequency response at low 
currents, the operating point always remains in a region 
where frequency response is high and collector capaci-
tance is low. Also, by proper choice of the emitter cur-
rent source, it is possible to switch an optimum transis-
tor current, although stray circuit capacitance and load 
capacitance generally dictate a somewhat higher cur-
rent for optimum circuit speed. 
The basic switches of Figs. 45 and 46 may be ex-

tended to perform logic by the addition of transistors in 
parallel with the top transistor. The circuits are shown 
in Fig. 48. Here a binary "1" is defined as the most posi-
tive input to a switch, regardless of whether the signal 
line in question is referenced to ground or to —6 volts. 
One logical feature of current switching circuits ap-
parent in Fig. 48 is that there are two logical outputs 

A-V-B 

Fig. 19—EXCLUSIVE OR circuit. 

and they are complements of each other. As a logical 
"1" is defined here, the top outputs are inverted and the 
bottom outputs are normal. The fact that inverted out-
puts are always available eliminates the need for a 
separate inverter building block in a system. This can be 
an advantage by reducing the over-all delay in high-
speed systems where long chains of logic require fre-

quent inversion. 
Although the p-n-p and n-p-n logical circuits of Fig. 

48 perform the necessary connectives required in a com-
puter, a separate EXCLUSIVE OR circuit is often 
desirable, particularly if it is more economical or faster. 
Such is the case for the EXCLUSIVE OR circuit of 
Fig. 49. This EXCLUSIVE OR circuit consists of two 
parallel AND circuits which generate A • T3 and A • B. 
With the four inputs connected as shown, only one of 
the AND circuit outputs can be conducting at any one 

time. Therefore, the AND circuit outputs can be con-
nected to form the OR circuit required to complete the 
EXCLUSIVE OR function. Under the input condi-
tions A- or or A • B, the inverted outputs of both AND 
circuits are conducting and twice the normal current 
flows into the load network. This network is designed to 
give a normal output only when both sides are con-
ducting. In this way, the inverted EXCLUSIVE OR 
statement is obtained. The inverted outputs supply 
only one unit of current when the normal EXCLUSIVE 

OR inputs (A • B and A •T3) are present. 
No discussion of a set of switching circuits would be 

complete without reference to some means of storage 
and some means of generating a well-defined pulse. The 
storage circuit in this case is shown in Fig. 50. It con-

sists of two basic switches cross-coupled to form a sym-
metrical bistable flip-flop. The flip-flop can be set in 
through the pull-over transistors on either side. An OR 
function can be built into the flip-flop by paralleling 
the pull-over transistors. Operation is in no way differ-
ent from the logical block circuits of Fig. 48. 
A basic current mode single shot is shown in Fig. 51. 

The circuit again consists of the two basic switches 
cross-coupled together. However, in this case, to obtain 
monostable operation one side is coupled through a 
short-circuited delay line. The bottom n-p-n transistor 
is biased on by the network at its base. The short-
circuited delay line is terminated at the sending end, 
and the pulse width at the output is determined almost 
entirely by the time required for the wave front at the 
delay line input to travel down and then back up the 

delay line. 
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Fig. 51—Current switching single shot. 

In any computing system, it is sometimes necessary 
to drive loads located at a considerable distance from 
the driving source. This may be done by driving con-
ventional coaxial transmission line and terminating the 
coaxial line with either of the circuits seen in Fig. 52. 
Two arrangements are shown here, both driven by a 

basic switch. The n-p-n line terminator shown in the top 
of Fig. 52 is a Class-A grounded-base amplifier. When 
the top output of the basic switch driving the line is off, 
the n-P-n transistor conducts and 6.5 ma flows into the 
current sink formed by the 660-ohm resistor and the 

—12-volt supply. When the top transistor conducts, 
the emitter current of the n-p-n grounded-base stage is 
reduced to 0.5 ma. The input impedance of this stage 
has a small inductive component and an impedance of 
11 ohms. The 82-ohm resistor is added to increase the 
total impedance to 93 ohms, and match the character-
istic impedance of the line. The small capacitor com-
pensates for the inductive input component. The value 
of the series resistance can be changed to match lines of 
different characteristic impedance, if desired. The p-n-p 
line terminator shown at the bottom of Fig. 52 operates 
in the same way. In this circuit, the base is biased to 
—3 volts so that the output signal will be referenced to 
—6 volts. The n-p-n circuit differs from the p-n-p cir-

22qcF 

92 coax 82n 

In 660n 
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+6 

22 

92 n coax 

-12 

P•P 

8 2n, 

5.IK - 3v 

-6 

•6 

Fig. 52—Transmission line terminators. 

-12 -6 

cuit in that it translates the output of the basic p-n-p 
switch from —6 volts up to ground level. Because of 
this, the n-p-n grounded-base amplifier can also be used 
as a coupling means between two p-n-p logical blocks. 
Only a few of the variations of current switching have 

been discussed here. As with other basic circuit ap-
proaches, many different circuits are possible. The 
transistor count can be reduced by replacing the 
grounded-base transistors with diodes and sacrificing 
the in-phase output. One transistor type can be used 
by inserting voltage-translating blocks between circuits 
of a single type. Such a block might be a reverse-biased 
Zener diode. 

Current switching has the disadvantages of using a 
relatively large number of transistors, and of requiring 
more than one power supply. The compensating factors 
are the high operating speed and the elimination of 
saturation transistor specifications. The circuits exhibit 
good noise tolerance and tend to generate less noise 
because of the current switching feature. 

XI. CONCLUSIONS 

As we have seen, transistors can be applied in many 
ways, and no single approach has all the advantages or 
disadvantages. In the problem of selecting a circuit 
type, the primary considerations are the performance 

level required and the transistor types available. For 
applications where operating frequencies are well within 
the capabilities of the available devices, the resistor 

logic of the NOR circuit, or variations on it, offers 
attractive economic advantages. In the intermediate 
speed range, resistance capacitance-coupled circuits 
with diode or transistor logic generally offer a satisfac-
tory compromise between cost and performance. The 

simplicity of DCTL will also appeal to many designers. 
In the high-speed area, current switching techniques 
offer attractive speed advantages. 
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Application of Transistors in Communications 
Equipment* 

DAVID D. HOLMESt, MEMBER, IRE 

Summary—Communications equipment in its various forms poses 

design problems which encompass nearly all facets of the electronics 
art. Transistors, as they exist today, can perform a large percentage 
of the functions required in comminications systems. 
A brief discussion of a number of circuit techniques which are 

useful in the application of transistors to communications equipment 
is presented. Representative equipments, which indicate the state of 

the art, are described. 

INTRODUCTION 

T
HE relatively long design-production cycle which 
applies to communications equipment, in con-

  trast to the rapid introduction of innovation in 
the home entertainment field, has been a mild deterrent 
to the large-scale appearance of transistors in commer-
cial and military communications apparatus. In addi-
tion, the design of communications equipment en-
compasses more problems in that the equipment must 
of ttimes meet more stringent requirements in respect to 
performance, reliability, environment, etc. Transistors 
are only beginning to come into their own in this area 
which is perhaps the senior element of the electronics 

art. 
Included in this paper is a brief discussion of certain 

circuit-design techniques which are pertinent to the 
application of transistors in communications equipment. 
This presentation is by no means complete; the inten-
tion is to provide some helpful clues and references. A 
small sampling of transistorized communications equip-

ment is presented to serve as an indication of the types 
of application which are practicable, and of the kind of 
performance to be expected at this point in time. 

DIGITAL COMMUNICATIONS SYSTEMS 

Transistor circuits which are required to perform 
logical operations in digital communications systems 
are similar in form and function to those employed in 
digital computers. A detailed discussion of such circuits 
is not given here, but can be found elsewhere in this 

issue.' 
A by-product deriving from utilization of transistors 

has been the development of a circuit-module concept 
wherein a relatively small number of circuit types can 
be arrayed to perform many different operations. 
Transistors have helped in paving the way toward a 

* Original manuscript received by the IRE, March 21, 1958. The 
AN /TCC-26, AN/PRC-25, AN/PRC-34, and Marker Beacon Re-
ceiver discussed in this paper were developed by RCA Defense Elec-
tronic Products, Camden, N. J., and sponsored wholly or in part by 
the U. S. Army Signal Engineering Labs. 
t RCA Laboratories, Rocky Point, N. Y. 
1 R. A. Henle and J. L. Walsh, "Application of transistors in com-

puters," this issue, p. 1240. 

digital systems design approach where "standard" cir-
cuits which perform AND, OR and NOT logical func-
tions, and which can be interconnected to serve as 
binary flip-flops for timing and counting, are basic com-
ponents, rather than resistors, capacitors, or transistors 
alone. With the circuit building blocks. at hand, one 
works with a functional systems diagram rather than 

with detailed circuit diagrams. 
In addition to obvious size, weight, and power advan-

tages, transistors provide a degree of reliability hereto-

fore not realizable with vacuum tubes. Properly designed 
transistor circuits afford long-term reliability which is 
orders of magnitude superior to their vacuum-tube 
counterparts, and which tends to offset potential first-
cost disadvantage through drastically reduced down-

time and maintenance expense. 
Recent developments indicate that transistors are 

only the beginning in the exploitation of solid-state phe-
nomena which can be used to advantage in digital cir-
cuits. For example, a "shift-register transistor," which 
employs a single semiconductor block and multiple 
junctions, appears feasible. Here, many of the circuit 
functions would be built into the device. 

Switching speeds required for the generation and 
processing of the bulk of digital signals found in con-
temporary communications systems are relatively slow, 
principally due to the bandwidth limitations of existing 
radio and wire circuits and speed limitations of me-
chanical input-output devices. Transistors having re-
sponse in the 100-kc range can perform a majority of 
digital communications systems functions satisfac-
torily. On the other hand, there is a growing need for 
high-speed communication of digital information be-
tween computers. Many types of devices are being de-

veloped now which can switch at speeds in the millimi-
crosecond range. One promising device is the "Thy-
ristor,"" shown in Fig. 1. The Thyristor is a p-n-p-like 
structure which exhibits a negative-resistance charac-

teristic; this characteristic is the result of electron injec-
tion at the collector contact. The Thyristor functions 
as a conventional high-speed transistor when the collec-
tor current is kept below a critical value. If the collec-
tor current exceeds this value, the device rapidly 
switches to a high-conductance mode, where collector 
currents in the order of 100 ma can be conducted at a 

2 C. W. Mueller and J. Hilibrand, "The Thyristor—a new high-
speed switching transistor," IRE TRANS. ON ELECTRON DEVICES, 
vol. ED-5, pp. 2-5; January, 1958. 

3 L. E. Barton, "The Thyristor—some of its characteristics and 
applications," Electronic Design, vol. 6, pp. 48-51; March 19, 1958. 



1256 PROCEEDINGS OF THE IRE June 

HOLE EMITTER 
JUNCTION 

COLLECTOR 
JUNCTION 

OHMIC BASE 

CONNECTION 

N- TYPE BY DIFFUSION 

HOLE COLLECTOR FOR 
LOW CURRENT 

ELECTRON INJECTOR FOR 
HIGH CURRENTS 

Fig. 1—The "Thyristor." 

collector-to-emitter voltage drop in the order of 0.5 volt. 
While the Thyristor resembles a thyratron in turn-on 
action, it differs from a thyratron in that it can be 
turned off by application of a reverse base voltage, 
without removal of collector voltage. A typical Thyris-
tor characteristic is shown in Fig. 2. Devices of this 
type have shown rise times in the order of 10 mi.isec. 
An example of a transistorized pulse-position-modu-

lated time-division multiplex equipment, the AN/TCC-
26, is seen at the left in Fig. 3. This is a 23-channel 
multiplexer-demultiplexer unit capable of being paired 
with another identical unit to provide a 46-channel 
system. The ratio of signal-to-noise plus crosstalk be-
tween fully modulated channels exceeds 60 db. The 
equipment utilizes 289 transistors; its input power re-
quirement is only 65 watts. 

While the AN/TCC-26 represents a very considerable 
size reduction in comparison with its vacuum-tube 
predecessor (the AN/TCC-13), the development of a 
Micro—Module concept indicates the possibility of a 
further drastic size reduction, as illustrated at the right 
of Fig. 3. 

SIGNAL GENERATION AND MODULATION 

Transistor oscillators can assume the same variations 
of form as do vacuum-tube oscillators. The particular 
circuit combination which is chosen for a given applica-
tion depends upon requirements such as frequency and 

amplitude stability and power output. At signal fre-
quencies which are an appreciable fraction of the a-
cutoff frequency, feedback paths within the device 
become increasingly important and are likely to influ-
ence the choice of an oscillator-circuit configuration. 

The extent to which the oscillator frequency is sus-
ceptible to variations in power supply voltage and 
ambient temperature depends upon the degree of 
coupling between transistor and circuit, insofar as the 
effect of transistor parameter variation is concerned. 
The degree of decoupling which can be achieved is de-
pendent upon the maximum available gain of the 
transistor at the frequency in question. Generalizing, 
maximum frequency stability is obtained when circuit 
parameters are judiciously chosen and apportioned in 
such a way that the oscillator feedback-coupling circuit 
loss is approximately equal to the maximum available 
transistor gain. Insight to the basic principles which 
apply here can be derived from a subsequent section 
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Fig. 2—Typical Thyristor collector family. 
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Fig. 3—AN/TCC-26 time-division multiplex equipment (left) and its 
projected Micro—Modular equivalent (right). 

in which factors influencing the instability of a tuned 
amplifier are mentioned. In that section, a proportion-
ality between transistor loading (ratio of operating cir-
cuit Q to unloaded coil Q) and coupling-circuit loss is 
indicated. 

Frequency or amplitude modulation of a transistor 
oscillator can be achieved by various means; care must 
be exercised in order that both types of modulation do 
not occur simultaneously. Lin' has shown the effects of 
collector-voltage and emitter-current modulation upon 
both frequency and amplitude of oscillator output, and 
has suggested means for obtaining relatively pure AM 
or FM through simultaneous modulation of both pa-
rameters. 

Other compensating methods can be employed. For 
example, consider the oscillator circuit shown in Fig. 
4(a). Feedback from collector to base is obtained via a 
secondary winding which is closely coupled to the tuned 
collector circuit. The oscillator output amplitude can be 
made very nearly a linear function of dc emitter current. 
However, when AM is imparted through vaiiation of 
a degree of attendant FM will obtain. This follows 

4 H. C. Lin, "Modulated Transistor Oscillators and Their Appli-
cations" in "Transistors I," RCA Labs., Princeton, N. J., pp. 547-
560; 1956. 
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Power amplifier design procedure is straightforward 
at frequencies which are a small fraction of the a-cutoff 
frequency. As the operating frequency is increased to a 
value which is an appreciable fraction of the a-cutoff 
frequency, the driving power for a given power output 
must be increased. Input circuit dissipation can become 
an appreciable fraction of the total allowable device 
dissipation and must be taken into account. An illus-
tration of the state of the art, insofar as RF power out-
put capability is concerned, is the AN/PRC-35,5 a com-
pletely transistorized FM transmitter-receiver which 
provides a power output of several hundred milliwatts 
in the frequency range of 30 to 70 mc. 

COMPENSATING 
DIODE 

O5 1.0 
BASE-TO -EMITTER SUPPLY VOLTAGE ( E IN VOLTS) 

se 

(c) 

Fig. 4—Diode frequency-shift compensation. (a) Uncompensated 
oscillator. (b) Oscillator with compensation added. (c) Illustration 
of degree of compensation. 

from the fact that as le is increased, the emitter diffusion 
capacitance increases; a proportionately larger capaci-
tance thus is reflected across the tuned circuit. 
An arrangement which utilizes a compensating junc-

tion diode is seen in Fig. 4(b). The compensating diode 
is reverse biased by the voltage developed across resistor 
R in the collector circuit; this voltage is a direct func-
tion of I. The diode capacitance variation, which is an 
inverse function of the voltage appearing across R, will 
tend to compensate for the frequency shift produced by 
variation of the emitter junction diffusion capacitance. 
An indication of the degree of compensation which can 
be attained is shown in Fig. 4(c). 

RF POWER AMPLIFICATION 

Nearly ideal power amplifiers can be realized with 
junction.transistors because of their characteristically 
low collector-voltage knee. The dissipation ratings of 
transistors designed for operation at VHF and UHF 
thus far have been predominantly tens of milliwatts, so 
that available power output is relatively small. 

RECEIVER CIRCUITS 

Improvements in transistors, and the development 
of circuit design techniques, have progressed to the 
point where excellent transistor receiver performance, 
in terms of noise factor, selectivity, automatic gain 
control, and cross modulation, can be attained for signal 
frequencies extending into the VHF range. Results ob-
tained, for example, with experimental VHF television 
receivers have been quite promising, noise factors in the 
10- to 15-db range over the VHF band having been real-

ized. 
In this section, design techniques relating to various 

receiver functions are discussed briefly. 

RF Amplifiers 

Compromises which can be made between selectivity 
and noise performance of an RF amplifier have been 
outlined by Freedman.' While it is noted, for example, 
that near-optimum noise performance is obtained when 
the receiver input tuned circuit is matched to the tran-
sistor input resistance (operating circuit Q equal to one-
half unloaded coil Q), an advantageous trade can be 
made wherein a considerable gain in selectivity can be 
obtained at the expense of only a small sacrifice in noise 
performance. Where two RF tuned circuits (antenna 
and interstage) are employed, there exists a unique ap-
portionment of selectivity between the two circuits 
which provides maximum noise performance for a given 
over-all selectivity requirement. 

It has been shown' that the performance of a tran-
sistor RF stage with respect to cross modulation can be 
comparable to that of a variable-mu pentode. Cross 
modulation in any device depends upon the slope of its 
log gm-vs-input-circuit-bias characteristic.' Such a 

6 This equipment is being developed under contract with the 
U. S. Army Signal Eng. Lab. by RCA Surface Communications 
Dept., Defense Electronic Products, Camden, N. J. 

L. A. Freedman, "Design considerations in the first stage of 
transistor receivers," 1957 IRE NATIONAL CONVENTION RECORD, 
pt. 3, pp. 182-192. 

7 D. D. Holmes, "Cross Modulation in Transistor RF Ampli-
fiers" in "Transistors I," RCA Labs., Princeton, N. J., pp. 422-430; 
1956. 

8 "Application of the Electronic Valve in Radio Receivers and 
Amplifiers," Philips Technical Library, Book IV, p. 325. 
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characteristic for an alloy-junction transistor is illus-
trated in Fig. 5. It can be seen that this is a straight line 
for an ideal transistor (no base-lead resistance), indicat-
ing that cross modulation will be independent of operat-
ing point over a wide range of input circuit bias. At 
higher values of Vbe (higher /c) cross-modulation per-

formance improves due to the larger voltage-dropping 
effect of the base-lead resistance. Under very strong 
signal conditions, improved performance can be ob-
tained by arranging the AGC circuit in such a way that 
the base-emitter junction is reverse biased by an 
amount in excess of the peak signal voltage. As in 
vacuum-tube receivers, the distribution of gain con-
trol among several stages should be arranged to provide 
a best compromise among noise performance, cross 

modulation, and overload characteristics. 

Mixers and Converters 

Mixing action can be obtained by impressing signal 
and local oscillator voltages in series across the base-to-
emitter junction of a transistor. Conversion gain in-
creases rapidly with increasing oscillator injection, ulti-
mately reaching a maximum value which, interestingly, 
is very nearly equal to the signal-frequency gain of the 
transistor operating as an RF amplifier. Beyond the 
point of maximum conversion gain, the gain decreases 
slowly with increasing oscillator voltage. 

A converter can be obtained by combining oscillator 
and mixer functions in a single transistor. Examples of 
an oscillator mixer and a converter circuit can be found 
in the literature." 

L. A. Freedman, T. O. Stanley, and D. D. Holmes, "An experi-
mental automobile receiver employing transistors," PROC. IRE, vol. 
43, pp. 671-678; June, 1955. 
'0 D. D. Holmes, T. O. Stanley, and L. A. Freedman, "A develop-

mental pocket-size broadcast receiver employing transistors," PROC. 
IRE, vol. 43, pp. 662-670; June, 1955. 
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Fig. 6—Conversion gain control by simultaneous reduction 
of collector voltage and emitter current. 
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A modicum of conversion gain control can be obtained 
by reducing oscillator injection, or (in the case of a con-
verter) by reducing the dc collector voltage until the 
oscillator voltage swing in the collector circuit carries 
over the knee of the collector characteristic, i.e., "bot-
toming" occurs. A control range in the order of 30 db 
can be obtained by these means. 

Precautions should be taken against incidental oscil-
lator frequency shift with application of conversion gain 
control. When gain control is effected through reduction 
of converter dc emitter current, diode compensation 
similar to that described in the second section can be 
employed. An arrangement which embodies a combina-
tion of emitter current and collector voltage control is 
shown in Fig. 6. Here, the collector and base return to a 
common negative supply which is made to vary in pro-

portion to the input signal level. The collector voltage 
and emitter current, then, decrease with increasing in-
put signal level so that the effect upon oscillator fre-
quency of increasing collector capacitance is offset by 
the opposite effect of decreasing emitter-to-base diffu-
sion capacitance. 

IF Amplifiers 

One of the most important design problems in tran-
sistor IF amplifiers, or in tuned amplifiers generally, is 
stability in the signal-feedback sense. The general 
problem was recognized early in vacuum-tube art," and 
more recently a technique for dealing with the problem 
of reactive feedback in transistor amplifiers has been 
developed." This technique relates tuned amplifier sta-
bility (or tendency toward instability) to interstage 

11 B. J. Thompson, "Oscillation in tuned radio-frequency ampli-
fiers," PROC. IRE, vol. 18, pp. 421-437; March, 1931. 

12 D. D. Holmes and T. O. Stanley, "Stability Considerations in 
Transistor Intermediate-Frequency Amplifiers" in "Transistors I," 
RCA Labs., Princeton, N. J., pp. 403-421; 1956. 
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coupling-circuit loss and the ratio of unloaded coupling 
transformer Q to operating Q. It is shown, for example, 
that stability and coupling-circuit loss can be directly 

proportional. 
In general, it can be stated that tuned amplifier inter-

stage coupling-circuit design is determined by stability 
and selectivity requirements rather than by a need for 

impedance matching. 

Automatic Gain Control 

Automatic gain control of tuned-amplifier stages 

generally is accomplished by means of emitter current 
variation. While the gain of a transistor is relatively 
independent of emitter current, its input and output 
impedances are a strong function of emitter current, as 
shown in Fig. 7. Thus, gain reduction is predominantly 

produced by mismatch loss. The amount of gain con-
trol which can be obtained is determined by the differ-
ence between maximum usable gain and residual feed-
through when the transistor is biased to cutoff. A con-
trol range of 40 db or more can be readily obtained. 
As mentioned in the discussion on cross modulation, 

it is sometimes desirable to bias a gain-controlled RF 
stage beyond cutoff under strong signal conditions. In 
order that this may be accomplished, a condition of 
amplified signal and fedthrough signal balancing must 
be avoided. This condition can arise at a low value of 
emitter current if the amplified and fedthrough signals 

are of the same magnitude and of opposite phase; a 
"sticking" of the emitter current at some small finite 

value can result. 

Audio Amplifiers 

One of the most striking advantages of the transistor 
is its utility in Class-B audio amplifier circuits, and 

(a) 

(h) 

(c) 

(d) 

Fig. 8—Illustrative equipments. (a) 75-mc marker beacon receiver. 
(b) AN/PRC-25 transceiver (left) and projected Micro—Modular 
equivalent (right). (c) AN/PRC-34 helmet transceiver. (d) Fre-
quency-shift tone receivers and diversity combining equipment. 
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most importantly in Class-B complementary symmetry 
circuits." It is likely that the Class-B complementary 
symmetry circuit, which requires no audio transformers, 
will eventually make the audio transformer a compo-
nent of the past, at least in receiver applications. 

In using Class-B audio circuits, care must be taken to 
insure that output stage current flowing through the 
battery or other common impedance does not produce 
a voltage which is fed back to vulnerable portions of the 
receiver such as the local oscillator, gain-controlled 
stages, or early audio stages. A gain-controlled stage is 
particularly susceptible to small audio voltages, which 
may be fed back on the AGC bus or via a biasing net-
work, when it is biased near cutoff under strong-signal 
conditions. Frequently, much can be accomplished in 
reduction of brute-force filtering by judicious return of 
emitter and base-bias bypasses. 
An example of the use of a Class-B complementary 

symmetry circuit in a broadcast receiver can be found 
in the literature." 

REPRESENTATIVE HARDWARE 

Transistorized equipments which are indicative of 
the present state of the art are shown in Fig. 8 (p. 1259). 
A marker beacon receiver, Fig. 8(a), uses ten tran-

13 T. O. Stanley and T. M. Scott, "Design Considerations in 
Class-B Complementary Symmetry Circuits" in "Transistors I," 
Princeton, N. J.; 1956. 

14 D. D. Holmes, "À six-transistor portable receiver employing a 
complementary symmetry output stage," 1957 IRE NATIONAL CON-
VENTION RECORD, pt. 3, pp. 193-198. 

sistors in a crystal-controlled double-superheterodyne 
circuit. No shock mounting is required in installation. 
The AN/PRC-25, Fig. 8(b), is a man-pack FM trans-
ceiver providing two-way voice communication in the 
30- to 76-mc frequency range. Through the use of a 
frequency synthesizer, this transceiver is crystal con-
trolled on any one of 920 instantly available channels. 
Fig. 8(c) is a microminiature FM transceiver, AN/PRC-
34, mounted in a combat infantryman's helmet. It 
operates in the frequency ranges of 38 to 39.2 mc and 
47.8 to 51 mc. The receiver consists of an RF stage, 
crystal-controlled oscillator, mixer, two IF stages, and 
an AF amplifier. The transmitter includes AF circuits, 
variable-capacitance-diode modulator, and combined 
oscillator-power amplifier and tone generator. 
An illustration of commercial point-to-point com-

munications equipment is given in Fig. 8(d). This is a 
complete dual diversity system comprising two fre-
quency-shift tone receivers and a dual-diversity com-
parator. A 1-db differential in the two-diversity channel 
amplitudes results in better than 30-db suppression of 
the weaker signal. Such transistorized equipment pro-
vides a high degree of reliability, and its small power 
dissipation is a welcome relief in large installations 
where problems of equipment-generated heat is severe. 
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Transistor Monostable Multivibrators 
for Pulse Generation* 
J. J. SURANt, SENIOR MEMBER, IRE 

Summary—This paper deals with the analysis and design of 
transformerless pulse generators which utilize clamped transistors 
as active nonlinear elements and passive RCL components as linear 
timing networks. RC and RCL monostable multivibrators are con-
sidered and approximate design procedures are developed for each 
of the basic types. Line-driving applications are discussed and experi-
mental results are described. 

CIRCUIT CONSIDERATIONS 

T
HE problem of generating pulses of given ampli-
tude and given width is a basic one in most digital 
systems. For example, flip flops may readily fail to 

* Original manuscript received by the IRE, February 28, 1958. 
t Electronics Lab., General Electric Co., Syracuse, N. Y. 

operate if the driving pulse waveform is not con-
strained within proper limits. Pulse generators which 
develop pulses of precise width may also be used as 
digital delay networks and offer considerable advan-
tages over delay lines, particularly when the delay in-
terval is long. 
A popular form of pulse generator is the blocking 

oscillator, which utilizes a single transistor and trans-
former in the basic configuration [1], [2]. In the block-
ing oscillator the transistor is used as an active switch-
ing element, i.e., a switching device with power gain, 
and the energy storage properties of the transformer 
primarily determine the pulse waveform. Although the 
blocking oscillator is the most economical type of pulse 
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;enerator from the point of view of the number of com-
ponents used and although the transformer permits 
convenient impedance transformation between genera-
:or and load, several problems arise directly from the 
Ise of a transformer. For example, if a narrow pulse 
laving a rise time equal to or less than 20 mbisec is re-
quired, the circuit bandwidth must be at least 25 mc 
wide to pass the required energy components. This re-
quires a high-quality video transformer, since the flat 
:op of the pulse must be more or less preserved, and 
:ransformers of this type are difficult to construct. A 
;econd problem arises from the fact that the energy 
stored in the transformer must be discharged at the 
:ermination of the pulse. If a low-resistance clamp cir-
:uit, e.g., a diode, is used to discharge the transformer, 
3. considerable time constant is introduced (L/R) and 
ience the circuit recovery time is long, thus limiting the 
pulse-repetition frequency. If the resistance level of the 
:damping network is increased, the discharge-time con-
stant is reduced but "flyback" effects may become ap-
preciable. 
Some of the disadvantages inherent in blocking os-

cillators using "linear" transformers may be overcome 
Py using square-loop ferrite cores. For example, the fly-
Pack problem is greatly reduced. However, driving 
square-loop cores at high-pulse repetition rates (e.g., 
500 kc) requires significant energy expenditure due to 
the losses encountered in traversing the B-H loop and 
lence pulse generators of this type lose much of their 
practicability as the frequency of operation is increased. 
In addition, the generation of narrow pulses requires 
very small cores and since these are difficult to wind 
with many turns, considerable current is required for 
driving purposes. 

In view of these considerations, it seems judicious to 
investigate the "one-shot" multivibrator as a pulse 
source. The following advantages make the monostable 
multivibrator attractive: 

1) The circuit is easily designed with readily avail-
able components, not requiring specially-designed trans-
formers. 

2) Variable pulse widths and variable pulse ampli-
tudes are readily achieved by simple capacitor and re-
sistor variations, respectively. 

3) "Cleaner" pulse waveforms may be achieved due 
to the absence of flyback effects in the output circuit. 

4) No special trigger circuits are required (input 
transformers are often used with blocking oscillators). 

5) Multivibrator circuits may be designed to be 
"fast" in leading and trailing edge response whereas 
blocking oscillators usually require strong feedback and 
consequently lower loading capabilities to achieve high-
speed switching (it should be pointed out here that the 
extra gain of the second mmv transistor makes this 
possible). 

6) Higher-pulse repetition frequencies are possible 
due to the absence of transformer flyback effects. 

lc, 

Fig. 1—Clamped transistor-switching stage. 

BASIC SWITCHING CIRCUIT 

The basic transistor-switching element which is used 
in the circuits described below is the degeneratively 
clamped common-emitter stage illustrated in Fig. 1. It 
has been described sufficiently in the literature [1], [3], 
and hence any analysis here will be redundant. How-
ever, some of its basic advantages are summarized be-
low. 

1) Low-clamping voltage leads to high-power effi-
ciency. 

2) Degenerative feedback clamp minimizes the dis-
sipation effects of high overdrive and makes possible a 
considerable loading margin without excessive collector 
and clamp-diode current ("current-demand" property). 

3) Degeneration action reduces delay, or pulse 
"stretching" effect, to such a negligible amount that in 
most cases the turnoff delay is completely masked by 
the rise time of the driving signal. 

RC MONOSTABLE MULTIVIBRATOR 

An RC-type monostable multivibrator circuit is il-
lustrated in Fig. 2(a). Under quiescent conditions T1 is 
biased on and 7'2 is held off. When a positive trigger 
pulse is applied to the base of T1 the latter is turned off 
and the negative transient generated at the collector 
of T1 forces T2 into a conducting state. The regenerative 
action provided by the closed-loop coupling through 
RK— CK keeps T1 cut off even after the trigger pulse has 
disappeared, providing that T2 is still conducting. 
Transistor T2 will continue to conduct until capacitor 
C charges sufficiently to block the conduction current in 
the base of T2. At that point T2 begins to cut off, due to 
the action of EK, and the circuit is carried back to its 
initial state in a regenerative manner. 
The time duration 01 the regenerated pulse may be 

calculated approximately from the equivalent circuit 
illustrated in Fig. 2(b). The resulting equation is 
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(b) 

Fig. 2—(a) Monostable multivibrator. (b) Equivalent circuit 
of mmv during pulse generation. 

'Li exp (— t/RLIC) = (/L2/ccEmin.) + (Es + V sE)/ Rs2 (1) 

where IL is the load current of the conducting transis-
tor, axmin is the minimum value of current gain for the 
transistor connected in the common-emitter configura-
tion, and VBE is the base-to-emitter drop of the con-
ducting transistor. The right-hand side of (1) represents 
the minimum current flowing out of the driving point 
(junction between RD and C) which is required to 
maintain T2 in a clamped state. The left-hand side of 
(1) represents the current transient flowing out from the 
driving point due to T1 shutting off in a step manner. 
Validity of (1) depends upon the following inequalities: 

[RDRB2/ (RE ± RB2)]>> 

"-Li 99 rs2' 

where rB2' is approximately the common-emitter input 
resistance of transistor T2 (neglecting reactive effects). 
Under these conditions, the pulse duration TD may 
readily be calculated from (1): 

aenin 
TD= &IC ln [ 1. (2) 

(/L2/./Li)d-ccErnin(Es-1- VBEVRB2/Li 

It is now possible to formulate a design procedure for 
the circuit. As a starting point, it should be recognized 

that half of the circuit of Fig. 2(a), consisting of T2, 
RL2, Rs, Cs, and RBI, is identical to that of a bistable 
flip flop. Hence, the design for determining these ele-
ments may be applied directly to symmetrical flip-flop 
configurations. 

In the design procedure, it will be assumed that the 
supply voltages, Ecc and EB, are given and that the 
desired collector voltage swing, Vc, and the nominal 
load current, IL, are specified or selected. In addition, 

/2 La is made equal to RL2 to insure a strong base drive 
into T2. The problem is to find suitable values for Rla 
RBI, Rs, and CK. For convenience, the following design 
parameters are defined: 

Z = RLARL RK), (3) 

A = c/ Ecc, (4) 

= CeEm n (IC1 — ILA)/ ILl. (5) 

The difference in collector voltage between the conduct-
ing and nonconducting states of T1 is readily shown to 
be 

.C,Vc = [Rs/(Rt Rx)]Ecc 

[Rd(Rr, Rx)[(Vs ± Vas) — Vas 

where VCE is the clamped collector potential given by 

(6) VCE = VBE± VS — Vo. 

Consequently, the design parameter Z, given by (3), 
may be written in terms of the circuit specifications: 

1 — A — Vcs/Ecc  

1 — (Vs + V ss)/ Ecc 

Since VCE and Vs are characteristics of the clamping 
diodes and transistors, it is seen that as soon as the ratio 

Vc/Ecc I is specified, the design parameter Z is de-
termined. However, it can be shown that for tempera-
ture stabilization of the circuit under the worst condi-
tions (which occurs when the maximum leakage current, 

of one transistor is much greater than the leakage 
current of the other), the following inequality should be 
satisfied: 

Z (7) 

Z » Alcorn/IL. 

Thus, the particular set of initial specifications which 
have been chosen inherently governs the temperature 
stability of the circuit. If the temperature stability is 
not adequate, the initial specifications must be relaxed, 
e.g., by decreasing 4 or increasing IL. Furthermore, it 
can be shown from (7) that if Z is to be made fairly in-
dependent of tolerances associated with VcE, VS, and 
VBE, the following inequality should be satisfied: 

(VcE/Ecc) < [0.5(1 — A)] 

Consequently, the specification of A, given by (4), may 
have to be relaxed in order to obtain reasonable values 
of the design parameter Z. 
The design parameter cr, as defined by (5), is referred 

to as the loading factor and is a measure of the degree 
by which the load current can be increased beyond the 
nominal design value before the current in the clamp 
diode is reduced to zero. The quantity  aEm in (ICI — /LI) 
represents current which is potentially available to the 
load, RLI, when that portion of the drive current in the 
clamping diode is transferred to the base of transistor 
In the Appendix, two important relationships involving 
o• are derived. The first shows that the maximum value 
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DESIGN TABLE I 
ich the loading factor can have is 

[Ecc - (Vs ± VBE)1  Z Ecc - Vcs _1\1 - Z • 

le second relates the loading factor to the resistor 

el: 

Crmax = aKmin (8) 

?BI = CrEminRL(EB ± V BE) / (Crmax Cr)(ECC VCE)• (9) 

3\V it is apparent that the value of RB1 depends solely 
the designer's choice of the loading factor, cr, and 

at this choice is the first degree of freedom thus far 
countered since RL and RK are automatically deter-
ined by the initial circuit specifications, viz., 

RL = àVc/h, (10) 

RK = (1 - Z)Ril Z. (11) 

large value of RBI, corresponding to the selection of a 
ading factor approaching cr„,,,„, results in maximum 
rcuit stability but poor trigger sensitivity since the 
u-n-off drive contributed by EB is very small. A small 
ilue of Rin, corresponding to the selection of a loading 
ctor approaching zero, results in maximum turn-off 
-ive on TIL, during the unstable condition of the circuit, 
ut also results in poor circuit stability since the clamp-
ig action of T1 becomes marginal. Hence, the choice of 
should be such that a reasonable value of RB2 is ob-

Steps 1-5 in Table I are predicated upon (9), (10), 
nd (11). The selection of CK (step 6 in Table I) is based 
pon the requirement that the discharge time constant 
ssociated with CK should in no way affect the pulse 
ridth Tr), as given by (2). The design problem now is 
arrowed to finding suitable values for RB2, RD, and C. 
2onstraints may be imposed upon RB2 by the require-
lent that the logarithmic argument of (2) should as-
urne a reasonable value. If the argument is too close to 
tnity, the logarithmic term approaches zero; conse-

iuently, inordinately high values of .0 will be required to 
ebtain reasonable pulse widths. On the other hand, if 
he logarithmic term becomes too large, excessively 
mall values of C will result and insufficient turn-on drive 
tt the base of 7'2 may occur 'during the initiation of the 
instable state of the circuit. Thus it is desirable to con-
;train the value of the logarithmic argument in (2) to a 
-ange not to exceed some upper limit, Q, nor to fall be-
ow some minimum value, P. Experience has shown that 
P values corresponding to approximately 0.5 RLIC(P 
= 1.7) and Q values corresponding to approximately 1.5 
RLIC(Q= 4.5) are reasonable. These values are used to 
lerive the constraints imposed upon the selection of RB2 

in step 7 of Table I. 
In establishing a method for selecting RD, it should 

be noted that the role of this resistor in the mmv circuit 
of Fig. 2(a) is simply to provide a return path to ground 
for the bias current from Ells. One criterion for selecting 
RD is to make certain that the cutoff potential at the 

Circuit Configuration: Fig. 2(a). 
Given: E.., EB, ML2, ¿V.,2, Tb, Tpmin 
Find: Rm, RL2, RBI, RB2, RD, Rk, C, C 

Procedure: 

1) Calculate RL2 =A V.,2//L2 
Then select Km =RL2 

2) Calculate Z: 

1— A —  VEEIE. 
A .= 

z = 1 — (V. + VBE)/E. 

3) Calculate Rs: Rk= (1— Z)142/Z 
4) Select «: 

VBB + V.) 1] 
0 < cr < [aemrnZ (i   

5) Calculate RBI: 

Rg1 = 
aEminEB 

6) Calculate Cs: 

Cs < 
5Rk(RL2 Rai) 

V BE ± VA 1 01 

A E.,, 

(Rk RL2 RB1)(TD) 

7) Select RI32:* 

4.5aEr.,.(ED VBE) 

aEmln  VcR)R.L1 RL2 

8) Calculate C: 

C= 

> R82> 
1.7aEmi.(EB VBE) 

aEmm 
f.E..— VcE) 1.7 E" V CE 

RL1 RL2 

T 

RIA ln [ OtEminRB2(Ece — V CE) 
RB2(E“ — V CE) aEminRLI(EB ± V BE)] 

9) Select RD :* If 2.5 RB2C> (Tpmin TD) 

RD < 
2.5CRR2 — (Tprain TD) 

(Tproin — TD)RB2 

* Rai, RD>>rb2' for proper triggering action. 

base of T2, due to the division of EB across RD and RB29 
is not so large that the peak inverse base-to-emitter 
voltage rating of T2 is exceeded. Another criterion for 
selecting RD is to specify that C is at least 90 per cent 
discharged within the minimum expected period„Tp.i„, 
of the trigger pulses. The latter constraint forms the 
basis for selecting RD in step 9 in Table I. 
Example—Suppose that it is desired to generate a 

pulse of 25 ma, 8-volt amplitude and of 0.5-µsec dura-
tion at a maximum repetition frequency of 500 kc. The 
battery supplies Ecc and EB are 10 and 5 volts, respec-
tively, and Vs 0.5 volt, VBE .'--'0.2 volt, Vcs-.0.5 volt. 
Transistors having the following parameters are used: 

aEmin = 20 ) Wab = 100 X 106 rad/sec, re,' = 100 ohms. 

Following the procedure outlined in Design Table I: 

1) RLI = RL2 = 8/25 X 10-8 = 320 ohms. 

1 - 0.8 - 0.05 
2) Z =   - 0.16. 

1 - 0.07 
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3) R K = (0..8146) 
  (320) = 1.7K ohms. 
4 

4) Select a: 

{[ (20)(0.16)1 
o <a <   (1 — 0.07) — 1} , 

o < a < 2.7; for example, select a = 1. 

5) RBI = (20)(5)  = 2.3 K ohms. 
(25)(103)(1.7) 

[0.7 + 0.32 + 2.3)(103)(0.5)(10-6) 
6) Ck <   

(5)(1.7)(0.32 -I- 2.3)(10') 

= ioo 

Select Ck = 100 gi-if• 

7) Select RB2: 

(4.5)(20)(5.2)   > RB2 >  (1.7)(20)(5.2) 
(30 X 10-3)(20 — 4.5) — (30)(10-3)(20 — 1.7) 

760 > RB2 > 320 Select RB2 = 750 ohms 

0.5 X 10-6 
8) C = 

320 ln [ (20)(750)(9.5) 

(750)(9.5) ± (20)(320)(5.2)1 

= 1250 

9) RD < 1300 ohms. 

Select RD = 750 ohms. 

The circuit designed above was tested experimentally 
using the closest standard component values to those 
calculated. The results which were obtained are illus-
trated in Fig. 3. Close agreement between theoretical 
and experimental data exists until the pulse width be-
gins to approach the rise time of the output transistor. 
Since transistor reactive effects were neglected in the 
analysis, this divergence between theory and experiment 
is to be expected. 
Waveform of the generated pulse is good for small 

pulse widths but as the pulse is increased, by increasing 
C, the trailing edge begins to show a pronounced round-
ing effect at the beginning of the fall transient. This 
anomaly, illustrated in Fig. 4, is due to the delay be-
tween the time the exponentially-decaying drive cur-
rent falls to that level just required to sustain the clamps 
and the time the collector potential falls enough for the 
circuit to become regenerative. It is apparent from Fig. 4 
that the trailing edge anomaly becomes worse as C is 
made larger. The same cause which leads to the trailing 
edge rounding, viz., the decreasing derivative of the 
exponential form of the drive current, may also be re-
sponsible for considerable trailing edge jitter. For ex-
ample, slight changes in the clamp or regeneration levels 
could cause great variations in the pulse width by shift-

Tr, 

try', 

THEORETICAL 4- EXPT, 

DESIGN POINT 

4 

X 10-9 FARADS 

5 

Fig. 3- -Experimental vs theoretical results. 

le 

CLAMP LEVEL 
REGENERATION 

LEVEL 

T D 

DRIVE CURRENT INTO BASE OF T, 

 0.• t 

NON REGENERATIVE 

REGENERATIVE 

COLLECTOR VOLTAGE OF 

Fig. 4—Trailing edge anomaly. 

ing the point (in time) where the fall transient begins. 

Such changes may occur as the result of noise, transis-
tor thermal effects, or bias-supply variations. In order 
to reduce the jitter effect, the logarithmic argument of 
(2) was constrained to a maximum value given by Q 
(which was chosen as 4.5), but it should be noted that 
this does not eliminate jitter. For the circuit illustrated 
in Fig. 3, trailing-edge jitter of the order of 3 per cent of 
the generated pulse width was observed. 

RLC MONOSTABLE MULTIVIBRATOR 

Most of the deficiencies which may be attributed to 
simple RC pulse generators of the type described in the 
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D 

(b) 

Fig. 5—RLC regenerative pulse generator. 

)revious section are generally attributable to the ex-
)onential timing waveform. The suggestion is very 
itrong, therefore, to use a different type of timing net-
?Kirk. In order to obtain a substantial improvement, the 
lew timing network should fulfill the following require-
nents. 

1) Exhibit an increasing derivative as the circuit-
-ecovery point is approached in order to minimize trail-
ng-edge jitter. 

2) Allow more efficient transistor-base drive, partic-
ilarly in high-current and high-speed circuits, in order 
:o decrease both rise and fall times of the generated 
)ulse. 
A circuit configuration which satisfies these require-

nents is illustrated in Fig. 5. The configuration is sub-
itantially the same as the RC pulse generator of Fig. 
?(a), but includes an inductance element, L, in series 
vith the collector-load resistance of T1. In the RLC cir-
:uit shown, transistor T1 is normally conducting and T2 
s normally cutoff. When a positive trigger pulse is ap-
)lied to the base of Th the latter is driven off. Conse-
luently, the collector potential of T1 changes very 
-apidly and the current transient is directed through C 
:oward the base of T2 thus causing T2 to turn on rapidly. 
%ssuming that the parallel combination of RD and RB2 
s considerably greater in resistance than the input im-
)edance of T2 when the latter conducts, the waveform 
)f the decaying drive current, ID, will be governed by 
:he resonant response of the RLILC network. The ap-
3roximate equivalent circuit during this interval is 
llustrated in Fig. 5(b). The current transform, /D/'hi, 
n terms of the Laplace operator s, is 

/D (s) s RIA/L 
(12) 

tà/LI (s) (RLAs/L) + 1/LC 

Now if A/m(s) is assumed to be a step function, I,,/s, 
the transient solution of (12) is 

iD(I) = [exP (—RLii/2L)] [cos (cut ± 0)] (13) 

where 

= V-(iTtr') - (RLI/2/) 2 (14a) 

0 = — tan-1 (RL1/2Lco). (14b) 

It is seen from (14a) that as long as (1/LC) is larger than 
(RL1/2L) 2, the waveform of the drive current will be a 
damped sinusoid. Furthermore, if 0 is small, the deriva-
tive of the drive current will initially be very small but 
will increase as a sine function as in decreases. 

In order to calculate the duration of the pulse gen-
erated at the collector of T2, iD(t) is equated to the cur-
rent value which is just necessary to sustain the clamps 
on T2. Thus 

I Li[exp( R L11)1 
2L 

if 

and 

[cos (cot t9)] 

1L2 EB VBE 

aEmin R82 

(1/ LC)>> (RIA/2L)' 

(2LIRL1)>> Tr). 

Eq. (15) may be solved for the pulse duration Tr, as 
follows: 

Tip N/ LE cos 

{[RB2(Ece — V CE)/ RL2] lkEmin(Ell + V BE)} 
  . (17) 

ccerti.RB2Lzi 

It is important at this point to consider carefully the 
conditions under which (17) is valid. Inequality (16a) 
effectively reduces the initial rate of change of iD(t), 
with respect to time, to a very small value and makes it 
possible to write (15) as 

[exp (—tir)] cos cot = H (18) 

where 

and 

r = 2L/RLI 

H = ± (Es + Vss)/Rs21/1.0. 

However, the equation from which (17) was derived is 

cos cot = H. (19) 
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It is apparent that the solutions for t of both (18) and 
(19) are identical at cot= ir/2 and that the difference be-
tween the two solutions increases as cot approaches zero. 
But one of the advantages which is supposed to be 
gained by using the RLC instead of the RC circuit is to 
decrease jitter at the trailing edge of the generated 
pulse, which should occur as the result of the increasing 
derivative of the cosine function. Consequently, the 
solutions of (18) and (19) should be constrained to the 
neighborhood of cat =7r/2. Now if the solutions are arbi-
trarily constrained to the region 

7/3 < cut < 7/2 (20) 

then, from (19), 

0 < H < 0.5. (21) 

By using (19) instead of (18) to calculate t, the error 
will always be such as to yield a greater theoretical value 
of t, i.e., from (19) 

wti = cos-1 (H) 

and from (18) 

w12 = cos-1 [H exp (12/T)I. 

From inequality (20) the maximum value t2 can have is 

12 = ir/2c. 

Hence, the maximum error which can result by using 
(19) instead of (18) to calculate t is 

Atmax = /1 - t2 = (1/w)lcos-1 H — cos-1 [H exp (7/241. 

Defining the per cent error, (5, as 

5 = (11 - 12)//c, 

it is seen that 

o = 11 - cos-1 [H exp (ir/2w1)]/cos_' HI. (22) 

Solving (22) for wt results in: 

1 
co! = 7/2 in {— cos 1(1 - (5) cos-' . (23) 

H 

If inequality (16a) is valid, then co-'.1/N/LC and (23) 
may be written as 

irRLi 
IT 1 

4 ln {— cos [(1 - (5) cos--' If]} 
H 

(24) 

Thus it is seen that if the error is to be kept below a 
specified amount, â, the ratio of -s/L/C must be equal 
to or greater than the right-hand side of (24). Eq. (24) 
is plotted in Fig. 6 for H=0.5. This curve represents 
the maximum error which can be made by using the 
approximation of (17), instead of the transcendental 
form given by (15), if the constraints imposed by in-

4 

3 

2 

o 

H • 0.9 

t 1 ' .6 1111  
2 3 4 .5 .7 .8 9 1.0 

Fig. 6—Maximum error curve for RLC-circuit design. 

equalities (16a) and (21) are applied, for a given -s/L/C 
/RLI ratio. Hence, if the maximum approximation error 
is to be less than 50 per cent, the ratio N/L/C/RLi 
should be equal to or greater than 1.4. 
A design procedure for the circuit of Fig. 5 may now 

be established. The criteria for selecting or calculating 
R L2, RI:, RBI, and Ck are the same as for the RC circuit 
and hence steps 1-7 in Table II follow the procedure 
derived in the previous section. Resistor RB2 may be 
selected within the constraints given by inequality (21). 
However, it is not practical to use 0 as the lower limit of 
H since this implies no turn-off action on T2. Conse-
quently, as an example, the lower limit of H will be 
selected arbitrarily as 0.2 (corresponding to wt=79° ). 

Since H is equal to the right-hand side of (15), the fol-
lowing constraint conditions are established. 

0.2 'Li < 0.3 ././.1. 
[Ecc —  VCE Es VBE 

a EminRL2 RB2 

(25) 

Since //.1 = (Ecc —  VcE)/Rm, step 8 in Table II may be 
derived from (25). 
The next step in the design procedure is to select L 

within the proper constraints. For validity of the 
analysis, the most important constraint is given by 
(16a). Thus 

L» CRL12/4. (26) 

Now from the error curve of Fig. 6, it is apparent that if 
the approximation given by (17) is to be valid to within 
a maximum error of +50 per cent, 

N/L/C > 1.4 RiA 
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DESIGN TABLE II 
10v 

Circuit Configuration: Fig. 5 
Given: E72, ED, IL2, V72, T0, Tpmin 
Find: RL2, RL2, RBI, RB2, RD, Rk, Ck, C, L 

Procedure: 

1) Calculate Ru-- AV.2/ Aim 
2) Select RLI=R1,2 
3) Calculate Z: 

1 — A — VcB/E.. „„. 
Z= =A a v 

1 — (V. + VBE)/Eci 

4) Calculate Rk: Rk=(1—Z)RL2/Z 
5) Select a: 

aEminZ V BE + Vs) 

A E.. 

6) Calculate RBI: 

RBI = 
«EminEB 

à L2 [Cn'i''Z (1 — ILB-E — 
A E„ 

7) Calculate CI:* 

(Rk RL2 RB1)(To)  

Ck 5Rk(RL2 + RBI) 

— .] 

8) Select R82: 

CrEmin(EB ± V BE)RLI aEmin(ED V BE)RLI 
AB2 •-"" 

(E ,c V CE)(0.2aEmin — 1) (Zy — V CE)(0.5aEm jp — 1) 

9) Select L: 

(Tpmin TD)RL1 1.5RLITD  
— > L>  

2 — V cE aEm¡n(EB ± V BE)RLI/ RB2] 
COS-I 

«Emin(Er, — IrcE) 

10) Calculate C: 

cos-i [E 
aCmin(Ece VCE) 

C ,. — VcE aEmia(EE VEE)ELI/EE2] 

11) Select R»:1" If 2.5RB2C> (Tpmin— TD) 

RD < 
2.5CRB2 — (Tpmin TD) 

(Tpmin TD)RB2 

* (TD/5) is selected as the period in order to insure that the dis-
charge-time constant associated with CL is much less than the re-
quired pulse duration. 
t RD in parallel with RB2 should be greater than rb2' of transitor 

T2 for proper switching action. 

or 

L > 2CRzi2. (27) 

If (27) is satisfied, inequality (26) is satisfied by a fac-
tor of at least 8 and hence constraint (27) precludes 
(26). Solving (17) for C and substituting into (27) gives 

Vil?LlTD 

L> 
[Rec — VDE±aEmin(EB+VBE)RL1/RB2] 

cos-1   
«Emin(Ecc — VcE) 

. (28) 

A lower limit on the value of L may be derived by re-
membering that the circuit must recover to its initial 
condition between trigger pulses. Hence, when transis-
tor T1 switches into a conduction state, TD seconds after 
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Fig. 7—Pulse generator for line driving application. 

the initial trigger pulse, full current must be established 
in RLI and L before the arrival of the second trigger pulse 
or else the width of the second pulse will be less than 
the desired amount. When transistor Ti is conducting, 
the time constant associated with the collector-load im-
pedance is approximately Li Ria. The time during which 
full current must be established in the collector circuit 
is Tmnin — TD, where Tpinin is the minimum period be-
tween trigger pulses. Consequently, specifying at least 
90 per cent recovery of the collector current between 
trigger. pulses leads to the constraint: 

2.3L/RLi < (Tpmin — TD). (29) 

The conditions given by (28) and (29) serve as the basis 
for selecting L in step 9 of Table II. 
Once RD2 and L have been selected, subject to the 

constraints described above, the required value of C 

may be calculated directly from (17). (See step 10 in 
Table II.) The design is then completed by selecting 
a suitable value for RD. The criterion for the last step 

is the same as that used in Table I. 
As an example of the use of Table II, consider the 

problem of the design of a pulse generator for driving 
long coaxial cables. A complementary-transistor emit-
ter-follower stage will be used, as illustrated in Fig. 7, 
to buffer the pulse generator from the cable. 
Example—Suppose that it is desired to drive 50 feet 

of 90-ohm coaxial cable with a pulse 8 volts in amplitude, 
0.5 µsec wide, and recurring at a PRF of 500 kc. The 
cable is terminated in a 90-ohm resistive load, and bat-
tery supplies of —10 and +5 volts are available. In order 
to keep the power dissipation in the output transistors 
low, capacitor coupling between the driver stage and 
the cable will be used. (See Fig. 7.) 
The first step in the design procedure is to determine 

the size of the output coupling capacitor which is re-
quired. If it is assumed that 0.5-volt (6 per cent) "droop" 
in the top of the output pulse is tolerable, the coupling 
capacitor should have a value equal to or greater than 
the total charge which will flow during the pulse dura-
tion, divided by the 0.5-voltage buildup which may be 
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allowed across the capacitor. The total charge flow is 
(8 volts) /(90 ohms) multiplied by 0.5 µsec, or approxi-
mately 45 X10-9 coloumbs. Hence, 

Co > 45 X 10-9 coloumbs/0.5 v, or 

Co > 0.09 ¡cf. 

Thus, a coupling capacitor of 0.1 of is selected. With the 
output circuit determined, the next step is to find a 
suitable driving level for the pulse-generator circuit. 
For maximum driving speed, it is desirable that 

Ra«aEmi„R Lo. If a minimum «E of 25 is assumed (this 
is the minimum value at 90 ma), it is apparent that 

RL2<<2250 ohms. A value of R1,2= 320 ohms is satisfac-
tory. From this point, Table II is followed directly. 
Thus 

1) 'L2 = (8 volts)/320 25 ma. 

2) RLI = RL2 = 320 ohms. 

3) Z = (1 — 0.8 — 0.5)/(1 — 0.7) = 0.16. 

4) Rk = (0.84)(320)/(0.16) = 1.7 K ohms. 

5) Select 0- = 1 (limits 0 < < 3.4). 

6) RB1 = (25)(5)/(25)( 10-3)(2.4) 2.0 K ohms. 

7) Ck (3.8)(103)(0.5)(10—')/(5)(1.5)(103)(2.3)(103) 

100 µµf. 

8) Select Raz: 

r  (25)(5.2)(320) 
12001 L (9.5)(4) — 

[ (25)(5.2)(320) 
> R132 >   = 450] 

(11.5)(9) 

Select RB2 = 1200 ohms. 

9) Select L: 

[(10-6)(2 — 0.5)(320) 
  — 240 µh] 

2 

(1.5)(320)(0.5)(10-9) 
> L>   = 170 Ach 

cos' (9.5 -4- 35\ 
240 

Thus, select L = 240 µh. 

1 r  0.5 X 10— 12 
10) C —  

240 X 10-9 Lcos-1 (44.5/240)] 

= 540 guf. 

11) Select RD: RD < 15 K ohms. Select RD = 1500 ohms. 

The circuit design is now complete. An estimate of 
the maximum error which may be expected in the cal-
culation of pulse width, due to approximations made in 

the analysis, may be determined from the error curve of 
Fig. 6. Since N/L/C/RL =2.1, it is seen that the maxi-
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Fig. 8—Experimental vs theoretical results for circuits of Fig. 7. 

mum expected error is in the order of 30 per cent, that 
is, the actual pulse width may be 30 per cent less than 
the calculated width due to the simplifications which 
were made in the derivation of (17). 
A comparison of the theoretical and experimental 

pulse widths generated by the circuit of Fig. 7, when 

the cable is disconnected, is illustrated in Fig. 8. Rea-
sonably close agreement between the calculated and 

measured results is indicated. The pulse width, as meas-

ured from the start of the leading edge to the start of the 
trailing edge, was found to be relatively unaffected by 

the cable load. A photograph of the generated pulse, at 
the input and output of the cable, for various pulse 
widths, adjusted by C, is illustrated in Fig. 9. 

An estimate of the power dissipated in the driver 
transistors is difficult due to the complex transient con-
ditions which exist. During the pulse duration, the n-p-n 

transistor is supplying roughly 100 ma with a base-
collector voltage of approximately 0.5 volt, resulting in a 

peak-power dissipation of the order of 50 mw. During 
the switching transient the dissipation may be as high 

as 350 mw (8 volts X100 ma/2). However, averaged out 
over the period of 2 µsec, the average dissipation is only 

on the order of 30 mw per transistor. Other performance 
characteristics of the circuit of Fig. 7 are: 

Peak-pulse power efficiency = 65 per cent. 
Average power efficiency (500 kc) =35 per cent. 
Power gain (peak-pulse) = 15 db. 

Peak-pulse power efficiency is defined as the peak-pulse 

power delivered to the load divided by this power plus 
the total dissipation in the rest of the circuit during the 

pulse duration. The average power efficiency varies as 

the duty cycle and is defined as the average power de-

livered to the load divided by this power plus the aver-

age dissipation in the rest of the circuit. Peak-pulse 
power gain is defined as the peak pulse power delivered 
to the load divided by the peak trigger power. 
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Fig. 9—Pulse waveforms for circuit of Fig. 7. Top picture in each 
set is pulse across 90-ohm load at end of 50 feet of cable and 
lower picture in each set is pulse at the collector of T2 Sweep =100 
meec/cm, voltage scale 5=v/cm, PRF =500 kc. Each set illus-
trates pulse of different width as obtained by varying circuit 
capacitor C. 

TRANSISTOR SELECTION 

The selection of transistors for application to mono-
stable multivibrator-pulse generators of the type dis-
cussed in the preceding sections is usually based upon 
considerations relating to maximum power, current, 
voltage, and thermal ratings and to gain-bandwidth 
capabilities. Maximum current and voltage ratings de-
termine the driving capabilities of the circuit; maximum 
power and thermal ratings determine the allowable am-
bient conditions for given driving requirements; and the 
gain-bandwidth capabilities of the transistors determine 
the maximum repetition rate and minimum pulse width 
of the output waveform. 

In considering the peak inverse rating of collector-
to-emitter voltage when applications of the RLC design 
of Fig. 5 are made, it should be remembered that inverse 
voltages in excess of E„ may be encountered between 
collector and emitter of T1 during the generation of the 

pulse due to the underdamped response of the tuned 
circuit. Although collector breakdown under these con-
ditions is not necessarily deleterious to the transistor if 
its power dissipation rating is not exceeded, collector 
breakdown may result in trailing-edge jitter and negate 
a major benefit of the LC circuit effect. However, volt-
age overshoot at the collector of T1 is controllable and 
may in fact be eliminated without compromising the 
"clean" trailing edge of the generated pulse. For ex-
ample, if (13) is approximated by 

ee (Ecc/RLI) cos COI (30) 

the voltage at the collector of T1 is given by 

vci (1/C) f tiD(t)dt (Ece/coRL IC) sin w/. 
(31) 

Furthermore, since 

\/-17T-C 

the maximum 'voltage swing at the collector of T1 is 

V27r. r 
—cc• 

RLI 
(32) 

Consequently, it is apparent from (32) that the ratio 
VL/C/RLI determines the overshoot of the voltage at 
the collector of T1. For example, if the minimum condi-
tion for the inequality of (27) is satisfied, the maximum 
collector-voltage overshoot will be 40 per cent of the 
collector-supply voltage. Hence, if Ecc= 10 volts and 
VL/C/RLI = 1.4, the peak-collector voltage of T1 during 
pulse generation will be 14 volts. Furthermore, if design 
accuracy is sacrificed somewhat by making %/L/C 
/R L1 = 1, no collector-voltage overshoot will be en-
countered and the resolution of the trailing edge will 
not be affected since the RLC circuit is still under-
damped. 
The gain-bandwidth requirement of the transistors is 

determined primarily by the desired width, TB, of the 
generated pulse. Since internal reactive effects in the 
transistor were neglected in the analysis, which is a 
practical assumption if individual transistor circuit ad-
justments are to be avoided, the natural rise time of the 
transistor should not exceed approximately 25 per cent 
of the generated pulse width. The bandwidth, fB, of a 
linear system compatible with a rise time, t,., is given 
approximately by B141=1/24. If tr<0.25 TB, the re-
quired transistor bandwidth is at least 4/2 TD. However, 
if the gain of the transistor is to be equal to at least two 
in order to make up for losses in the circuit, the required 
gain-bandwidth product of the transistor should be ap-
proximately 4/TB. For example, if a pulse width of 
250 mµsec is desired, a transistor having a gain band-
width of at least 16 mc is required. In diffusion-type 
transistors the gain-bandwidth product corresponds ap-
proximately to the «B-cutoff frequency of the transistor. 
Hence, a "rule of thumb" which may be used for the 
selection of transistors having adequate frequency re-
sponse to generate a pulse TB seconds wide is: 

fan > 4/TD. (33) 

In applying (33), however, it should be remembered 
that many modern high-frequency transistors rely 
strongly on drift effects for their high-frequency charac-
teristics and that the equating of a8-cutoff frequency 

with common-emitter current gain-bandwidth product 
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Fig. 10—Pulse waveform for 10 mc mmv. Top: Generated pulse and 
trigger signal, 20 mmsec/cm horizontal, 5v/cm vertical. Bottom: 
Generated pulse and trigger signal, 100 mmsec/cm horizontal, 
5 v/cm vertical. 

may lead to gross overestimates of the transistor's 
switching-speed capability. For example, laboratory 
measurements of a drift transistor nominally rated to 
have an an-cutoff of 100 mc revealed a peak gain-
bandwidth product of only 40 mc over an operating-
point switching locus of 2-15 volts (collector voltage) 
and 0-10 ma (emitter current). Experience has shown 
that gain-bandwidth is the pervasive factor governing 
speed and hence inequality (33) should more generally 
be interpreted as 

G-BW > 4/TD (34) 

Inequality (34) was tested in the design of high-speed 
pulse generators using the configuration of Fig. 5. In 
general, it was found to be somewhat conservative but 
the experimental results clearly showed that gain band-
width rather than aa-cutoff frequency governed the 
speed at which the circuits could operate. Table III 
summarizes these results. 

TABLE III 

Transistor Measured 
Type Nominal fas G-BW TD Max PRF 

1 100 mc 
2 50 mc 
3 

35 mc 
40 mc 
110 mc 

80 mmsec 
80 mmsec 
30 mmsec 

5 mc 
6 mc 

12 mc 

Fig. 10 illustrates transistor Type 3 operating in a 
monostable multivibrator configuration at a pulse-
repetition frequency of 10 mc and generating a pulse 
waveform approximately 40 mi./sec wide. 

CONCLUSIONS 

Transistor-pulse generators using RC or RLC timing 
circuits may be designed with relatively straight-forward 
analytical techniques. Some of the advantages and dis-
advantages of the various circuits treated in this report 
are given below. 

RC-type pulse generating circuits may be designed 
to give very narrow pulses (e.g., 200 mixsec wide) 
but exhibit considerable jitter at the trailing edge of the 

pulse due to the decreasing derivative of the exponential 
timing waveform. 

RCL-type pulse generating circuits may be designed 
with little additional complexity to give superior per-
formance to the RC circuits and with significantly 
less jitter at the trailing edge of the pulse. 

Line-driving circuits consisting of complementary 
transistor emitter-follower stages may be directly 

coupled to the pulse generating circuits without sig-
nificantly affecting the pulse waveform. 

Monostable multivibrator-pulse generators have the 
following advantages over blocking-oscillator types: 

1) eliminate critical video transformers in high-speed 
circuits; 

2) require very simple trigger circuits; 
3) eliminate transformer flyback effects; 

4) easily designed with readily-available components; 
5) variable pulse amplitudes and widths may readily 

be obtained without affecting the pulse waveform. 

APPENDIX 

DERIVATION OF LOADING-FACTOR RELATIONSHIPS 

In deriving the significant relations involving the 
loading factor, u, reference is made to the normally 
conducting transistor in the mmv circuits illustrated in 
Fig. 2(a) or 5(a). The current conventions shown in 
Fig. 1 are used in the ensuing analysis; thus 

IF = — 

where 

IC -= apID 

(35) 

(36) 

= (Ecc — V)/R1. (37) 

In addition, 

IF -= ID — (ID + Ib) (38) 

where 

ID = [Ecc — (VS ± V 13S)1/ + Ric) 

Ib = (EB + VBE)/Rn• 

Eliminating IF in (35) and (38), 

— = ./D — (/b icictE)• 

Hence 

since 

(39) 

(40) 

I. = an(ID ± IL — Ib) (41) 

= CeE/( 1 + an). 

The loading factor is defined as 

u = aD(/c — (42) 

Now if 1.0, substituting (41) into (42) results in 

u — (43) 

Consequently, from (37), (39), and (40): 
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[Ecc — Vs — VBE)/(Rk+RL)] — (E5+VBE)/R B 
  (44) 

(E„ —  VcE)/RL 

olving (44) for RB results in 
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EB VBE 

Rs = 
[(E,, — Vs — VBE)/(Rk RL)] — cr(Ecc — VcE)/aERL 

If physically realizable values of RB are to be ob-
ained, it is apparent from (45) that the maximum 
ralue of the loading factor is 

aaRL rEcc _ (vs ± v..)] 
«m ax =   

Rk Ecc — VCE J• ( IL (46) 

;ubstituting (46) into (45) results in the form given by 

.9). 

(45) 
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A Design Basis for Junction Transistor 
Oscillator Circuits* 

D. F. PAGEt, ASSOCIATE MEMBER, IRL 

Summary—A unified approach to the design of junction tran-
sistor oscillators is presented, based on a study of the dynamic ad-

mittance presented to the load at the oscillation frequency by a bi-
lateral active four-pole network with passive feedback. The method, 
applicable to practical oscillator arrangements, leads to simple de-
sign expressions when appropriately simplified transistor parameters 
are used. The equivalent circuit used is suitable for transistors 
operating by drift and/or diffusion of minority carriers in the base 

region. 
Oscillation to the highest possible frequencies, or with the highest 

possible load, is achieved with optimized feedback networks; for 
practical transistor oscillators, these are found to be easily design-
able in terms of the transistor parameters h11 and a. An expression for 
the maximum frequency of oscillation, fm, valid for transistors operat-
ing by drift and/or diffusion, leads to new methods for the measure-
ment of certain high-frequency transistor parameters. 

INTRODUCTION 

1
 r 1HE basic sinusoidal oscillator circuit of Fig. 1 is 
considered, where Tr is the transistor, F is a pas-
sive feedback network providing impedance trans-

formation and phase shift, and GL is a load consuming 

the output power iLvx.. 
Because of its wide use in practical oscillator circuits, 

open-circuit instability, as indicated in Fig. 1, is as-

* Original mansucript received by the IRE, February 27, 1958; 
revised manuscript received, April 18, 1958. The research program 
reported in this paper was carried out under the support of the 
Dept. of Scientific and Industrial Research of the United Kingdom. 

'1' Elec. Eng. Dept., Imperial College, London, England. 

Fig. 1—Basic circuit diagram for open-circuit unstable 
transistor oscillator. 

sumed for this presentation. In this form of instability 
the feedback is proportional to the load voltage and the 
load can be shunted with a parallel-resonant circuit. 
The following four transistor configurations are there-

fore of interest, 

A: e-c— common-base, emitter input 
B: 1)-c—common-emitter, base input 
C: b-e—common-collector, base input 
D: e-b—common-collector, emitter input. (1) 

The two remaining possible configurations are useful for 
short-circuit unstable circuits in which the feedback is 

proportional to the load current, and where a series-
resonant circuit can be put in series with the load. The 
various possible feedback arrangements have been dis-
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cussed;' it is sufficient to point out that the design tech-
niques to be presented here for open-circuit instability 
are equally applicable, in dual form, to the design of 
short-circuit instability. 

Z1 
If the conductive and susceptive components of Yo, 

the oscillator admittance presented to the load, are 
written as 

Yo = Go + jBo, 

continuous oscillations exist if 

Go ± GL < 

(2) 

(3) 

at a frequency, for practical sinusoidal oscillators,' such 
that 

Bo * O. (4) 

In general, F is a four-terminal, passive network, pro-
viding an impedance transformation and phase shift 
from output to input. Such a network, at a single fre-
quency and in the steady state, can be most simply 
represented by the equivalent forms of Fig. 2. The 
transformer-feedback form of Fig. 2(a), used in many 
practical oscillators' including the Hartley circuit, is 
the basic form for which the analysis in this paper is 
carried out. The pi impedance-coupled feedback form 
of Fig. 2(b), simply related to the transformer form as 
shown, is also widely used: for example, in the Colpitts 
circuit. It is important to note, however, that when a 
design for F is obtained in the forms of Fig. 2, other 
equivalent feedback networks can be calculated readily. 
For example, equivalent transmission line feedback 
(distributed or lumped) can be realized in terms of the 
characteristic impedances Z2 and Z2, and the image 
transfer function 021. 

Z1 = %/Zp(Zp T'ZL,) 

Z2 = ZL2ZF 

ZF InZL (5) 

Zp 
021 = tanh-1 

T'ZL 

If the equivalent transmission line is of the form of a 
lumped ladder-type resistance-capacitance network, the 
familiar phase-shift oscillator circuits result. 
The difference between these various feedback forms 

arises when the transient build-up characteristics of the 
oscillation are considered. If nonlinearities in the transis-

tor are negligible, the oscillation amplitude increases 
exponentially with time, at a rate governed by two 

D. F. Page and A. R. Boothroyd, "Instability in two-port 
active networks," IRE TRANS. ON CIRCUIT THEORY, vol. CT-5, 
No. 3; June, 1958. 

This point is clarified later in this paper. 
3 It is shown in Appendix I that a practical transformer is readily 

represented in this form. 

(a) Transformer-coupled form 

3 

(b) Pi impedance-coupled form 
171 -= Itp(1 — T) 
Y2 .= YL — TYp(1 — T) 
Y3 =TYF 

I z c 1 

(c) Tee impedance-coupled form 
ZA = ZF — TZL(1 — T) 
ZB = ZL(1 — T) 
Zc = TZL 

Fig. 2—Simplest circuit forms for F providing arbitrary 
impedance transformation and phase shift. 

factors: 1) the negative value of (Go+GL), and 2) the 

energy storage in Tr and F at the oscillation frequency; 
the second factor, governed by the over-all distribution 
of reactances, very much depends on the network form 
chosen for F. As the oscillation amplitude becomes large, 
however, transistor nonlinearities reduce the dynamic 
value of lG0 , averaged over one cycle; oscillations limit 
at an amplitude such that I Gol is reduced to the value 

of the load GL. The details of these large-signal non-
learities are different for each transistor configuration, 
and are also dependent on the particular network chosen 
for F. 

This paper considers the design for F, in the network 
forms of Fig. 2, for oscillations to start: that is, such 
that conditions (3) and (4) are fulfilled. To obtain 
oscillation to the highest possible frequency with a given 
load, or conversely, so that oscillation is possible at a 
given frequency with maximum load conductance GL, 
it is necessary to optimize F for maximum potential 
instability: that is, for maximum negative output con-
ductance Go. A study has been made' of Yo for an active 
four-pole with general passive feedback, and with the 
feedback optimized for maximum potential instability. 
The results of this study are summarized in the next 
section. 

THE ACTIVE FOUR—POLE WITH FEEDBACK 

Fig. 3 shows an active four-pole with general feedback 
in the form of Fig. 2(a). With 1/.0 neglected for con-
venience, the output admittance Yo' can be written in 

terms of the feedback elements and the four-pole h pa-
rameters as 
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Fig. 3—Active four-pole with feedback applied 
proportional to output voltage. 

el . i1h11 • e2h12 

12 1 h21 e2h22 

▪ elY11 • e2Y12 

• el Y21 • e2Y22 

(T — hi2)(h21-1- T) 
Yo' = Go + jBo' = h22 (6) 

Zr hll 

The last term of (6), which shall be symbolized as 

(T — h12)(h21 T) 
— Yn = — (G, + iB), (7) 

Zr hll 

expresses the modification on the four-pole open-circuit 
admittance due to the applied feedback. Y„ may be 
expanded in real and imaginary parts as 

where 

Xi — X2 
k° =   (12) 

r1 — r2 

The resulting maximum negative Go and the correspond-
ing Bo' are 

— { (r, — rz) 2+ (xl x2) 2} (13) {1  Go° = Re } 
h22 4R1 

130" = Inn {-1 k° [Gol — Re {-14 (14) 
h22 h22 

This optimization has assumed that R' is positive, that 
is, that the active network is stable with short-circuit 
output. R' can, however, be negative if Re (h11) is 
negative ;4 in this case, not considered here, the active 
network is short-circuit unstable due to an internal feed-
back mechanism proportional to output current, and 
external feedback should be applied accordingly.' Such 
short-circuit instability can be optimized in a manner 
analogous to that discussed here. 

In the above expressions in terms of the h parameters, 
Zr can have a loss (resistive) component. Alternatively, 
if Zr is purely reactive ( -=j,(F), an input termination 
admittance Ya may be included by expressing Yo' as 

— T2 ± Tin k(xl + X2) k(r1X2 r2xi) — rir2 xix2 
G„ = 

R'(1 le) 

B„ = 
R'(1 le) 

+ x2 — k(ri r2)} k(rir2 — xix2) — rix2 — r2xi 

1112 = r1 Pc' 

/121 = — (r2 ix2) 

X p IM {hill 
k =   (10) 

R' 

R' = + Re { hill 

Rr j X r 

The circuit of Fig. 3 is assumed in this analysis to be 
potentially open-circuit unstable. It therefore experi-
ences maximum potential instability, at a given fre-
quency, when the feedback is optimized so that insta-
bility occurs at that frequency with the highest possible 
value for the load GL. This requires that the feedback be 
optimized so that Go has a maximum negative value, 
that is, so that Gr, is maximum. A maximum value for G„ 
occurs for the following optimum values for T and k: 

{ XI — X2 

ri r2 ( X1 e2) 

rl 
T° —   (11) 

2 

(8) 

(9) 

follows, in terms of the real and imaginary parts of the 
four-pole y parameters: 

Go° = g22  1  { (PI + g12) 2 + (b21 — b12) 2} (15) 
4(gli ± G0) 

BO '0 = b22 
g2i — n 

— g22)• 
b21 — bi2 

(16) 

Eqs. (13) and (15) are identical if the feedback is loss-
less (RF=0), and if the input termination is lossless 
(GG = 0); the resulting Go° is the maximum negative 
conductance available from the active network, and 
can be related to Mason's invariant U function for the 
active network' as 

Go° = {g22 
gi2g21 , 

{1 — U}. (17) 
gii 

That 170 is not required in the feedback mechanism 
is evident from (15) and (16); therefore, in the following 

4 It should be noted that for junction transistors, Re (h 11) can be 
negative if the current gain a incorporates a current multiplication 
mechanism. 

e S. J. Mason, "Power gain in feedback amplifiers," IRE TRANS. 
ON CIRCUIT THEORY, vol. CT-1, pp. 20-25; June, 1954. 
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Ze 

Fig. 4—Junction transistor equivalent circuit, excluding possible 
series emitter and collector impedance or interelectrode capaci-
tance. 

discussions Y0 is considered zero, and the above ex-
pressions in terms of h parameters are found to be the 
most convenient. 

Yo FOR THE JUNCTION TRANSISTOR WITH FEEDBACK 

The foregoing results for the general active four-pole 
may be applied for the transistor oscillator if the h and 
y parameters for the transistor are substituted into the 

expressions. These parameters may be obtained from an 
equivalent circuit representation for the transistor, the 
form of which, used in this paper, is now discussed. 
The junction transistor operating by drift and/or dif-

fusion of minority carriers through a base region is repre-
sented by the equivalent circuit of Fig. 4.6 Not included 
in this equivalent circuit are possible series emitter and 
collector impedance or interelectrode capacitances; 
these, if important, may be included in the external net-
work. 

The emitter capacitance Cc includes the emitter de-
pletion region capacitance. The current gain a relates 
the current crossing the collector junction to the total 
current crossing the emitter junction, including the dis-
placement current flowing in the emitter depletion 
region capacitance. Z. represents the effects of base 

width modulation; it has a magnitude much greater 
than that of Z. and, for the present discussion is usually 
high enough to be neglected. rbb, is the effective base-
spreading resistance between the effective intrinsic base 
b' and the external base terminal b. 
The analytic form for a depends on the relative im-

portance of drift and diffusion in the mechanism of 
carrier transport through the base, and on the magni-
tude of the emitter depletion region capacitance. For 
transistors operating by pure diffusion and having small 
emitter depletion region capacitance, a can be approxi-
mated satisfactorily at most frequencies for which 
oscillation is possible, by7 

a = Cro 

1 — j0 • 2 ±-°- 
WOE 

co 
1 :71 • 04 — 

co« 

(18) 

Excluded from this discussion are devices with a complex base 
impedance such as, for example, the rate grown transistor. Further-
more, in the case of a drift transistor, it is assumed that the collector 
voltage bias is high enough so that the collector depletion region ex-
tends far enough into the base region that loss in series with C2 can 
be neglected. 

7 R. D. Middlebrook and R. M. Scarlett, "An approximation to 
alpha of a junction transistor," IRE TRANS. ON ELECTRON DEVICES, 
vol. ED-3, pp. 25-29; January, 1956. 
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(2 

1.04 .0 
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Fig. 5—Variations with frequency of the magnitude and phase 
of a for (1) diffusion transistors and (2) RCA 2N247 drift tran-
sistor with f38.5 mc. 

where cxo is the low-frequency value for a, and co« is the 
frequency at which l al =a0/\/2. When a drift mecha-
nism is present, and/or if emitter depletion region ca-
pacitance is not small, the analytic expression for a is 
more complex, and is not in general known. 

An alternative possibility is to measure a in magni-
tude and phase over the frequency range of interest.' A 
polar plot of a, obtained from direct measurements of 
the magnitude a and phase ck„, is shown in Fig. 5(a) for 
a RCA 2N247 drift transistor.' Also shown is a for 
diffusion transistors, plotted from the one-dimensional 
solution for diffusion in the base;7 for this plot, a value 
for ao of 0.99 is assumed. The phase curves in Fig. 5(b) 
relate the polar plots to frequency. 

For circuit design at a single frequency, it is therefore 
convenient to express a simply in real and imaginary 
parts 

a = m — jn (19) 

each of which is a function of frequency. m and n can be 

8 F. J. Hyde and R. W. Smith, "An investigation of the current 
gain of transistors at frequencies up to 105 inc/s," Proc. IEE, vol. 
105B, pp. 221-228; May, 1958. 

9 M. B. Das, Elec. Eng. Dept., Imperial College, London, Eng., 
made these measurements. 
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TABLE I 

Y„ WITH ARBITRARY FEEDBACK 

Re h22} 

Im k22} 

G„ 

B„ 

Configuration A 
Common-Base 
Emitter Input 

1 (1—m) 

r. 

Im— kn— TIT 

Rb' (1+ k2) 

IkT—n—kmIT 

Rb'(1-Ek2) 

Configuration B 
Common-Emitter 

Base Input 

Configuration C 
Common-Collector 

Base Input 

Configuration D 
Common-Collector 
Emitter Input 

1 (1±µ) 

r,, 

(1 - µ)cuC — 
r 

!kg— µ— T I T 

• R.'(1-Fk2) 

kT±q±kµIT 

R.' (1+0) 

1 (1-Fp) 
— --Fee-, 
r. 

(1 -1-1.4)coC. — 
r, 

{kg— µ— (1— T)} (1—T) 

R,'(1 + • 

{k(1—T)-1-q+km} (1—T) 

R.' (1+ le) 

1 (1—m) . 

r, 

r„ 

m— kn— (1— T)} (1— T) 

Rb' (1+ k2) 

{k(1—T) —n— km} (1—T) 

Rb' (1+ k2) 

read from the polar plot of Fig. 5(a), or, if the analytic 
form for a is known, may be calculated. 
The h and y parameters for the transistor in the four 

relevant configurations (1) are listed in Appendix II in 
terms of the equivalent circuit parameters of Fig. 4. 
These were calculated with the following simplifying 
assumptions, valid at all oscillation frequencies and at 
normal bias and small-signal conditions: 

>> Z. , (20) 

Further simplifying assumptions to be made are: 

I Z„(1 — a)1 

I Z.I >> rbb• • (22) 

Except for poor transistors with a high rbb,Cc product, 
assumptions (21) and (22) break down only at the 
highest frequencies, immediately approaching the maxi-
mum oscillation frequency. 
With these assumptions, the resulting h and y pa-

rameters may be substituted into (8) and (9), with the 
resulting G„, Bn, and h22 values listed in Table I. Similar 
substitutions into (11) and (12) yield the optimized ele-
ments for F; these and the resulting G.° and B,,° from 
(13) and (14) are listed in Table II. In these tables, the 
transformer turns ratio T and the quantity k are as 
defined in Fig. 3 and (10). The terms Rb ' and R.' are 

defined from (10) as 

(21) 

Rai = 1ZF + 

= RF r.' 

where rb' and re' are the real parts of h11 for the common-
base and common-emitter configurations respectively. 
The terms u and q are the real and imaginary parts of 

(23) 

a 

1 — a 
= u — jg (24) 

and are related to in and n, the corresponding compo-
nents of a, as 

m  _ (m2 + n2) 
u —   

(1 — m) 2 ± n2 

q —   
(1 — m) 2 n' 

(25) 

TABLE II 

FEEDBACK AND Y., OPTIMIZED FOR MAXIMUM G. 

Configuration 
A 

Configuration 
B 

Configuration 
C 

Configuration 
D 

k° 

T° 

G.° 

B„0 

—n/m 
,„•,±n2 
---
2m 

m2-1--n' 

4Rb' 

I — n/ ml G.° 

— 4/ et 
„2+q2 
2. 

m2+q2 
4R,' 

{ — q/ µ} G.° 

— qui 
g 2±q2 

2. 

1.42-1-q2 
4R,' 

{ — q/µ} G.° 

—n/m 
m 2±n2 

2m 
m 2+,2 

4Rb' 

I —n/ m1G,' 

A few general remarks may be made at this point. 
Expressions for the conductance and susceptance pre-
sented to the load are 

Go = Re 
h12 2 } Gn 

R0 = Im {-1—} — Br' BL. 
h22 

(26) 

(27) 

The term Re { 1/h22} is seldom important in determin-
ing Go (except at the highest possible oscillation fre-
quencies) and the following simplification can usually 
be made: 

Go — Gn. (28) 

In practice, the load susceptance B 1, is chosen to reso-
nate with Bo' at the oscillation frequency; that is, 130 is 
approximately zero.' Thus, in practice, 

1 
BL = B„ — 1m 

h22 
(29) 

Within the restrictions imposed by approximations 
(20) to (22), Tables I and II are useful as a basis for 
the design of feedback, with a given load GL, such that 
oscillation conditions (3) and (4) are satisfied. This de-
sign can proceed from measurements (or calculation in 

the case of pure diffusion transistors) of the parameters 
1211 and a [or a/(1 —a) ]. Plots of these parameters in real 
and imaginary components [as in Fig. 5(a)] are con-
venient for this purpose. Some possibilities of this de-
sign technique are now discussed. 
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DESIGN CONSIDERATIONS 

So that the frequency will be less dependent upon B., 
which in turn is governed by transistor parameters, it 
is usual to include a resonant circuit in F. Thus, BL in 
the transformer feedback or B2 in the pi feedback are 
usually parallel resonant circuits. Oscillators with such 
tuned feedback arrangements include the well-known 
Hartley, Colpitts, and transformer-coupled circuits. 

Alternatively, a series-resonant circuit may be in-
serted in an appropriate network branch giving short-
circuit instability, for example, in the common lead of 
the active network in Fig. 1. Feedback may be applied 
in the same manner as before, and the resulting arrange-
ment analyzed, as before by consideration of Yo. If, how-
ever, the load is to be considered in series with a series-
tuned circuit—that is, in a short-circuit unstable branch 
—feedback is applied proportional not to load voltage 
but to load current. In such short-circuit unstable cir-
cuits, feedback must be optimized for maximum nega-
tive resistance presented to the load. It must be stressed 
that the analyses and discussions in this paper are 
relevant, in dual form, to such short-circuit unstable 
oscillator design. 

Design for maximum negative output conductance 
Go° always produces oscillation, if oscillation be possible, 
for the highest possible load. At high frequencies, when 
the available Go° drops (becoming zero at the maximum 
possible frequency of oscillation f.), design for Go° pro-
duces oscillation to the highest possible frequencies. 

It is apparent from Table II that the four transistor 
configurations fall into two classes. 

1) configurations A and D with 

ne -I- n2 
G.° =   (30) 

4Rb' 

2) configurations B and C with 

u 2 q 2 

G.° =   (31) 
4R.' 

In Fig. 6, (30) is plotted, with RF = 0, for the 2N247 
drift transistor of Fig. 5 and for diffusion transistors types 
Raytheon CK760 and Philco surface barrier SB100; 
parameter values for these transistors are given in Table 
III. Also indicated for the CK760 and SB100 are the 
maximum oscillation frequency (f.) values, calculated 
from (41). Now, since the value of Go° is zero at f., the 
frequency region approaching 1m over which (30) does 
not accurately represent Go° can be observed from Fig. 
6. Factors contributing to this discrepancy are the 
neglect of Re th22 1, and, more important, the break-
down of assumption (22). Thus the curve for the SB100 
differs the most from Go° at high frequencies, due to the 
high rbb,Cc value for this transistor. The value of fm for 
the 2N247 transistor, given by the manufacturer as 
approximately 130 mc, was not calculated because meas-
urements for a were not available beyond 60 mc. It 
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Fig. 6—Maximum possible negative value of G5 for the transistors 
of Table III: (1) 2N247, (2) CK760, and (3) SB100. 

TABLE III 

EXAMPLE TRANSISTOR PARAMETERS 

Transistor fa 
MC 

rab' 
ohms 

C. 
guf ao 

rd 
ohms med 

2N247 drift* 38.5 
CK760 alloy junction 5.4 
SB100 surface barrier 73.6 

21 
47.5 

318 

1.6 
16 
2.3 

0.966 
0.977 
0.981 

26 
26 
52 

100 

* Same sample as used for Fig. 5. 

appears however, from Fig. 6, that the available nega-
tive Go° for this transistor drops to a low value for a 
considerable range of frequencies below fm 
The dashed curves in Fig. 6 represent the high-fre-

quency values for (31); lower frequency values, though 
very high, are associated with impractical high values 
for output susceptance. 
The elements of F, optimized to give Go°, are given 

in Table II. The value for ZF° is found from the value 
for k° and from (10); this, together with the optimum 
transformer turns ratio T° and the load susceptance 
Bk° (approximately equal to B„°), gives the optimized 
F in the form of Fig. 2(a). Straightforward transforma-
tions give the corresponding optimum pi and tee forms. 
For oscillation frequencies lower than that at which 
—0,2=180°, Table IV lists the optimized transformer 
and pi feedback networks for transistor configurations 
A and D. This Table IV can be extended to higher fre-
quencies, if necessary, from the expressions given for 
the network elements. An identical table can be drawn 
up for configurations B and C. 

Limitations on this design for Go° arise from large-
signal, nonlinear considerations. It is desirable to keep 
the rate of build-up of oscillations (or regeneration) 
sufficiently small to prevent grossly nonlinear circuit 
operation (and perhaps blocking) ; otherwise a poor out-
put waveform may result. The regeneration may be 
reduced by using large energy storage in a tuned circuit 
(a high CIL ratio) and keeping the load conductance 
high. This last point requires that the allowable transis-
tor dissipation be borne in mind at low frequencies 
where the available Go° is high. If the regeneration is 
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TABLE IV* 4 

1277 

SOME LOSSLESS FEEDBACK NETWORKS GIVING MAXIMUM 
NEGATIVE OUTPUT CONDUCTANCE 

CIRCUIT 
< 

F 
for freauencies such that 

<41)..« 90' 90•<-0.<180. 

F 

Br 

'441E4 1 «1 
Ideal B l• 

I 
Idea a 

" riu , 
4--. 

B, B. 

l-EIIIi 
Configuration A 

= 
= 

F 

1 

• 
D , 

—I I'It 

Ideal B 

T 1 

II 
Id 

ide B 

= . 

B' 
13, t 

.__y. 

0 

BI 
13, • 

Configuration D 
••• 

where 

TA = 
+ n1 
2m 

— 
2m — ± 20) 

2(nrb' 11tXb') 

n n n2) Ç m n Fxb' 
TD = 1 =  l t 1 — 

2m 2(nrb mxb') t 2 2 Lri,' J 

in 
BF ----nrb -i;mxb 

—n 212 t 
BL 

m 4rb' 

n' 
Ba = ---

2(nrb' 

m — jn = a 

re = 1111b = COS-1 1-111 2 
O <i < 90° 

* This table assumes a positive value for the term (nrb'-Fmxb')• 
If this term is negative, BF, B1, B2, and B3 are capacitive where 
shown inductive and are inductive where shown capacitive. Further-
more, if xb' is negative, the nature of B2 must be examined more 
closely. 

thus suitably restricted, the change of oscillation fre-
quency, as oscillations rise to the limiting amplitude, 
should be small, provided the frequency is determined 
largely by an external tuned circuit with susceptances 
large compared with Bo'. 
Thus at relatively low frequencies, where a large de-

gree of regeneration is available, optimization of the 
circuit in regard to Go° is possible and worthwhile if the 
oscillator must operate into a large load conductance. 
On the other hand, at high frequencies, where the 
possible regeneration is limited, it is essential to opti-
mize Go° if oscillation to the maximum frequencies is to 

be realized. 

HIGH-FREQUENCY CONSIDERATIONS 

It is of interest to observe the change with frequency 
of the optimum feedback transformer turns ratio. Con-
sider, for example, configurations A and D, for which T° 

is given by 

ni2 + n 2 

TA ° = 1 — TD ° = (32) 
2m 

The respective low-frequency values of TA° and TD° are 
therefore ao/2 and 1 — ao/2 for the diffusion and/or 
drift transistors under consideration. In Fig. 7, TA° has 

o 

(2) II) 

(2) 

(3) 

( 
(1) 

5 10 

FREQUENCY 

20 

mola 

Fig. 7—Optimum common-base oscillator turns ratio for the tran-
sistors of Table III: (1) 2N247, (2) CK760, and (3) SB100. 

been plotted with frequency for the three example 
transistors of Table III. Certain frequencies are of ob-

vious interest. 
At the frequency f' ,where 

2m --= m2 + n2, —4)„ = cos-1 
{14} (33) 

the optimum values for transformer turns ratio are 

TAO = 1 
(34) 

TD° 0} •  

This is the frequency at which internal feedback within 
the transistor, in the common-collector configuration, is 
just sufficient when correct reactive terminations are 
applied to achieve maximum potential instability; that 
is, any external feedback, if applied, would degrade the 
instability. In the common-base configuration, maxi-
mum instability is achieved at f' by connecting Zp° di-
rectly from collector to emitter. If feedback is expressed 
in the pi form, a further point is evident from Table IV. 
Only at frequencies below f' can the oscillator be opti-
mized in the familiar Colpitts tapped-capacitor form. For 
diffusion transistors, f' is approximately 1.5f,„ 

Another frequency of interest is f", at which 

m = 0 

. = — 90°} • <1)  

Here, the values for r, k°, and B.°, given by Table II, 
become very high. The expression for configuration A 

Im — kn — TIT kn — TI T 

Rb/(1 -I- le) Rb'(1 -I- le) 

however, may be reduced approximately to its maximum 

value 

Gn — 

n 2 

Gn 
4Rb' 

(35) 

, (36) 

(37) 
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if 

k2 » 1 

T   
2 

Thus, practical k and T values can give very nearly the 
maximum negative output conductance Go°. The cor-
responding B., however, is 

n2 { 2 } 
Bn = k + -- 

4Rb' 

Z. are high and rd is low, the following expression for 
frequency is obtained. 

to + n 2 (38) 
Wm = 271-fm = 4nrbb,Cc (41) 

It is interesting to note that though C. does not appear 
explicitly in this expression, its effect is included in a. 
The neglect of rd requires the assumptions 

nrbb• 
(39) rd « — 11 + (core)2/ 

WT6 

and thus is very high. 
Now it may be required to reduce dependence of the 

oscillation frequency on Bn, by using external tuned 
circuit susceptances much larger than B.; such a re-
quirement arises, for example, if the oscillation fre-
quency is to be stabilized against changes in bias levels 
or temperature. At f", however, B. can be greatly re-
duced only at the expense of greatly reducing Gn; Bn is 
zero only when G. is zero. 

A further point arises here. As oscillations increase in 
amplitude and limit, the effective value of G. is reduced 
in magnitude; in the same way, the effective value of 
Bn changes from its small-signal value. If B, is signifi-
cant in determining frequency, as is likely at f" where 
its value is high, the large-signal frequency differs 
from the frequency at start of oscillation. This difference 
may be somewhat more than that for the case where ex-
ternal tuned circuit susceptances are used which are 
large compared with B.. 

The critical frequenciesf and f", described above, are 
relevant to configurations A and D. Similar frequencies 
occur for configurations B and C when a/(1 —a) has the 
same phase angles. 

The expressions of Table I may be used to determine 
the deviations from optimum performance when a 
spread in transistor parameters is to be accommodated 
in the design. This technique must be used also when 
the oscillator is to be tuned over a range of frequencies, 
where it is usually desirable to design the feedback for 
optimum performance at the high frequency end of the 
tuning range. 

MAXIMUM OSCILLATION FREQUENCY 

The maximum oscillation frequency f„, is calculated 
assuming lossless terminations and feedback, and is the 
same for all transistor configurations. It is that fre-
quency for which the maximum available negative Go° 
becomes equal to zero;" therefore, from (15) f,„ occurs 
for 

4,glig22 (g21 gi2)2 (b21 — 1)12) 2. (40) 

If the y parameters for the circuit of Fig. 4 are substi-
tuted in (40), then with the simplifications that rt, and 

1° Or, Mason's U function for the transistor may be set equal to 
unity. 

where 

rd «(1 — m)rbb,11 (wr 6) 21 

nrbb,  
rd « 11 + (cor,,)21 

n (1 ± 

Te = raCe. 

(42) 

Expression (41) is a useful transistor criterion, indi-
cating the absolute maximum possible oscillation fre-
quency. Furthermore, assumptions (42) are often valid 
at f„„ especially for diffusion transistors. If a is given the 
oversimplified analytic form 

a = 
Cto 

) 

(41) reduces to the form, widely used for diffusion 
transistors, 

aofa  = 
87rrbb,C, 

(44) 

The value for f„, from (41) may be observed from the 
polar plot for a, with a knowledge of the product rbb,Cc; 
the validity of assumptions (42) also may be observed 
from a knowledge of care. For diffusion transistors, fm 
occurs at an angle somewhat greater than 60 degrees 
on the polar a plot, except for poor units having high 
rbb,Cb products. For drift transistors, f,n can occur at 
angles approaching, or greater than, 180 degrees. 
The assumptions (21) and (22), upon which are based 

the design expressions of Table I and II, may be ex-
amined now in the light of (41). Assumption (21) 

I Z„(1 — a)I » I Z. I 

may, for the transistors under discussion, be considered 
valid tOfm, if at f. 

141 » 1 Z81. (45) 

This is a reasonable assumption. Assumption (22) 

1Z,1 >> rat., 

is, at f., 

rbb'COm CC « 1. 

From (41), this assumption becomes 

(46) 
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for special applications. A brief discussion of these possi-
(47) bilities follows, with the common-base transistor con-

figuration chosen for example. 
Stabilization of frequency is most easily achieved 

when a crystal replaces one of the reactances in the 
feedback network. If a crystal is not used, frequency 
stabilization against transistor parameter change re-
quires that Bo' be made small compared with the 
resonant circuit susceptances. From Table I, for con-
figuration A, B„ is zero for the feedback element values 

m 2 + n 2 

«1. 
4n 

:t is clear from Fig. 5 that this is a valid assumption for 
irift transistors for which the phase of a is of the order 
)f 180 degrees (or greater) at co„,. For diffusion transistors 
this assumption is reasonably valid provided the rbb,Cc 
product is low enough so that f,„ is not much smaller 
than fa. The fact that the true maximum oscillation 
frequency is lower than that .given by (41), because of 
the presence of rd, increases the validity of these as-
sumptions to the highest oscillation frequencies. 

corn, given by (41), may be reduced to a lower fre-
quency con,' if rbb, is artificially increased by adding a 
series base resistance RB; such an artifice increases the 
validity of assumptions (42), so that (41) can be used 
to express co.' accurately. A method thus arises for the 
measurement of C,, from a measurement of con,' and a 
knowledge of (rby+RB), m, and n at co„,'; RB may be 
appreciably greater than rw. Such a measurement gives 
the true operating value of Cc. Or, if C, is known from 
other measurements, this technique may be used to 
deduce the phase of a at co„,' from a measurement of the 
amplitude I al at In these measurements, con,' can 
be deduced from bridge measurements of Go shunted 
by an external load GL such that Go+GL is positive. 
Such methods have been used, giving substantial agree-

ment with direct measurements. 

—2n 
T' = — k' = 

2 

The resulting G„ is 

CONCLUSIONS 

A unified approach to the design of transistor oscil-
lators has been presented. Design of initial oscillation 
conditions is conveniently carried out for open-circuit 
unstable circuits by consideration of the dynamic ad-
mittance presented to the load, at the oscillation fre-
quency, by the transistor with general feedback. The 
technique leads to simple design expressions when ap-
propriately simplified transistor parameters are used. An 
exactly similar approach will apply for circuits which 

are short-circuit unstable. 
Oscillation to the highest possible frequencies can be 

achieved, with a given load, if optimized feedback is 
used. Such optimum feedback networks are easily de-
signed in terms of a general feedback network form from 
which any other feedback form can be derived. At high 
frequencies, such design must, of course, include the 
effects of stray capacitances and lead inductances. 
A general approach to the maximum oscillation fre-

quency has yielded a simple expression, useful for 
transistors with arbitrary base transfer characteristics. 
The expression also leads to new techniques for the 
measurement of certain high frequency transistor 

parameters. 
It is suggested that the approach to oscillator design 

presented in this paper could be extended to studies of 
1) frequency stabilization, from a study of Bo', 2) fre-
quency modulation, 3) large-signal limiting conditions 
and available output power, and 4) design of oscillators 

G,,' 
/722 

4R,' 
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From these expressions, it is apparent that this type of 
frequency stabilization becomes impossible as cp. ap-
proaches —90 degrees and m approaches zero. Stabiliza-
tion could be carried further by a study of the rate of 
change of Bo with various transistor parameters. 
A corollary to the above discussion suggests that the 

oscillation frequency could be modulated by suitably 
modulating Bo'; for example, in configuration A the 
emitter current could be modulated, thus modulating 

the value of Rb '. 

This design technique can be extended to the study 
of large-signal oscillation conditions, if suitable large-
signal transistor parameters are used. Since the design 
relationships arise from a set of linear equations for the 
active network with feedback, the use of these relation-
ships at large-signal levels requires that the circuit can 
be appropriately "linearized." In a practical oscillator 
this can be done because the loop gain for harmonics of 

the oscillation frequency is low. 
Other oscillator requirements may be studied using 

this approach. In a linear superregenerator, for ex-
ample, it is required that G„ and B„ stay reasonably 
constant to high oscillation levels. This requires a high 
value for k; for example, in the common-base configura-
tion and when —,,<9O degrees, this requires a low 
feedback capacitance. The resulting load restrictions are 
seen in Table I. Another example concerns the design 
of Class-A oscillators with low harmonic content. Inser-
tion of a large feedback resistance RF will give "linear 
Class-A" oscillation; the load restrictions are calculated 
from Table II. Further examples might include oscil-

lators using more than one transistor. 
Finally, the concept of maximum potential instability 

for a transistor with feedback, and its realization by 
optimization of the feedback, can be applied, at fre-
quencies approaching f,„, to the design of tuned ampli-
fiers having the highest power gain with a given degree 

of stability." 
" This problem has been discussed for the transistor without 

feedback by A. P. Stern, "Stability and power gain of tuned tran-
sistor amplifiers," PROC. IRE, vol. 45, pp. 335-343; March, 1957. 
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TABLE V 

June 

Configuration A 
Common-Base 
Emitter Input 

Configuration B 
Common-Emitter 

Base Input 

Configuration C 
Common-Collector 

Base Input 

Configuration D 
Common-Collector 
Emitter Input 

1h, 
1—a 
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Fig. 8—Equivalent circuit for a practical transformer. 

APPENDIX I 

Many useful oscillators have a transformer in the 
feedback network; the equivalent circuit for a practical 
transformer is shown in Fig. 8. If the effects of inter-
winding capacitance C, are neglected, the feedback 
network of Fig. 2(a) is realized by lumping the trans-
former parameters with the feedback elements. 

Ls= leakage inductance. Lump with Z,.. 
Len= magnetizing inductance. Lump with 
C,,,= stray capacitance. Lump with Y 

L. 
G.= transformer loss. Lump with YL. 
R,= winding resistance. Lump with Zp. 

Y L. 

If C, is not negligible, two feedback mechanisms are 
present: one is due to the transformer [and of the form' 
represented by Fig. 2(a)], and the other to impedance-
coupled feedback [of the form represented by Fig. 2(b)]. 

APPENDIX II 

For the general transistor equivalent circuit of Fig. 4, 

the h and y parameters are listed in Table V. The as-
sumptions 

ZeI >> Z el rbb' 

have been made in the calculation of these parameters. 
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Properties of Silicon and Germanium: II* 
E. M . CONWELLt 

Summary—This paper attempts to bring up to date the informa-

tion on fundamental properties of silicon and germanium. Much the 
same topics are covered as in the author's earlier article "Properties 
of Silicon and Germanium" (henceforth referred to as I), which ap-

peared in the 1952 Transistor Issue of PROCEEDINGS. Also included 
is some of the detailed knowledge on the band structure which has 
been obtained since 1952. This is essential to the understanding of 

many of the properties of these materials. 

INTRODUCTION THE amount of new information on silicon and 

germanium that has been obtained since 1952, 
the date of the first Transistor Issue of PRO-

CEEDINGS, is overwhelming, as most readers no doubt 
know. It has been said, in fact, that germanium is now 
one of the best known of all materials. Anything like 
complete coverage of all that is interesting, useful, or 
even important is not possible. This paper attempts to 
do three things: 1) present the physical background of 
the important advances made since 1952; 2) give a 
sufficient (not complete!) bibliography to make it easy 
for the reader to go further in the areas of his particular 
interest, and 3) give the values for important physical 
quantities considered best at the time of writing. 
A major advance since 1952, from the basic point of 

view, has been the acquisition of detailed knowledge 
concerning the band structure of silicon and germanium. 
This knowledge has made it possible to understand 
many properties previously considered anomalous. Since 
it is basic, we begin with a short description of the band 
structure, designed (hopefully) to give some physical 
insight into what is involved. The treatment starts 
from fundamentals and includes a minimum of mathe-
matical machinery. This is followed by a section dealing 
with properties of conduction electrons and holes under 
the headings of mobility, optical and infrared absorp-
tion, some properties of intrinsic material, and Zener 
current. The last section is concerned with effects more 
directly related to impurities and defects in the materi-
als. It contains discussions of energy levels due to 
impurities and defects, and the effects of heat treat-
ment. The subject of the lifetime of excess carriers is 
not taken up; it is covered in papers by Shockley' 
and Bemski.' Great advances also have been made in 
the study of surfaces of germanium and silicon. These, 
too, are beyond the scope of this article. The interested 

reader is referred to Kingston.' 

* Original manuscript received by the IRE, May 1, 1958. 
Sylvania Electric Products, Inc., Bayside, N. Y. 
Vv. Shockley, "Electrons, holes, and tapes," this issue, p. 974. 

2 G. Bemski, "Recombination in semiconductors," this issue, 
p. 990. 

R. H. Kingston, ed., "Semiconductor Surface Physics," Univer-
silty of Pennsylvania, Philadephia, Pa.; 1957. 

BAND STRUCTURE OF SILICON AND GERMANIUM 

According to quantum theory, a wave, described 
mathematically by a wave function, is associated with 
every particle. For a free electron the wave function 
can be taken as a plane wave exp (iP•r/h), where P 
is the momentum, r the spatial coordinate, and h 
Planck's constant divided by 27r. The energy is then 
P2/2m0 where mo is the free electron mass. A plot of 
energy E vs P is a parabola through the origin. For an 
electron inside a crystal a basically plane-wave function 
exp (iP-r/h) can still be used, but this is modulated 
now by a function with the periodicity of the lattice. 
P no longer really represents the electron momentum, 
because this is not constant inside the crystal on ac-
count of the potential variations. Nevertheless, it is 
still convenient to characterize the wave function and 
energy of the electron as a function of P, which is now 
called the crystal momentum. Actually, P still retains 
some of the important properties of a momentum; one 
of these is that it changes under an applied force with 
a time rate of change equal to the force. Also in distinc-
tion to the free electron case, for the electron in the 
crystal there is a finite, although very closely spaced, 
set of allowed values of P. This set is determined by the 
boundary conditions imposed on the wave functions at 
the edge of the crystal. Due to the periodicity of the 
crystal, only a certain number of these P's lead to physi-
cally different behavior, and the others can be neglected. 
The volume of P-space, centered at P=0, containing 
this reduced group of P's is called the Brillouin Zone 

[1]. 
To determine the relation between energy and P for 

the electrons of a particular crystal is a matter for de-
tailed and difficult calculation. Some of the possible re-
sults of such a calculation are shown in Fig. 1. Only the 
regions around the band edges (i.e., minimum energy for 
the conduction band and maximum energy for the 
valence band) have been shown, because these are 
where the characteristically few carriers of a semi-
conductor will be. In the first column is the so-called 
simple model, where the energy measured from the edge 

of the band is given by a constant times 122, so that E 
vs P is a parabola as in the free electron case. For this 
model the same parabola would be obtained whatever 
direction of P had been chosen for the plot. The simi-
larity between this and the free electron case can be em-
phasized by writing the constant of proportionality 
between E and P2 as ¡m, i.e., E=P2/2m. Another way 
of representing this result is shown at the bottom of 

the first column. If all P's belonging to the same E are 
connected, a single sphere is obtained just as for a free 
electron. As a result of this simple relation between 
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Fig. 1—Band structure of silicon and germanium. 

E and P, it is possible for most purposes to treat the 
electron inside the crystal like a free electron, using, 
however, a different number for the mass. It is obvious 

why, in the absence of detailed information on the band 
structure of a material, one would prefer to calculate 
with this model. It is mainly the results of these calcu-
lations which make up the usual semiconductor theory, 
such as that covered by the author [2]. 

It is now known from cyclotron resonance experi-
ments and many other types of evidence that for the 
conduction bands of silicon and germanium the relation 
between E and P is as shown, rather schematically, in 
the second column of Fig. 1. The plot is for P in the (100) 
direction in the case of silicon, (111) in the case of ger-
manium; it would not be the same for other directions 
[3]. The major difference between this and the simple 
model is that the minimum energy is not at P=0 but 
at some other P well out in the Brillouin Zone. The 
minima in the directions chosen for the E vs P plots 
actually represent the minimum energy in the conduc-
tion bands. The fact that minimum energy is not at 
P=0 gives rise to further complication. Symmetry 
requires that all equivalent P's, such as two equally 

spaced on opposite sides of P=0 (i.e., all P's reachable 
from each other by crystal symmetry operations), have 
the same energy. Thus the band edge or position of 
minimum energy must be multiple, and the electron 
population must be divided among the various minima, 
now commonly called valleys. In silicon there are six 
such valleys, one for each of the six cube-edge directions. 
In germanium, eight would be expected because the 
minimum is along a body diagonal direction. Actually, 
there are only four. The point of minimum energy in 

Py 

G • :m 1 a•. .3 mo ; m2 e .04 mo 

: m l .5 m 0 ; '16 m 0 

germanium turns out to be at the edge of the Brillouin 

Zone, so that each minimum can contribute only half a 
valley. In silicon the point of minimum energy is 0.8 
of the distance from the center to the edge of the 
Brillouin Zone. 

Within each valley, not far from the minimum ener-
gy, E can be represented as a quadratic function of the 
components of P measured from the minimum energy 
point. Thus the points in P-space belonging to a par-
ticular energy are on a set of ellipsoids, one for each 
minimum. Actually, these are ellipsoids of revolution 
here, so the energy can be written as a constant times 

p12 plus another constant times P12, where P1 and Pt 
are longitudinal and transverse components. Fig. 1 
shows this situation for silicon in the lower half of the 
second column. Because the longitudinal and trans-
verse components are unequal, we must deal with 
two effective masses, nz1. and mt. The values of these 
masses, obtained by cyclotron resonance [4], are at the 
bottom of the second column in Fig. 1. Other sections of 
this paper discuss the way this type of band structure 
complicates transport and other properties of conduc-
tion electrons in silicon and germanium [51. 

Consider now the structure found for the valence 
band. In the simple model for the valence band, elec-
tron energy measured from the top of the band de-
creases as a constant times P2, giving the inverted parab-
ola in the first column of Fig. 1. Hole energy then 
increases as P2, just as electron energy does in the con-
duction band. What is actually found for germanium 

and silicon is seen in the third column of Fig. 1. It is 
a set of three bands, one split off by an energy 3,E from 
the other two. If the spin of the electron is taken into 
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account each of these bands is doubly degenerate. The 
occurrence of this type of band structure can be made 
understandable in the following way. Calculations show 
that for the top of the valence band the wave function 
(which consists only of the periodic modulating part 
since P = 0 and exp (iP • r/h)=1 for this case) has within 
each cell the character of an atomic p state. Without 
spin these states are triply degenerate. This would give 
rise to three bands stuck together at the origin of P 
space. In the atomic case, the interaction of spin and 
orbital motion breaks up the degeneracy of the p 
states, resulting in final states of different energies 
characterized by j= 3/2 and j= 1/2. The j.= 3/2 state is 
quadruply degenerate, and the j = 1/2 state doubly de-
generate. It has been shown by Elliott that spin-orbit 
interaction will operate in a similar way in the solid also, 
splitting one band off from the other two [6]. The two 
top bands have symmetry properties related to j= 3/2, 
while the bottom one is of the j= 1/2 type. 
As is the case for the conduction band, E vs P for the 

valence band is different in different directions. This 
results in the constant energy surfaces being warped 
rather than spherical. The surfaces from the two upper 
bands belonging to a given energy are shown, again 
rather schematically, in the lower part of the third 
column of Fig. 1; their equation is given also. The values 
of a, b, and c have been determined by the cyclotron 
resonance experiments [4]. Because of the warping of 
the surfaces, the effective masses are a function of direc-
tion. The anisotropy is not very great, however, par-
ticularly for germanium, and to a good approximation 
we can describe the holes in bands 1 and 2 by the 
masses presented in Fig. 1. The band with the greater 
curvature has the smaller mass. At temperatures low 
enough so that kT«E, only these two bands will be 
populated. At these temperatures the lighter holes 
should constitute about 5 per cent of the total hole 
population in germanium and about 20 per cent in 
silicon. In the case of silicon, if the splitting between 
bands is really as small as shown, there will be holes in 
all three bands even below room temperature. This 
should complicate considerably the analysis of experi-
mental data. 

PROPERTIES OF CONDUCTION ELECTRONS AND 
HOLES 

Mobility 
Mobility determinations in germanium and silicon 

now are sufficiently precise to make it worthwhile to 
distinguish between values obtained from different 
types of measurements. The basic measurements are 
listed below. 

1) Drift mobility, µD, in which the drift velocity of a 
pulse of injected carriers is measured in a known 
electric field. 

2) Conductivity mobility, µc, which is the mobility 
calculated from the conductivity and the number 

of carriers, the latter obtained by a method other 
than Hall measurement. (Methods that have been 
used involve determination of impurity concen-
tration by use of radioactive impurities, or neutron 
activation analysis.) 

3) Hall mobility, µa, which is the product of Hall 
constant, R, and conductivity, u. 

The relations among these three mobilities are well 
known for the simple model of the band structure [7]. It 
is not necessarily true, however, that the same relations 
hold for the actual band structures of germanium and 
silicon, and re-examination of the entire problem is 
necessary to determine this. We shall consider first 
drift and conductivity mobility, and show that under 
the experimental conditions usually employed these are 
still equal. Hall mobility is taken up later. 
To illustrate what is involved, take the case of holes 

in germanium. The conductivity for this case is 

u = niemi nzeµ2 (1) 

where again the subscript 1 is taken to refer to the 
heavy holes, 2 to the light holes. The latter are expected 
to have higher mobility because of their smaller inertia. 
The conductivity mobility is then 

+ ne2 

ni nz 

which is simply the average mobility of the two holes. 
A pulse of holes injected into a specimen for a drift 
measurement will consist of the two kinds of holes, 
with two different drift velocities. It is then conceivable 
that two separate pulses of holes will be observed at 
the collector. In fact, this has been looked for very 
carefully but not found [8]. The explanation lies in the 
fact that upon being scattered the two kinds of holes 
can make transitions between the bands, i.e., change 
from being light to heavy holes and vice versa. The 
time for this switching apparently is very short com-
pared with the average drift time. Consequently one 
can expect that, under the conditions of the usual drift 
experiment, all holes will have spent ni/(ni+nz) of 
their time in the heavy-hole band, n2/(ni -1-n2) in the 
light-hole band. This leads to observation of a single 
pulse at the collector [9] with a drift mobility 
= -1-n2)1/4 4- Inz/(ni -1-n2) 1µ2, which is equal to 
µc. Of course, we have assumed that µD is measured 
with appropriate precautions, e.g., by using suitably ex-
trinsic samples with negligible trapping. It is presumed 
that equality of drift and conductivity mobility will 
hold for p-silicon also. 

In the case of n-type germanium and silicon the ex-
pression for a• must also involve a sum, as in (1), in 
this case over all of the valleys. There is the additional 
complication here that the mobility of the carriers with-

in any one valley is quite anisotropic due to the aniso-
tropy of the effective mass. The over-all conductivity 
and conductivity mobility are not anisotropic, however, 

(2) 
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TABLE I 

LATTICE MOBILITIES IN CM2/VOLT-SEC AT 300°K 

Carrier 
Germanium Silicon 

Drift Mobility Hall Mobility Drift Mobility Hall Mobility 

Electron 
Hole 

3900 ±100 [11] 
1900 ± 50 [11] 

3950+250* [12] 
ca. 3400*[13] at 3000 oersteds 

1350+100 [14] 
480± 15 [14] 

ca. 1900 [15] 
ca. 425 [15] 

* These are not actual values of Ro, which for high resistivity samples at 300°K represent a combination of electron and hole mobilities. 
They are obtained by extrapolation of the respective one-carrier Hall mobilities from lower temperatures. 

TABLE II 

TEMPERATURE DEPENDENCE OF LATTICE MOBILITY IN CM2/VOLT-SEC 

Carrier 
Germanium Silicon 

Mobility Temperature 
Range Mobility Temperature 

Range 
Electron 
Hole 

4.9X107 T-1 ." 
1.05 X 10' T-2'33 

100-300K [18] 
125-300K [18] 

25± (2.1 +0.2) X109 7-- .oa 160-400K [14] 
(2.3 ± 0.1) X10" 7*-2•7±0.1 •150-400K [14] 

because of the adding of the contributions of all of the 
valleys [10]. Here again it is reasonable to conclude 
that under the usual conditions of measurement, MD 
and µc reflect the same type of average. In the discus-
sion that follows, therefore, we shall generally not dis-
tinguish between µD and ac. 

Experimental values of drift mobility in high-resistiv-
ity germanium and silicon at 300°K are presented in 
Table I. These values have been obtained on samples 
pure enough so that impurity scattering is negligible, 
as evidenced by the fact that mobility does not increase 
beyond these values with further increase in p [16]. 
They therefore represent lattice mobility. It is note-
worthy that with the exception of p-silicon the values are 
not much higher than the ones given in I. Even in the 
case of silicon, the values seem to have settled down; 
other and more recent determinations of both drift and 
Hall mobility are in substantial agreement with the 
above. It should be remarked, however, that fluctua-
tions in mobility among silicon samples in the same re-
sistivity range remain relatively large [17]. Still, there 
appears no reason to expect a significant increase in 
mobility as better silicon becomes available. 
The real change observed (or at ally rate acknowl-

edged) in the mobility since 1952 is in the matter of the 
temperature dependence. This is summarized for the 
conductivity and drift mobility in Table II. In all four 
cases the temperature dependence is steeper than the 
T-312 predicted for lattice mobility. This theoretical 
prediction is based on the simple model of the band 
structure and on a number of assumptions about the 
interaction of current carriers with the lattice vibrations. 
To understand these assumptions, and the proposals 
that have been made to account for the steeper tem-
perature dependence, it is necessary to go somewhat 
more deeply into the theory of lattice mobility. This is 
especially worthwhile because interaction of current car-
riers with lattice vibrations has been found to play 

F
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Fig. 2—Schematic plot of frequency vs reciprocal pf wavelength for 
lattice vibrations of germanium or silicon. This has been drawn 
for the (100) direction. A and 0 stand for acoustical and optical 
and T and L for transverse and longitudinal, respectively. In this 
direction the two sets of transverse vibrations of either mode lie 
on the same curve. 

an important role in, for example, infrared absorption 
and thermoelectric power. 

The vibrations of the lattice atoms can be resolved 
into a set of normal modes that are running waves. 
Frequency vs reciprocal of wavelength for these vibra-
tions is illustrated in Fig. 2. They range in wavelength 
from a minimum of twice the lattice constant a to a 
maximum of the order of the size of the crystal, which 
is effectively infinite for our purposes. For the lattice 
mobility, as will be shown, it is the long wavelength 
modes that are of greatest importance. Some of these 
long-wavelength modes are familiar as sound waves— 
specifically the ones of the two lower branches. The vibra-
tions of these branches are therefore referred to as 
acoustical. In germanium and silicon there are two 
atoms in a unit cell. Under the acoustical vibrations, 
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the two atoms in the unit cell move almost together, 
i.e., with only a small phase difference between them. 
Another type of long wavelength vibration is pos-
sible: the two atoms in the unit cell move opposite 
to each other, with the same thing being repeated in 
the next cell in slightly different phase. These vibra-
tions can also be both longitudinal and transverse. 
They are called optical modes because, in a lattice with 
ions of opposite sign, they produce a polarization that 
can interact with light waves [19]. 

For the long wavelength acoustical waves the rela-
tion between frequency of oscillation y and wavelength 
X is VX = constant. This constant is identified as the 
phase velocity. Thus y varies inversely with X and is very 
small in the limit of large X for the acoustical branches of 
the spectrum. In the case of the optical modes the 
opposing motion of the two atoms in the unit cell gives 
rise to a large restoring force and therefore a high fre-
quency of vibration even for very large wavelengths. 
This has the further consequence that the frequency is 
not strongly dependent on X, since X only determines 
the relative phase of adjacent unit cells. 
The vibrational energies of each normal mode, of 

course, can have only certain discrete values differing 
by amounts hv. The energy steps or quanta are called 
phonons. The energy of optical phonons in germanium 
has been deduced recently from observations of the 
scattering of slow neutrons by lattice vibrations [20]. 
This energy is 0.034 ev, corresponding to a character-
istic temperature of 400°K. The value for silicon has 
been estimated as lying within 10% of 1300°K [20a]. 

For a crystal in thermal equilibrium the average 
number of phonons in a normal mode having frequency 
v is given by Planck's law 

n 1/(ehidkr _ 1) . (3) 

Thus around room temperature, for example, the 
average number of optical phonons will be small, while 
acoustical phonons—those of long wavelength—will 
be numerous. For the latter case hv is sufficiently less 
than kT that the right-hand side of (3) can be approxi-
mated by kT/hv at all but extremely low temperatures. 
A conduction electron or hole can interact with, i.e., 

be scattered by, any of the normal modes described. 
In doing so, the carrier exchanges energy by emitting 
or absorbing one or perhaps several phonons. It gener-
ally is assumed that the one-phonon process is by far the 
most probable, and we shall consider only this case. 
The size of phonons with which the electron can interact 
is determined by two conditions: 1) the difference be-
tween the final and initial energy of the electron must 
equal the phonon energy and 2) the difference between 
the final and initial P's of the electron must equal the 
phonon crystal momentum [20b]. The first condition, of 
course, is conservation of energy. The second is referred 
to as "conservation of momentum." The momentum of a 
phonon is h/X. Consider the result of applying these 
two conditions to the case of acoustical modes interact-

ing with carriers of thermal energy around room tem-
perature. For the simple model and valence band struc-
tures such carriers have small P. For this case, the 
energy of a phonon with a given momentum is much 
less than the energy of a carrier having this momentum 
would be. As a result, the conservation conditions dic-
tate that the magnitude of P and the carrier energy 
cannot change a great deal in a transition. Thus the 
momentum of the phonons with which a carrier of small 
momentum interacts must also be small and their wave-
length large. In the conduction bands of germanium and 
silicon, as discussed in the last section, thermal electrons 
have large P. Conservation of energy and momentum 
permit the long-wavelength acoustical phonons to inter-
act also with electrons of large P. It is apparent that 
here too they will not cause large changes in electron 
energy or momentum. After scattering by such a 
phonon, the electron will remain within the same valley. 
The more numerous the phonons of a given mode, the 

more frequently electrons are scattered by it. In more 
exact terms the mean free time r between scattering 
processes is proportional to 1/n. Since y =elm times a 
suitable weighted average of r over the electrons [7], 

this leads to a 1/T dependence of 11, for the acoustical 
modes and an (ehyikr — 1) dependence for the optical 

modes. There is an additional factor 7-1 / 2in the mobility 
for acoustical modes, and approximately that for optical 
modes, which comes from the density of final states 
into which the electron can be scattered. Thus the 
temperature dependence of mobility due to optical-
mode scattering is much steeper than that due to 
acoustical-mode scattering. It has been shown that 
combination of acoustical-mode scattering and optical-
mode scattering in what seems to be reasonable pro-
portions can lead to temperature dependences of the 
sort listed in Table II. In fact, this is considered now 
to be the most likely explanation for the temperature 
dependence of lattice mobility for p-germanium [21]. 
It may also be the explanation for the cases of .n-
germanium and p-silicon. This is not, however, the 
explanation for the case of n-silicon because the inter-
action of electrons in silicon with optical modes has 
been shown to be too small for them to affect the mo-
bility appreciably [22]. The mechanism that has been 
suggested to account for the temperature dependence 
observed in n silicon is absorption of phonons to give 
scattering from one valley to another. Because of the 
conservation of momentum condition, the phonon re-
quired to do this would have to possess relatively large 
energy, comparable to that of an optical phonon, and 
the same type of argument as that just presented for 
the optical modes would then be applicable. The same 
process may also be operative in n-germanium. 
One consequence of these considerations worth not-

ing is that the temperature dependence in Table II 
does not necessarily persist above or below the range 
specified. For p-germanium, for example, if the steep 
slope of vs T is in fact due to optical modes, it must 
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start changing shortly beyond the range of the table. As 
the temperature goes below this range, the degree to 
which the optical modes are excited becomes so small 
that they cannot affect the mobility very greatly. As 
the temperature goes above this range, kT becomes 
comparable to hi, of the optical modes and n no longer 
varies so steeply with temperature. Thus, below about 
60°K and above about 500°K, lattice mobility would 
again be proportional to T-312. Change in slope of lattice 
mobility vs temperature is expected on the basis of 
any of the mechanisms proposed to explain the steep 
slope. 

Hall mobility differs from the other types in that it 
reflects the details of band structure and scattering 
processes as well as the actual mobilities of the carriers. 
Since the measurements are relatively simple and con-
venient to perform, it is worthwhile to go into some 
detail as to what a Hall experiment actually measures. 
For the simple model of the band structure the Hall 
coefficient, R, is proportional to 1/ne. Since o=ne, 
it is clear that the constant of proportionality is Ro/i, 
or 1.41/12, and it is referred to as such in the following 
discussion. For low magnetic fields R is independent of 
magnetic field strength, and therefore /.41/µ. is also. Its 
value depends, however, on the scattering mechanism, 
specifically on the velocity dependence of the mean 
free time between scattering processes [7]. For scat-
tering by acoustical modes, on the simple model, An/12 
=37r/8 or 1.18. The value should be about the same, 
specifically between 1.18 and 1, for scattering by optical 
modes or a combination of acoustical and optical modes 
because the velocity dependence of the mean free time 
is not too different. If impurity scattering is added to 
the lattice scattering in increasing amounts, 12H/i2 first 
decreases to approximately unity, then increases. The 
maximum value is attained in the limit of all impurity 
scattering, and it depends on temperature. From about 
liquid nitrogen temperature on up the value of this 
maximum has been estimated as 1.7. At lower tempera-
tures it is less [23]. 

If the band structure is such that the constant-energy 
surfaces are not spherical, the values of µH/p, are differ-
ent from those given above. It is plausible that the 
shape of the constant-energy surfaces would affect the 
values of /211/1.4 because a magnetic field causes a rotation 
of the carriers around these surfaces. Apparently, de-
parture from spherical shape tends to decrease i.tH/i.z, 
and might even result in a value below unity [7]. For 
ellipsoidal surfaces Herring has shown that I.LH/A is ob-
tained by multiplying the value for the simple model by 
a factor that involves the shape of the ellipsoids, this 
factor having a maximum value of unity. For the values 
of in/ and mg determined by cyclotron resonance for 
electrons in germanium this factor is 0.784 [5]. This 
leads to a µH/µ of 0.93 for acoustical mode scattering in 
n-type germanium, which is within the range obtained 
using the figures of Table I. 

For holes in germanium, 1.4.H/1.4 in Table I is about 1.8 

when I.tH is measured at 3000 oersteds. This is much 
higher than the value expected for lattice mobility 
on the simple model. Here, however, we must take into 
account the fact that there are two kinds of holes, 
heavy and light. As an approximation to the low-
field Hall constant, it is reasonable to use an expression 
analogous to that for intrinsic material based on the 
simple model. This is 

1 no£2H122 
R = (4) 

e (nimi + n2112) 2 

Thus in this case the Hall constant reflects the mobili-
ties as well as the numbers of heavy and light holes, 
respectively. Corresponding to this, 

(netifigi+ n2,4111.12 Ceti net2 2 — = 
12 ni ± n2 ni -I- (5) n2 ) • 

If we insert in this expression the values obtained in the 
cyclotron resonance experiment, n2/ni =1/20, /21/µ2= 1/8 
[24] and also assume ,uni/gi =i4/2//À2= 1.18, we obtain 
12H/12= 2.7. Thus a relatively small number of high-
mobility holes can boost the um/µ ratio considerably 
[25]. The difference between 2.7 and the experimental 
value 1.8 may arise from the fact that warping or non-
spherical shape of the surfaces has been neglected in 
this treatment. It also is possible that values of n2/ni 
and 121//.42 are somewhat different at 300 degrees from 
the cyclotron resonance values which are, of course, ob-
tained at 4°K. A small difference in these values would 
have a considerable effect on 

According to Table I the ratio of 1.8 is obtained 
with a magnetic field of 3000 oersteds. If a high-resistiv-
ity p-germanium sample is measured at a constant field 
strength of 3000 oersteds, R is found to go down by a 
factor of about 1.6 as the temperature goes from 300°K 
down to 78. Certainly this does not reflect any change 
in carrier concentration. (It would imply an increase 
in carrier concentration with decreasing temperature!) 
As a result of this decrease in R, µII is proportional to 
T-1.8 in this range, while IA is proportional to T-2 .". It 
therefore does not appear possible to explain this de-
crease as resulting from a change in n2/ni, Pa/g2, or the 
scattering mechanism. 
The explanation of this decrease was provided by 

Harman, Willardson, and Beer [25]. The formulas fór 
R and bild,u used so far in this section are all for the case 
of low magnetic field; they are no longer valid at such 
fields that R becomes a function of H. The magnetic « 
field strength at which this occurs depends on the mo-
bility of the carrier involved. The higher the mobility, 
the lower the field for which the low-field approximation 
breaks down. Quantitatively, the criterion for the low-
field approximation to be valid within a few per cent is 
that the quantity (97r/16)(.4H)2≤ 0.01 [25]. In high-
resistivity p-germanium at 78°K the Hall constant is 
already changing with magnetic field intensity at 100 
oersteds [25]. This change would not be expected for a 
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case of one hole with a mobility equal to the measured 
drift or conductivity mobility. It is due to the very high 

mobility of the light holes. 
In the limiting case of very high magnetic fields the 

Hall constant again attains a steady value. This turns 
out to be a much simpler situation than that for low 
magnetic fields; the steady value is just 1/ne, where n 
represents the total carrier concentration, independent 
both of scattering mechanism and details of band 
structure [26]. Thus in the high-field limit 1.tHh.t= 1. 
The field strength required for the high-field formulation 
to be valid within a few per cent is determined by the 
'condition (97r/16) (µ1-1)2≥ 25. 

It is possible now to explain the decrease in ii.H/µ ob-
served with decreasing temperature. At room tempera-
ture low-field conditions should still be valid, at least 
approximately, for both heavy and light holes. This 
already has been assumed in the treatment of 1211 /1.4 for 
this case. At 78°K in a high-resistivity sample, mobili-
ties of both holes are much higher, and at 3000 oersteds 
the high-field approximation is quite good for the light 
holes, and not bad for the heavy ones. In agreement with 
this, the experimental value of i.tH/j.i at 78°K is 1.1. 
The decrease in with decreasing temperature at 
3000 oersteds then is due to the transition from low-
field to high-field conditions, which transition essentially 
knocks out the effect of the light holes. This points up 
the necessity of study of the magnetic field dependence 

of the Hall constant. 
It might be noted that for electrons in germanium, 

whose mobility at 78°K is about equal to that of the 
holes, 3000 oersteds also must be in or close to the high-
field region. However, in this case the low-field 12H/i2 is 
already so close to unity that transition from low to high 
field conditions makes little difference. 

In p-silicon, where probably there are three types of 
holes at room temperature, 1.48 /µ in Table I is less than 
unity. This is the low-field value because no change is 

observed as the field is increased from a very low value 
to 13,000 oersteds [27]. The lack of change is consistent 
with low hole mobilities. The fact that ma,/µ is less than 
unity may be due to the warping of the constant-energy 
surfaces. Below room temperature the low-field µHim 
increases slowly, approaching unity around 78°K [27]. 

It may be helpful to the reader to have the foregoing 
information concerning wi/il summarized briefly. We 
shall take the case of weak fields first. For the simple 
model, i.e., spherical constant-energy surfaces and only 
one type of carrier, and acoustical lattice scattering, 
I.LH/12= 1.18. The presence of impurity scattering can de-
crease µg/12, to approximately unity, or increase it to as 
much as 1.7. The effect of there being two types of 
carriers (of the same sign) is to increase In the 
limit of strong magnetic fields µHAI. =1, independent of 

details of band structure or scattering mechanism. The 
higher the mobility of the carrier, the smaller the mag-
netic field strength for which this limit is realized. 

Before leaving the discussion of mobility we shall 
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consider briefly its variation with ionized impurity 
content. Figs. 3 and 4 plot drift and conductivity mo-
bility data from several sources, and a theoretical curve. 
The drift mobility data were taken directly from Lud-
wig and Watters [14] and Prince [28]. Conductivity 
mobility data were taken from Backenstoss [29] and 
Horn [30] (as quoted by Carlson [30]), and corrected 
by Smits as will be described. With the exception of the 
purest samples, the data are all subject to some degree 
of uncertainty, which in some cases is large. For the 
conductivity mobility the uncertainty arises from the 
fact that the data obtained experimentally are resistiv-
ity and total concentration of the dominant impurity. 
(The samples under discussion here are sufficiently 
impure that minority impurity concentration can be 
neglected.) In very pure silicon, and in very impure 
(above about 10" impurities per cm3) silicon doped 
with column III or V impurities other than indium, 
ionization will be complete at 300°K. For the very im-
pure samples this is, in fact, true at all temperatures be-
cause the activation energy is reduced to zero. At inter-
mediate concentrations the degree of ionization of the 
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impurities must be calculated theoretically in order to 
obtain carrier concentration. The theoretical formulas 
that relate carrier concentration to total impurity con-
tent, temperature, etc., have been revised to take into 
account the peculiarities of the band structure [31], and 
appear to work quite well for lightly doped material 
[31]. Unfortunately, however, there are many un-
certainties in applying this theory to more heavily 
doped material. Still, there is as yet no better theory; 
consequently the one we have was used in calculating 
Figs. 3 and 4 [32]. The points that would be obtained 
if carrier concentration were equal to total impurity 
concentration are shown in broken lines, the corrected 
points in solid lines. For n-type material the points are 
shifted only a small amount, so the uncertainty and the 
error are undoubtedly small. For p-type material, how-
ever, this is obviously not the case. The one point in-
cluded for indium-doped material, in particular, must 
be considered quite speculative. Over-all, the inac-
curacy of this correction may be an important source 
of the scatter in the p-type conductivity mobility data. 
The drift mobility data, with the exception of those 

for the purest samples, also contain uncertainties. 
What is measured in these experiments is, of course, 
the drift mobility of the minority carriers. To convert 
this into drift mobility of majority carriers for samples 
where impurity scattering cannot be neglected requires 
knowledge of both total impurity content and impurity 
mobility. Here again existing theory is not quite satis-
factory. The theoretical impurity scattering formula, 
given in 1, and the formula for combining mobilities 
plotted in Fig. 2 of I, are based on the simple model of 
the band structure and have not been revised for the 
actual band structures. More serious than this, however, 
is the fact that the theory is not expected to be valid for 
high impurity concentrations. Here again, however, 
this is the only theory available and it was used also 
to calculate the theoretical curves plotted in Figs. 3 
and 4. In detail, these were obtained by combining the 
lattice mobilities in Table I with the theoretical impurity 
scattering formula as described in I. For both holes and 
electrons an effective mass of mo was used. As is seen, 

this value gives a theoretical curve that fits the experi-
mental data well. It might be noted that, in the case of 

electrons, the Ludwig and Watters data lie above the 
theoretical curve, indicating that a small correction 
for impurity scattering should have been made for their 
n-type samples. 

A word of caution might also be inserted here against 
extrapolation of the usual formulas to low temperature. 
It has been found, for example, that the dependence of 
mobility on temperature in fairly impure samples can 
become steeper than the T312 predicted for impurity 
scattering. Also, at low temperatures where impurity 
scattering would be expected to dominate, the mobility 

is found in some instances to be larger in more impure 
samples. These effects have been shown to be related 
to the onset of impurity-band conduction [33]. As this 

name implies, electrons in the donor states and holes in 

the acceptor states can still contribute to the conductiv-
ity without being excited to the conduction or valence 
bands. As the temperature goes down and carriers drop 
out of the conduction or valence bands, decreasing the 
contribution of these bands to the conductivity, a tem-
perature is finally reached at which the conduction in the 
impurity states becomes comparable in magnitude. 
Conductivity and Hall effect must then be represented 
by formulas similar to (1) and (4), where 1 and 2 now 
represent carriers in the conduction band (or valence 
band) and carriers in the impurity band, respectively. 
Care must be taken in the interpretation of experimental 
data in this temperature range [33]. At still lower 
temperatures, where there are even fewer carriers in the 
conduction band, conduction in impurity states domi-
nates completely. For very low impurity concentrations 
this conduction has quite different characteristics from 
those of the usual conduction process [33]. 

A discussion of magnetoresistance is beyond the scope 
of this paper. It should be mentioned, however, that 
knowledge of the band structure has made it possible to 
explain, at least qualitatively, the features found 
anomalous before. The existence of large magnetore-
sistance in n-type material for a magnetic field parallel 
to the current is one of these features [34]. The rela-
tively large size of the transverse magnetoresistance and 
anomalous temperature dependence in p-type material 
has been explained by taking into account the light 
holes with their larger mobility [25]. 

Infrared Absorption and Emission 

Infrared or optical absorption in semiconductors is 
usefully divided into four types: 1) "fundamental" ab-
sorption, associated with transitions of the electrons 
across the energy gap; 2) absorption of free carriers; 3) 
absorption associated with transitions to and from 
energy levels due to impurities or defects, and 4) absorp-
tion due to excitation of lattice vibrations. Considerable 
work has been done on silicon and germanium in all four 
categories. This discussion is confined mainly, however, 
to the first two [35]. 

For a transition across the energy gap, an electron 
absorbs a photon. Compared to the electron's energy 
and momentum, the photon's energy is large and its 
momentum is small. Conservation of energy and mo-

mentum applied to the transition predict that P of the 
electron can scarcely change at all in the process. In 
other words, the transitions, depicted in a band struc-
ture diagram such as Fig. 1, must be vertical. Thus for 
germanium and silicon the smallest photon or the lowest 
energy absorbed should correspond to a transition from 
P=0 in the valence band to P=0 in the conduction 
band. When an electron in the valence band makes a 
transition to the conduction band under thermal excita-
tion, no such selection rule operates, and it can go 
directly from the top of the valence band to the mini-
mum energy in the conduction band. The energy re-
quired to do this is determined by measurements of in-
trinsic conductivity, for example. Thus, it is expected 
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:hat the energy gaps of germanium and silicon deter-
nined by the lowest energy for which optical absorption 
s observed be larger than the so-called thermal energy 
raps. Experimentally, this is found not to be the case. 
%.pparently, the selection rules for the optical transitions 

tre not operative. 
The explanation that was proposed for this is the 

'ollowing. Momentum can be conserved in the transi-
:ion if the electron also emits or absorbs a phonon 
with momentum equal to the momentum difference 
Petween P=0 and the band edge. Since the phonon 

energy is small compared to the photon energy, the 
minimum photon energy absorbed would still be closely 
equal to the thermal gap. The probability of such a 
:ransition, called an indirect transition, is less than that 
or the vertical or direct transition which involves the 
photon only. It is still sufficient, however, to cause easily 
Pbservable absorption as was shown by a calculation of 
Bardeen, Blatt and Hall [36]. 
These ideas concerning direct and indirect transitions 

are borne out by the shape of the experimental curves of 

absorption vs photon energy shown in Fig. 5. For ger-
-nanium the absorption starts a little above 0.6 ev, rises 
:o a plateau or knee just above 0.7 ev, and then starts 
another abrupt rise at about 0.8 ev. For silicon the curve 

shows the same type of behavior with the second rise 
starting just above 2 ev. The first and second rises have 
peen attributed to the onset of indirect and direct tran-
sitions, respectively. From this type of data it is con-
:luded that the energy at P=O is higher than that at 
the band edge by 0.18 ev in germanium, 1.5 ev in silicon. 
The region of very small absorption was studied under 

high resolution for germanium by MacFarlane et al. 
[37] over a wide temperature range. They found a fine 
structure, not shown in Fig. 5, with one or more knees 
n the absorption. Analysis of this structure led them to 
:onclude that the indirect transitions take place with 
the cooperation of either of two phonons of different 
energy, both, of course, having momentum equal to 
the momentum difference between P=0 and the band 
edge. The two phonons are identified as belonging to the 
longitudinal and transverse acoustical branches of the 
phonon spectrum, respectively. The two possible trans-
verse vibrations have the same energy in the direction 
pf P concerned. The energies of these two phonons cor-
respond to characteristic temperatures of 90°K and 
320°K. From this analysis MacFarlane et al. also obtain 
values for the energy gap (from P=0 in the valence 
band to the conduction band minimum) in the range 
4°K to 300°K. The latter value is listed in Table III. 
The value of the gap at 0°K obtained by extrapolating 
their data also is set forth in Table III. It is noteworthy 
that they found the variation of the gap with tempera-
ture to be linear from 150°K to 300°K, but not below 

this. 
The inverse process to fundamental absorption, re-

combination of an electron and hole with emission of a 
photon, has been observed also. To do this requires a 
high density of excess electrons and holes, since recom-
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bination via a level in the forbidden gap is a very effec-
tive competing process. In the case of germanium two 
peaks have been observed in the recombination radia-
tion, with maxima at 0.81 and 0.70 ev [38]. These then 
correspond to direct and indirect transitions, i.e., re-
combination without and with phonon cooperation, 
respectively. For silicon, by studying the fine structure 
of the intrinsic recombination radiation, Haynes et al. 
[39] have obtained results of the same nature as those 
obtained by MacFarlane et al. in studying the absorp-
tion properties of germanium. They found that four 
different energy phonons can cooperate in the transi-
tions, one from each of the branches of the phonon 
spectrum: transverse optical, longitudinal optical, 
transverse acoustical, and longitudinal acoustical. From 
the energies obtained for these phonons their momenta 
have been estimated. It is this estimate which leads to 
the result that the conduction band minima in silicon 
are located at a P about 0.8 of the distance from the 
center to the edge of the Brillouin Zone. The values of 
the energy gap in silicon deduced from Haynes' data are 
in Table III. 
By absorbing a photon, free electrons and holes can 

make a transition from one level to another in the con-
duction band and valence band, respectively. This ab-
sorption can take place for photon energies much less 
than the energy gap, in fact, for almost zero photon 
energy because of the close spacing of the energy levels. 
Theoretically, the absorption can be expected to in-
crease uniformly as the square of the photon wave-
length, and show no structure [40]. Behavior fitting 
this theoretical prediction is found beyond the funda-
mental absorption edge in silicon, and in n-type ger-
manium. Something different is found, however, in p-
type germanium. 

Infrared absorption for a heavily doped p-type 
sample is seen in Fig. 6. At wavelengths longer than the 
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TABLE III 

SOME PROPERTIES OF INTRINSIC MATERIAL 

Quantity 

Energy gap at 0°K 
Energy gap at 300°K 
np 
ni at 300°K 
p; at 300°K 
m e) at 4°K 
m9(N) at 4°K 

Value 

Germanium Silicon 

o 

0.75 ev [371 
0.67 ev [37] 

3.1 X1032 exp (-0.785/k T) [45] 
2.4 X 10"/cm3 
46 ohm-cm 
0.55 mo 

0.37 mo [44] 

1.153 ev [39] 
1.106 ev [39] 

1.5 X 10"T exp ( — 1.21/k T) [46] 
1.5 X 10'°/cm3 

2.3 X105 ohm-cm 
1.1 mo 

0.59 mo [44] 

WAVE LENGTH IN MICRONS 

50 20 10 5 2 

200 500 1000 2000 5000 
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Fig. 6—Absorption coefficient for a p-type germanium sample with 
room temperature resistivity 0.07 ohm-cm. After Kaiser, Collins, 
and Fan [41]. 

fundamental absorption edge, which is at about 1.8 
microns, there are three peaks for the 300-degree data. 
At the lower temperatures two of thèse have merged. 
It was established experimentally that this absorption 
is due to the free holes rather than to any impurity 

levels [411. This structure can be explained as being due 
to transitions among the three valence bands shown in 
Fig. 1 [42]. The longest wavelength peak is due to tran-
sitions from band 1 to band 2, the next longest to tran-
sitions from 2 to 3, the shortest from 1 to 3. This pro-
vides strong evidence for the correctness of the valence 
band structure in Fig. 1. In fact, it is the position of 
these absorption peaks rather than a direct calculation 
of the spin-orbit coupling that has determined the 
values in Fig. 1, In the case of silicon, the value given 
there reflects the fact that the hunt for similar structure 
has been carried out to 25 microns, or 0.05 ev, without 
success. 

Some Properties of Intrinsic Material 

The number of electrons in a given small energy range 
in the conduction band at a given temperature depends 
on two factors: 1) the Fermi-Dirac distribution func-
tion, which gives the probability of the electron having 
this energy, and 2) the number of available states in the 

conduction band in this energy range. The total number 
of electrons in the conduction band is then given by an 

integration over energy of the product of these two 
factors. For the simple model of the band structure and 
a small enough number of electrons so that Maxwell-
Boltzmann statistics can be used, this yields the familiar 
expression 

( Tr n = 2 --- e-(Ec-Er) 1 kT 
h2 (6) 

where EC—EF is the energy interval between the edge 
of the conduction band and the Fermi level [7], and 
m„ is the effective mass of the electron. This expression 
can be generalized simply for arbitrary band structure 
by replacing me, by mn(N), the appropriate value for the 
particular band structure. The general expression is 
then 

(27rm„(N)kTy 12 
n = 2   e-(EC-EF) 

h2 
(7) 

The quantity m„(N) defined in this way is called the 
density-of-states mass for the conduction band [43]. If 
there were a single ellipsoidal cánstant-energy surface, 
m(N) would equal the geometric mean of the three 
principal effective masses. This type of dependence 
arises because the number of available states depends 
on the volume of momentum space available, i.e., on the 
volume of the constant-energy ellipsoids. For a struc-
ture like that of the conduction band of germanium and 
silicon, where there are g, ellipsoids for any one energy, 

each ellipsoid contributes equally to the number of 
states, and 

(mn (N))3/2 = o nient2)1/2. 

The values of m (N) deduced from cyclotron resonance 
results [4] are in Table III. The number of valleys, g, 
has been taken as 4 for germanium, 6 for silicon. 
An expression similar to (7) can be written for the 

valence band. 

) (271-mr(N)kT 3/2 p --- 2 --h2--- e(Er-EF)/kr 

(8) 

(9) 

where Ev—EF is the energy interval between the edge 
of the valence band and the Fermi level, and m(N) the 
density-of-states mass for the valence band. In the 
temperature range where holes occupy only the two top 
bands, the contributions to p of the two bands can 
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simply be added. This gives 

(mp (N))312 = (nip, (IV ))312 (mp2 (N))312 . (10) 

Taking into account by a perturbation method the 
warping of the bands, Lax and Mavroides [44] have 
calculated from cyclotron resonance data for germanium 
mp(N) = 0.37 mo, for silicon mp(N)= 0.59 mo. 
From (7) and (9) the theoretical product of n and p 

is given by 
(mn(N)mp(N)) 3i2 

np = ni2 = 2.33 X 103'   T3e—Eo/kr (11) 
moz 

where EG is the value of the energy gap at the tempera-
ture T. The experimental values that have been ob-
tained for n22 in germanium and silicon are in Table III. 
These are valid in the range 300-500°K for germanium 
and 400°K-700°K for silicon. Actually, the quantity 
measured was the intrinsic conductivity, and ni was 
computed from this by using lattice mobility values 
extrapolated from the lower temperature range. As 
noted previously, this probably gives some error, but it 
should not be large. In the case of silicon, unfortunately, 
the samples used were sufficiently impure so that a cor-
rection had to be made for impurity scattering, and the 
lattice mobilities deduced and used for the calculation 
of ni do not agree with those in Table II. This would 
introduce additional error. 

It has been customary to compare the empirical np 
product with (11) in order to obtain (m,i(N)mpon/mo2), 
Dr information about the energy gap. To deduce the 
former it is necessary to know how Ea varies with T. 
It has been usual to assume that EG(T)=E 0(0)-FaT. 
If this were correct, 0.785 and 1.21 (see Table III) would 
represent the gaps at 0°K in germanium and silicon, 
respectively. As mentioned in the last section, however, 
although the gap does vary linearly with temperature 
over a range, this does not hold to 0°K. The best values 
of the gap at 0°K are believed to be those obtained by 
optical methods, as described in the last section, and 
these are listed in Table III. Values of the energy gap 
as a function of temperature, deduced from optical data, 
lave been used with the empirical np product by Mac-
Farlane et al. [37] to obtain information about the mass 
factor for germanium. It was their conclusion that the 
number of minima in the conduction band is four [47], 
and that (m„(N)m„(N)/m02)"/3 at 300°K has increased 
about 20 per cent from the cyclotron resonance (4°K) 
value. 
Values of the intrinsic resistivity at room temperature 

calculated from and the ;£ values in Table I are also 
included in Table III. 

Zener Current 

A typical current-voltage characteristic of a p-n 
¡unction biased in the reverse direction (for example, see 
Fig. 8 of I) can be divided into two regions. At the low 
voltages there is an approximately constant current 
called the saturation current. This can originate from 
minority carriers created by thermal generation either 

at traps within the space-charge region [48], or within 
the n- and p-regions, or possibly at the surface. In the 
two latter cases the carriers must be generated close 
enough to the space-charge region that they can get 
there by diffusion within a lifetime, since the fields out-
side the space-charge region are small. Once at or in the 
junction the holes are swept over by the field to the p-
region and the electrons to the n-region, making up the 
saturation current. This is also called the thermal gen-
eration current. At sufficiently high voltage a sort of 
breakdown occurs and the current rises steeply, almost 
vertically with voltage. These large currents have been 
called "Zener currents" [49] from the idea that they are 
due to a mechanism proposed by Zener, actually in 
another connection. According to this idea the steep 
increase is due to internal field emission, or direct ex-
citation of electrons from valence band to conduction 
band by the high field [2]. Another possible mechanism 
to explain the steep increase is impact ionization. On 
this mechanism conduction electrons or holes gain 
sufficient energy in the high-iield region of the junction 
to free valence electrons, producing electron-hole pairs. 
These in turn can create additional electron-hole pairs, 
Breakdown occurs when the charge multiplication be-
comes very large. The situation is analogous to that of 
avalanche breakdown in gases and lends itself to similar 
theoretical treatment. 
A practical way of distinguishing between the two 

mechanisms experimentally is the following. In the 
avalanche case, multiplication of charge injected into 
the junction would take place at voltages below the 
breakdown voltage, while in the L'eper case it would 
not. Multiplication of injected charge carriers before 
breakdown was not found in the early investigations 
[49] on germanium junctions, and it was for this reason 
that the avalanche mechanism was rejected. Subsequent 
investigations by McKay and McAfee [50] did reveal 
multiplication in p-n junctions in both germanium and 
silicon. Small changes in minority carrier current, pro-
duced either by illumination or by a-particle bombard-
ment, were shown to be multiplied in passing through 
the junction. These authors pointed out the possibility 
of both mechanisms occurring in germanium and silicon, 
the Zener mechanism accounting for breakdown in the 
cases where the junction was too narrow for an electron 
or hole to make a number of ionizing collisions, the 
avalanche mechanism accounting for breakdown in wide 
junctions. There is now considerable evidence that this 
is the actual situation. The avalanche process has been 
found and studied in a wide range of junctions in silicon 
[51] and germanium [52]. The junctions investigated 
included grown, diffused, and alloyed types, step junc-
tions, and ones with linear impurity gradient. The 
breakdown voltage (i.e., the voltage at which the steep 
increase in current occurs) ranged from about 8 to 250 
volts for the silicon junctions, 6 to 150 volts for those in 
germanium. Associated with the avalanche breakdown 
there was found to be a characteristic type of electrical 
noise [51], and in silicon emission of visible light was 
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observed [53], [54]. It has been shown that the light is 
emitted from highly localized regions where avalanche 
breakdown is taking place. A study of the spectral dis-
tribution indicates that the light arises both from 
radiative recombination of electrons and holes freed by 
the avalanche, and intraband transitions of highly 
energetic carriers. The fact that breakdown takes place 
in spots or localized regions suggests that nonuniformi-
ties of some kind are important. By comparison of the 
light emission patterns and etch pit patterns that reveal 
dislocations, it has been shown that the avalanche 
breakdown takes place preferentially where dislocations 
pass through a junction [55]. The noise that accom-
panies the onset of breakdown has been attributed to 
instability of the breakdown [51]. At a value of voltage 
across the junction that just causes breakdown in some 
particular region the region carries current intermit-
tently, i.e., it is continuously switching in and out of the 
breakdown condition. At higher voltages the breakdown 
in this particular region becomes stable, but regions for 
which the breakdown voltage has just been reached are 
in the unstable condition. 
Very narrow junctions formed in highly doped silicon 

by diffusion were studied by Chynoweth and McKay 
[56]. They estimated that the junction widths were as 
little as 400 Angstroms. The reverse currents in such 
junctions are not sharply divided into an approximately 
constant saturation-current region at low voltage and 
a steep rise at the breakdown voltage; typically they 
start curving upward at almost zero voltage and make 
a smooth transition into a more rapid rise. A current-
voltage characteristic of this type is called "soft," while 
one like that of Fig. 8 in I is called "hard." The effects 
associated with breakdown in these junctions are rather 
different from those previously described. Light emis-
sion is observed, but it'is more uniform over the area of 
the junction. No noise was found to be associated with 
the onset of breakdown. Also, the change with tempera-
ture of the current-voltage characteristic is different 
from what is observed for the avalanche breakdown. 
From such facts and others, it was concluded that the 
Zeiler effect is the cause of breakdown in these very 
narrow junctions [56]. It was also demonstrated that 
Zener emission is taking place in these junctions at 
voltages below the breakdown voltage, in fact from zero 
voltage on up. This is indicated by the fact that a large 
decrease in temperature resulted in a relatively small 
change in the magnitude of the low-voltage reverse 
currents. This indicates that the carriers responsible for 
the current flow at voltages below breakdown are not 
thermally generated, but rather are due to Zener emis-
sion. It was concluded that the built-in field in these 
junctions is sufficient to cause Zener emission even at 
zero applied bias. The softness of the current-voltage 
characteristic of these junctions has been attributed to 
the nonuniformity of the field in the junction [56], 
and to space-charge effects, among other things. The 
latter, of course, are less important in avalanche break-

down where both electrons and holes are present. Non-
uniformity of the field in the junction makes it impossi-
ble to determine with any certainty the minimum field 
necessary for Zener emission. Chynoweth and McKay 
speculated that it may be as low as 6 X105 volts/cm. 
Even in the very narrow junctions where Zener emis-

sion is dominant, some multiplication of injected car-
riers is observed at reverse potentials of a couple of 
volts. Application of reverse voltage widens the junc-
tion, of course, and increases the probable number of 
ionizing collisions within the junction. It therefore 
would be expected that multiplication of the Zener-
emitted electrons would occur at high enough reverse 
voltage across the junction, and evidence for this has 
been found [56]. 
From the work of Chynoweth and McKay, the fol-

lowing picture emerges for silicon. For junctions with a 
reverse breakdown voltage below about 7 volts the 
process that mainly determines the reverse character-
istic is Zeller emission. For junctions with a reverse 
breakdown voltage above about 40 volts, it is the ava-
lanche process that causes breakdown, specifically by 
multiplication of the thermally excited carriers which 
constitute, at lower voltages, the saturation current. 
For junctions with breakdown voltages in between 7 and 
40 volts it is common to find that both processes are im-
portant in determining the reverse characteristic. Typi-
cally, the Zener emission may dominate at low reverse 
voltage, the current rising slowly with voltage. Then at 
some value of voltage the current increases rapidly with 
voltage, leading into the sharp vertical rise character-
istic of the avalanche process. In this case, multiplica-
tion of the Zener-emitted electrons as well as of the 
thermally generated carriers is occurring. 
The occurrence of Zener emission in very narrow 

germanium junctions has been suggested by Esaki to 
explain an anomalous current-voltage characteristic 
found there [57]. 

Observation of avalanche breakdown has been re-
ported also for homogeneous material, in particular, an 
n-type germanium specimen [58]. The electric field in-
tensity at which it occurred was 6X104 volts/cm. Evi-
dence that the avalanche occurs in the high field of a 
point contact on germanium also has been presented 
[58]. A related effect, ionization of neutral donors and 
acceptors by impact of fast electrons or holes, has been 
observed [59]. This, of course, can take place only at 
temperatures low enough so that the impurities are not 
thermally ionized. 

EFFECTS ARISING FROM IMPURITIES AND DEFECTS 

A wealth of information has been accumulated on 
effects related to the addition of impurities to ger-
manium and silicon. This includes distribution or segre-
gation coefficients, solubilities, diffusion constants, 
energy levels provided for electrons in the forbidden 
gap, capture cross section of these energy levels, etc. 
The following discussion of effects of impurities is con-
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fined mainly to the topic of the energy levels, since these 
have the most direct influence on the electrical proper-
ties of the materials. Information on the first three 
topics can be obtained in comprehensive review articles 
by Burton [60], Dunlap [61], and Hannay [62], and 
frequently in the references given for the energy levels 
of the different impurities. 

It is well known that germanium and silicon speci-
mens can undergo large changes in resistivity and life-
time when they are heated and cooled. These changes 
present a complex problem because both impurities and 
lattice defects are influencing factors. Nevertheless, 
considerable progress has been made in understanding 
them, and this is summarized in the subsection on heat 
treatment effects. 

Energy Levels in the Forbidden Gap 

The current information on energy levels provided by 
impurities in germanium and silicon is summarized in 
Figs. 7 and 8, respectively, where the levels are shown 
in their relative position in the energy gap. The arrange-
ment of elements from left to right more or less follows 
that in the periodic chart. Donor or acceptor nature, 
where determined, is indicated in parentheses. Below 
the center of the gap the numbers indicate energy rela-
tive to the valence band; above the center, energy rela-
tive to the conduction band. The energies given are 
characteristic of small concentrations of the impurities. 
At high enough concentrations these levels broaden, and 
the bands that arise from the shallow levels may over-
lap the conduction band, in which case the activation 
energy is zero. 
We shall first consider impurity levels in germanium. 

Here, despite the wide variety of doping elements on 
which data are available, the number and type of levels 
provided by a particular element are given almost en-
tirely by a few simple rules. Basic to these is the type of 
position the impurity occupies in the lattice. There are 
two ways in which an impurity atom may go into an 
otherwise perfect germanium or silicon lattice. It can 
substitute for a lattice atom, or it can occupy a site not 
normally occupied by a lattice atom, i.e., an interstitial 
site. All of the levels shown in Fig. 7 except that of Li 
and the donor level of Au are explainable on the hy-
potheses that the impurity goes into the lattice substitu-
tionally, and that there is a tendency for the substitu-
tional atom to form covalent or electron-pair bonds with 
the four nearest-neighbor lattice atoms just as a germa-
nium (or silicon) atom would do in this position. Germa-
nium (or silicon) has four valence electrons, each going 
into one of the four bonds. It then follows from the above 
hypotheses that elements of the third column of the 
periodic table with three valence electrons-B, Al, Ga, 
In, Tl-can accept one electron, Zn and Cd in column 
II provide two acceptor levels, while Cu, Ag, and Au in 
column I are triple acceptors. On the other side of the 
periodic chart P, As, Sb, and Bi, with one electron more 
than is required to complete the bonds, can donate one 
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Fig. 7-Energy levels of impurities in germanium. For levels above 
the dashed line (gap center), energy is measured from the conduc-
tion band; for levels below, from the valence band. The sources 
for this information are as follows: Li [65]; Cu, Au [67] (this paper 
contains references to many other authors who contributed to 
this work); Ag [109]; Zn, Pt [110], [111]; Cd [112]; B, Al, Ga, In, 
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value obtained by optical measurements (long wavelength photo-
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Bi-F. J. Morin, private communication quoted in [62]; TI [77]; 
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electron. The transition elements Mn, Fe, Co, Ni, with 
two 4s electrons in the outer shell, act as double accep-
tors. The incomplete d shell apparently plays no part. 
In the case of platinum, with one 6s electron, only two 
acceptor levels have been reported. On the basis of the 
hypotheses presented above, a third should be found. 
The one case involving a substitutional impurity that 
does not fit these hypotheses is that of the donor level 
of Au. When the Fermi level is low enough, the Au atom 
can lose its single valence electron to assume a noble gas 
configuration. 

It may be worth emphasizing a point concerning the 
meaning of the energy levels for the cases where several 
acceptor levels belong to a given impurity. This can be 
done conveniently by using the case of zinc, a double 
acceptor, for illustration. The lower zinc level is defined 
by placing an electron on a neutral zinc atom, the upper 
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zinc level by placing an electron on a zinc ion with a 
single negative charge. Thus, if a neutral zinc atom 
were put into the lattice only the lower level would exist 
and an electron from the conduction band or another 
impurity atom would have to fall into the lower zinc 
level. Once this level was occupied, a second electron 
could not fall into it, but would have to fall into the 
upper level. 
Some of the other column IV elements, e.g., C [61], 

Si [63], Sn [64], have been found in or deliberately added 
to germanium in very large concentrations with appar-
ently little electrical effect. The absence of donor or 
acceptor activity of these elements could be explained 
by the two hypotheses presented above. In the cases of 
Si and Sn there is experimental evidence for a substitu-
tional position in the lattice. Experimental evidence on 
this point however, is lacking for C, and this case might 
be more complicated. 
The donor behavior of Li is explainable on the basis 

of an interstitial position in the lattice. By releasing its 
one electron, Li attains the noble gas configuration. 
There is some additional evidence for an interstitial 
position in the large diffusion rate of Li in germanium 
and silicon, which suggests interstitial diffusion [65]. It 
should be pointed out, however, that a given impurity 
can occupy more than one type of position in the lattice. 
Copper and nickel, for example, have large diffusion 
rates but, as has been seen, provide energy levels con-
sistent with a substitutional position in the lattice. To 
explain this and other features of their diffusion, it has 
been postulated that these impurities are present at 
both types of positions and that the relative number in 
each is a function of temperature [66]. This is discussed 
further in the next subsection. It might be noted that 
donor behavior of interstitial copper has been looked for 
but not found [67]. 
Hydrogen and oxygen can be present in single crystals 

of germanium at concentrations as high as 10"/cc [68]. 
They also do not appear to affect the electrical proper-
ties, including lifetime, in any way. Hydrogen, like 
lithium, may occupy an interstitial position in the lat-
tice. A possible explanation for its inactivity in such a 
position is taken up later. It is also possible that the 
hydrogen and oxygen are present in the crystal as 
molecular H20 [68]. In the case of oxygen, however, 
there is evidence that at least some of it is present in 
the germanium lattice in an interstitial solid solution 
of the sort discussed below in detail for silicon [69]. This 
model also predicts no effect of oxygen on the electrical 
properties. 
We consider now impurity levels in silicon. The simple 

considerations applied previously explain the single ac-

ceptor action of the column III elements, and single 
donor action of the column V elements and lithium. 
Beyond this, however, they do not do quite as well for 
silicon as they did for germanium. Zinc is the only ele-
ment that has been found, up to the present, to show 
double acceptor action. In gold-doped samples the 

lowest level is a donor as in germanium, but a search 
for acceptor levels has revealed only one. These two 
levels are relatively much higher in the gap than the 
two lowest gold levels in germanium, and it has been 
postulated that the other two acceptor levels are shifted 
so high in silicon as to be in the conduction band, where 
they could not be detected [70]. Copper is similar to 
gold in showing one donor and one acceptor level. In 
this case, however, no search has been reported for 
additional acceptor levels, presumably because of the 
low and uncontrollable solubility of copper in silicon. 
Manganese and iron are donors, rather than acceptors 
as in germanium. This might result from an interstitial 
position in the lattice, and there is evidence for this in 
the rapid diffusion observed for these elements. Diffu-
sion experiments with iron indicate that it may exist 
in the lattice in two forms with different diffusion rates, 
reminiscent of the case of copper in germanium. An addi-
tional peculiarity of iron-doped silicon is the fact that 
the 0.40 donor level changes after standing at room 
temperature for about a month to 0.55 ev [71]. This 
conversion is not understood. 

In the foregoing discussion we have assumed explicitly 
that the impurity atom went into an otherwise perfect 
lattice, and implicitly that the individual impurity 
atoms acted independently of each other. If these as-
sumptions are dropped, the different ways an impurity 
atom can go into the lattice increase tremendously 
beyond the two simple possibilities envisaged before. 
One case of interest here is that of oxygen in silicon, 
where the position of an oxygen atom may be correlated 
with those of other oxygen atoms in the lattice. This 
case is detailed in the next subsection. Another case of 
interest here is that of a second type of impurity put 
into a sample already doped with one type of impurity. 
A system in which these effects can be studied in a 

.straightforward manner is one in which a rapidly dif-
fusing ion is added to a specimen already containing 
relatively immobile impurity ions [72]. One such system 
is that of lithium diffused into gallium-doped germa-
nium. Except at the very lowest temperatures, lithium is 
present as a positive ion while gallium is a negative ion. 
Coulomb attraction can then cause the more mobile 
lithium ion to take up an interstitial position adjacent 
to a gallium ion. Formation of such ion pairs will affect 
many of the properties of the impurity and the crystal, 
notably the diffusion rate, mobility of free carriers and 
energy levels provided for electrons and holes. These and 
related effects have been studied by Reiss, Fuller, and 
Morin [72]. The ion pair formed of a donor and accep-
tor, being a dipole, will have very little attraction for 
either an electron or hole, and will therefore provide 

levels very close to the conduction band or valence band, 
respectively. The original acceptor levels, e.g. the gal-

lium levels in the system referred to, should be simply 
removed by the pairing, and this has been experi-
mentally verified by analysis of Hall data. Another set 
of systems studied involves zinc, which is also a rapidly 
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diffusing impurity, combined with various of the column 
III acceptors in silicon [73]. It is found that introduc-
tion of zinc into these materials causes the level of the 
original acceptor to disappear, while the new shallow 
levels in Fig. 8 appear. The latter have about the same 
concentration as the original acceptor levels. These fea-
tures, combined with determination of donor and accep-
tor concentrations, have been taken as evidence that the 
new levels are due to a complex formed between zinc and 
the original acceptor. In a more detailed model suggested 
for this complex, zinc is in a lattice site adjacent to that 
of the negatively-charged acceptor, and bonded to it, as 
well as to one of the neighboring silicon atoms, co-
valently [73]. This has a net negative charge and can 
bind a hole. The formation of ion pairs and triplets 
between lithium and zinc in germanium has also been 
studied [74]. In this case pairing of Li + and Zn- ap-
pears to result in a single new acceptor level with an 
activation energy of 0.01 ev. It is clear that there are 
many more interesting effects arising from interaction 
of impurities to be explored. An intriguing application 
suggested for these effects is the use of doping to elimi-
nate undesirable levels, such as trapping levels, from 
the forbidden gap [72]. 
We shall now take a more detailed look at the nature 

of the impurity levels in order to understand in a quali-
tative way the differences in depth. When a column III 
or V atom substitutes for a germanium or silicon atom, 
it must acquire one negative or positive charge to prop-
erly complete the valence bonds around it. With this 
one net charge it can bind a hole or electron, respec-
tively. Because of the large dielectric constant of ger-
manium or silicon, however, the electrostatic attraction 
is greatly weakened and the hole or electron is on the 
average several atoms away. It is then for many pur-
poses a fair approximation to think of the system of 
impurity ion plus bound charge as a hydrogen atom in 
a homogeneous medium characterized by the dielectric 
constant K of germanium or silicon and appropriate 
effective mass for electrons and holes [75]. This model 
assumes a single, isotropic mass, and so is clearly based 
on the simple model of the band structure. It is clear, 
for example, that with an anisotropic effective mass of 
the type shown for the conduction band in germanium 
and silicon, the wave function of an electron bound to 
a donor ion will be anisotropic. In the directions for 
which the mass is smaller, the average distance from the 
donor ion will be larger. The hydrogen model predicts 
an activation or ionization energy equal to that of 
hydrogen, 13.6 ev, divided by K2 and multiplied by 
m/mo. The factor K2 arises because the electrostatic at-
traction is decreased by a factor K, which in turn in-
creases the radius of the orbit by a factor K. What to 
put in for m/mo on this model is not clear because, of 
course, the model is not correct. Nevertheless, if average 
masses of some sort are put in, this model predicts an 
activation energy fairly close to what is observed for the 
column III and V impurities in germanium and silicon. 

It cannot be relied on, however, to give correctly such 
information as intervals between ground state and 
excited states or degeneracies of states [76]. 

Differences in activation energy between the different 
elements of a column arise from the fact that the bound 
charge, of course, does spend some time in the immedi-
ate neighborhood of the impurity ion and therefore is 
affected to some extent by the properties of the particu-
lar ion. These differences are smaller in germanium than 
in silicon because the larger dielectric constant and 
smaller effective masses result in larger orbits. In the 
case of acceptors there is an additional source of dif-
ferences im that ionization involves substituting a Ge-
or Si-acceptor bond for a Ge-Ge or Si-Si bond. The sharp 
increase in binding energy observed in going from gal-
lium to indium in silicon has been correlated with a 
similar increase in the bonding energies involved [77]. 

It is a reasonable guess that a hydrogen model would 
work well also for lithium in germanium and silicon. 
Here the valence bonds are not involved, since lithium 
is interstitial, but of course the lithium atom already 
has the structure of one electron attracted by a core 
with a positive charge. Thus it is understandable that 
lithium should have approximately the same ionization 
energy as the column V donors. It should be remem-
bered, however, that an interstitial position is presumed 
to be correlated with electrical inactivity for hydrogen, 
which of course has similar structure. To explain this 
difference it has been suggested that the small size of 
hydrogen enables it to fit into an interstitial cavity 
without experiencing the effect of the high dielectric 
constant [78]. 

Elements from other columns of the periodic chart 
in general provide more than one energy level, and thus 
acquire more than one charge. This greater net charge 
means that a bound hole or electron spends much more 
time near the parent ion with two consequences: deeper-
lying levels or greater activation energies, and greater 
differences between different impurities, even when they 
are in the same column of the periodic chart. It is satis-
fying, however, that silver, which lies between copper 
and gold in column I of the periodic chart, provides 
levels intermediate between those of copper and gold. 
Unlike the case of the hydrogen-like impurities, almost 
no theoretical work has been reported that would ex-
plain in detail the positions of any of these deeper-lying 
levels. 

Effects of Heat Treatment 

Changes in the electrical properties of a sample on 
heat treatment can result from changes in impurity 
concentration or state of dispersion of impurities. They 
also can result from changes in concentration or state of 
dispersion of defects in the lattice other than impurities. 
The basic defects are missing lattice atoms or vacancies, 
interstitial lattice atoms, and dislocations. Changes in 
the number and distribution of dislocations can take 
place during heat treatment, particularly if plastic de-
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formation is allowed to occur. There is no reason to 
believe, however, that dislocations are of primary im-
portance in most of the phenomena to be discussed in 
this section. Vacancies and interstitials occur naturally 
in a crystal, with equilibrium concentrations that in-
crease exponentially with increasing temperature. If a 
crystal is cooled rapidly, or quenched, from high tem-
perature, excess vacancies and interstitials may be 
frozen in. Theory indicates that the vacancies will act 
as acceptors and interstitials as donors [79]. Bombard-
ment experiments tend to bear this out. A somewhat 
similar situation, as regards dependence of solubility on 
temperature, exists for many of the impurities in ger-
manium and silicon, for example, copper, lithium, and 
gold. Their solubility has a maximum at high tempera-
ture and decreases as the temperature goes down [60]. 
Thus again, if the impurity is dissolved, i.e., in atomic 
dispersion, in the crystal at high temperature, quenching 
may freeze this state in. In both cases, heating at a 
temperature lower than that from which the sample 
was quenched but high enough for the defect or im-
purity to be mobile will cause a change in the state of 
dispersion. This in turn may cause a change in the energy 
levels provided in the forbidden gap. How rapidly these 
changes occur, and just what the new state of dispersion 
is, depend again on the detailed nature of the defects 
present in the sample. For example, the presence of a 
high dislocation density in germanium samples has been 
found to greatly speed the precipitation of copper [80]. 
Also, excess copper has been observed to precipitate 
along dislocation lines in silicon [81]. This brief general 
discussion should serve to indicate the complexity of the 
problem of changes on heat treatment. Despite this, 
some features are now well understood, and we shall 
dwell on these in the remainder of this section. 

It was found early that acceptor centers are intro-
duced into germanium when it is heated at tempera-
tures greater than 500°C and quenched. The concentra-
tion of these centers was usually in the range 10" to 10" 
per cm', becoming higher as the heating temperature 
increased. Lifetime was also found to deteriorate greatly 
as a result of quenching. The effect on resistivity and 
part of the effect on lifetime could be wiped out by pro-
longed heating at about 500°C [82]. This thermal con-
version could be accounted for, in principle, by the 
introduction of lattice defects or impurities. It now is 
generally accepted that the effect is mainly produced 
by copper [83]. Apparently, unless special precautions 
are taken, copper is usually present as a surface con-
taminant, and the heating causes it to diffuse into the 
bulk. In one set of experiments it was established that 
the diffusion rate [84], solid solubility, and energy 
levels [85] of copper are, within experimental error, 
those observed for the thermal acceptors. More con-
clusive, however, is a later set of experiments in which 
copper was substantially eliminated from samples by 
prolonged heating in high vacuum [86] or chemical 
treatment [87]. Upon heating and quenching after such 

elimination it was found that greatly reduced numbers 
of acceptors were introduced. The concentration was 

considerably higher, however, than could be accounted 
for by the copper remaining in the sample. By quenching 
rapidly from almost the melting temperature a maxi-
mum of about 10" per cm' could be introduced [87], 
[88]. This number falls off rapidly with the temperature 
from which the sample is quenched because the activa-
tion energy associated with the formation process is 2 
ev. A rapid quench seems necessary to freeze in an ap-
preciable number. It has been estimated that a concen-
tration of less than 6 X10" per cm3 of such acceptors is 
to be expected in the usual pulled or zone-grown crystal 
[89]. 
Some controversy still remains as to the nature of 

these residual acceptors, and indeed as to whether those 
seen by different observers are the same [90]. The view 
that has most support is that they are lattice defects. A 
study of their annealing rates as a function of tempera-
ture reveals some unusual properties [88]. At tempera-
tures above 600°C the acceptor concentration drops 
very rapidly at first, and then much more slowly with 
annealing time. Below about 500°C, the acceptor con-
centration is found to increase before it decreases. On 
the basis of these properties, Mayburg suggested that 
the defects are vacancies and interstitials present in 
equal number [88]. Letaw, however, presented argu-
ments for identifying the defects as vacancies and 
ascribed the complications on annealing to the forma-
tion of divacancies and vacancy clusters of higher order 
[90]. In this picture, the increase in acceptor concentra-
tion with annealing is attributed to additional acceptor 
levels arising from formation of a divacancy. 
Heat treatment of silicon was found also to affect 

profoundly resistivity, lifetime, and trap concentrations. 
Here, too, there are indications of different effects, i.e., 
effects of different origin. Most of the following discus-
sion is based on one very commonly found set of effects 
that has had considerable study. These differ from those 
in germanium in that quenching from elevated tem-
peratures tends to make the material n-type rather than 
p-type. Also, they appear more dependent on the pa-
rameters of crystal growth [91]. The samples showing 
the largest effects are from pulled crystals rotated during 
growth. Unrotated pulled crystals are much less 
affected, and samples produced by the floating zone 
technique [92] apparently are not affected at all. In the 
pulled, rotated samples heating in the temperature 
range 350°-500°C can result in the introduction of as 
many as 5 X10" donors per cm' [91]. These donor 
states can be removed by heating at temperatures 
above 500°C, and in only a few minutes by heating at 
1100°C. Heating the sample for a longer period (e.g., 
20 hours) at 1100°C "stabilizes" it in the sense that the 
rate of change of resistivity on subsequent heating at 
450°C is markedly reduced [91]. This stabilization can 
be erased by heating for a time at 1300-1400°C and 
cooling rapidly. 
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As mentioned previously, it now has been shown that 
these effects are related to the presence of oxygen in the 
crystals. The first development along this line was the 
discovery that the commonly observed infrared absorp-
tion peak at 9 microns in silicon [93] is correlated with 
oxygen content of the specimens [69]. This absorption 
was found to be very much stronger in crystals pulled 
from a crucible than in those produced by the floating 
zone technique. Analysis by vacuum fusion revealed 
concentrations of oxygen up to 10 18/cm3 in pulled crys-
tals, at least one hundred times less in the floating zone 
crystals. The source of this oxygen was presumed to be 
the quartz crucible in which silicon crystals are com-
monly pulled. It was suggested that the oxygen is dis-
persed in the lattice interstitially, each oxygen having 
formed a covalent bond with two neighboring silicon 
atoms. The 9-micron absorption is attributed to the 
stretching vibrations of the Si-0 bonds [69], [94]. 
This model has been confirmed by further study of the 
absorption, including isotopic shifts on substitution of 
0" for 01' [95]. 
The presence of oxygen in the form just described 

does not result in any free electrons or holes. Most of the 
oxygen is apparently in this form in a crystal that has 
undergone no heat treatment beyond what is involved 
in crystal growth. It was discovered subsequently, how-
ever, that the number of donors produced during heat 
treatment around 450°C depends very strongly on oxy-
gen concentration. Specifically, the initial rate of donor 
production on heating at 450°C has been found to be 
proportional to the fourth power of the oxygen concen-
tration in the sample [96]. To explain this dependence, 
Kaiser has speculated that the heating produces clus-
tering of the initially dispersed oxygen into SiO4 com-
plexes, each complex somehow acting as or giving rise 
to a singly or multiply charged donor. 

Prolonged heat treatment at 1000°C was found to 
decrease greatly the 9-micron absorption without de-
creasing the oxygen content of the sample. The rate of 
decrease of the 9-micron absorption was shown to be 
markedly affected by the dislocation density in the 
sample [97]. Such heat treatment was also found to re-
sult in Rayleigh scattering and observation of the 
Tyndall Effect [96]. These effects have been interpreted 
as due to the further clustering of oxygen to form parti-
cles of silicon oxide within the silicon matrix. Initial in-
sensitivity of a sample to a subsequent 450°C heat 
treatment has been attributed to insufficient oxygen 
remaining in solution to produce an appreciable num-
ber of donor states [96]. On this model, prolonged 
heating at 450°C must bring the oxygen back into solu-
tion, for eventually about the same number of donors 
is formed [91]. 
Some objections have been raised to the model sug-

gested by Kaiser [91]. For one thing, it appears to re-
quire a greater mobility of oxygen in the lattice around 
500°C than would be expected by extrapolation of dif-
fusion data for oxygen from higher temperature. There 

seems to be no question, however, about the importance 
of oxygen in these phenomena. The greater effects of 
heat treatment on rotated, as compared with unrotated, 
pulled samples have been correlated with higher oxygen 
contamination of the former [98]. The greater effect of 
heat treatment in the center of the rotated crystals than 
in the skin can be similarly explained. An investigation 
of the way in which oxygen enters and leaves a silicon 
melt, carried out by Kaiser and Keck [99], leads to an 
understanding of these facts and many others. These 
authors have demonstrated that the high oxygen con-
tent of pulled silicon crystals results from the reduction 
of the quartz crucible by the silicon melt. Oxygen also 
leaves the liquid silicon quite readily, however, as 
gaseous SiO. The combination of constant introduction 
of oxygen into the melt at the walls of the crucible and 
the loss of oxygen at the surface can obviously result in 
an inhomogeneous oxygen content of the pulled crystals. 
It is then reasonable, for example, to expect that the 
skin of a pulled crystal will contain less oxygen than the 
center. These authors also studied the effect of varying 
some of the crystal-pulling parameters, such as tempera-
ture, growth rate, and atmosphere. Changes in tempera-
ture during growing were found to produce distinct 
fluctuations in oxygen content. The larger oxygen con-
tent of rotated crystals, they suggest, is due to the 
stirring action of the rotating crystal, which supplies 
oxygen-rich melt to the interface. Variations in oxygen 
content also have been correlated with the growth ring 
pattern and strain pattern, as observed in the snooper-
scope [100] of pulled silicon crystals. 
Oxygen impurities may have an important effect on 

many other properties of silicon crystals. The density 
of storage traps is typically about 10" per cm' in pulled 
rotated crystals, 10 11 per cm' in nonrotated crystals, and 
much less in floating zone specimens [101]. This trend 
parallels that of the oxygen concentration in the sam-
ples. The density of these traps is decreased by heating 
at 1000°C. It has also been suggested that mechanical 
properties of silicon are affected by the presence of oxy-
gen [102]. The rate of chemical etching of silicon 
samples also has been shown to be affected by the pres-
ence of oxygen, dissolved oxygen decreasing it, precipi-
tated oxygen increasing it [103]. 

Despite its obvious importance, oxygen is not respon-
sible for all changes which take place on.heat treatment 
of silicon samples. In a number of samples studied by 
Bemski and Struthers [104], it was found that heating 
to temperatures above 900°C frequently degraded the 
lifetime, this being accompanied sometimes by an in-
increase in resistivity of both n- and p-type samples. 
These effects have been shown to be due to gold, which 
performs here much as copper does in germanium. Ap-
parently, gold is very commonly present as a surface 
contaminant on silicon samples. Having a high diffusion 
constant, it diffuses in rapidly on heating at high tem-
peratures. Like copper in germanium, it can be removed 
by heating in vacuum. Undoubtedly, other impurities 
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and defects play a role in the heat treatment changes 
also, but this has not as yet been established. 
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Correspondence  

Parametric Amplification of the 
Fast Electron Wave* 

The concept of space charge waves in 
electron streams is widely known. Restoring 
forces, generated in velocity modulation 
tubes by space charge fields and in trans-
verse field tubes by the focusing field, pro-
duce a pair of such waves, commonly called 
the slow and the fast wave. Their phase 
velocities are 

WI 
1112= 

WI ± W, 

(U, = velocity of stream; col =signal fre-
quency; co, = resonant frequency correspond-
ing to the restoring mechanism, such as 
plasma frequency or cyclotron frequency). 

Conventional traveling-wave tubes em-
ploy interaction between a circuit and the 
slow electron wave to produce gain. It 
appears to be established' that the noise 
present in this wave cannot be removed. 

On the other hand, noise cancellation is 
possible for the fast electron wave; inter-
action with this wave, unfortunately, does 
not produce gain in conventional devices. 

* Received by the IRE, January 6. 1958. Pre-
sented at the Conference on Electron Tube Research, 
Berkeley, Calif.. June, 1957. 
I H. A. Haus and F. N. H. Robinson, "The mini-

mum noise figure of microwave beam amplifiers." 
PROC. IRE. vol. 43, pp. 981-991; August, 1955. 

It would be of great interest to construct 
a device which employs fast-wave interac-
tion in its input and output sections and in 
which the amplitude of electron motion is 
increased between input and output by 
other means. Such an increase in amplitude 
might be obtained by utilizing an old prin-
ciple which recently has become more widely 
known as parametric amplification. This 
method is based on nonlinear effects. It 
requires an external power source of large 
amplitude, operating at a pumping fre-
quency cos which must be higher than the 
signal frequency col. An auxiliary resonant 
mesh must be provided at the beat fre-
quency co2=coa —col, except in the special 
case where co3=2coc. A thorough discussion 
of this method was given by Manley and 
Rowe.2 

As an example of a fast-wave device to 
which parametric amplification might be 
applied, consider Cuccia's electron coupler3 
(Fig. 1). This is a transverse field device, con-
sisting of two lumped resonant cavities 
through which an electron stream flows; 
a homogeneous magnetic field confines this 
stream, its intensity so chosen that the cy-
clotron frequency equals the signal fre-
quency. A signal applied to the first cavity 

J. M. Manley and H. E. Rowe. "Some general 
properties of nonlinear elements." PROC. IRE, vol. 
44, pp. 904-913; July. 1956. 

3 C. L. Cuccia. "The electron coupler," RCA Rev. 
vol. 10, pp. 270-303; June, 1949. 

I NDI VI DUAL TRAJECTORY 

SNAPSHOT OF BEAM 

Fig. I. 

causes the electrons to spiral outward. They 
reach a maximum radius at the exit of the 
first cavity; at this point, all the signal power 
supplied appears in the form of kinetic 
energy. 

In the second cavity the orbiting elec-
trons induce a current and if the cavity is 
properly loaded, the resulting field causes 
them to spiral inward and give up all their 
energy. 

There is no gain in this device and no 
interchange of energy occurs between the 
transverse signal motion and the longitudi-
nal forward motion. All electrons through-
out the device orbit ill phase; the phase ve-
locity is infinite in accordance with the con-
dition coi =co,. 
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The second cavity absorbs from the 
stream all the available fast-wave signal 
power. The first cavity, properly loaded by 
a resistive source, should similarly absorb 
all the fast-wave noise power, leaving the 
stream quiet. This has been demonstrated 
(Fig. 2). 

SIGNAL 

 NOISE 
(FAST WAVE ONLY) 

Fig. 2. 

A small tube was built, using a strip 
beam of 200 na at 6 volts in a magnetic field 
of about 180 Gauss. The two cavities were 
formed by two pairs of deflection plates, 
each pair having 1-cm length in the direc-
tion of beam travel, 1.5-cm width and 
0.075-cm spacing. The two pairs were 
shielded from each other and tuned external-
ly. Measurements were made at 528 mc. 
A noise minimum was observed when the 

input circuit was carefully tuned and prop-
erly loaded and the magnetic field was cor-
rectly adjusted. Under these conditions 
signal transmission was also best. 

Parametric amplification of the trans-
verse electron motion could be produced by 
applying the pumping signal to an electrode 
system which produces an inhomogeneous 
transverse field across the stream. A fence-
like array of electrodes of alternating polar-
ity meets this purpose. Fig. 3 shows the pro-

OSCILLATOR 

posed arrangement. For greater clarity, the 
fence posts are shown positioned at right 
angles to the direction of beam travel; it 
might be better to arrange them parallel to 
that direction. 

As previously stated, the array must be 
tuned to the beat frequency cot unless the 
pumping frequency co3 is very nearly equal to 
twice the signal frequency col. 

An arrangement of this kind, employing 
parametric amplification between two fast-
wave beam coupling devices, may well result 
in a very low noise figure. 

ROBERT ADLER 
Zenith Radio Corp. 

Chicago, Ill. 

Experimental Characteristics of a 
Microwave Parametric Amplifier 
Using a Semiconductor Diode* 

The purpose of this letter is to report 
our observation of the characteristics of 
a microwave parametric amplifier1-3 which 
we have constructed recently. The ampli-
fier employs a back-biased germanium junc-
tion diode placed between central posts in-
side a rectangular cavity as shown in Fig. 
1. With proper adjustments of the tuning 
screws, the cavity with diode in place can be 
made simultaneously resonant at 3500 mc, 
2300 mc, and 1200 mc. We believe these 
three resonances are the perturbed TE103, 
TE301, and TElot modes of the empty rec-
tangular box. A loop serves to couple into 
the 3500-mc resonance and two probes serve 
to couple in and out of the cavity at either 
the 1200-mc or the 2300-mc resonance. With 
proper adjustment they can be made to 
couple predominantly to the 1200-mc reso-
nance with an insertion loss which depends 
upon diode bias but is typically 4 to 6 db. 

Fig. 1—Cross-section of variable-parameter 
amplifier. 

The diode' which was kindly supplied 
through the Evans Signal Laboratory has a 
low-frequency zero-bias capacitance of 1 ¡Ad 
and a spreading resistance of 5 ohms as 
measured on a standard impedance bridge. 

With a pump power at 3500 mc applied 
to the cavity slightly in excess of 100 mw, 
the device oscillates at both 1200 mc and 
2300 mc either with or without dc diode 
bias. Below this value of pump power, 
amplification can be obtained at either of 
the two frequencies. The majority of our 
measurements have so far been made on the 
operation of the device as an amplifier at 
the lowest of these frequencies using of the 
order of 5 volts diode bias. 

We have been able to obtain net gain up 
to 40 db, although at such high gains the 
amplifier is extremely sensitive to load 
variations since no isolator or circulator is 
employed. Moreover, there is some notice-
able gain variation due to the residual fre-

* Received by the IRE. March 24. 1958. This 
work was performed under a supported joint Services 
research contract N6ONR 225(24) while K. Kotzebue 
held a Bell Telephone Laboratories Fellowship. 
I H. Suhl, "Proposal for a ferromagnetic amplifier 

in the microwave range," Phys. Rev., vol. 106, pp. 
384-385; April 15, 1957. 
I M. E. Hines proposed the use of a semiconductor 

diode as a variable element and reported some experi-
mental results at the Annual Conference on Electron 
Tube Research, Berkeley. Calif.; June, 1957. 

a H. Heffner and G. Wade reported an analysis of 
of the noise figure and gain-bandwidth characteristics 
of the parametric amplifier at the Annual Conference 
on Electron Tube Research. 

This type of diode was developed by A. Uhlir, 
Bell Telephone Laboratories, and has been given the 
number W.E.427A. 

quency modulation of the 3500-mc pump 
generator (a Hewlett-Packard signal gen-
erator followed by a 1 watt TW tube and 
filter). The bandwidth at 19 db gain is 1.0 
mc and follows the predicted relation-gain 
times bandwidth squared equals a constant. 
The saturated power output is approx-
imately 1.5 mw. The dynamic range is over 
100 db. 

Our preliminary measurement of noise 
figure at 16 db gain indicates the noise 
figure is less than 4.8 db. 

H. HEFFNER 
K. KOTZEBUE 

Electronics Labs. 
Stanford University 

Stanford, Calif. 

Noise Figure Measurements on 

Two Types of Variable Reactance 

Amplifiers Using Semiconductor 

Diodes* 

The purpose of this letter is to report ex-
perimental results on low-noise amplification 
at uhf and microwave frequencies by p-n 
junction diodes. Some twelve years have 
passed since amplification by semiconductor 
diodes was first reported' in an experiment 
involving frequency conversion from 10,000 
Inc to 30 mc. The noise figures obtained 
were not encouraging, and the work was dis-
continued. Recent studies 2-4 show that up-
conversion from a low frequency to a high 
frequency is more likely to produce stable, 
low-noise amplification. 

Low-noise performance also has been 
predicted for microwave amplification in-
volving a negative resistance type of diode 
interactions and experimental verification of 
the gain mechanism of such an amplifier has 
been achieved!' 

Measurements which bear out the theo-
retically predicted low-noise performance of 
both the negative resistance amplifier and 
the up-converter are described. The lowest 
noise figures reported here have been ob-
tained using special diffused silicon p-n junc-
tion diodes' having small capacitance and 
very low values of series resistance. Further 
information on the properties and prospec-

* Received by the IRE, April 4, 1958. This work 
was supported in part by the U. S. Army Signal 
Corps. 
I H. C. Torrey and C. A. Whitmer. "Crystal Rec-

tifiers," M.I.T. Rad. Lab. Ser., McGraw-Hill Book 
Co., Inc.. New York, N. Y., vol. 15, ch. 13; 1948. 

A. Uhlir. Jr., "Two-terminal p-n junction de-
vices for frequency conversion and computation," 
PROC. IRE. vol. 44, pp. 1183-1191; September, 1956. 

a "Semiconductor Diodes Yield Converter Gain." 
Bell Labs. Rec. vol. 35, p. 412; October, 1957. 

A. Uhlir, Ir., "Diffused Silicon and Germanium 
Nonlinear Capacitors." presented at the IRE-AIEE 
Semiconductor Device Research Conf.. Boulder. 
Colo.; July. 1957. 
s M. E. Hines, naper submitted for publication. 
« M. E. Hines. "Amplification in Nonlinear Reac-

tance Modulators," presented at the 15th An-
nual Conf. on Electron Tube Research, Berkeley. 
Calif.; June, 1957. 

A. E. Bakanowski, N. G. Cranna, and A. Uhlir. 
Jr., "Diffused Germanium and Silicon Nonlinear 
Capacitor Diodes." presented at the IRE-AIEE Semi-
conductor Device Research Conf.. Boulder. Colo. 
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tive uses of these diodes will be found else-
where.8 

The fundamental power relations for a 
nonlinear (lossless) reactance are summed up 
by a theorem due to Manley and Rowe.° 
When a strong local oscillator or pump of 
frequency f,, and a signal of frequency f. are 
impressed simultaneously on a nonlinear re-
actance, frequencies equal to mf,,-1-nf. are 
produced. If one considers only the signal 
and the two lowest sidebands, fp_. and 1,1.., 
and ignores all of the other higher order 
modulation products, then the power rela-
tion due to Manley and Rowe becomes 

= 0 
f. fp-F. fp—. 

(1) 

where P., Pp ., and P„_. are the powers at 
frequenciesf.,fp+„, and f0... A positive value 
of P denotes power generated by the ampli-
fier, and a negative value denotes power 
absorbed by the amplifier. 

In the simplest version of the up-con-
verter, the circuit is tuned to f. and fp+. 
only, and (1) becomes 

f9-1-• » 
= O. 

J. 
(2) 

Under these conditions P. and have op-
posite signs so that power will be emitted at 
f,,+. when signal power is being supplied at 
f.; furthermore, the emitted power will ex-
ceed the signal power, the power ratio or 
gain being equal to f,+./f.. The relation also 
shows that gain at the signal frequency is 
impossible because the difference in signs 
for P. and P2,+. would require that a positive 
value of P. be accompanied by an even 
larger expenditure of signal power at fi,+.. 

In the simple negative resistance ampli-
fier, on the other hand, the circuit is tuned 
only to f. and its "image" fp_. so that (1) 
becomes 

f. 

Here P. and P„_. have like signs so that 
amplification at the signal frequency does 
not require absorption of signal power at 
another frequency. One therefore can have 
power gain in the ordinary sense that input 
power at f. gives rise to an amplified power 
output at the same frequency. In this 
process, power will necessarily also be 
emitted at f„_.. The amount of gain obtain-
able is limited only by the properties of the 
circuit and obeys a constant gain-band-
width product relation. Gain under these 
conditions may be thought of as a negative 
resistance effect. 

One also can allow all three signals to be 
present. In this case, gain can be obtained as 
a result of a frequency shift as well as from 
negative resistance effects. The general prop-
erties of such an amplifier are analyzed in 
detail in a forthcoming paper.8 

P. P„_. 
(3) 

I A. Uhlir, Jr., The potential of semiconductor 
diodes in high-frequency communications," this issue, 
p.1099. 

J. M. Manley and Ii. E. Rowe, Some general 
properties of nonlinear elements—Part I. General 
energy relations," PROC. IRE. vol. 44, pp. 904-913; 
July, 1956. 

The experimental results previously re-
ported by Hines e were obtained using a point 
contact germanium diode with pump at 
12,350 mc, and amplification was obtained at 
frequencies near 6175 mc. Under certain 
conditions of circuit adjustment, oscillations 
at precisely 6175 mc were also observed. 
These results are in accordance with the 
predictions of (3). Experimental results are 
given on the two types of parametric ampli-
fier discussed above. 

UP-CONVERTER 

An "up-converter" circuit was assembled 
in which the signal is introduced at 460 mc 
and the beating oscillator or "pump" at 
8915 mc. The arrangement is shown sche-
matically in Fig. 1. The output at the upper 
sideband, 9375 mc, was detected by a super-
heterodyne receiver using balanced point-
contact crystals in conventional fashion to 
give a second-stage noise figure of 7 db. In 
typical operation, the up-converter gain was 
9 db and the over-all noise figure, including 
noise from the second stage, was 2.5 ±0.5 db. 
The first-stage (up-converter) noise figure 
was therefore 2 ± 0.5 db, which may also be 
expressed as a "noise temperature" of 170 
+50°K. These measurements were obtained 
by standard noise lamp procedures. The 
over-all noise figure was checked, within the 
indicated accuracy, by using a refrigerated 
input load, and also with a signal generator 
of ±2-db accuracy. About 200 mw of pump 
power was absorbed, but 2 w of incident 
power was used to avoid having to provide a 
good match at the pump frequency. Reason-
ably broad-band amplification is predicted 
by the theory, but has not yet been achieved 
experimentally. 
A particular adjustment of the circuit 

(which has not been reproducible at will) 
gave 21 db of gain and an over-all noise fig-
ure of 1.1 ±0.5 db (87 ± 40°K). Since the 
gain in this case exceeded the frequency ra-
tio, 9375/460, this situation must have in-
volved the lower sideband to a considerable 
extent. 

NEGATIVE RESISTANCE AMPLIFIER 

A negative resistance amplifier was de-
signed to operate near 6 lanc with pump 
power at 11.7 kmc. The experimental setup 
is seen in Fig. 2. Amplification is obtained 
by returning more signal power into the in-
put waveguide of the diode than was inci-
dent there, and a circulator is used to pro-
vide isolation between ingoing and outcom-
ing waves. The circulator also prevents 
thermal noise originating in the load from 
being amplified. 

The gain of the amplifier depends on 
pumping power level as well as on circuit 
adjustment. The pump requirement is sim-
ply one of obtaining a suitable voltage swing 
across the nonlinear capacitance. Hence a 
diode with a high value of Co (where Co is 
the static capacitance of the diode) will re-
quire in general more pump power than one 
with a low value, and a circuit which is high 
Q for the pump will be more efficient than a 
low-Q circuit. The amount of pump power 
used to obtain the results given below was 
between 50 and 500 mw with no special at-
tempt made to optimize the pump circuit. 

ISOLATOR FILTER us ISOLATOR u , 

TTTTT ON CONVERTER 

6KMC 
KLYSTRON 

OUTPUT 
METER 

Fig. 1—Up-converter arrangement. 

12KMC 
KLYSTRON 

PARAMETRIC 
AMPLIFIER 

Fig. 2—Negative resistance amplifier 
arrangement. 

Silicon and germanium diffused p-n 
junction diodes and welded-contact (gold-
bonded) germanium diodes were used. Val-
ues of Co with no dc bias ranged from 0.4 
to 2.85 mmf. The silicon junction diodes 
were usually operated with zero dc bias, but 
a negative bias voltage of from 1 to 1.5 volts 
was applied to the germanium diodes to re-
duce Co to a suitable value for optimum 
amplification. Stable power gains as high as 
45 db were measured at f. =f„12. In general, 
a constant (bandwidth) • (voltage-gain) prod-
uct was obtained as expected. With the cir-
cuit adjusted to give maximum gain of 18 db 
at f.= (f„,2) —10 mc, a bandwidth of 8 mc 
was measured to the 3-db down points. 

The most important measurement to be 
reported for the negative resistance ampli-
fier is its noise figure. Because of the nature 
of the amplification process, noise appears in 
frequency band f. at the output due to: 1) 
input noise at !. which is amplified, 2) input 
noise at f„_. which is converted to f. in the 
amplification process, 3) noise which orig-
inates in the diode at f. and is amplified, and 
4) noise from the diode at f„+. which is con-
verted to f,,_. in the amplification process. 
Because of this generation of "image" fre-
quencies during amplification, the noise per-
formance of this type of amplifier should be 
better for use with a double-sideband signal 
centered at 1'2,12 (i.e., with coherent signal 
frequencies at both f, and h....) than with a 
signal having the same total power but with 
no special symmetry about fp12. Amplifier 
noise figures as low as 3 db for this special 
kind of double-sideband operation have been 
obtained, corresponding to a 6-db noise fig-
ure for ordinary operation. However, note 
that (because of noise source 2) above) when 
the equivalent temperature of the input load 
is decreased, even with ordinary operation 
the added noise becomes less than that of an 
ordinary amplifier having a 6-db noise figure. 
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The most important source of noise in 
the diode is that originating as thermal noise 
in the series resistance, R.. Analysis shows 
that the product q.=-1.R.Co should be mini-
mized for best noise performance, and rea-
sonable correlation between amplifier noise 
figure and q. was obtained indeed for some 
ten diodes tested in the negative resistance 
amplifier. It will be noted that considerably 
lower noise figures have been obtained in the 
400-mc up-modulator than in the 6-kmc 
amplifiers, so that these data provide further 
evidence for the importance of reducing q.. 
They also show that in the up-modulator 
case the noise originating at f,.F. (where 
qi,i4 is much larger than q.) is not very im-
portant in comparison with f. noise, which 
is amplified in the up-conversion process. 

These preliminary experiments have 
shown the feasibility and to some extent the 
practicability of low-noise amplification us-
ing variable capacitance diodes. There is 
little doubt that better circuits will be de-
veloped which will make use of improved 
diodes to produce amplification with noise 
figures significantly lower than those re-
ported here. 

G. F. HERRMANN 
M. HENOHARA 

A. UHLIR, JR. 
Bell Telephone Labs. 
Murray Hill, N. J. 

A Low-Noise Wide-Band Reactance 

Amplifier* 

The object of this letter is to summarize 
the results of a study of a reactance ampli-
fier operated in the sum-frequency mode. 
We define a reactance amplifier generically 
as one in which a periodically varying re-
actance—obtained here by driving a non-
linear capacitor with a local oscillator—is 
used to provide amplification of a relatively 
weak signal. Amplifiers (and also modula-
tors, demodulators, oscillators, harmonic 
and subharmonic generators, and bistable 
stages) of this generic type have a long his-
tory.' Current interest in such amplifiers is 
based principally on the expectation that 
low-noise amplification should be obtainable 
if a nearly ideal reactance is used for the 
essential element.2 Our results indicate that 
very low effective input noise temperatures 
are indeed realizable.' 

In the sum-frequency mode of operation, 
the reactance amplifier constitutes an am-
plifying modulator in which the output is 
derived from a circuit resonant to the sum 

* Received by the IRE, April 4. 1958. 
I A useful general reference is Proc. Symp. Non-

linear Circuit Analysis, April 25-27, 1956, Polytech-
nic Institute of Brooklyn, Brooklyn, N. Y.; 1957. 
Many of the papers included in this reference have 
extensive bibliographies. 

7 A. van der Ziel, "On the mixing properties of 
non-linear condensers," J. Appl. Phys., vol. 19, pp. 
999-1006; November, 1948. 

7 A recently proposed IRE Standard defines effec-
tive input noise temperature as n- (F -1)To, where 
F «« noise factor and Te =290°K. 
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Fig. 1—Setup for measurement of balanced reactance amplifier characteristics. 

of the local oscillator frequency and the 
(usually much lower) signal frequency. The 
amplified output signal is subsequently de-
modulated in a receiver whose input is tuned 
to the sum frequency. This form of reac-
tance amplifier also has been described as a 
noninverting modulator,' as an up-con-
verter,' and as a noninverting conversion 
transducer.' The maximum available power 
gain of the amplifier, obtained with a lossless 
input circuit, is equal to the ratio of sum 
frequency to signal frequency. Thus appreci-
able gain is possible; this is important be-
cause the minimum achievable over-all ef-
fective input noise temperature is set by the 
post-receiver effective input noise tempera-
ture divided by the available gain. The am-
plifier is inherently stable because the real 
part of its input and output admittances is 
positive. Furthermore, its frequency re-
sponse is formally identical with that of 
two tuned circuits coupled by a capacitance, 
so that the overcoupled condition can be 
utilized if desired. For these reasons, high 
gain and wide bandwidth are compatible, in 
contrast with the performance of the nega-
tive conductance forms of reactance ampli-
fier designated as parametric amplifiers." 

To ascertain how closely theoretical per-
formance could be achieved, a low-frequency 
amplifier was set up. The balanced arrange-
ment that was used, shown schematically in 
Fig. 1, is a low-frequency version of the con-
ventional balanced microwave mixer. It has 
the desirable features of ease of tuning, can-
cellation of local oscillator noise, and elim-
ination of local oscillator current through 
the input and output circuits. The essential 

7 J. M. Manley and H. E. Rowe, "Some general 
properties of nonlinear elements—Part I. General en-
ergy relations," PROC. IRE, vol. 44, pp. 904-913; 
July. 1956. 
s A. Uhlir, Jr., "Two-terminal p-es junction devices 

for frequency conversion and computation." PROC. 
IRE. vol. 44, pp. 1183-1191; September, 1956. 

7 C. F. Edwards, "Frequency conversion by means 
of a nonlinear admittance," Bell Sys. Tech. J., vol. 35, 
pp. 1403-1416; November, 1956. 

7 H. Heffner and G. Wade. "Noise, Gain and Band-
width Characteristics of the Variable Parameter 
Amplifier," presented at the Electron Devices Meet-
ing, Washington, D. C.; November 1, 1957. 

7 S. Bloom and K. K. N. Chang, 'Theory of 
parametric amplification using nonlinear reactances." 
RCA Rev., vol. 18. pp. 578-593; December, 1957. 

7 T. J. Bridges, "A parametric electron beam 
amplifier," PROC. IRE, vol. 46, pp. 494-495; Febru-
ary, 1958. 

(11) 
SECOND 
DETECTOR 
CURRENT 

nonlinear reactance element is provided by 
the transition capacitance of a reverse-
biased junction diode.'° Two approximately 
identical commercially available (Hoffman 
1N470) silicon diodes were used in the bal-
anced arrangement. At the low operating 
frequencies for which the amplifier was de-
signed, these diodes provide a nonlinear 
capacitance that is nearly ideal with respect 
to Q and to low reverse current, even at 
room temperature. The amplifier was sup-
plied by a 600-ohm signal generator and 
coupled by an output circuit to the essen-
tially open-circuit input terminals of a cas-
code amplifier. The design was approx-
imately optimized to achieve a minimum 
over-all effective input noise temperature. 

The main performance characteristics 
are listed in Table I. 

TABLE I 

Signal frequency 
Local oscillator frequency 
Output frequency 
Bandwidth, referred to signal frequency 
Available power gain* 
Amplifier effective input noise tempera-

ture* 
Over-all effective input noise tempera-

ture 

1 mc 
20 mc 
21 mc 
10 per cent 
10 db 

30°K 

40°K 

* These values include the degradation of the out-
put circuit, which was included in the measurement 
for convenience. 

The effective input noise temperatures 
in Table I were obtained with diodes and 
circuits operating at room temperature. Sup-
plementary measurements made with the 
input circuit immersed in liquid nitrogen in-
dicate that thermal noise originating in that 
circuit is a large part of the residual noise. 

Extension of this study to higher fre-
quencies is in progress. It is planned to sub-
mit a fuller account of our work at a later 
date. 

We wish to thank A. Barone for helping 
us with the experimental work. 

B. SALZBERG 
E. W. SARD 

Airborne Instruments Lab., Inc. 
Mineola, N. Y. 

Is L. J. Giacoletto and J. O'Connell, "A variable-
capacitance germanium junction diode for uhf," RCA 
Rev., vol. 17, pp. 68-85; March. 1956. 
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Measurement of the Correlation 
Between Flicker Noise Sources in 
Transistors* 

The flicker noise sources in a transistor 
can be represented by a noise emf e, in series 
with the emitter junction and a noise current 
generator i in parallel with the collector 
junction. (See Fig. 1.) According to Fonger's 
theory' of flicker noise in transistors these 
two quantities should be strongly correlated. 
It is the aim of this note to present measure-
ments of this correlation. 

Fig. 1—Flicker noise generators in a junction 
transistor. 

In order to present2 the measurements in 
terms of the quantities e, and i, we put 
e.= e.' +e.", where e.' represents the part of 
e, that is fully correlated with i and e" the 
part of e, that is uncorrelated with ti. If the 
total flicker noise is now represented by an 
equivalent emf eif in series with the emitter, 
we have: 

e." + rb'io (1)iJ 
aoL 

Introducing the flicker noise resistance Re 
by equating: 

e12 = 4kTR„fàf, (la) 

one obtains 

R,,, gri(R. R.. rb'b Rfb)2 

where R. is the source impedance, and 

efi"2 = 4kTRfef; F7a02 = 4kTgibàf; 
a.e.' aoZi 

1?.f — = 
i 

(2) 

(2a) 

Here Rfi is the uncorrelated emitter noise 
resistance, gn the flicker noise conductance 
and Rfe the correlation resistance. Hence, if 
VR,./—Ril is plotted as a function of the 
source impedance R., one should obtain a 
straight line: 

•VRnf — Rfl 

= W(Re+ R.. -I- rb,b+ Rp). (3) 

The straight line intercepts the zero axis at: 

R. = R.. = — + rvb Rf.). (4) 

In the case where e, and i are fully correlated, 
one has R,,=0 and hence 

Vi?7,f = ViTe. -F R.. + rb'b+ RM. (3a) 

* Received by the IRE, March 24, 1958. This work 
was supported by U. S. Signal Corps Contract. 
; W . H. Fonger, "A determination of 1/f noise 

sources in semiconductor diodes and transistors." in 
"Transistors I," RCA Labs., Princeton, N. J., pp. 
239-297; 1956. 
I A. van der Ziel. "Noise in junction transistors," 

this issue, p. 1019. 
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Fig. 3-1/Re vs Rs for a silicon p-n-p transistor. 

Measurements of ReR, have been 
made for several transistors. Each experi-
mental value of Re was obtained by meas-
uring the noise spectrum of the transistor 
with R. as a parameter and then subtracting 
the frequency-independent portion of the 
noise resistance from the total noise resist-
ance at the frequency of interest. 

The results of measurements on a 2N105 
p-n-p germanium transistor are shown on 
Fig. 2; the results of measurements on a sili-
con p-n-p transistor are shown on Fig. 3. The 
fact that these curves are linear indicates 
that Rfl is practically zero, so that the noise 
generators are completely correlated. The 
slope of the curves increases with decreasing 
frequency and with increasing current; this 
is as expected for flicker noise. 

Looking at Fig. 2, both the 10 cps, 1500 
pa and 100 cps, 1500 pa curves intercept the 
R. axis at R.= —230 ohms. When I, was de-
creased to 150 pa the intercept moved to 

—340 ohms. Direct measurement of rel, for 
this transistor gave Tin= 180 ohms. The dif-
ference between this value and the intercept 
is attributed to the term (R.,-I-RM in (4). 

The curves of Fig. 3, measured at Ic 
=150 pa, show R..= —185 ohms. This is also 
the value obtained for nee, by direct meas-
urement. 

The current dependence of R., is well 
known (R.0"--•• 26/4 where I„ is the dc emitter 
current in ma). The current behavior of Rj'e 
is not as well established; the results ex-
pected from Fonger's theory are given by 
van der Zie1.2 

The measurements indicate that the 
quantities e, and i are fully correlated within 
the limit of accuracy of the measurement. 

The author is grateful to Dr. A. van der 
Ziel for suggesting this experiment and for 
much helpful advice. 

EUGENE R. CHENETTE 
Electrical Engineering Dept. 

University of Minnesota 
Minneapolis, Minn. 

On the Effect of Base Resistance 

and Collector-to-Base Overlap on 

the Saturation Voltages of Power 

Transistors* 

A recent note' presented a method of 
measuring collector and emitter resistances. 
This method is an excellent one for transis-
tors having primarily extrinsic base resist-
ance. It is the purpose of this letter to show 
the differences which are observed on tran-
sistors having a relatively large intrinsic 
base resistance, or having an extended col-
lector to base overlap diode shunting the 
base resistance to the collector. 

The case discussed here is recognized by 
the fact that the collector voltage, in the 
saturation region, is clamped to a value just 
below the base driving voltage in a grounded 
emitter circuit.2 Fig. 1 shows the simplified 
lumped equivalent circuit assumed here. 
Emitter and base resistances are those nor-
mally determined from the geometry of the 
transistor. We neglect any additional ex-
trinsic base resistance, as its effect is readily 
added to the base voltage in a more detailed 
analysis. We assume an ideal transistor with 
(external) body resistances RE, RB, and 120 
shunted at the base contact by a base-to-
collector diode D with body resistance RD. 
The actual case of distributed resistances, 
particularly in diffused layer transistors or 
bonded contacts, differs only slightly from 
the results obtained from the lumped model. 

In the practical cases where the base re-
sistance, due to spreading effects or the large 

* Received by the IRE. March 4, 1958. This work 
was supported by the Industrial Mobilization Div., 
U. S. Signal Corps, Contract No. DA-36-039-SC-
72714. 

B. Kulke and S. L. Miller, "Accurate measure-
ment of emitter and collector resistances in tran-
sistors," PROC. IRE, vol. 45, p. 90, January, 1957. 

H. G. Rudenberg and G. Franzen, 'An alloy 
type medium power silicon transistor,' 1957 IRE 
NATIONAL CONVENTION RECORD, pt. 3, pp. 26-31. 
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True Emitter Current IE = IB • ID 

Fig. 1—Equivalent circuit. 

contact spacing, is relatively large, the col-
lector voltage can only drop to a value just 
below the (intrinsic) base voltage referred 
to the emitter. Then the contact overlap 
diode D conducts and clamps the collector 
voltage, so that part of the base input cur-
rent is directed to the collector contact. 

We therefore obtain 

V BE= REIE+VJE-I-Rgi 
= RE(1B+Ic)+VJEA-RB(IB— ID). (1) 

Substituting the nominal current gain of the 
ideal transistor 13 = icliE4 we obtain the rela-
tions 

Is -I-- Ic 

thus leading to 

RB  
VBE VrE -I- (RE (IB -F ic), (3) 

i3 A- 1 

and as Vjg is primarily a function of the 
emitter current (//3-1-/c), we may readily 
test this result for various combinations of 
Ig and /c. Fig. 2 illustrates this result on an 
alloy transistor having negligible emitter 
and collector resistances. Eq. (3) contrasts 
with the case of a transistor without overlap 
diode. (RD= co.) 

(2) 

VBE = VJE -E RE(/B A- /c) A- RB/B. (4) 

It is readily realized that both equations 
agree at full collector current /c = (3/B but 
differ at le <13Is down to /c =0 where (3) 
gives a much lower base voltage, which is 
actually observed. 

Now the collector voltage may be de-
rived from either current path 

VCE = VBE VJD RDID 
OIB — IC  

= V BE — VID RD -1- 1 

At the knee of the saturation curve, the cur-
rent through D is neglible, for /c'.="•_213/B and 
the last term drops out (provided Ro'Rc)• 
This leads directly to VCE VBE VII), and 

(5) 
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Fig. 2—Saturation voltage. 

at low forward currents (I» =0) VjD is of the 
order of 0.2-0.3 volt (germanium) or 0.5-
0.7 volt (silicon). 

Interpretations of measurements taken 
at zero collector current differ considerably 
from the results of Miller. The base resist. 
ance and overlap diode lead to current cir-
culating through the transistor even though 
the external current /c is zero. Here we have 
at /B=0 

VCE = (VJE V.rc) RBIs Rcic 

The choice between (6) and (8) is slight as 
(5) and (7) are equal and are two equations 
for solving the network currents. 

For cases of negligible RD there remains 
an added resistance RB113+1 obtained from 
the same experimental conditions which, in 
the absence of such base resistance, gives 
only Rg. In the example of Fig. 2 the base 
resistance can be directly measured between 
two opposite base tabs, and leads to R6=50 
ohms for both tabs in parallel. It is known 
that RE is less than 0.1 ohm for this unit, so 
that the measured collector saturation re-
sistance of 8.3 ohms is entirely due to the 
base resistance overlap to the collector. 

Similar effects are noted in cases where 
Re or RD are large compared to Ralf), and 
these cases can be calculated from analogous 
derivation. In all the cases where the collec-
tor is only driven into apparent saturation 
by being clamped to the base voltage, the 
storage time is correspondingly reduced to 
the pulse recovery time of the base-to-col-
lector diode. The overlap diode here takes 
the place of an external diode in preventing 
operation in the (true)3 saturation region 
of the transistor. 

H. GUNTHER RUDENBERG 
Transitron Electronic Corp 

Wakefield, Mass. 

= (Vjg — VIE) + REI 13+ Ras  (6) 
-1- 1 

so that the resulting resistance is here 

RE + 1 Re 
0 -I-  

and not just RE as in Miller's case. 
Alternately we may solve from (5) to 

obtain 
Rg  

VCE = (VIE V.rs) + (RE ) 0 +1 IB 

— RDIB (7) 
13 +1 

Here the effective resistance, after subtract-
ing the other junction voltages, is given by 

RB ORD  
± --
0 1 + 1 

(8) 

J. J. Ebers and J. L. Moll, "Large signal be-
havior of junction transistors," PROC. IRE, vol. 42, 

pp. 1761-1772; December, 1956. 

Voltage Feedback and Thermal Re-

sistance in Junction Transistors* 

It is well known that the static charac-
teristics of a transistor only can be used to 
give an approximate value of the transistor 
small signal parameters provided the effects 
of heating, which invariably occur to some 
extent, are kept to negligible proportions. 
However, it is not always appreciated that 
the voltage-feedback characteristic is dom-
inated by thermal effects at all normal 
operating currents of a transistor, and only 
at collector currents of several microamps 
in low-level transistors or a few milliamps in 
power transistors can these effects be ig-
nored. It is the purpose of this note to point 
out that this effect of transistor heating can 
be used conveniently to measure a tran-
sistor's thermal resistance. 

For the measurement of thermal resist-
ance it is necessary to consider the transistor 
in the common-base configuration so that 
emitter current can be held constant. Two 
kinds of feedback may be distinguished 
whose sum represents the total observed 
feedback. Firstly, there is the usual electrical 
feedback resulting from collector space-
charge layer widening and extrinsic base re-
sistance as described by Early.' 

* Received by the IRE, December 30, 1957; re-
vised manuscript received, March 27, 1958. 

1 J. M. Early, "Effect of space charge layer widen-
ing in junction transistors," PROC. IRE, vol. 40. 1313. 
1401-1406; November, 1952. 
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Thus, 

aye' 
h = e (electrical) (1) 

a V.b le.T• 

where T. is the emitter junction temperature. 
Using Early's notation and results, 

kb (electrical) = (rb' rb")g.' (2) 

and if emitter efficiency is unity, 

Tb" r.'/2(1 — a'). (3) 

To a first approximation Tb', the extrinsic 
base resistance, and a' the common-base 
current gain are independent of I., while 
the emitter conductance 1/r.', and e, the 
collector conductance, are proportional to 
it. The variation of kb(electrical) with I. is 
consequently as shown in Fig. 1, curve (a). 

I 

/'•.:51 CEHNUMTt 

OS le 

DXLECTOR CURRENT (mA) 

Fig. 1—The dependence of voltage feedback 
ratio upon emitter current. 

It will be explained later that the optimum 
current for thermal resistance measurement 
is at the point where kb(electrical) changes 
from being constant to being proportional 
to I., that is, where rt.' =rb". 

Secondly there is the thermal feedback. 
In computing its value the electrical feed-
back will temporarily be ignored. 

Thus, 

hrb (thermal) = 
0174 1 

aye an OP 

an OP 
(4) 

where P is the total power dissipated in the 
transistor. Now, since /.ec I„. exp(q V.b/kT) 
and I.,, increases by about 10 per cent per 
degree centigrade, it follows that when I. 
is constant in germanium transistors 

oval 
0.0025 volts/°C. 

aT. (5) 

If it is assumed that in thermal equilib-
rium the emitter junction is at the same 
temperature as the collector junction, then 
an/aP—o, the thermal resistance of the 
transistor. 

Assuming that all the heat is dissipated 
at the collector junction, 

ap al. 
---- T.+ V,,b— ̂ l' , . (6) 

avel ,. aye 

(The signs of the right-hand sides of 
(5) and (6) refer to n-p-n transistors. For 
p-n-p transistors they are both negative.) 

Eq. (4) can now be written 

h,b (thermal) = 0.0025.0.1.. (7) 

The variation of hrb (thermal) is shown 
in Fig. 1, curve (b). 

Since kb (total) =h,b (thermal) +h,,, (elec-
trical) and since for the measurement of 0 
only the thermal feedback is required, it is 
desirable to reduce the electrical feedback 
as far as possible. Above the optimum cur-
rent previously referred to the electrical 
feedback remains a constant and minimum 
fraction of the total feedback-voltage ratio, 
so that measurements of hrb should be made 
within this region. However, since it is the 
change in Ve that is measured, it is desirable 
to change 17.b (and hence Ve) by as much as 
possible; I. therefore should be kept as low 
as possible so that at the maximum value of 
Va,, the transistor rated power dissipation, 
is not exceeded. The value of I. at which 
rb' = rb" often roughly optimises these con-
flicting requirements. 

The time constants of the two kinds of 
voltage feedback are very different. The 
electrical feedback remains constant up to 
at least a few hundred cycles in most tran-
sistors, but the thermal feedback only 
assumes the value given in (7) after sufficient 
time has elapsed for thermal equilibrium to 
be reached, which may be a matter of min-
utes. It is clear therefore that to determine 
o from hns it is necessary to use a dc method 
of measurement. (Typically thermal feed-
back contributes about 10 per cent of the 
modulus of the total feedback at 10 cycles 
per second, whilst at dc it may contribute 
95 per cent). 

The curves given in Fig. 1 are typical 
of a low-level transistor measured at dc. 
They refer to a transistor in which rb' =100 
ohms, a' =0.98, g.' =0.5 pmho when I. 
= I ma and 0=0.4°C/mw. The relative im-
portance of thermal feedback can readily 
be seen. 

The effect also, of course, appears in the 
common emitter configuration, but here the 
thermal feedback ratio is negative although 
the electrical feedback remains positive. The 
characteristics shown in Fig. 2, which are 

à 

4••• c 

im 

• (.,A• 

COLLECTOR-EMITTER 431.940.• 

Fig. 2—Common-emitter voltage 
feedback characteristics. 

taken directly from published data, show 
clearly a negative slope except at the lowest 
current level. Evidently, therefore, these 
curves simply record the heat generated by 
varying the collector voltage and may be 
misinterpreted if this fact is not appreciated. 

J. J. SPARKES 
British Telecommun. Res. 

Taplow Court, 
Taplow, Bucks., England 

Microwave Transients from Ava-
lanching Silicon Diodes* 

During a study of diffused p-n junction 
silicon diodes, it was noticed that in a certain 
range of breakdown current appreciable en-
ergy was being radiated in the 9 kmc region. 
The particular diodes under study were fab-
ricated in a way which results in a maximum 
impurity gradient in the center of the diode, 
with the gradient falling off rapidly away 
from the center. This situation is favorable 
for breakdown occurring in a single point, 
with a resulting single microplasm. This was 
confirmed by observation of a single set of 
pulses which disappear and are replaced by 
steady conduction as current is increased.1 

PULSE COUNT VS BREAKDOWN CURRENT 

e 

e 

4 

°O 

...........,...,..,...___ 

140 160 180 20 20 40 60 80 100 120 
CURRENT IN µA 

Fig. I—Pulse count vs average current. The qualita-
tive shape of this curve shows that the breakdown 
occurs in a single microplasma. 

Fig. 1 shows pulse count vs current, with 
steady conduction setting in at 150 pa. 

It was desired to relate in time the oc-
currence of the pulses and radiation of 9-kmc 
energy. For this purpose, the circuit of Fig. 2 
was arranged and photographs of single 
simultaneous traces on each oscilloscope 
were taken. The 545 oscilloscope recorded 
the occurrence and duration of the current 
pulses and the 517A recorded the output of 
the 9-kmc receiver. 

I 
ire DC BIAS 

M DIODE 

son>›— 

AVEGUIDE 

SYNCH 
PULSE. 

UNES 

5 5 

X BAND 
REG IVES 
9.3 RUC 

SIE 

Fig. 2—Block diagram of circuit used for measure-
ments of current and receiver output. The syn-
chronizing pulse was arranged to give single oscillo-
scope traces which were photographed. The 
different trigger delay of the two oscilloscopes was 
accounted for by placing the same signal on the 
vertical axes and comparing the resulting traces. 

Fig. 3 is a composite tracing taken from 
the oscillograph picture. The traces are re-
arranged in this way to allow the use of the 
same time axis in each case. The simul-
taneity of the turn-on of the current pulse 
and the radiation of energy is beyond doubt. 

The width of the output pulses from the 
receiver is about psec in agreement with 
the receiver bandwidth of about 1 mc. It is 
interesting to note that the turn-off does not 

* Received by the IRE, March 21, 1958. 
K. G. McKay, *Avalanche Breakdown in Sili-

con," Phys. Rev.. vol. 94, p. 877; May, 1954. 
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produce a radiation, indicating that it is 
much slower than the turn-on of the pulses. 
This is an expected result since the turn-off 
time is controlled by passive circuit param-
eters while the turn-on is controlled by the 
low dynamic impedance of the microplasma. 

Fig. 3—Simultaneous oscillograph tracings of diode 
current and output of microwave receiver. The 
dotted curve is the current and shows a slight ini-
tial overshoot. The overshoot as well as the ob-
served rise and fall times are characteristic of the 
measuring circuit. The solid curve is the 9-kmc re-
ceiver output. In every case the pulse rise results 
in a pip from the receiver. 

By comparison with an argon lamp noise 
source, it was determined (for another one 
of the diodes) that the average power at 9 
kmc was 32 db above thermal noise when the 
pulse rate N was 5 x 10' per second. If the 
leading edge of the pulse is a step Ai in cur-
rent, the energy per pulse is 

B(M)2R 

21112 

where R is the effective impedance shunting 
the step, and B is bandwidth. The ratio to 
thermal noise is therefore 

(ài)5RN 

27r2f2kT 

The pulse height for this diode was 400 pa. 
For an effective shunting resistance of 104 
to 104 ohms (the estimated value for the tun-
ing that was used), the calculated ratio of 
average power to thermal power is in the 
range of 20 to 30 db in good agreement with 
the measured value. 

Thus it is a reasonable conclusion that 
the radiated energy is the Fourier com-
ponent in the 9-kmc region. This conclusion 
requires that the current step occur in the 
order of 10-41 or less seconds, which is in 
agreement with previous calculations. 

The authors wish to acknowledge the 
help of Dr. N. G. Cranna, who directed the 
fabrication of the diodes. 

J. L. Mom, 
A. UHLIR, JR. 
B. SENITZKY 

Bell Telephone Labs. 
Murray Hill, N. J. 

A Harmonic Generator by Use of 
the Nonlinear Capacitance of 
Germanium Diode* 

Until recently, silicon diodes have been 
used for the millimeter wave harmonic gen-
erator. The writer used the gold-bonded 
germanium diode as the harmonic generator 
of 48 Gcl from 24 Cc and fairly good results 
were obtained. 

• Received by the IRE, February 3. 1958. 
I Ge —l0' cycles. 

The harmonic generator used in our ex-
periment is of so-called "open guide" type; 
that is to say, where a germanium crystal 
and a gallium doped gold whisker are in di-
rect contact in a 48 Ge waveguide. After the 
whisker is contacted to the crystal, a forming 
voltage is applied to make a gold-bonded 
contact. Then a suitable external negative 
bias voltage must be supplied to the diode in 
order to obtain the maximum harmonic 
power. An output of 1.4 mw at 48 Cc is ob-
tained as the maximum output power at the 
80-mw input of 24 Ge and the best efficiency 
obtained is —15.8 db at 10-mw input 
power. A typical variation of 48 Ge output 
power and diode current vs supplied nega-
tive bias voltage is show in Fig. 1. A remark-
able fact is that the maximum output power 
is obtained in the region where negative 
diode current flows. Fig. 2 shows the voltage-
current characteristic of the diode which is 
used in this experiment. 
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Fig. 1-48 Ge output power and diode current 
vs supplied negative bias voltage. 
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the order of 300 mw without causing any 
noticeable change in the diode character. 
Millimeter wave of several milliwatts in 
power will be obtained if sufficiently higher 
input power is available. 
I wish to thank Y. Nakamura, Dr. B. 

Oguchi, and M. Watanabe of the Electrical 
Communication Laboratory for helpful dis-
cussions and suggestions. 

SHOICHI KITA 
Electrical Communication Lab. 

Nippon Telegraph and 
Telephone Public Corp. 

Tokyo, Japan 

On Junctions Between Semicon-
ductors Having Different 
Energy Gaps* 

Recently there has been some interest in 
the properties of junctions between two 
semiconductors having different energy 
gaps,' such as silicon-germanium alloy of two 
different compositions. In general, the con-
centration of holes and electrons will be dif-

iS ferent on each side of the junction. 
Of course, this is also true of a junction 

between two regions of the same semicon-
ductor, but with different doping densities. 
In that case, however, there is the condition 
that the product of hole and electron density 
be the same on each side of the junction, at 
equilibrium. This result can be considered 
as arising from the compensating effects of 
current due to diffusion and due to the field 
at the junction; the electron current J., for 
instance, is given by 

dn q 
(1) 

dx kT 

4q24e4 +0,6 +05 

V (yorre 

Fig. 2—Voltage-current characteristic of the diode. 

This suggests that the most part of the 
amplitude of 24 Cc wave operates in the re-
verse region of the diode as shown in Fig. 2. 
It is believed, therefore, that the harmonic 
generation is caused by the nonlinearity of 
diode's barrier capacitance, because the 
nonlinearity of the reverse resistance is much 
smaller than that of the forward resistance. 

The diode impedance in 24 Ge was meas-
ured, and it was found that in the forward 
bias region of 0 to 0.6 volt only the resistance 
component varied and in the reverse bias 
region of 0 to —2.0 volts the resistance com-
ponent remained constant, while the react-
ance component varied appreciably. These 
results might support the above-mentioned 
reasoning that the harmonic generation is 
due mainly to the nonlinear barrier capaci-
tance of the germanium diode. 

Another merit of this harmonic generator 
is its large power-handling capacity. This 
diode could withstand the input power of 

and a similar equation for I,. D. is the 
diffusion constant, n the electron density, 
coulombs per unit volume, q the electronic 
charge, E(x) the field, T the temperature. 
If J.= Jp =0, by eliminating E(x) from the 
two resulting equations, one obtains pn 
...constant. Thus, the junction can be de-
scribed in terms of the hole and electron 
densities on each side, and the junction field; 
and the width of the energy gap, which is 
taken as fundamental in some treatments, 
here has disappeared, merely determining, or 
being a statement of, the electron and hole 
concentrations on each side of the junction. 

When the junction is between two differ-
ent semiconductors, one can write 

dn q 
= —E.(x)nl 

dx kT 

dp q 
= Dp E,(x)P1 

kT 

E. and E, are the fields as "seen by" elec-
trons and holes, respectively, and are not 

* Received by the IRE. January 13, 1958. 
I H. Kroemer, ''Quasi-electric and quasi-magnetic 

fields in nonuniform semiconductors," RCA Rev., vol. 
18, pp. 332-342; September. 1957. 
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necessarily the same. In fact, if J. .1", 
one can obtain 

f{Ea,(x)—E.(x))dx=C_+ kT (1m) 

f  

C_ and C+ are constants. It is apparent that 
if pn is different in different places, E, and 
E. will be diffei ent. In fact, the variation in 
pn implies a variation in the width of the 
energy gap, and E, and E. can be interpreted 
in terms of the slope of the lower and upper 
edges of the forbidden band, respectively. 

These influences which are different for 
charges of one sign than for those of the 
other have been called "quasi-electric" 
fields.' They may appear at first sight to be 
something of a very strange or "quantum" 
nature. It may be worthwhile, accordingly, 
to point out that something like this may be 
seen to arise from quite simple and ele-
mentary considerations. 

Suppose that the two kinds of semicon-
ductor have different dielectric constants; in 
general, this will be true. Then a charge ±q, 
near the junction, will experience an image 
force F, given by' 

F = 

.(3) 

1 ) (4) 
471-ei ( -I- 4a2 

el and es being the permittivities of the two 
semiconductors (the charge is in semicon-
ductor 1) and a the distance of the charge 
from the junction. The force is such as to 
drive charges of either sign into the semi-
conductor whose permittivity is greater. 
Thus, this image force could be regarded as 
a "quasi-electric" field, E, and E. being 
equal in magnitude and opposite in sign. 
Thus, effects of this sort can arise on very 
simple classical grounds. It is interesting to 
notice, in this connection, that there is often 
a correlation between dielectric constant and 
energy gap in semiconductors. Fig. 1 shows 
this relation for the series carbon (diamond), 
germanium, silicon, and grey tin. The values 
used are from information believed to be the 
most recent. It is apparent that the energy 
gap decreases with increasing dielectric con-
stant, more or less as the square. This corre-
lation is in the right direction, for one would 
expect carriers to concentrate in the material 
of higher dielectric constant, just as one ex-
pects their density to be greater in the ma-
terial of smaller energy gap. 

Analogous "quasi-magnetic" fields could 
arise similarly.' Consider a charge moving 
parallel to a junction between two semicon-
ductors of different magnetic permeabilities. 
Again there would be an image force, in a 
direction perpendicular to the plane of the 
junction. The force would be in the same 
sense for charge of both signs, just as hap-
pens with an ordinary magnetic field; but, 
since the square of the velocity of the charges 
would enter into the relations, the "quasi-
magnetic" field "seen" by various carriers 
would be proportional to their respective 
mobilities. 

G. P. Harnwell, "Principles of Electricity and 
Electromagnetism," 2nd ed., McGraw-Hill Book 
Co., Inc., New York. N. Y., pp. 72-74; 1949. 

Ge 

Slope ---

Sn 
(Grey) 

(Diamond) 

I I 

1(:) 100 

Dielectric Constant 
Fig. 1—Energy gap Eg vs dielectric constant for sev-

eral semiconductors of similar crystal structure. 
There is approximately an inverse square rela-
tionship. 

In conclusion, there is a point in connec-
tion with all this which it may be interesting 
to consider. Suppose that there is a junction 
between two different semiconductors. The 
one will have a fairly wide energy gap, and 
be (say) n type, for definiteness. The other 
semiconductor will have a quite narrow 
energy gap. Then, as can be seen in Fig. 2, 
the form of the energy zones will be about 
the same whether the material with the 
narrow energy gap is p type, n type, or in-
trinsic. Accordingly, it might as well be in-
trinsic, and junctions of this sort might have 
the generic name e-1+ (extrinsic to super 
intrinsic). This would add another generic 
type of junction to the p-n junction and the 
L-H (low to high doping, such as n to super-
n) junction." 

Fig. 2—Energy band scheme of a particular case of 
an (here an n-1.1.) junction. The Fermi level 
is shown dashed, and the diagram is plotted in 
terms of electron energy, as is usual. 

An n-i+ junction, as shown in Fig. 2, 
might be expected to have some interesting 
properties. For instance, the hole density on 
the i+ side would be greater than that on the 
n side. Accordingly, if the if side is driven 
positive, it will inject holes into the n side. 
This should give a result similar to the for-

J. B. Arthur. A. F. Gibson, and J. B. Gunn, 
"Carrier accumulation in germanium," Proc. Phys. 
Soc. B, vol. 69, pp. 697-704; July, 1956. 

"Current gain at L-Ii junctions 
in germanium." Prot. Phys. Soc. B. vol. 69, pp. 705-
711; July, 1956. 

ward characteristic of a p-n junction. If, on 
the other hand, the i+ region is driven nega-
tive, since the i+ region has a greater density 
of electrons than has the n region, the 
characteristic would be similar to that of an 
n-n.,. junction.' 

It is interesting to think that a contact 
between a metal and a semiconductor might 
be considered as a limiting case of an e-i+ 
junction, the metal being the part, in 
which the energy gap in the i+ material had 
disappeared entirely. Ordinarily, one does 
not think of a metal as an intrinsic material. 
However, for every conduction electron 
above the Fermi level in the metal, there 
should be a vacancy below. While it is not 
suggested that these vacancies take part in 
metallic conduction to any appreciable ex-
tent, they might be able to act like holes to 
the extent of being injected into a contacting 
semiconductor. Certainly, many metal point 
contacts on semiconductors act in the way 
suggested above for e-i+ junctions, and it 
may be interesting to think of the point 
contacts as a special case of these junctions. 

Of course, there may be surface or inter-
face effects, such as barriers, double layers 
of charge, etc., at any junction between two 
different materials. The effects considered 
here would be in addition to any interface 
effects. 

Some of the work on which the discussion 
is based was done when the writer was at the 
National Research Council, Ottawa, Canada. 

H. L. ARMSTRONG 
Pacific Semiconductors, Inc. 

Culver City, Calif. 

Arc Prevention Using P-N Junction 
Reverse Transient* 

In the November issue I found the above 
article' by Miller. 

The survey of literature indicates that 
the method of using semiconducting devices 
for arc suppression has been developed by 
earlier investigators and actual devices have 
been built using this principle. In particular 
I would like to quote the paper by Parrish2 
of the International Rectifier Corporation, 
El Segundo, Calif. This paper discusses in 
great detail the design and theory of arc 
quenching devices by means of germanium 
or selenium diodes. It also contains refer-
ences to previous work in the same field. 
Since Miller does not mention the above 
referenced work, I assume that his duplica-
tion of effort stems from the unawareness of 
similar earlier work. 

BERTHOLD ZARWYN 

Chief Physicist 
Link Aviation, Inc. 
Binghamton, N. Y. 

* Received by the IRE, January 29,1958. 
W. Miller, PROC, IRE, vol. 46, pp. 1546-1547; 

November, 1957. 
F. W. Parrish. "Arc suppression with semicon 

ductor devices," Elec. Mfg., vol. 57. pp. 127-131,344 
346; June, 1956. 
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Improved Keep-Alive Design for 

TR Tubes* 

I was very interested to read the above 
paper by Dr. Gould.' At first glance, his ex-
planation of intermittent crystal failure be-
hind a TR switch appears basically opposed 
to that previously advanced ;2 his mecha-
nism is an anode effect whereas the glow-arc 
transition is essentially a cathode effect. I 
hope, however, to show that his results are 
not inconsistent with our work on this sub-
ject. First it is relevant to summarize the 
evidence in favor of the "cathode effect" 
hypothesis. 

1) If the keep-alive voltage is observed 
on a free running oscilloscope, occasional in-
stabilities are observed which correspond to 
a drop to a few tens of volts. This is fairly 
well established2.3 and has been observed in 
many laboratories. This instability is con-
sistent with the discharge behavior in a 
glow-arc transition. 

2) Initially, with a clean, well-baked as-
sembly, these instabilities do not happen. 
Their occurrence seems to be bound up with 
the formation of an oxide film on the keep-
alive, which typically occurs in the first 100 
hours of life.4 

3) With rhodium keep-alives, no oxide 
films and no instabilities of this type are ob-
served.9 

4) In argon alone' or argon plus hydro-
gen 6 these instabilities do not occur. 

All these results are mainly applicable to 
the "abnormal glow" condition of keep-alive 
discharge. Gould's keep-alives were in the 
"normal glow" condition, where transitions 
from glow to arc are very unlikely to occur.* 
Our experiments with "normal glow" keep-

* Received by the IRE, May 7,1957. 
I L. Gould, PROC. IRE, vol. 45, pp. 530-533; 

April. 1957. 
2 T. J. Bridges. P. O. Hawkins, and D. Walsh, 

"Keep-alive instabilities in a TR switch," PROC. IRE. 
vol. 44, pp. 535-538; April, 1956. 

J. C. French, "Electrode deterioration in trans-
mit-receive tubes," J. Res. Nat. Bur. Stand., vol. 45, 
pp. 310-315; October, 1950. 

4 D. Walsh, A. W. Bright, and T. J. Bridges. 
"Electrode deterioration in keep-alive discharges in 
transmit-receive switches." Brü. J. Ape Phys.. vol. 
7, pp. 31-35; January, 1956. 

5 D. Walsh, "The electron affinity of hydrogen in a 
microwave gas discharge," J. Electronics, vol. I. pp. 
444-448; January, 1956. 

alives were discontinued because of the 
practical success of using two keep-alives in 
the abnormal glow condition. Dr. Gould's 
ingenious solution of the main problem of 
the normal glow keep-alive discharge, 
namely localizing the discharge in the re-
quired position, would be expected to give 
prolonged crystal protection. There is thus 
no scientific disagreement between us. 
I should like to ask three questions on 

points that were not specifically mentioned 
in the article. First, is the low power per-
formance of the TR cell as a function of life 
adversely affected by this arrangement? 
Sputtered (charged) particles follow lines of 
force and thus should be deposited on the 
outside of the cone where their effect on 
matching and insertion loss could be great. 
Second, does the interaction loss change 
very greatly as the water vapor is cleaned 
up? Third, are relaxation oscillations, which 
usually occur at some time with normal glow 
discharges, present or troublesome? 

D. WALSH 
Engineering Lab. 
Oxford University 

Oxford, Eng. 

WWV Standard Frequency 

Transmissions* 

Since October 9, 1957, the NBS radio 
stations WWV and WWVH have been 
maintained as constant as possible with 
respect to atomic frequency standards main-
tained and operated by the Boulder Labora-
tories, NBS. On October 9, 1957, the U.S.A. 
Frequency Standard was 1.4 parts in 109 
high with respect to the frequency derived 
from the UT 2 second (provisional value) 
as determined by the U. S. Naval Observa-
tory. The atomic frequency standards re-
main constant and are known to be con-
stant to 1 part in 109 or better. The broad-
cast frequency can be further corrected 

* Receive. by the IRE. April 16.1958. 

with respect to the U.S.A. Frequency Stand-
ard as indicated in the table below. This 
correction is not with respect to the current 
value of frequency based on UT 2. A minus 
sign indicates that the broadcast frequency 
was low. 

The WWV and WWVH time signals are 
synchronized; however, they may gradually 
depart from UT 2 (mean solar time corrected 
for polar variation and annual fluctuation in 
the rotation of the earth). Corrections are 
determined and published by the U. S. 
Naval Observatory. 
WWV and WWVH time signals are 

maintained in close agreement with UT 2 
by making step adjustments in time of 
precisely plus or minus twenty milliseconds 
on Wednesdays at 1900 UT when necessary; 
no step adjustment was made at WWV and 
WWVH. 

WWV Frequencyt 

1958 March 1500 UT Parts in 103 

2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

-2.6 
-2.6 
-2.7 
-2.8 
-2.9$ 
-2.9 
-2.9 
-3.0 
-3.0 
-3.0 
-3.0 
-2.9 
-2.9 
-2.8 
-2.8 
-2.8 
-2.9 
-3.0 
-3.0 
-3.1 
-3.1 
-3.1 
-3.1 
-3.1 
-3.1 
-3.1 
-2.9 
-2.8 
-2.7 
-2.7 
-2.7 

WWVH frequency is synchronized with that of 
WWV. 

$ Decrel›e in frequency of 0.5 X10-3 at 1900 UT 
at WWV. 

W. D. GEORGE 
Radio Standards Lab. 

Natl. Bur. of Standards 
Boulder, Colo. 
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SM'57) was born in Staten Island, N. Y., on 
December 25, 1924. He received the S.B. 

and S.M. degrees 
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course in electrical 
engineering in 1946 
and the Sc.D. degree 
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From 1946 to 
1951, he worked as a 
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in 1939, the M.S.E.E. in 1940, and the 
Ph.D. in physics in 1942, with thesis work 
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John Bardeen was born in Madison, 
Wis., on May 23, 1908. He received the B.S. 
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toral Fellow at Harvard University and 
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Telephone Laboratories. Since then, he has 
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engineering at the University of Illinois. 
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of the solid state. 
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Nobel Prize in Physics. 
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He received the B.S. degree from Whit-
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For a photograph of Dr. Brattain, see 
page 953 of this issue. 

•:* 

Mason A. Clark (SM'56) was born in 
Ladysmith, Wis., on August 13, 1921. 

Mr. Clark received the B.S. degree in 
electrical engineering in 1947 from North-
western University, Evanston, Ill., and the 
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charges, spectroscopy, and infrared detectors 
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study of ferroelectric 
crystals. In 1954-

1955 he was an instructor in the Physics De-
partment in the evening school of the City 
College of New York. Since 1955 he has been 
a member of the device section of the solid 

R. A. HENLE 

H. W. HENKELS 

state physics group at the Lincoln Labora-
tory, M.I.T., Lexington, Mass., and has been 
working on high frequency devices. 

Mr. Halpern is a member of the Ameri-
can Physical Society and Phi Beta Kappa. 

Herbert W. Henkels (M'53—SM'57) was 
born on August 15, 1922 in Philadelphia, Pa. 
He received the Bachelor's degree in chemi-

cal engineering in 
1943. After naval 
elec tronics training 
and service, he re-
ceived the Ph.D. de-
gree in physics from 
the University of 
Pennsylvania. He 
worked as a research 
associate in the 
Moore School of 
Electrical Engineer-
ing on thermody-
namics of resistors, 

computing machine reading and writing 
problems, selenium semiconductors, recti-
fiers, and photocells. 

He has been with Westinghouse Electric 
Corporation since 1953. In 1955 he was man-
ager of the Semiconductor Engineering Sec-
tion; in 1956, manager of development in the 
Semiconductor Department; and from 1956 
to the present, was manager of advanced de-
velopment in the same department. He is 
currently working on silicon and germanium 
rectifiers and transistors, switches, III—V 
compounds and devices, and long-range de-
velopment liaison. 

Dr. Henkels is a member of AI EE, Sigma 
Tau, Pi Mu Epsilon, and Sigma Xi. 

Robert A. Henle (S'49—A'51—M'57) was 
born in Virginia, Minn., in 1924. He received 
the B.S. degree in electrical engineering from 

the University of 
Minnesota in 1949 
and the M.S.E.E. de-
gree from the same 
university in 1951. 
He joined the Inter-
national Business 
Machines Corpora-
tion in, 1951, as a 
technical engineer in 
a research group con-
cerned with the pos-
sible application of 
transistors to com-

puters. Continuing to work with investiga-
tions of transistor circuits he was placed in 
charge of a transistor servoamplifier project 
in 1955. 

He is now manager of transistor circuit 
development in the Product Development 
Laboratory, Poughkeepsie, N. Y. 

Adolf Herlet was born on August 30, 
1921, in Mettlach, Germany. He re-
ceived the degree of Dipl. phys. from the 
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N. HOLONYAK, JR. 

A. HERLET 

University of Gottingen in 1948, and the 
degree of Dr. rer. nat. from the University of 
Bonn in 1951. 

After he was 
awarded the doctoral 
degree, he became 
associated with the 
Siemens-Schuckert-
werke Aktiengesell-
schaft Laboratory in 
Pretzfeld, West Ger-
many. 

He has been en-
gaged in the theory 
and development of 
semiconductor de-
vices. 

• 

David D. Holmes (A'48—M'55) was born 
in Portland, Me., on August 12, 1926. He 
received the B.S.E.E. degree from the Uni-

versity of Maine in 
1946, and from 1946 
to 1947, was with 
Hazeltine Electron-
ics Corporation, where 
he worked on tele-
vision receiver cir-
cuits. From 1947 to 
1949, he was an in-
structor in electrical 
engineering at the 
University of Ne-
braska. He received 
the S.M.E.E. degree 

from Massachusetts Institute of Technology 
in 1950, following which he joined the techni-
cal staff of RCA Laboratories, Princeton, 
N. J. From 1950 to 1957, Mr. Holmes 
worked in the fields of color television and 
transistor applications. In 1957 he assumed 
his present position of manager, Radio Re-
search Laboratory, RCA Laboratories, with 
activities at Princeton, N. J., and at Rocky 
Point and Riverhead, N. Y. 

Mr. Holmes is a member of Sigma Xi. 

D. D. HOLMES 

Nick Holonyak, Jr. (S'51—A'55) was 
born November 3, 1928 in Zeigler, Ill. He 
received the B.S. in E.E. degree in 1950, 

the M.S. degree in 
1951, and the Ph.D. 
degree in 1954 from 
the University of 
Illinois. While a 
graduate student at 
the University of 
Illinois, he was a 
teaching assistant, a 
research assistant in 
microwave tubes and 
in semiconductors 
and transistors, and 
held the Texas I nstru-

ments Fellowship in transistor physics. He 
joined the transistor development depart-
ment of Bell Telephone Laboratories in 
1954 and worked on diffused-impurity silicon 
devices. He was inducted into the U. S. 
Army in 1955, and served with the Signal 
Corps at Fort Monmouth, N. J., and in 
Japan. Following his discharge from the 

J. E. I WERSEN 

tories, Murray Hill, N. 
high-frequency power 

He is a member of 
cal Society. 

Army, he joined the Advanced Semi-
conductor Laboratory of the General Elec-
tric Company and has been involved in 
studies of power and signal silicon p-n-p-n 
structures. 

Dr. Holonyak is a member of the Ameri-
can Physical Society, Sigma Xi, Eta Kappa 
Nu, Tau Beta Pi, Pi Mu Epsilon, and Phi 
Kappa Phi. 

• 

John E. Iwersen (M'58) was born in New 
York, N. Y., on April 2, 1928. He received 
the B.S. degree in chemistry from Wagner 

College, Staten Is-
land, N. Y., in 1949. 
He then attended 
The Johns Hopkins 
University receiving 
the M.A. and Ph.D. 
degrees in chemistry 
in 1951 and 1955, re-
spectively. 

Since 1955, Dr. 
Iwersen has been a 
member of the tech-
nical staff at Bell 
Telephone Labora-
J., working on silicon 
transistors. 
the American Chemi-

• 

Dietrich A. Jenny, for a photograph and 
biography, please see page 790 of the April, 
1958 issue of PROCEEDINGS. 

• 

Pieter J. W. Jochems was born on 
February 15, 1924 in Nijmegen, The Nether-
lands. During 1942 he was engaged in chemi-

cal work at the "Ny-
ma" factory, and he 
subsequently studied 
radio and television 
engineering. 

Mr. Jochems 
joined the Philips 
Research Laborato-
ries at Eindhoven in 
1945, and since 1948, 
he has been working 
in the transistor pre-

p. J. W. JOCHEBIS development group. 

• 

Frank Keywell was born in Detroit, 
Mich., on March 16, 1923. He received the 
B.A. degree in physics-meteorology from the 
University of California at Los Angeles in 
1944. During World War II, he served with 
the United States Air Force in the fields of 
weather forecasting and aircraft operations. 
He received the M.S. degree in 1951 and the 
Ph.D. degree in 1954 in physics from the 
University of Southern California. His thesis 
work, done under an ON R contract, was re-
lated to high-vacuum sputtering of metals 

J. G. LINVILL 

F. KEYWELL 

due to ion bombardment and a statement of 
the phenomenon in terms of radiation dam-
age in metals. After graduation, he joined 

the Bell Telephone 
Laboratories, Murray 
Hill, N. J., where he 
has done work in the 
field of silicon junc-
tion transistor devel-
opment by means of 
gaseous diffusion tech-
niques. 

Dr. Keywell is a 
member of the Amer-
ican Physical Society 
and Sigma Xi. 

John G. Linvill was born in Missouri in 
1919. He received the A.B. degree in mathe-
matics from William Jewell College in 1941, 

and the S.B., S.M., 
and Sc.D. degrees in 
electrical engineering 
from M.I.T. in 1943, 
1945, and 1949, re-
spectively. 

From 1949 until 
1951, Dr. Linvill was 
assistant professor of 
electrical engineering 
at M.I.T. From 1951 
until 1955, he was a 
member of the tech-
nical staff at the Bell 

Telephone Laboratories, where he did re-
search in transistor circuits. Since 1955, Dr. 
Linvill has been at Stanford University, 
where he is Professor of electrical engineer-
ing and head of the solid-state electronics 
program. 

Dr. Linvill is a member of Sigma Xi and 
Eta Kappa Nu. 

• 

Ian M. Mackintosh (M'57) was born on 
April 20, 1927, in Nottingham, England. He 
received the B.Sc. and Ph.D. degrees from 

the University of 
Nottingham in 1953 
and 1956, respec-
tively. His doctoral 
work was on the 
physical properties of 
intermetallic semi-
conductors. 

He spent several 
years with the Engi-
neering Department 
of the British Post 
Office, engaged in 
communication engi-

neering. In 1956, he joined the technical staff 
of the Bell Telephone Laboratories in Mur-
ray Hill, N. J., where he has been concerned 
primarily with the development of silicon 
switching devices. 

Dr. Mackintosh is the author of several 
publications in the field of intermetallic 
semiconductors. 

He is a member of the British Institution 
of Electrical Engineers. 

I. M. MACKINTOSH 
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G. C. MESSENGER 

O. W. MEMELINIC 

Oscar W. Memelink was born in Blinju, 
Indonesia, on April 11, 1927. He received 
a degree in physical engineering in 1952 

from the Technische 
Hogeschool of Delft. 

From 1952 to 
1955, he was engaged 
in work on photocon-
ducting compounds 
for the Institute of 
Applied Scientific 
Research. Since 1955, 
he has been with 
Philips Research 
Laboratories at Eind-
hoven, The Nether-
lands, where he is 

concerned with transistor physics. 

George C. Messenger (A'53) was born in 
Brattleboro, Vt. on July 20, 1930. He re-
ceived the B.S. degree in physics from 

Worcester Polytechnic 
Institute, Worcester, 
Mass., in 1951 and 
the M.S. degree in 
electrical engineer-
ing from the Univer-
sity of Pennsylvania, 
Philadelphia, Pa., in 
1957. 

Mr. Messenger 
has been a member 
of the Philco Re-
search Division since 
1951. He has worked 

primarily on the design of semiconductor de-
vices, on microwave mixer diodes, and on 
high-frequency transistors. He is currently 
research section manager in charge of sev-
eral areas including transistor development 
and microwave diodes. He has published 
several papers related to these studies. 

Mr. Messenger is a member of the Amer-
¡cal Physical Society. 

John L. Moll (A'51—M'57) was born on 
December 21, 1921, in Wauseon, Ohio. He 
received the B.S. degree in engineering phys-

ics in 1943 and the 
Ph.D. degree in elec-
trical engineering in 
1952 from Ohio State 
U niversity, Colum-
bus, Ohio. 

He was associated 
with the mathemat-
ics department and 
the Research Foun-
dation of Ohio State 
University before 
joining the technical 
staff of Bell Tele-

phone Laboratories, Murray Hill, N. J., in 
1952. There he has been concerned with the 
development and analysis of silicon tran-
sistors and silicon p-n-p-n crosspoints. He 
presently is in charge of a group working on 
solid-state electronics research. 

He has accepted an appointment as asso-
ciate professor of electrical engineering at 
Stanford University, Stanford, Calif., be-
ginning with the Fall, 1958, term. 

Dr. Moll is a member of Sigma Xi. 

J. L. MOLL 

J. A. MORTON 

Jack A. Morton (A'36—SM'53—F'53) was 
born in St. Louis, Mo.,on September 4,1913. 
He received the B.S.E.E. degree from Wayne 

University, Detroit, 
Mich. in 1935 and the 
M.S. degree from the 
University of Michi-
gan, Ann Arbor, 
Mich., in 1936. He 
joined the Bell Tele-
phone Laboratories, 
Murray Hill, N.J. in 
1936 and continued 
with part-time post-
graduate studies at 
Columbia Universi-
ty, New York, N. Y. 

His first work at the Bell Telephone Lab-
oratories was on coaxial cable and micro-
wave-amplifier circuit research. During the 
first part of World War II, he was a member 
of a group engaged in improving the signal-
to-noise performance of radar receivers. Mr. 
Morton later entered vacuum-tube develop-
ment and designed a microwave tube now 
being used in the New York-San Francisco 
microwave system for telephone and televi-
sion transmission. Shortly after the inven-
tion of the transistor, he was placed in charge 
of all developmental work on this and re-
lated semiconductor devices. In 1952, he was 
appointed assistant director of electronic 
apparatus development, including tran-
sistor and related developments, and in Oc-
tober, 1953, director of transistor develop-
ment in charge of all development on 
semiconductor devices. In June, 1955, he 
was named director of device development 
with the over-all responsibility of a large gen-
eral department engaged in fundamental 
development and development for manufac-
ture of electron tubes, solid-state devices, 
and electromechanical and passive devices. 

In the several fields in which he has been 
active, Mr. Morton has been noted for pro-
ducing engineering ideas, practical achieve-
ments, and deeper physical understanding. 
For instance, in his early work, which was 
of electrical circuit engineering nature, he 
pioneered in several directions. He con-
ceived and realized high-frequency trans-
mission measuring methods which exceeded 
the ranges of previously existing means by 
no less than a factor of ten and which were 
widely used for measuring broad-band feed-
back amplifiers for ten years. Later he aided 
the development of the grid-return amplifier 
at microwave frequencies, an achievement 
which was not only interesting scientifically 
but also, by extending the range of early 
radars, had an important effect on the course 
of World War II in the Pacific. 

In 1948 he received an Eta Kappa Nu 
honorable mention award as a nationally 
outstanding young engineer, and in 1951 a 
University Alumni Award from Wayne Uni-
versity. He also received a Distinguished 

H. NELSON 

Alumnus Citation in October, 1953 from the 
University of Michigan. He was awarded the 
degree of Doctor of Science by the Ohio 
State University in 1954. in 1956, he also re-
ceived an honorary degree of Doctor of 
Science from Wayne University. He has 
given some forty-five papers and lectures 
and fifteen patents have been issued in his 
name. 

Dr. Morton is a member of Eta Kappa 
Nu, Alpha Delta Psi, MacKenzie Honor 
Society, Phi Kappa Phi, and Sigma Xi. 

Herbert Nelson received the B.S. degree 
from Hamlin University, St. Paul, Minn., in 
1927, and the M.S. degree in physics from 

the University of 
Minnesota in 1929. 
From 1929 to 1930, 
he was an engineer 
with the Westing-
house Lamp Com-
pany in Bloomfield, 
N. J. He transferred 
to RCA in 1930 and 
was engaged in elec-
tronic research and 
development at the 
Tube Plant in Har-
rison, N. J., until 

1953, when he joined the semiconductor ac-
tivity at the RCA Laboratories in Princeton, 
N. J. 

Mr. Nelson is a member of Sigma Xi and 
of the American Physical Society. 

James T. Nelson was born in Portland, 
Ore., on March 28, 1924. He received the 
B.A. degree in physics from Reed College in 

1950. In 1952 he re-
ceived the M.A. de-
gree and in 1955 the 
Ph.D. degree from 
the University of 
Oregon, where he also 
worked as a research 
fellow on the devel-
opment of a scintilla-
tion counter for the 
detection of soft X 
rays and an investi-

J. T. NELSON gation of the electri-
cal and optical prop-

erties of intermetallic compounds. 
Dr. Nelson became a member of Bell Tel-

ephone Laboratories, Murray Hill, N. J., in 
1955 and has been working on the develop-
ment of a silicon power transistor and dif-
fused base germanium transistors. 

He is a member of Sigma Xi. 

Donald F. Page (A'54) was born in 
Hamilton, Ont., Canada, on July 2, 1929. 
He received the degree of B.Sc. in electrical 
engineering from Queen's University, Kings-
ton, Ontario, in 1951. 

He then was employed by the Canadian 
Defence Research Board in the Electronics 
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D. F. PAGE 

Laboratories, Defence Research Telecom-
munications Establishment, Ottawa. In Oc-
tober, 1954, he registered in the electrical 

engineering depart-
ment of the Imperial 
College of Science 
and Technology, Uni-
versity of London, 
London, England, 
where he received 
the College Diploma 
(DIC) in 1955 for 
work concerning the 
use of transistors in 
superregenerative cir-
cuits. 

He is now a re-
search assistant at Imperial College, on 
leave from the Canadian Defence Research 
Board. 

William J. Pietenpol (M'52) was born on 
July 15, 1921 in Colorado. He received the 
B.S.E.E. degree in 1943 from the University 

of Colorado, Boulder, 
Colo. In 1946 he con-
tinued his study at 
Ohio University, Co-
lumbus, Ohio, where 
he held three fellow-
ships: Eastman Ko-
dak, 1946; Westing-
house, 1947; and 
Research Founda-
tion, 1948. He re-
ceived the Ph. D. de-
gree in December, 
1949. From 1943-

1946, he was employed by RCA, Lancaster, 
Pa., to work on the development of photo-
electric tubes. Since January, 1950, he has 
been with a transistor design group at Bell 
Telephone Laboratories, Murray Hill, N. J. 
Dr. Pietenpol has been primarily concerned 
with the development of the p-n junction 
diodes and grown n-p-n junction transistors. 
In October, 1953, he was appointed transis-
tor development engineer and transferred to 
Allentown, Pa., where he was responsible for 
the development of transistors for manu-
facture. He assumed his present post, di-
rector of development-semiconductor de-
vices, on June 1, 1955. 
A frequent contributor to transistor lit-

erature, he has appeared before numerous 
technical groups to present papers relating 
to his work. 

He is a member of Sigma Xi, Tau Beta 
Pi, and Phi Beta Kappa. 

W. J. PIETENPOL 

Robert L. Pritchard (S'45—A'51—SM'55) 
was born in Irvington, N. J., on September 
8, 1924. He graduated from Brown Uni-
versity, Providence, R. I., in 1946 with the 
B.S. Degree in engineering, and received the 
Ph.D. Degree in acoustics at Harvard Uni-
versity, Cambridge, Mass., in 1950. 

From 1950-1957, he was with the Gen-

R. L. PRITCHARD 

eral Electric Research Laboratory, Schenec-
tady, N. Y., where he was engaged in re-
search on the transistor from an electric-cir-

cuit point of view. 
In 1957, he joined 
Texas Instruments 
Inc., Dallas, Texas, 
where he now is a 
member of the De-
velopment Depart-
ment engaged in 
studying the electric-
circuit properties of 
semiconductor de-
vices. 

Dr. Pritchard is a 
member of the Acous-

tical Society of America, Sigma Xi, and 
Tau Beta Pi. 

Robert H. Rediker (A'53) was born in 
Brooklyn, N. Y. on June 7, 1924. He re-
ceived the B.S. degree in electrical engineer-

ing in 1947 and the 
Ph.D. degree in phys-
ics in 1950 from the 
Massachusetts Insti-
tute of Technology, 
Cambridge, Mass. 

During 1950-1951, 
Dr. Rediker was a re-
search associate in 
cosmic rays in the 
Physics Department 
of M.I.T. In April, 
1951 he became a 
staff member of the 

Lincoln Laboratory, M.I.T., Lexington, 
Mass., where he worked on transistorized 
computer circuits. 

During the academic year 1952-1953, he 
was a research associate at the Physics De-
partment of Indiana University, Blooming-
ton, Ind. Since June, 1953, he has been a staff 
member at Lincoln Laboratory, where he 
now heads the semiconductor device section 
of the solid state physics group. 

Dr. Rediker is a member of the APS and 
Sigma Xi. 

R. H. REDIKER 

Bernard Reich (M'57) was born in New 
York, N. Y. on January 7, 1926. He received 
the B.S. degree in physics from the College 

of the City of New 
York in 1948. From 
1948 to 1954, he did 
graduate work in 
electrical engineering 
and mathematics at 
Rutgers University, 
attending on a part-
time basis. 

Mr. Reich has 
been employed at the 
U. S. Army Signal 
Engineering Labora-
tories since 1948. 

From 1948 to 1954, he served as radiation 

B. REICH 

physicist, and was Radiological Safety Of-
ficer during 1951-1953. At present, he is 
working as chief of the Device Engineering 
Section, Solid-State Devices Branch, Evans 
Signal Laboratory, Belmar, N. J. 

David E. Sawyer (M'55) was born in 
Boston, Mass., on February 6, 1927. He 
served with the U. S. Navy from 1945 to 

1946 and later from 
1950 to 1952. 

He received the 
A.B. degree from 
Clark University, 
Worcester, Mass., in 
1953 and the M.S. 
degree in physics 
from the University 
of Illinois, Urbana, 
Ill., in 1955. 

Since June, 1955, 
he has been a mem-
ber of the device sec-

tion of the solid-state group of Lincoln Lab-
oratory, Massachusetts Institute of Tech-
nology, Lexington, Mass. 

D. E. SAWYER 

William Shockley (SM'51—F'55), one of 
three recipients of the 1956 Nobel Prize in 
Physics for his work on semiconductors and 
discovery of the transistor effect, was born 
in London, England, on February 13, 1910. 
He received the B.S. degree in 1932 from 
the California Institute of Technology. He 
continued his studies at Massachusetts 
Institute of Technology on a teaching fel-
lowship, where he received the Ph.D. degree 
in physics in 1936. 

In September of that year he joined Bell 
Telephone Laboratories, where his work in-
cluded vacuum-tube and electron-multiplier 
design, radar development, solid-state phys-
ics, magnetism, and semiconductors. 

In 1942, Dr. Shockley was assigned to 
Columbia University Division of War Re-
search as Director of Research for the Anti-
Submarine Warfare Operations Research 
Group. In 1944, he became a consultant to 
the Office of the Secretary of War. 

Returning to Bell Telephone Laborato-
ries in 1945, he became director of transistor 
physics, and in collaboration with W. H. 
Brattain and John Bardeen, worked on the 
development of the transistor. 

At present, Dr. Shockley is director of 
the Shockley Semiconductor Laboratory of 
Beckman Instruments, Inc., Mountain 
View, Calif. 

He was awarded the Presidential Medal 
for Merit in 1946 and the Morris Liebmann 
Award in 1952, and in 1951 was elected to 
the National Academy of Sciences. He re-
ceived the honorary degree of Doctor of 
Science from the University of Pennsyl-
vania in 1955 and from Rutgers University 
in 1956. He is a member of the American 
Physical Society, American Academy of 
Arts and Sciences, Tau Beta Pi, and Sigma 
Xi. 

For a photograph of Dr. Shockley, see 
page 954 of this issue. 
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J. P. SPRATT 

E. SPENKE 

F. M. SMITS 

Friedolf M. Smits was born in Stuttgart. 
Germany, on November 10, 1924. He re-
ceived the Dr. rer. nat. from the University 

of Freiburg, Ger-
many, in 1950. From 
1950 to 1954, he was 
a research associate 
at the University of 
Freiburg. In 1954, he 
joined the technical 
staff of Bell Tele-
phone Laboratories, 
Murray Hill, N. J. 
He is now concerned 
with material, proc-
ess, and exploratory 
device studies. 

Mr. Smits is a member of the American 
Physical Society. 

Eberhard Spenke was born in Bautzen, 
Germany, on December 5, 1905. He studied 
physics and mathematics at Bonn, Gottin-

gen, and Konigsberg, 
and was graduated 
as a doctor of phi-
losophy in 1928 from 
the University of 
Konigsberg. Since 
1929, he has been with 
Siemens-Halske and 
Siemens -Sc h ucker t-
werke Aktiengesell-
schaft and, since 
1946, he has been at 
the Pretzfeld, West 
Germany, Labora-

tory. 
He has worked on acoustics, thermistors, 

gas discharges, the perturbation theory of 
betatron, and crystal rectifiers. 

James P. Spratt was born in Philadelphia, 
Pa., on September 3, 1934. He received the 
B.S. degree in e'ectronic physics from 

St. Joseph's College, 
Philadelphia, in 1956. 

Mr. Spratt joined 
the Philco Research 
Division as a junior 
engineer immediately 
after graduation. He 
spent one year as a 
member of the Phys-
ics of Metals Group, 
investigating such 
bulk semiconductor 
parameters as resis-
tivity and lifetime. 

For the past year he has been a staff physi-
cist, concerned primarily with the study of 
the effects of radiation on transistors. 

Jerome J. Suran (A'52—SM'55) was born 
in New York, N. Y., on January 11, 1926. 
After having served for three years with the 
U. S. Army during World War II, he re-
ceived the B.S.E.E. degree from Columbia 

D. E. THOMAS 

J. J. SURAN 

University, New York, N. Y., in 1949, and 
continued graduate studies there and at the 
Illinois Institute of Technology, Chicago, Ill. 

From 1949 to 
1952, he was em-
ployed in the field of 
control systems de-
sign and develop-
ment by J. W. Meak-
er and Co., New 
York, N. Y., and in 
the field of FM com-
munication research 
and development by 
Motorola, Inc., Chi-
cago, Ill. Since 1952, 
he has been active in 

the area of solid-state circuits, and is cur-
rently Manager of the Advanced Circuits 
Component of the Electronics Laboratory, 
General Electric Company, Syracuse, N. Y. 

Mr. Suran is co-author of "Principles of 
Transistor Circuits" and "Transistor Circuit 
Engineering." He is a member of the AIEE 
and the Research Society of America. 

Donald E. Thomas (A'47—SM '47) was 
born in Hanover Township, Pa., on May 12, 
1907. He was awarded the B.S. degree in 

electrical engineering 
in 1929 by Pennsyl-
vania State Univer-
sity, University Park, 
Pa., and the M.A. 
degree in 1932 by Co-
lumbia University, 
New York, N. Y. 

He joined Bell 
Telephone Labora-
tories in 1929, and 
was assigned to sub-
marine telephone ca-
ble systems develop-

ment. Just before World War II, he became 
engaged in the development of sea and air-
borne radar and continued in this field until 
he left for military duty in 1942. Upon re-
joining Bell Laboratories in 1946, he was 
active in the development and installation 
of the first deep sea repeatered submarine 
telephone cable system. From 1950 to 1954, 
he worked on the development of transistor 
devices and circuits for special applications. 
Currently, he is making evaluation and 
feasibility studies of new types of semicon-
ductor devices at Bell Laboratories in Mur-
ray Hill, N. J. 

During World War II, he was a member 
of the Joint and Combined Chiefs of Staff 
Committees on Radio Countermeasures. 
From 1948 to 1953, he was a civilian member 
of the Department of Defense's Research 
and Development Board Panel on Electronic 
Countermeasures. He is a member of Tau 
Beta Pi and Phi Kappa Phi. 

Clarence G. Thornton (SM'54) was born 
in Detroit, Mich., on August 3, 1925. He ob-
tained the B.S., M.S., and Ph.D. degrees in A. UHLIR, JR. 

L. J. TUMMERS 

C. G. TnoRwroN 

physical chemistry at the University of 
Michigan, Ann Arbor, Mich., in 1944, 1949, 
and 1952. He taught at the University of 

Michigan from 1949 
to 1952 and was 
associated with a 
classified research 
program conducted 
by the Engineering 
Research Institute 
for the U. S. Army. 
In addition, he spent 
a year setting up 
high-speed comput-
ing methods for the 
Fourier synthesis and 
harmonic analysis of 

sinusoidal functions. From 1951 to 1954 he 
worked at Sylvania Electric Company as a 
section head in the Semiconductor Engineer-
ing Laboratory. He joined the engineering 
staff of Philco Corporation-Lansdale Tube 
Company in 1955. He is now manager of the 
Semiconductor Product Development Lab-
oratories in the Lansdale Tube Company 
Engineering Laboratories. 

Dr. Thornton is a member of the Ameri-
can Chemical Society, the American Crys-
tallographic Association, the AAAS, Alpha 
Chi Sigma, Sigma Xi, Phi Lambda Upsilon, 
and Phi Kappa Phi. 

Leo J. Tummers was born in Leiden, 
The Netherlands, on August 22, 1922. In 
1950 he received a degree in physical engi-

neering from the 
Technische Hoge-
school of Delft. He 
joined the Philips 
Research Labora-
tories in Eindhoven 
in 1949. Following 
his graduation he 
served two years in 
the Royal Dutch 
Navy, and then re-
turned to Philips 
Laboratories, where 
he is presently en-

gaged in research on semiconductor devices. 
Mr. Tummers is a member of the Dutch 

Physical Society and the Royal Institute of 
Engineers. 

• 

Arthur Uhlir, Jr. (A'57) was born in 
Chicago, Ill. on February 2, 1926. He re-
ceived the B.S. and M.S. degrees in chemical 

engineering from Illi-
nois Institute of 
Technology in 1945 
and 1948, respec-
tively, and the S.M. 
and Ph.D. degrees in 
physics in 1950 and 
1952, respectively, 
from the University 
of Chicago, where he 
was an AEC predoc-
toral fellow from 1949 
to 1951. 
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He was a process analyst at Douglas 
Aircraft, Chicago, Ill., during 1945. From 
1945 to 1948, he was engaged in fluid me-
chanics research at Armour Research 
Foundation. Since 1951, he has been in the 
Transistor Development Department of 
Bell Telephone Laboratories. There he has 
worked on point-contact transistor theory, 
semiconductor surface protection, and elec-
trochemical properties of semiconductors, 
and has developed an electrolytic micro-
machining technique for metals and semi-
conductors. He is now working on micro-
wave semiconductor devices. 

Dr. Uhlir is a member of the American 
Physical Society, Sigma Xi, Phi Lambda 
Upsilon, and the American Association for 
the Advancement of Science. 

A. van der Ziel, for a photograph and 
biography please see page 621 of the March, 
1958 issue of PROCEEDINGS. 

Karel M. van Vliet was born in Dor-
drecht, The Netherlands, on December 27, 
1929. From 1946-1956, he attended the Free 

University, Amster-
dam, where he re-
ceived the Ph.D. de-
gree in physics in 
1956. He was a re-
search fellow at the 
Free University from 
1953-1956, engaged 
in studies of electrical 
fluctuations and in 
photoconductivity. 
He held a post-doc-
toral fellowship at 
the University of 

Minnesota from 1956-1957; since 1957 he 
has been an assistant professor of electrical 
engineering. 

Dr. van Vliet is a member of the Ameri-
can Physical Society, the Dutch Physical 
Society, and Gamma Alpha. 

K. M. VAN VLIET 

Ai 
J. L. WALSH 

James L. Walsh (A'52) was born in Provi-
dence, R. 1. in 1925. He received the B. S. 
degree in electrical engineering from 

Rhode Island State 
College in 1949, and 
the M.A. degree in 
physics from Hofstra 
College in 1952. The 
same year he joined 
the International 
Business Machines 
Corporation as a de-
sign engineer work-
ing on data process-
ing machines. He has 
since had experience 
in the design and ap-

plication of transistor circuiting for com-
puters. 

He is now a development engineer in the 
IBM Product Development Laboratory, 
Poughkeepsie, N. Y., in charge of a transis-
tor circuit design group. 
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Scanning the Transactions  

A 111-year-old paper is providing circuit theorists with 
important new insights into the analysis of network problems. 
We have reference to an epoch-marking but strangely neg-
lected paper by Kirchhoff, published in 1847, which laid 
down the basis of electrical circuit theory. Kirchhoff, re-
nowned for his voltage and current laws, enunciated in this 
celebrated paper what is known as Kirchhoff's Rule, which 
concerns itself with what we know now as network topology 
and linear graphs. This rule, although well known to circuit 
theory specialists, has so many implications and uses in the 
analysis and synthesis of RLC networks that they have yet to 
be fully explored. Indeed, most of the attempts to evaluate 
Kirchhoff's Rule in the light of modern network theory have 
occurred just in the last decade. Strangely enough this famous 
rule has appeared in English only once, in Maxwell's 1892 
edition of Electricity and Magnetism. Therefore, the full paper 
has now been translated and published, together with two 
exceedingly valuable interpretive discussions of it, in a cur-
rent issue of TRANSACTIONS. This must be the oldest and cer-
tainly one of the most historically important papers to ap-
pear in an IRE publication. 

It is interesting to note in passing that, as great as Kirch-
hoff's contributions were in the field of electrical circuits, he is 
best known to the world at large for his work in physics. His 
crowning achievement was the invention, with Bunsen, of the 
spectroscope, and with it the discovery that chemical ele-
ments could be identified by the spectral characteristics of the 
light they emitted during combustion. Among other impor-
tant results, this discovery revolutionized astronomy and laid 
the foundation of the modern field of astrophysics by making 
it possible to analyze the composition of stars and, from 
Doppler shifts of spectral lines, to calculate their velocities. 
(G. Kirchhoff, "On the solution of the equations obtained 
from the investigation of the linear distribution of galvanic 
currents," (translated by J. B. O'Toole), IRE TRANS. ON 
CIRCUIT THEORY, March, 1958. L. Weinberg, "Kirchhoff's 
third law," ibid. F. Reza, "Some topological considerations in 
network theory," ibid.) 

Engineering writing and speech has received increasing 
attention in recent years. A great many engineering com-
panies have come to be technical publishers of no small mag-
nitude. We know of at least one engineering organization 
whose publication output during World War II exceeded that 
of any commercial publishing house in the United States. 
Technical societies, too, have become publishers of the first 
order. IRE publications, for example, totaled more pages last 
year than did Life magazine. This upsurge in technical litera-
ture has resulted in the formation of several societies through 
which professional writers and editors in technical fields may 
exchange ideas and advance themselves and their arts. 

Last year another organization was formed in this field, 
the IRE Professional Group on Engineering Writing and 
Speech. The PGEWS has now issued its first TRANSACTIONS 
containing the papers presented at its first national meeting 
last Fall. It is significant that 70 per cent of those attending 
the meeting were not professional writers or editors, but just 
plain ordinary engineers. Therein lies the big difference be-
tween PGEWS and the other societies—it exists primarily to 
serve the nonprofessionals. 

It has been stated that the English language contains 
600,000 words, compared to only 250,000 for German and 
170,000 for Spanish. Whether this makes "good English" 
easier or harder to come by than other languages is a moot 
point. But there can be no denying that better English is 
needed. This need was well expressed in the keynote address 
at the PGEWS meeting: "Few things are more important to 

the engineer than the ability to write and speak clearly. It is 
largely through what a man says or through what he puts 
down on paper that we can judge his thoughts and his con-
tributions. Sometimes things which are really good and im-
portant can be obscured through being badly expressed. It is 
very hard to tell sloppy thinking from sloppy writing, and at 
times the two may be almost the same thing. . . . Certainly, 
the Professional Group on Engineering Writing and Speech is 
representative of as important a field as there is in modern 
engineering and, indeed, in modern life." (J. R. Pierce, "The 
challenging field of engineering writing and speech," IRE 
TRANS. ON ENGINEERING WRITING AND SPEECH, March, 
1958.) 

Internationality was never more in evidence than in the 
current issue of PGMTT TRANSACTIONS. Some sort of record 
for an IRE publication was undoubtedly set when better 
than one-third of the 17 papers in the issue proved to be from 
abroad. Contributions came from Japan, England, France, 
India, and last but not least, a lady engineer in Poland. 
(IRE TRANS. ON MICROWAVE THEORY AND TECHNIQUES, 
April, 1958.) 

Home music rooms have become extremely popular in re-
cent years among hi-fi enthusiasts. The big push in stereo-
phonic disk recordings, expected this year, will no doubt be an 
added stimulus to those seeking the ultimate in music listen-
ing. It has reached a point where many music devotees have 
become self-styled acoustical experts, designing their music 
rooms with an eagle eye (or should we say "ear") for such 
factors as reverberation, room resonances, sound diffusion and 
noise. Devoted attention is given to the location and dimen-
sions of the room, size of the windows, wall materials and 
room furnishings. Slanted ceilings with exposed beams and 
walls broken up by bay windows, alcoves, etc., are resorted to 
in order to avoid parallel surfaces within the room. Those who 
like to worry about such things as sound leaking from the 
room can even buy special sound attenuating doors. And the 
real purists go so far as to worry about noise leaks through 
electrical outlet boxes, heating pipes and nearby plumbing 
fixtures. Fortunately for the rest of us, though, good music 
can still be thoroughly enjoyed under the very primitive con-
ditions of our low-fi living rooms. (W. B. Snow, "Application 
of acoustical engineering principles to home music rooms," 
IRE TRANS. ON AUDIO, November-December, 1957.) 

Difficulties in implementing automation was the subject 
of some plain talk at last year's First National Symposium on 
Production Techniques. Most ot the talk centered on the 
component parts industry and lack of standardization. A rep-
resentative of a prominent components manufacturer re-
ported that more than 75% of their orders are for less than 
100 units. To make matters worse, between 25 and 40 thou-
sand different capacitors are manufactured each month and 
80 to 100 new designs created each week by this one firm. 
This tremendous multiplicity of types and ratings makes 
mechanization of the components industry almost economi-
cally impossible. 

The wide variety of components in use also has a deleteri-
ous effect on the application of automatic assembling tech-
niques. Although some progress has been made in designing 
components specifically for automatic insertion machinery, 
there remains an urgent need for greater standardization, not 
just of parts, but of printed wiring panels. 

The above presupposes that automation is wanted and 
needed. The supposition is supported by the estimate that the 
electronics industry will be asked to produce 67% more gear 
in 1960 than it did in 1953, with a labor force that will be only 
10% larger. However, at least one symposium speaker warned 
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that automation seems to be more a matter of fashion than 
common sense and that some of the present applications are 
unjustified economically. Perhaps we are spending too much 
effort automating the trivial and the inexpensive. (IRE 
TRANS. ON PRODUCTION TECHNIQUES, April, 1958.) 
A new kind of dielectric modulator has been suggested by 

a theoretical study of electromagnetic wave propagation 
through a dielectric slab. If the dielectric takes the form of a 
ferroelectric or ferrimagnetic material, a varying external 
electric or magnetic field would cause a variation in the propa-
gation velocity characteristics of the dielectric, producing a 
velocity modulated electromagnetic wave. It appears from 
the study that a novel modulator of this sort would be feasible 
at microwave frequencies, at least for low-power levels. (F. R. 
Morgenthaler, "Velocity modulation of electromagnetic 
waves," IRE TRANS. ON MICROWAVE THEORY AND TECH-
NIQUES, April, 1958.) 

Cooling of airborne electronic equipment is one of the more 
serious problems facing designers today. It also offers a strik-
ing example of the growing importance of the mechanical 
engineer to his colleagues in the electronics field. The rela-
tively slow and uncrowded aircraft of World War II did not 
pose much of an equipment cooling problem. However, as 
more and more electronics has been added in aircraft—much 
of it miniaturized, thus increasing the number of watts per 
cubic inch—and as modern aircraft operated at higher speeds 
and altitudes, the cooling of airborne electronic equipment 
has become an increasingly difficult problem. The answers to 
this problem are now coming in large measure from mechani-
cal engineers with an extensive knowledge of heat transfer 
techniques. Thus conduction, radiation, natural convection, 
forced convection and evaporative cooling methods have be-
come an intimate part of electronic equipment design. (Cool-
ing Airborne Electronics Issue, IRE TRANS. ON AERONAUTI-
CAL AND NAVIGATIONAL ELECTRONICS, March, 1958). 

The family of pulse-type modulation systems now has a 
new member. The family is already quite large, including 
among its members such old-timers as PAM (amplitude), 
PCM (code), PCM (count), PDM (duration), PFM (fre-
quency), PPM (position), PTM (time) and PWM (width). 
The new arrival is WPCM. It stands for weighted pulse-code 
modulation, and represents an interesting modification of its 

nineteen-year-old brother, pulse-code modulation. In PCM, a 
widely used technique in binary data transmission systems, 
the message signal is sampled periodically. The amplitude of 
each sample is then represented by a binary number which is 
transmitted in the form of a group of positive and negative 
pulses, representing binary numbers 0 and 1. In conventional 
PCM systems the binary pulses all have the same amplitude. 
Thus in receiving them over a noisy channel, the probability 
of error is the same for all pulses. However, the pulse repre-
senting one digit of a binary number has a different impor-
tance in reconstructing the signal than the pulse representing 
the next digit. In weighted PCM, therefore, the amplitudes of 
the pulses are adjusted, or "weighted," so that the probability 
of error is in keeping with the value of each pulse. While 
equipment complexity may dim somewhat the practicality 
of the system, it will nevertheless be of substantial theoretical 
interest as a means of improving communication system per-
formance. (Edward Bedrosian, "Weighted PCM," IRE 
TRANS. ON INFORMATION THEORY, March, 1958.) 

IRE's role in solving receiver radiation problems stands 
as an outstanding tribute to the valuable, though usually un-
glamorous, contributions which the IRE technical committees 
are rendering to the profession and industry. The spurious 
radiation generated by the local oscillators of FM and TV sets 
has long presented a worrisome problem to the industry. 
After some six years of investigation the FCC, in December, 
1955, established limits on the maximum allowable radiation 
of all receivers in the 30 to 800 mc range, specifying that 
radiation measurements were to be carried out as prescribed 
by IRE standards on the subject. Thus two IRE standards 
are now a part of the law of the land. The FCC action has 
since stimulated a great deal of additional work on the part of 
industry on methods of reducing spurious radiation and im-
proving the accuracy of radiation measurements. The IRE, 
through its Committee on Radio Frequency Interference, is 
continuing to play a very important role by compiling and 
evaluating radiation measurement data for the entire indus-
try. It is expected that the committee's evaluations, when 
completed, will lead to further important improvements of 
the measurement art. (W. G. Peterson, "Local oscillator 
radiation from TV and FM sets," IRE TRANS. ON BROADCAST 
AND TELEVISION RECEIVERS, March, 1958.) 

Report of the Secretary 1957 

To THE BOARD OF DIRECTORS 
THE INSTITUTE OF RADIO ENGINEERS, INC. 

Gentlemen: 

Submitted herewith is the Secretary's 
Report for the year 1957. The statistics in it 
show the increasingly ramified activities of 
your IRE and the continued growth in all 
departments. Membership (see Fig. 1 and 
Table I) went up some 17%. Of interest was 
the 22% increase of those residing in foreign 
countries compared with 16.5% of those re-
siding within the United States. Signifi-
cantly, the number of members holding pro-

fessional grades now exceeds those having 
non-professional status. Also, members of 
Professional Groups now exceed in numbers 
those that have membership in the IRE, be-
cause many members belong to more than 
one Group. 

Publication volume has moved up some 
20%. The production of the STUDENT 
QUARTERLY has been strengthened by the 
addition of an assistant to the headquarters 
editorial staff. 

Technical activities continue unabated. 
The number of Section meetings went up 
almost 8%, the number of Professional 

Group meetings 4.6% and the number of 
Student Branches 12%. 

Respectfully submitted, 

Haraden Pratt 
Secretary 

February 26, 1958 
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It is with deep regret that this office 
records the death of the following members 
of the IRE during the year 1957. 

Fellows 

Cowan, Frank A. (M'30, SM'43, F'55) 
Englund, Carl Robert (A'17, F'28, L'52) 
Farrington, John F. (A'19, M'29, F'31) 
Finch, James Leslie (A'19, M'28, SM'43, 

F'54) 
Graf, Alois W. (A'26, M'44, SM'45, F'55) 
Jensen, John C. (M'19, SM'43, F'56, L'54) 
Pierce, George Washington (M'13, F'15, 

L'48) 
Reisz, Eugen (F'54) 
Tolson, William A. (M 28, SM 43, F 56) 
Webb, Wilbur L. (A'35, SM'44, F'54) 

Senior Members 

Arnold, Prescott N. (A'29, SM'46) 
Campbell, Robert L. (M'45, SM'47) 
Emery, Ernest John (M'29, SM'43) 
Franks, Christopher J. (M'38, SM'43) 
Freeman, Edward E. (M'40, SM'43) 
Gilbert, John J. (A'16, SM'50, L'52) 
Gillson, Morley H. (SM'46) 
Howard, George E. (SM'47) 
Junken, Lawrence H. (A'25, SM'55) 
King, Marion E. (SM'52) 
LeLoup, Theodore E. (SM'56) 
McKee, Douglas Allen (A'45, SM'57) 
Metzger, Frederick W. (SM'57) 
Mumtaz Ud Din, Sheikh (A'48, SM'52) 
Oliver, George Edward (M'50, SM'51) 
Overhold, Ralph Jr. (A'29, SM'51) 
Ready, William A. (A'25, SM'45) 
Siegmund, Humphreys O. (SM'53) 
Southwell, John D. (A'47, M'48, SM'53) 
Stark, Rawson E. (A'35, SM'55) 
Stroebel, John C., Jr. (A'14, M'26, SM'43.) 
Tierney, Walter Louis (M'26, SM'43) 
White, William (M'50, SM'55) 
Wilcox, James Franklin (A'36, SM'47) 
Zarky, Bert (M'45, SM'54) 

Members 

Balmer, David W. (A'46, M'52) 
Bell, Richard A. (A'46, M'46) 
Brennan, Daniel J. (S'54, M'56) 
Bruce, Kenneth C. (A'55, M'56) 
Bueche, Harry S. (A'46, M'55) 
Butler, Eugene R. (S'49, A'49, M'55) 
Charlebois, Joseph C. (A'48, M'55) 
Cotton, Thomas D. (M'54) 
Dahse, Clem Alfred (S'48, A'49, M'54) 
Dakin, Oron C. (A'45, M'49) 
DeLong, Oscar A., Jr. (A'20, M'55) 
Elliott, Clifford I. (A'45, M'55) 
Fredine, Earle L. (A'41, M'45) 
Frevert, Andrew W. (M'47) 
Haas, Max L. (A'50, M'56) 
Hedgecock, Edward B. (M'54) 
Hiltner, Edward B. (S'42, A'45, M'55) 
Hood, Chauncey R. (A'47, M'55) 
Kelsey, Philip C. (M'53) 
Korby, Irving (S'48, A'50, M'55) 
Land, Barney E. (M'57) 
Martin, Frank R. (M'56) 
Nakamoto, Tatsuo (M'55) 
Nordyke, Cutlar J. M'56) 
Nowick, Chester A. (M'53) 
Owen, E. Robert (A'45, M'55) 
Plusc, Igor (M'45) 
Proud, Eric (M'49) 
Ragni, Victor F. (A'49, M'55) 
Read, James H. (S'54, M'56) 

Reichert, Homer A. (A'47, M'55) 
Reisman, Emil (A'46, M'55) 
Richardson, Arthur W. (A'50, M'56) 
Siegel, David T. (M'45) 
Smith, Don C. (S'50, A'51, M'56) 
Tarkoff, Philip B. (A'45, M'46) 
Turnbull, John Mason, Jr. (M'56) 
Whilldin, Frank W. (M'54) 
Williams, John C. (A'51, M'56) 
Winn, William F. (S'50, A'52, M'56) 
Wood, Perry E. (A'51, M'56) 
Wright, James W. (A'23, M'55) 

Voting Associates 

Curtis, Richard C. (A'30, VA'39) 
Wallace, Gordon S. (A'17, VA'39, L'52) 

Associates 

Afferton, Percy C. (A'55) 
Browning, William I., Jr. (A'55) 
Chiappinelli, Bruno A. (A'53) 
Dexter, Lyman Henry (S'57, A'57) 
Douglass, William A. (A'54) 
Dunn, James F. (S'52, A'53) 
Erickson, Charles G. (S'52, A'54) 
Finke, Walter W. (A'52) 
Giolitto, Amedeo P. (A'46) 
Herder, Martin R. (A'55) 
Holt, Todd N. (A'53) 
Hudson, Ivan (A'53) 
Ito, Yoji (A'54) 
Kamys, Joseph E. (A'54) 
Kimons, Ellis (A'51) 

Kruse, James E. (A'S3) 
Liewald, Vernon R. (A'53) 
Masuch, Robert A. (S'50, A'51) 
011ick, Edward (A'53) 
Orbell, Reginald J. (A'35) 
Patrick, Anderson T. (A'54) 
Perna, Frank J. (A'51) 
Pesca, Frank J. (A'53) 
Scheuer, Rudolph D. (A'53) 
Schiesel, Ervin E. (A'56) 
Snyder, Reed E. (A'41) 
Spearman, John C. (A'56) 
Wackid, Charles B. (A'53) 

Students 

Banks, Richard Norman (S'56) 
Freshwater, Philip L. (S'56) 
Sommer, Roger M. (S'56) 
Young, James A. (S'56) 

Fiscal 

A condensed summary of income and ex-
penses for 1956 is shown in Table II, and a 
balance sheet in Table III. 

Editorial Department 

PROCEEDINGS OF THE IRE 

Several steps were taken to increase the 
value of the PROCEEDINGS to the general 
membership during 1957. The Editorial 
Board initiated a grass-roots survey of PRo-
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TABLE I 

Grade 
As of Dec. 31,1957 

Number % of Total 
As of Dec. 31,1956 As of Dec. 31,1955 

Number % of Total Number % of Total 
Fellow 
Senior Member 
Member 
Associate 
Student 

700 
7,685 

26,115 
16,827: 
13,446 

TOTALS 64,773 

1.1 
11.9 
40.3 
25.9 
20.8 

635 
6,486 
19,110 
18,879t 
10,384 

1.1 
11.6 
34.6 
34.0 
18.7 

565 
5.643 
13,360 
20,492* 
7,328 

55,494 47,388 

1.2 
11.9 
28.2 
43.2 
15.5 

* Includes 396 Voting Associates. 
t Includes 388 Voting Associates. 
1 Includes 352 Voting Associates. 

TABLE II 

SUMMARY OF INCOME AND EXPENSE, 1957 

Income 
Advertising 
Member Dues and Convention 
Subscriptions 
Sales Items: Binders, Emblems, etc 
Investment Income 
Miscellaneous Income 

TOTAL INCOME 
Expense 

Proceedings Editorial Pages 
Advertising Pages 
Directory 
Section Rebates 
Student Program 
Professional Group Expense 
Sales Items 
General Operations 
Convention Cost 

TOTAL EXPENSE 

Reserve for Future Operations-Gross 
Depreciation 

Reserve for Future Operations-Net 

$1,280,580 
1,306,940 

154,165 
127,909 
34,707 
1,469 

401,001 
668,543 
232,702 
65,757 
107,321 
170,647 
119,340 
498,929 
401 609 

$2,905,770 

$2,665,849 

239,921 
20,033 

S 219,888 

TABLE III 

BALANCE SHEET-DECEMBER 31, 1957 

Assets 
Cash and Accounts Receivable 
Inventory 

TOTAL CURRENT ASSETS 
Investments at Cost 
Building and Land at Cost 
Furniture and Fixtures at Cost 
Other Assets 

TOTAL 

TOTAL ASSETS 

Liabilities and Surplus 
Accounts Payable 

TOTAL CURRENT LIABILITIES 
Deferred Income 
Professional Group Funds on Deposit 

TOTAL LIABILITIES 
Reserve for Depreciation 
Surplus Donated 
Surplus 

TOTAL SURPLUS 

TOTAL LIABILITIES AND SURPLUS 

$ 448,883 
40,463 

1,405,446 
912,317 
215,277 
62,440 

$ 83,343 

$ 489,346 

2,595,480 

$3,084,826 

$ 83,343 
745,409 
171,436 916,845 

595,286 
1,424,595 

1,000,188 
64,757 

2,019,851 

$3,084,826 

CEEDINGS and other publication policies, 
conducted by each IRE Section among its 
own members, to obtain the guidance of the 
membership with respect to present and fu-
ture operations. In addition, the Corre-

spondence section was expanded, with the 
result that 146 letters to the Editor were 
published in 1957 as compared with 83 the 
previous year. The tempo of publishing spe-
cial review and historical papers also in-
creased, with ten such papers appearing dur-
ing the year. 

The total PROCEEDINGS output, shown in 
Table IV, was lower than the previous year, 
due to the fact that none of the several spe-

cial issues under preparation fell within the 
calendar year. Despite the lower PROCEED-
INGS total, the over-all total for all IRE pub-
lications soared to a new high of 115 issues 
totaling 15,556 pages, a 20% increase over 
the previous year, due principally to the 
inauguration of a new publication, the IRE 
WESCON CONVENTION RECORD. It is inter-
esting to note that over the past five years, 
as IRE membership doubled, publication 
volume has nearly tripled. 

IRE CONVENTION RECORDS 

The practice of publishing a CONVENTION 
RECORD containing papers presented at the 

TABLE IV 

VOLUME OF PROCEEDINGS PAGES 

1957 1956 1955 1954 

Editorial 1,868 1,996 2,060 1,884 
Advertising 2,700 2,800 2,372 2,072 

TOTAL 4,568 4,796 4,432 3,956 

VOLUME OF TRANSACTIONS PAGES 

1957 1956 1955 1954 

Groups Publishing 
No. of Issues 
No. of Pages 

24 
75 

5372 

23 
69 

5044 

21 
56 

3504 

18 
51 

3714 

IRE National Convention, begun in 1953, 
was continued. The 1957 IRE NATIONAL 
CONVENTION RECORD, containing 254 papers 
and 19 abstracts totaling 1,924 pages, was 
issued in ten parts. Approximately 53,000 
paid members of Professional Groups re-
ceived free of charge a copy of that Part per-
taining to the field of interest of their Group. 
A new annual publication, covering the 

papers presented at the Western Electronic 
Show and Convention (WESCON), and 
modelled after the IRE NATIONAL CON-
VENTION RECORD, was inaugurated in 1957. 
The new publication, called the IRE 
WESCON CONVENTION RECORD, contained 
209 papers and 24 abstracts totaling 1,796 
pages, and was issued in ten Parts. As with 
the NATIONAL CONVENTION RECORD, paid 
members of Professional Groups received a 
free copy of the Part pertaining to the field 
of their Group. 

IRE STUDENT QUARTERLY 

To insure continuity of operation and 
maintenance of quality of the STUDENT 
QUARTERLY in the future, Assistant Editor 
Paul Lucey was added to the Editorial De-
partment staff to take over from the Editor 
most of the publication burdens. Four issues, 
totaling 208 pages, were sent free to all IRE 
Student members during the year. 

IRE DIRECTORY 

The 1958 IRE DIRECTORY was pub-
lished in October, containing 1,112 pages in-
cluding covers, of which 465 were member-
ship listings and information, and 647 were 
advertisements and listings of manufactur-
ers and products. 

CONFERENCE PUBLICATIONS 

The Proceedings of the 1957 Western 

Joint Computer Conference, sponsored jointly 
by the IRE, AIEE and Association for Com-
puting Machinery, was published by the 
IRE Editorial Department in June, 1957. 
The issue contained 244 pages. The IRE also 
published the 292-page Proceedings of the 
1957 Electronic Components Symposium, 

sponsored by IRE, AIEE, Electronic Indus-
tries Association, and West Coast Electronic 
Manufacturers Association. 

Technical Activities 

Technical Committees 

During 1957 the 26 Technical Commit-
tees and their 103 subcommittees held 274 
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meetings, of which 246 were held at IRE 
Headquarters and 28 throughout the nation. 

The six Standards listed herewith, having 
been approved by the Standards Committee 
and the IRE Board of Directors, were pub-
lished in the PROCEEDINGS in 1957, and re-
prints are now available to the public: 

57 IRE 7.S1 January— 
Standards on Electron Tubes: Physi-

cal Electronics Definitions, 1957. 
57 IRE 14.S1 March— 

Standards on Piezoelectric Crystals— 
The Piezoelectric Vibrator: Definitions 
and Methods of Measurement, 1957. 
57 IRE 7.S2 July— 

Standards on Electron Tubes: Defi-
nitions of Terms, 1957. 
57 IRE 21.S1 August— 

Standards on Letter Symbols and 
Mathematical Signs, 1948 (Reprinted 
1957) 
57 IRE 21.S2 November— 

Standards on Reference Designations 
for Electrical and Electronic Equipment, 
1957. 
57 IRE 21.S3 December— 

Standards on Graphical Symbols for 
Semiconductor Devices, 1957. 

IRE is directly represented on 33 Com-
mittees of the American Standards Associa-
tion and sponsors three; the ASA Sectional 
Committee on Radio and Electronic Equip-
ment, C16; the ASA Sectional Committee on 
Sound Recording, Z57; and the ASA Sec-
tional Committee on Nuclear Instruments, 
N3. Three IRE Standards received ap-
proval of the American Standards Associa-
tion as American Standards in 1957, and are 
now available overseas through the Interna-
tional Standards Organization. 

IRE Technical Committees actively par-
ticipated in international standardization in 
1957 by reviewing and preparing comments 
on documents for the United States Na-
tional Committee of the International Elec-
trotech nical Commission. 

Appointed IRE Delegates on Other Bodies 

The IRE appointed delegates to a num-
ber of other bodies for the one-year period— 
May 1, 1957 to April 30, 1958 (as listed on 
page 1440 of the October, 1957 issue of the 
PROCEEDINGS. 

The Annual Spring Meeting of the Inter-
national Scientific Radio Union (URSI) was 
held on May 22, 23, 24, and 25, 1957 at the 
Willard Hotel at the National Bureau of 
Standards in Washington, D. C. It was co-
sponsored by the following IRE Profes-
sional Groups: Antennas and Propagation, 
Circuit Theory, Information Theory and 
Microwave Theory and Techniques. The 
XIIth General Assembly of URSI was held 
on August 22 through September 5, 1957 in 
Boulder, Colorado. Special meetings were 
held on the status of the International Geo-
physical Year. 

Numerous responses to the questions 
under study by the various CCIR Study 
Groups have been received in IRE during 
1957. Lists of all material received from 
these organizations were distributed quar-
terly to the chairmen of all Technical Com-
mittees, Professional Groups and Definitions 
and Measurement Subcommittees. During 

1957 the Executive Committee of the U. S. 
Preparatory Committee of CCIR held 23 
meetings and the 14 Study Groups held 
approximately 8 meetings. 

The Joint Technical Advisory Committee 

The Joint Technical Advisory Commit-
tee and its Subcommittees held a total of 10 
meetings in addition to the annual dinner. 

Volume XIV, the cumulative Annual 
Report of the JTAC Proceedings was pub-
lished in 1957. This includes in Section I— 
official correspondence between the Federal 
Communications Commission and the Joint 
Technical Advisory Committee (I RE-EIA). 
Also included were other items of corre-
spondence pertinent to the activities of the 
JTAC. Section II of the report contained 
approved Minutes of Meetings of the Joint 
Technical Advisory Committee for the pe-
riod July 1, 1956 to June 30, 1957. 
A new Subcommittee for cooperation 

with the Cooperative Interference Commit-
tees (57.1) was formed on January 24, 1957 
to enlist the cooperation of the IRE Sections 
and Professional Groups in the publicizing 
of the "Cooperative Interference Commit-
tees" project of the JTAC. 

The JTAC Subcommittee on Study of 
Forward Scatter Propagation (55.1) is still 
working on its final report. 

The JTAC Subcommittee on Study of 
Interference From Arc Welders (54.2) dis-
banded, its major objectives having been 
achieved. The FCC complimented JTAC for 
their cooperation and assistance in endeavor-
ing to solve the reduced cycle methods of 
operation and for their constructive services 
in investigating the feasibility of reducing 
interference from radio frequency stabilized 
arc welders. 

The JTAC Subcommittee on Study of 
Single Sideband Transmission (56.1) re-
ported that thirty papers had been sub-
mitted for publication in the December, 1956 
special issue of the IRE PROCEEDINGS. A 
similar study is being conducted by CCIR 
Study Group XIII on possible use of single 
sideband equipment in Aeronautical and 
Maritime Mobile Services which was 
adopted at the VIIIth Plenary Assembly in 
Warsaw. The Subcommittee is awaiting re-
ceipt of proposed rules and standards now 
being formulated by the FCC in connection 
with Further Proposed Rule-Making con-
cerning single sideband utilization. 

The JTAC Subcommittee on Study of 
Spurious Radio Emissions (52.2) presented 
a report on "The Principles Affecting the 
Probability of Serious Interference" which 
will be included in the next Annual Volume 
of the Proceedings of JTA C. This study by 
the Subcommittee has been completed and 
the committee disbanded. 

The International Electrotechnical Commis-
sion (IEC) 

The International Electrotechnical Com-
mission held its annual meeting in Moscow 
July 2—July 12, 1957. IRE did not actively 
participate in this meeting, since there were 
no meetings of I EC Technical Committee 12 
on Radio Communication, or Technical Sub-
committee 12-1 on Measurements scheduled 
at the Moscow meeting. 
A list of all documents and material re-

ceived in the Office of the IRE Technical 

Secretary from the IEC was distributed to 
the chairmen of all Professional Groups, 
Technical Committees and Subcommittees. 

Professional Group System 

General. There are currently 28 Professional 
Groups operating actively within the IRE. 
Groups 25, 26, 27 and 28 were organized dur-
ing this year and cover the specialized fields 
of Education, Engineering Writing and 
Speech, Radio Frequency Interference and 
Human Factors in Electronics. 

Approximately 55% of all IRE members 
have taken advantage of the Professional 
Group System which now has a total mem-
bership of approximately 67,000. Included 
are 4,440 Student members of the IRE who 
have joined the Groups at the special Stu-
dent member rate of $1.00 annually. Under 
the newly instituted Affiliate Plan, 111 scien-
tists and medical doctors, whose major inter-
ests lie in fields other than electronics, have 
affiliated with several of the Professional 
Groups. 

All of the Groups except G-28 have levied 
publications fees and their members are re-
ceiving the pertinent Group TRANSACTIONS 
regularly. In addition, a large number of 
company, university and public libraries 
have subscribed to the TRANSACTIONS of all 
the Groups. There is also a demand for indi-
vidual Group subscriptions and individual 
copies of the TRANSACTIONS from outside 
sources. 

Financial and editorial assistance were 
among the many services rendered by Head-
quarters to the Groups during 1957. The 
Office of the Technical Secretary provided 
administrative services for Group opera-
tions, the planning of meetings, advance 
publicity and the recording and mailing for 
all activities, including 840 mailings to 
Group members. 

Symposia. The procurement of papers and 
actual management of national symposia are 
entirely in the hands of the Professional 
9roups. Each of the Groups with the excep-
tion of the newly organized ones sponsored 
one or more technical meetings during this 
year, in addition to Technical Sessions at the 
IRE National Convention, the WESCON, 
the National Electronics Conference and 
other joint meetings, for a total of 43 meet-
ings of national import in 1957. 

Publications. During the year, 24 Groups 
published 75 TRANSACTIONS containing 
5,372 pages. Since publication began in 
1951, 311 issues (20,704 pages) have ap-
peared. 

Professional Group Chapters. 212 Profes-
sional Group Chapters have been organized 
by Group members in 48 IRE Sections. 
Chapter growth is continuing at a healthy 
rate. The Chapters are meeting regularly 
and sponsoring meetings in the fields of in-
terest of their associated Groups in the 
various Sections. 

Section Activities 

We were glad to welcome five new Sec-
tions into the IRE during the past year. 
They are as follows: Central Pennsylvania 
(formerly Centre County Subsection), 
Shreveport (former Subsection), North 
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Carolina (formerly Piedmont Subsection), 
Virginia, and Western Massachusetts (for-
merly Berkshire County Subsection). 

The total number of Sections is now 94. 
The Berkshire County, Centre County, 

Piedmont and Shreveport Subsections be-
came full Sections in the year 1957. The 
North Carolina-Virginia Section and the 
Hampton Roads Subsection were dissolved, 
following the formation of the new North 
Carolina and Virginia Sections. 

The Subsections of Sections now total 28, 
the following being formed in 1957: Lehigh 
Valley (Philadelphia), Kitchener-Waterloo 
(Hamilton), Nashville (Huntsville), North-
ern Vermont (Boston), Santa Barbara (Los 

Angeles), Eastern North Carolina (North 
Carolina), and Burlington (Cedar Rapids). 
A growing major activity of many Sec-

tions and the larger Subsections in recent 
years is the publication of a local monthly 
Bulletin to fulfill the need for announcing to 
the Section member the increasing activities 
of the Section, including (1) Section meet-
ings (2) Professional Group Chapter meet-
ings and (3) information on the local and 
national level of interest to the Section 
member. 

Forty-five of the Sections and Subsec-
tions now issue monthly publications. 

Student Branches 
The number of Student Branches formed 

during 1957 was 16. The total number of 
Student Branches is now 151, 113 of which 
operate as joint IRE-AIEE Branches, and 
3 as Student Associate Branches. 

Following is a list of the Student 
Branches formed during the year: Arizona 
State College, Bradley University, Central 
Technical Institute, Fairleigh Dickinson 
University, Hofstra College, Howard Uni-
versity, Lamar State College, Louisiana 
Polytechnic Institute, Ohio Northern Uni-
versity, Ryerson Institute of Technology, 
University of Saskatchewan, Southwestern 
Louisiana Institute, Union College (Sche-
nectady), Valparaiso University, Wentworth 
Institute, and University of Wichita. 

Books  

Engineering College Research Review-
1957, ed. by Renato Contini 

Published (1957) by Engineering College Re-
search Council, New York University, University 
Heights, New York 53, N. Y. 35$ pages +52 index 
pages +mac pages. 9 X6. $2.00. 

This publication appears biennially as a 
review of the research, sponsored and other-
wise, being carried on by the engineering 
colleges in this country. According to the 
introduction, it "provides a unique source of 
information to all those who are in engineer-
ing college research so that they can know of 
the research conducted elsewhere which is 
similar or related to their own interests. It 
provides a guide to sponsors of research, 
whether they be government agencies, in-
dustrial organizations, foundations or indi-
viduals, by identifying the institutions which 
are conducting research in areas of interest 
to the sponsor. Students can be assisted in 
their choice of institution and even in their 
choice of field of specialization and thesis 
topics by a study of these publications. The 
engineering colleges themselves can benefit 
from the knowledge here displayed of the 
policies applicable to research and of the re-
search programs at other institutions.» 

In order to carry out these worthy pur-
poses, the Review provides the following in-
formation about 141 administrative units 
associated with 112 different educational 
institutions: the names of the research of-
ficers, a short statement of the research 
policies governing the actions of the institu-
tions, information concerning the number of 
research personnel engaged on either a part-
time or full-time basis, a breakdown of the 
sources of the institutions' research income 
according to whether it comes from govern-
ment-military, government-nonmilitary, in-
dustry, or other sources, a listing of the ac-
tive research projects which in this 1957 Re-
search Review includes projects for the 
period of the fiscal year 1955-1956, an esti-
mate of the number of equivalent full-time 
persons employed on the projects, and a 
listing of the short courses and conferences 

held at the respective institutions during the 
1955-56-57 period. 

As is always the case in such compilation, 
there is a certain lack of uniformity of re-
porting and some of the material differs in 
meaning from institution to institution. 
There is variation in coverage of disciplinary 
fields, but electrical engineering and elec-
tronics projects are always reported. Not all 
the institutions report completely on all the 
information requested. However, such a vol-
ume cannot help but be useful in connection 
with the purposes set forth in the quotation 
at the beginning of this review. It is recom-
mended for perusal by all those thus con-
cerned. 

H. H. GOODE 
Univ. of Michigan 
Ann Arbor, Mich. 

Transistor Electronics by David DeWitt 
and A. L. Rossoff 

Published (1957) by McGraw-Hill Book Co., 
330 W. 42 St., N. Y. 36, N. Y. 352 pages ±17 pages of 
appendix +4 pages of bibliography +6 index pages 
-Fxii pages. 188 figures. 6 X9. $&00. 

The authors state in the preface that 
their "principal aim is to prepare the engi-
neer to use the transistor with a confidence 
based on a quantitative understanding of its 
operating mechanisms" while maintaining a 
level of treatment "appropriate to electrical 
engineering senior or to the graduate engi-
neer." Accordingly, the book covers the 
transistor field, including the quantitative 
treatment of all the important physical 
processes governing the behavior of the 
transistor, as well as the main considerations 
and design principles related to its applica-
tion in circuits, without assuming that the 
reader is equipped with specialized knowl-
edge in semiconductor physics. 

Chapter 1 is a succinct discussion of 
fundamental processes in semiconductors. 
Starting with the Bohr atom, the reader's 
attention is guided to the wave equation, 
energy-band theory of crystals, statistics of 
semiconductors, diffusion, drift, Boltzmann 
and Einstein relationships, and Hall-effect. 

In deriving important quantitative relation-
ships pertaining to such complex subjects, 
the authors make excellent use of intuitive 
and descriptive approaches and analogies. 

Chapter 2 deals with the pu junction. 
Expressions are derived for the saturation 
current, barrier width and capacitance for 
both step- and graded-junctions, junction 
breakdown and temperature dependence of 
diode characteristics. 

Chapters 3 and 4 deal with the junction-
transistor. Following a qualitative descrip-
tion of the principal device mechanisms, a 
low-frequency small-signal analysis based on 
the diffusion equation is given. Transport 
factor, emitter and collector efficiencies, 
high-level injection effects, emitter and col-
lector resistances, extrinsic base resistance, 
high frequency limitations are discussed. 

Chapters 5 to 8 are devoted to low-fre-
quency properties and applications. The 
circuit properties of the three transistor con-
figurations, the nature, measurement and 
use of matrix parameters are discussed. 
Operating point stabilization and thermal 
behavior are treated in fair detail. A section 
deals with operation in the collector multi-
plication region. Various classes of audio 
power amplification, multistage RC- and 
transformer-coupled amplifiers and feed-
back amplifiers are treated in more or less 
detail. An extremely short discussion of feed-
back oscillators is also given. 

Chapters 9 and 10 deal with small-signal 
transients and high-frequency amplification. 
Based on the diffusion equation, transistor 
driving-point and transfer parameters are 
derived and various equivalent circuits, 
using transmission lines and also simplified 
types with lumped elements are given. 
Transistor operating and transient proper-
ties are discussed and, very briefly, broad-
and narrow-band amplifiers. 

Chapters 11 to 13 deal with large-signal 
transient, high-frequency and switching 
properties and applications, starting with 
transistor mechanisms (such as minority 
carrier distributions for various states, high-
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level injection, etc.). Mixer and demodulator 
properties are analyzed. The treatment of 
transistor switching circuits (bi-stable, 
monostable and astable circuits, logic cir-
cuits, power converters) is qualitative and 
very short. 

Chapters 14-16 deal with radio receivers, 
special transistor types (including a quanti-
tative analysis of the drift transistor) and 
with transistor noise respectively. 

In a field as new and active as that of 
transistor electronics, a reviewer can always 
find fault with one or the other portion of a 
new book. This is particularly easy by em-
phasizing minor errors, by selecting a con-
troversial area, by attacking the method of 
presentation rather than its content, or by 
declaring parts of the book obsolete due to 
recent developments. This book, like any 
other, could be subjected to biting criticism 
but this would be an unfruitful task. 

The principal merit of the book and 
what distinguishes it from others dealing 
with transistor electronics is that it discusses 
device behavior and circuit performance con-
sistently in terms of physical mechanisms 
and properties. In order to achieve this the 
authors had to give an unusually complete 
discussion and characterization of the perti-
nent physical processes and, due to the com-
plexity of the field, had to use simplification 
and approximation abundantly. The authors 
deserve great credit for doing this without 
becoming scientifically crude or degrading 
the subject and by maintaining a constant, 
high scholarly level of treatment. The book 
reflects a thorough understanding of tran-
sistor behavior and is written in a mature 
and cultured manner reminding one of the 
best, today almost extinct, tradition of 
classical technical writing. 

The device-oriented portions of the book 
are considerably superior in quality and 
completeness to the circuit-oriented por-
tions. (The discussion of oscillators, high-
frequency amplifiers, switching circuits, etc., 
is too brief to serve as a basis of circuit de-
design.) Nevertheless, the book will be ap-
preciated by the circuit designer who truly 
desires to understand what he is doing and 
why. The engineer engaged in device design 
and evaluation will welcome this volume 
with enthusiasm. 

A. P. STERN 
General Electric Co. 

Syracuse, N. Y. 

Radio Aids to Air Navigation by J. H. H. 
Grover 

Published (1957) by Philosophical Library. Inc., 
15 E. 40 St., N. Y. 16, N. Y. 131 pages+3 appendix 
pages+2 index pages+x pages. 63 figures. 81 X51. 
$6.00. 

This book is a sort of encyclopedia of 
systems of radio navigation presently avail-
able or soon to be made available, pre-
sented from the user's standpoint in an ele-
mentary manner as far as technical matters 
are concerned. An user having a general 
knowledge of navigation and radio will 
understand clearly what results can be ob-
gained in the use of these systems, and will 
be aware of their qualities and limitations. 

As none of the early aids developed have 
been retired completely from service, the 
book covers practically every radio aid 
which has been in existence. It gives more 
treatment to those which found their origin 

in Great Britain, probably because of a 
better access to and availability of the ma-
terial presented. The U. S. developed sys-
tems, particularly those developed in the 
last five to ten years, are only briefly 
covered. The author, however, tries to be 
impartial in the treatment of this subject 
and reports on the availability as well as on 
the performance of the various systems with-
out getting into controversial comparisons. 

After a brief introduction covering gen-
eral principles, we find the medium-fre-
quency systems, the DF loop, the automatic 
DF, then the medium frequency radio 
ranges, including Consol. In very-high-fre-
quency systems, it covers direction finders, 
VOR and marker beacons, hyperbolic aids, 
Loran, Decca, Gee. Under pulse systems, the 
author groups the various radars for air-
borne use, covers the distance measuring 
equipment, and in Chapter 8 goes on to aids 
to air traffic control with the use of ground 
based radars, secondary radars, storm warn-
ing radar, airfield surface movement indica-
tors. The aids to approach and landing are 
treated separately and include the ILS (but 
omitting the latest version of it involving 
many improvements and designated as the 
M RN-7 & 8 of the U. S. Air Force), the 
ground control approach radar system. 
Chapter 10 mentions as trends in future aids, 
several systems including TACAN. TACAN 
is given a short treatment, not extensive 
enough in our opinion in view of its wide use 
by the U. S. Military Services and NATO 
and of the fact that VORTAC, which is 
TACAN plus VOR, became the standard en 
route navigation system of the U. S. for civil 
aviation. 

The book finishes with some information 
on charts, documents and regulations. It 
contains 135 pages of useful information to 
the radio engineer not specializing in radio 
navigation and to the users for whom it had 
been written. 

HENRI BUSIGNIES 
Federal Telecommunication Labs. 

Nutley. N. J. 

Elements of Magnetic Tape Recording by 
N. M. Haynes 

Published (1957) by Prentice-Hall. Inc., 70 Fifth 
Ave., N. Y. 11, N. Y. 380 pages+9 index pages +xii 
pages. Illus. 91 X61. $7.95 

This book provides a general non-mathe-
matical treatment of all phases of magnetic 
recording, starting with a brief introduction 
to the theory of magnetism and ending with 
a summary of the fundamental electronic 
circuits used in magnetic recording equip-
ment 

The book is divided into four parts. Part 
I, the introduction, gives a very brief but 
enlightening summary of the theory of mag-
netism introducing the domain theory with 
special emphasis on the crystal lattice struc-
ture and orientation of the particles com-
prising a magnetic recording tape. From 
there, magnetic circuit fundamentals are 
presented and major and minor hyteresis 
loops are described with emphasis placed on 
biasing and demagnetization principles. 
Part I also includes a very brief and elemen-
tary introduction to electroacoustic funda-
mentals, and concludes with a description of 
the physical constituents, properties and 
manufacture of recording tape. 

Part II provides the principles of mag-

netic recording, giving a brief description of 
the recording and playback processes. It in-
cludes descriptions of current magnetic re-
cording heads, multiple track recording and 
tape editing techniques. 

In Part III the author presents the basic 
elements of a tape driving mechanism point-
ing out the advantages of various basic de-
signs and including descriptions of several 
manufactured units including special pur-
pose equipment. The author concludes this 
part with a chapter describing procedures 
for basic maintenance and repairs. 

Part IV contains a resume of typical cir-
cuits used in magnetic recording equipment. 

The book appears to be directed princi-
pally toward the requirements of the record-
ing technician or home recording enthusiast. 
However, since the book contains a vast 
amount of information which appears no-
where else under one cover, the book is 
recommended for reading to anyone associ-
ated with magnetic recording. The author's 
style provides easy reading and maintains 
the reader's interest. Unfortunately, the 
author has oversimplified much of the ma-
terial and in places the simplified presenta-
tion of the theory tends to cause the reader 
to make erroneous assumptions. 

F. A. COMERCI 
New York Naval Shipyard Material Lab. 

Brooklyn, N. Y 

Logical Design of Digital Computers by 
Montgomery Phister, Jr. 

Published (1958) by John Wiley & Sons, Inc., 440 
Fourth Ave.. N. Y. 16, N. Y. 392 pages +8 appendix 
pages +6 index pages +xvi pages. Illus. 91 X61.. $10.50 

The stated intent of the author is to pro-
vide a basic text for a course in the technique 
of digital computer logical design. He con-
siders his audience to be uninitiated (to digi-
tal computers), but interested engineers, 
mathematicians, and physicists. 

The book begins with a brief introduc-
tion to digital computers and then estab-
lishes realistic guides which define the scope 
of the logical design problem. In introducing 
a subject it is usually difficult to decide how 
much knowledge to assume of one's intended 
readers. About the only question that could 
logically be brought up in this case is 
whether a course in logic design should be a 
first brush with digital computers. The 
brevity and clarity, however, will appear re-
freshing even to those long associated with 
the subject. 

Boolean algebra, and the manipulation of 
boolean functions is next considered. The 
formal introduction of boolean algebra with 
digressions into short-cut methods was ap-
preciated by the reviewer and will probably 
satisfy most students' requirements. This 
knowledge is then applied to flip-flops which 
introduces the time variable and application 
equations. Asynchronous memory units are 
not considered nor are dynamic pulse memo-
ries (contrasted to d.c. level memories typi-
fied by flip-flops). The compounding of units 
is then developed and the synthesis problem 
tackled, the Huffman, Mealy, Moore tech-
niques being used throughout. Memory and 
input-output equipment are next discussed. 
This will most likely provide a welcome res-
pite for those readers who find boolean ex-
pressions growing tedious. This is only 
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temporary, however, for the arithmetic unit 
is next up for consideration. The four com-
mon arithmetic operations are covered as 
well as the comparison operation. A short 
chapter on the error problem follows. Fi-
nally, the overall logical design problem is 
tackled wherein a general purpose and a 
special purpose computer are designed. The 
last chapter provides a three-page descrip-
tion of the logical designer's responsibility 
after the design is complete. Appendices on 
the solution of simultaneous boolean equa-
tions and the relationship between binary 
and reflected codes are included. At the end 
of most of the chapters suitable problems 
are provided and a well selected bibliogra-
phy is given. 

The author has definitely realized a text 
that should enhance the learning of tech-
niques which will enable the reader to 
handle logical design problems of a limited 
scope. He has mentioned other aspects of 
logical design such as asynchronous systems, 
but has not provided sufficient directions to 
allow the student to easily locate this knowl-
edge. 

The book does fill a very definite need in 
the computer-education field and should be 
considered by instructors for inclusion in 
digital computer course work. Due to the 
many detailed examples in the text and the 
extreme clarity of presentation, apt students 
will be able to progress satisfactorily without 
an instructor. Thus, this book will be of sig-
nificance to most persons working in the 
digital computer field who have never gone 
through a complete or formal digital com-
puter logical design problem. 

R. A. TRACY 
Burroughs Corp. Res. Center 

Paoli, Pa. 

L'Automatique des Informations by F. H. 
Raymond 

Published (1957) by Masson et Cie, 120 Blvd. 
Ste-Germain, Paris 6, France. 18$ pages. 51 figures. 
9X51. 

The title and subtitle of this 188-page 
book can be literally translated: The Auto-
mation of Information. Principles underlying 
the machines operating on information (calcu-
lating machines in particular). 

In the reviewer's opinion, a more ade-
quate title would be: Exercises in the Mathe-
matical Expression of Some Well-Known 
Conditions Encountered in the Study of Data 
Processing Devices. 

The author, F. H. Raymond, is intro-
duced by M. Chalvet, Chief Engineer of the 
French Naval Artillery. Mr. Chalvet, prob-
ably a good mathematician and cannoneer 
himself, candidly admits that he is some-
what flabbergasted at the mathematical 
fireworks Mr. Raymond deems necessary to 
shoot in the air in order to explain what a 
computer really is. 

From the introduction we learn that 
F. H. Raymond is one of the foremost elec-
tronicians in France. He is professor at the 
Conservatoire des Arts et Metiers and at the 
Faculte des Sciences de Toulouse, former 
president of the Association des Ingenieurs 
Electronciens, and he has been very active 
in promoting and organizing international 
conventions such as: "Journees Interna-
tionales de Calcul Analogique" at Brussels, 
Belgium, 1955; and "Congres International 
de L'Automatique" at Paris, France, 1956. 

An undefatigable writer, Mr. Raymond is 
also manager of a corporation manufactur-
ing electronic devices, especially for the 
military. 

Early in his book, Mr. Raymond states 
that, in accordance with R. P. Russo, he be-
lieves that "the present evolution of data 
processing machines proceeds more from a 
deeper understanding of ideas already uti-
lized (but not expressed with luminous 
clarity, this implying the use of some ab-
stract language), than from invention." 

The above remark and its context makes 
it clear that the book is written for the pure 
theoreticians attracted by the opportunity 
for more mathematical developments offered 
by the computer problem rather than for the 
engineers who wish primarily to develop 
computers as such. 

The book is divided into ten parts: Intro-
duction, 3 pages; A Panoramic Look at 
Automation, 28 pages; Numerical Repre-
sentations of Information and Coding, 25 
pages; Fine Analysis of a Digital Machine 
Structure, 25 pages; What Is an Automatic 
Calculator, 16 pages; Basic Digital Struc-
ture. From the Concrete to the Abstract, 37 
pages; Programming, 17 pages; Conclusion, 
3 pages. 

The impression given by this table of 
contents is probably not altogether wrong. 
The book seems to have been assembled 
hastily from accumulated notes, of which 
many are indeed well worked out, but the 
typographical errors and discrepancies be-
tween figures and text are too many for 
pleasurable reading. 

Between pages 70 and 85 is a quite com-
prehensive discussion of the various error de-
tecting and error correcting codes including 
the representation of an n-digit word in an 
n-dimension space. References are made to 
the works of M. Gloess, H. Stibitz, Sainte-
Lague, R. W. Hamming, R. N. Gilbert, 
W. H. Klautz, L. Brillouin, etc. 

On page 111, following considerations on 
the nature of Boolean operations, is an inter-
esting remark: "All operations that can be 
performed by a digital machine are equiva-
lent to operations performed in a groupoid, 
on natural numbers." Unfortunately, the 
author informs us that he has not the time, 
at present, to develop the useful conse-
quences that one would expect from his 
statement. 

There are many other catching things to 
be found in Mr. Raymond's book. Although 
its sparks do not seem to shed much light on 
the computer problem, it might be helpful 
reading to create the required mood at such 
times when the ominous deadline compels 
the reluctant mind to abandon the clarity 
of the general concept and to break down 
into a maze of precise but not very lucid 
intricacy. 

J. P. JEANNENEY 
IBM Corp. 

Poughkeepsie, N. Y. 

The Management Approach to Electronic 
Digital Computers by J. S. Smith 

Published (1957) by Essential Books Inc., 16-00 
Pollitt Dr., Fairlawn, N. J. 205 pages +16 appendix 
pages +4 index Pages +2 bibliography pages +xi 
pages. 31 figures. 81 X51. $6.30. 

Automation and Management by J. R. 

Bright 

Published (1958) by Harvard Business School, 
Div. of Research, Boston, Mass. 280 pp.+13 ap-
pendices. 16 figures. $10.00. 

These two books, the one having its 
source in England and the other in America, 
complement each other in this reviewer s 
estimation to an extent that amply warrants 
their being teamed. Mr. Smith, chartered 
accountant and management consultant, 
Founder Member and member of Council 
and the British Institute of Management, 
approaches the application of electronic 
data processing systems from a background 
based on long tradition in the field of busi-
ness management that takes electronic data 
processing in stride with a refreshing and 
illuminating view of essential aspects un-
cluttered by entrancement with the technol-
ogy or the business management shop-talk 
too frequently encountered in our current 
literature on data processing and automa-
tion. 

Mr. Bright, assistant professor of busi-
ness administration at the Harvard Business 
School and well known as an editor, writer 
and consultant in the American industrial 
field of automation of manufacturing, treats 
his subject with equal facility, candor and 
competence based on many years' experi-
ence as an industrial engineer as well as from 
more than three years of recent research 
under the auspices of the Harvard Business 
School, aimed discerningly at analysis of the 
management implications of recent tech-
nological developments in both the data 
processing and the production areas. 

The first ten chapters of Mr. Smith's 
book constitute an excellent introduction for 
the non-technical as well as the technical 
reader to the field of electronic computers. 
The following chapters, eleven through 
seventeen, then give a better appreciation of 
the actual computing equipment in business 
organizations of various sizes and kinds, 
albeit from the British point of view. It is re-
grettable that Chapter Fourteen on available 
business computers fails to include several 
prominent American types, although the 
author indicates knowledge of such Ameri-
cana by mention elsewhere in his book. A 
Puckish attitude regarding a few more or less 
sacred cows of technology is welcome. His 
comment that, "The argument for not using 
magnetic tape for inputting original data is 
far from negligible," is definitely arguable 
but constructively provocative; and his ref-
erence to "the new miracle factor HP 2x" 
("Hocus Pocus Twice Multiplied") of Mr. 
James ("Scotty") Reston (not Weston) of 
the New York Times in the introduction to 
Chapter Fourteen regarding commercial 
computer specifications, suggests no malice 
intended by the above-noted omission. 

In his chapters on the impact of inte-
grated data processing on organizational 
structures and on the size of business which 
can use a computer, Mr. Smith makes a 
strong case for the system concept and for 
adequate methods and operations study; a 
significant quotation on the latter: "In my 
experience any business which has not got an 
efficient organisation and methods depart-
ment constantly reviewing its work can at 
any stage make a review of its organisation 
and reduce its clerical staff by at least ten 
per cent." The final chapter, "The Social 
Significance of the Computer," gives food 
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for thought in economics as well as it indi-
cates sound social principles. 

In Automation and Management Mr. 
Bright similarly gives force to the system 
concept and graphically illustrates the im-
portance of thorough analysis and advance 
study in planning for automation, illumi-
nating the principles by case study data on 
thirteen automation programs in such di-
verse manufacturing activities as automobile 
manufacturing plants, a feed mill, a fertilizer 
plant, a coal mine, and in electrical and 
electronic equipment production. These case 
studies are treated under three headings, 
"The Nature of Automatic Manufacturing," 
"Experiences With Automation" and "Criti-
cal Areas of Automation," the last being 
especially important with regard to the 
management, personnel and sales aspects— 
with implications that are in both the eco-
nomic and social areas. While Mr. Bright 
modestly disclaims to provide an instruction 
manual on automation to suit any and all 
cases, he definitely provides a pattern and 
sound way of thinking that should serve as 
a management guide toward the proper and 
profitable objective. 

J. J. LAMB 
Consulting Engineer 

South Norwalk, Conn. 

The Measurement of Colour, 2nd ed. by 
W. D. Wright 

Published (1958) by The Macmillan Co., 60 Fifth 
Ave., N. Y. 11, N. Y. 242 pages+12 appendix pages 
4-6 index pages-Hs pages. 83 figures. 81X51. $10.75. 

Dr. W. D. Wright of the Technical Col-
lege of Science and Technology is an author-
ity in the field of color (or colour as he would 
have it). Merely to list his publications 
would require more space than is taken by 
this review. An important one of these pub-
lications was his The Measurement of Colour 
which appeared in 1944, and which was 
added immediately to the libraries of prac-
ticing colorimetrists. 

The book reviewed here is a second edi-
tion of the 1944 work. Except for the title, 
the author, and the evident authority of the 
text, there is little in common between the 
two editions. As a result of some rearrange-
ment of the order in which the material is 
presented and of complete rewriting of 
about two-thirds of the text, Dr. Wright has 
produced an easily readable and up-to-date 
treatise on color measurement. 

In his first two chapters, Dr. Wright dis-
cusses the physical problems of the produc-
tion, reflection, and absorption of radiant 
energy in the visible spectrum, and the 
properties of the eye in so far as they relate 
to the perception of color. With this back-
ground established, he treats the principles 
of photometry and of colorimetry as an in-
troduction to the 1931 CIE system of 
colorimetry. 

The remainder of Dr. Wright's text is 
concerned with the practical problems of 
color measurement and specification. Fol-
lowing a description of spectrophotometers 
and colorimeters, he discusses physical color 

standards and their orderly arrangement in 
color atlases. 

The final chapters of The Measurement of 
Colour are devoted to the colorimetry of 
color reproduction, and to the applications 
of colorimetry in sundry scientific and com-
mercial problems. The television engineer 
will find the discussion of color television 
and the material on the assessment of color 
pictures of particular interest. Dr. Wright 
has succeeded in condensing his treatment of 
these two problems into a few pages of 
highly enlightening text. 

The usual tables for colorimetric calcula-
tions are included in the four appendices to 
the book. 

Dr. Wright has done a real service to the 
colorimetrist by revising and bringing up to 
date this book. Quite apparently, he has 
read most of the post-war work in this field 
and distilled the important elements from 
numerous publications. In consequence, the 
student who wishes to know the current 
thinking in the colorimetric field can do no 
better than to turn to this book. 

This book shows every evidence of care-
ful proofreading. One unfortunate lapse is to 
be found in Plate 4, where it is obvious that 
the color patches have been transposed so 
that the most highly saturated color is as-
sociated with the spectral reflectance charac-
teristic corresponding to the least saturated 
color. 

W. T. WINTRINGHAM 
Bell Telephone Labs. 
Murray Hill, N...1 

Abstracts of IRE Transactions  

Aeronautical & Navigational 

Electronics 

VOL. ANE-5, No. 1, MARCH, 1958 

Russell C. Newhouse (p. 2) 
Cooling Airborne Electronics (p. 3) 
General Aspects of Cooling Airborne Elec-

tronic Equipment—J. Kaye and H. Y. Choi 
(p. 4) 

A brief introduction and review is presented 
of the problems of protecting and cooling air-
borne electronic equipment in present and fu-
ture high-speed devices. The thermal charac-
teristics associated with high-speed flight of 
manned and unmanned vehicles are related to 
the thermal problems of irreversible electrical 
and magnetic components which possess upper 
bounds of temperature for reliable operation. 
Various types of cooling devices, fluid flow 
processes, and techniques are presented and 
discussed, and the trends of future development 
are reviewed briefly. 

Problems Arising in High-Speed Aircraft 
due to Cooling Requirements of Electronic 
Equipment—N. A. Carhart (p. 10) 

The following issues of "Transactions" have recently been published, and 
are now available from the Institute of Radio Engineers, Inc., 1 East 79th 
Street, New York 21, N. Y. at the following prices. The contents of each issue 
and, where available, abstracts of technical papers are given below. 

Sponsoring Group 

Aeronautical & Navi-
gational Electronics 

Audio 
Circuit Theory 
Engineering Writing 
& Speech 

Information Theory 
Microwave Theory & 
Techniques 

Production Techniques 

Publication 

Vol. ÂNE-5, No. 1 
Vol. AU-5, No. 6 
Vol. CT-5, No. 1 

Vol. EWS-1, No. 1 
Vol. IT-4, No. 1 

Vol. MTT-6, No. 2 
PGPT-3 

Group 
Members 

$1.50 
0.70 
1.10 

1.30 
1.80 

2.50 
1.35 

IRE Non-
Members Members* 

$2.25 
1.05 
1.65 

$4.50 
2.10 
3.30 

1.95 3.90 
2.70 5.40 

3.75 7.50 
2.00 4.05 

* Public libraries and colleges may purchase copies at IRE Member rates. 
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High-speed aircraft require the successful 
operation of large quantities of electronic 
equipment. The problem of providing a suit-
able environment for such equipment is of in-
terest to both airplane and electronic designers. 
A proposal is offered by which cooling pro-
visions may be standardized for airplanes of 
widely varying performance. Basic design pa-
rameters for the development of such a system 
are outlined, as are the economic factors in-
volved. 

Temperature Limits, Ratings, and Natural 
Cooling Procedures for Avionic Equipment and 
Parts—J. P. Welsh (p. 15) 

The results of adequate cooling of electronic 
parts are gains in part life and reliability. An 
engineering compromise between ideal elec-
tronic part temperature and the thermal point 
of diminishing return must be evaluated not 
only with respect to desired life, but also in 
terms of the electronic circuit and cooling ef-
ficiencies. This paper outlines the flow of heat 
within, through, and from heat producing elec-
tronic parts in terms of internal thermal limita-
tions, part surface and environmental ratings, 
and cooling indices. Natural heat flow design 
data pertinent to conduction cooling of heat 
sources, tube shields, the placement and 
mounting of parts, and "sink connectors" are 
presented. 

Forced-Air Direct-Contact Cooling of Air-
borne Electronic Equipment—T. Jordan (p. 25) 
A brief explanation of the principles of 

forced-air direct-contact cooling is given, and it 
is shown that the heat density of the electronic 
part being cooled determines essentially the 
range of applicability of this method. The dis-
cussion then progresses to cooling problems 
arising when this concept is applied to airborne 
electronic equipment. Several techniques are 
presented for obtaining high heat transfer co-
efficients and good air distribution with small 
pressure drops. The use of laminar flow in all of 
these techniques is shown to be effective, and 
examples are given of practical applications, 
such as the use of tube shields and special 
solenoid designs. Applications of thermal insula-
tion to forced-air direct-contact cooling in air-
craft are also treated, and the shortcomings, as 
well as the advantages of forced-air direct-
contact cooling, are pointed out. 

Cold Plate Design for Airborne Electronic 
Equipment—M. Mark (p. 30) 
A solution to the problem of cooling certain 

types of high heat-dissipating airborne elec-
tronic equipment is the modification of the 
equipment chassis to incorporate a simple plate-
fin heat exchanger, sometimes called a "cold 
plate." In this paper equations for cold plates 
are developed and the effect of variations in fin 
configuration on performance are discussed. 
Theoretical and experimental results based on 
tubes mounted on a cold plate are found to 
compare very favorably. The application of the 
cold-plate technique is illustrated for power 
transistors. This method of cooling is shown to 
be useful and efficient. 

Why and How Should High-Speed Aircraft 
Electronics Be Liquid Cooled?—Walter Robin-
son (p. 36) 

Based on weight penalty comparisons of 
ultimate heat sinks for electronic equipment 
cooling, the use of expendable evaporants and 
fuel is indicated for high supersonic flight. 
Centralized ram air should be the alternate 
coolant during subsonic flight. System integra-
tion is best accomplished with a recirculating 
liquid transfer system, which is relatively easy 
to control and which is characterized by small 
pumping power, line size, and heat gain from 
high temperature environments. Because of 
these features close temperature control of dis-
persed components and cooling of remote high 
power units is best achieved by liquid coupling, 
regardless of the type of ultimate heat sink. 

Part temperature rises in high voltage 
equipment can be minimized by use of dielec-
tric liquids. Although this permits some reduc-
tion in ultimate coolant weight penalty, the re-
duction is usually not great enough to offset the 
equipment weight increases that are due to 
liquid filling. Vapor-filled or air-filled units 
with minimal liquid contents and liquid trans-
port to part surfaces by capillary action or 
mechanical means are superior. 

Electronic assemblies that are to be series 
cooled in sealed liquid transfer systems should 
be designed for conduction, forced air convec-
tion, or radiation heat transfer from the parts, 
and high power units should have integral 
liquid cooled heat exchangers, placed in sepa-
rate transfer system branches. Internal heat 
transfer in such units may be attained by con-
duction through flexible metal or rubber jackets 
and electrical insulators, by air convection in 
standard modules, and by liquid film cooling. 
In this paper, design and performance details of 
liquid coupling and dielectric liquid cooling are 
discussed and are illustrated with examples of 
actual electronic packages and cooling system 
components. 

An Evaporative-Gravity Technique for Air-
borne Equipment Cooling—M. Mark, M. 
Stephenson, and C. Goltsos (p. 47) 

In airborne electronic packages, for either 
thermal or electrical reasons cooling air often is 
not ducted directly over the components but is 
passed through a heat exchanger. Conse-
quently, the thermal path between the heat 
exchanger and the components must be of low 
impedance to result in efficient heat transfer. 
The high heat transfer coefficients obtainable as 
a liquid boils and condenses permit an effective 
reduction of the temperature drop between the 
electronic components and the heat exchanger. 
In this paper the development and design of an 
evaporative system utilizing gravity return 
flow is discussed, and the test results of such a 
system are compared with those obtained 
utilizing a conventional metallic conductive 
paths technique. Where heat dissipation or 
cooling air inlet temperature is high, the evapo-
rative-gravity (ev-grav) system is shown to be 
the most effective. 

Temperature Measurement—W. M. Rohse-
now and R. J. Nickerson (p. 52) 

The quality of heat transfer data depends, 
to a large extent, on the accuracy of tempera-
ture measurements. Errors in temperature 
measurement may be due to calibration errors 
and/or application errors. This paper describes 
some common methods of temperature meas-
urement and estimates the precision commonly 
attainable with these devices. The calibration 
of thermometers is also discussed. The problems 
of surface temperature measurement, fluid tem-
perature measurement, and bulk temperature 
measurement are discussed in some detail and 
some specific examples are included. 

Radio Rack Cooling in Present Commercial 
Aircraft—T. A. Ellison (p. 58) 

Limited heat dissipation from the neces-
sarily compact electronic equipment installa-
tions of airline aircraft has been a problem to 
commercial air carriers for many years. To deal 
with this problem, United Air Lines, in August, 
1955, began equipping fleet aircraft with a 
forced air electronic equipment cooling system, 
with the following objectives: 1) improvement 
of electronic equipment reliability, 2) reduction 
of crew discomfort caused by electronic-equip-
ment generated heat in the flight deck area. 
and 3) evacuation of any smoke from the flight 
deck area which might arise from electronic 
equipment failure. 

Observation of electronic equipment main-
tenance records during the subsequent transi-
tion period from convection to forced air equip-
ment cooling shows characteristic failure rate 
trends which indicate the dependence of equip-

ment reliability on operating temperature. 
These patterns occur independently in fleet 
records for the Convair 340, and DC-6 and 
DC-6B fleets, in time phase with the progress 
of conversion to forced air cooling in the fleet. 

These records, in conjunction with other 
comparative testing of forced cooled and con-
vective cooled equipment installations indicate 
that forced air cooling provides an effective 
answer to airline equipment heat problems. 

Correspondence (p. 64) 
Abstracts (p. 65) 
PGANE News (p. 66) 
Contributors (p. 69) 
Suggestions to Authors (p. 71) 

Audio 

VOL. AU-5, No. 6, NOVEMBER-
DECEMBER, 1957 

PGA News (p. 143) 
A Magnetic Recording Pickup Head with 

Crossed Cores for Hum Balance—Marvin 
Camras (p. 153) 

This paper describes a simple means of hum 
balance for a magnetic recording pickup head. 
Hum level improvements of approximately 
20 db are obtained in both single and double 
coil pickup heads by the method described in 
this paper. 

Application of Acoustical Engineering Prin-
ciples to Home Music Rooms—W. B. Snow 
(p. 154) 

This paper describes the important factors 
to be considered in the construction of a home 
music room. The effects of reverberation, room 
resonances, sound diffusion, and noise are con-
sidered. Special consideration is given to the 
control of acoustical conditions, and a room in 
which many of these factors have been taken 
into account, is described. 

On Making Accurate Measurements with a 
Harmonic Distortion Meter—J. R. MacDonald 
(p. 161) 

It is pointed out that an avoidable error oc-
curs in making total harmonic distortion meas-
urements by the usually recommended method 
with an instrument incorporating an average-
responding output meter. The error arises from 
the fact that the average value of a full-wave 
rectified distortion signal can be reduced by 
adding a small phase-shifted fundamental com-
ponent to the distortion. The error is always in 
the direction to make equipment seem better 
than it actually is and can amount to ten per 
cent or more. It can be readily avoided by 
changing the instrument operating procedure. 

Contributors(p. 162) 
IRE Professional Group on Audio Com-

bined Index for 1957 (p. 163) 

Circuit Theory 

VOL. CT-5, No. 1, MARCH, 1958 
Abstracts (p. 2) 
Our Spotlight Falls on Network Topology— 

W. R. Bennett (p. 3) 
On the Solution of the Equations Obtained 

from the Investigation of the Linear Distribu-
tion of Galvanic Currents (Translated by 
J. B. O'Toole)—G. Kirchhoff (p. 4) 

An English translation is given of Kirch-
hoff's classic paper: "Ueber die Aufleisung der 
Gleichungen, auf welche man bei der Unter-
suchung der linearen Vertheilung Galvanischer 
Strüme geführt wird," Annalen der Physik und 
Chemie, vol. 72, pp. 497-508, 1847. 

Kirchhoff's "Third and Fourth Laws"— 
Louis Weinberg (p. 8) 

The epoch-marking publication of Kirch-
hoff in 1847 is considered in this paper. The rule 
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given by Kirchhoff deserves to be understood 
by almost all engineers, for it shows how to de-
termine in a simple and straightforward way 
the system functions of any passive network 
that contains no transformers. Preliminary to 
the consideration of the rule and its dual, the 
basic concepts of combinatorial topology are 
summarized in the present paper. The rules are 
then stated in the detail necessary to show that 
their application can be carried out in a routine 
and mechanical manner. Application of the 
rules to problems in analysis and synthesis is 
illustrated in a number of examples. Included 
among these examples are the derivation of the 
necessary and sufficient conditions on RLC net-
works that have been previously given by 
Fialkow and Gerst, the analysis of an infinite 
graph, and the determination of the elements 
of the chain matrix (or the open-circuit imped-
ance or short-circuit admittance matrix) by 
essentially a single calculation. Finally, the 
Feussner method for simplifying the use of the 
rules is discussed. 

Some Topological Considerations in Net-
work Theory—F. Reza (p. 30) 

Elements of the theory of linear graphs 
which are readily applicable to communication 
theories are reviewed. These concepts are used 
to examine the geometrical significance of 
Kirchhoff's laws. Topological rules are dis-
cussed and illustrated which aid not only in 
formulating solutions for the resistive networks 
considered by Kirchhoff but also apply to RLC 
networks, switching networks, and probabilisti-
cally defined networks. References for further 
study are given. 

General Topological Formulas for Linear 
Network Functions—C. L. Coates (p. 42) 

This paper presents a development of topo-
logical formulas for the vertex admittance 
functions of a network which includes com-
ponents that are mutually coupled. The results 
are proper generalizations of those which have 
been presented previously for networks without 
mutually coupled components. 

With each network, which excludes genera-
tors but which includes mutually coupled coils, 
linear vacuum tubes, and transistors, is associ-
ated a linear graph G. Each edge (element) of G 
is either a single edge or a pair edge which be-
longs to an edge pair of G. For each graph G 
there is a companion graph G such that G and 
G constitute a graph pair. 

The vertex driving point and transfer ad-
mittance functions of G are topologically re-
lated to G by complete tree sets and complete 
two-tree sets. A complete tree (two-tree) set is 
a set of edges of G the corresponding subgraphs 
of which are trees (two-trees) of both G and G. 
Corresponding to each such set is a weight and 
an admittance. The admittance is the product 
of the admittance weights of the edges which 
belong to the set. The weight determines the 
sign of the admittance and depends upon the 
pair edge members of the set, their orientations 
and their topological arrangement in the corre-
sponding subgraphs of G and G. 

The vertex driving point admittance func-
tion associated with the vertex pair pi,p. of G is 

Yie 
V(Y) 

WI,v-z.v 

V(Y) denotes the sum, over all possible com-
plete tree sets of G, of the product of the com-
plete tree admittance and the associated 
weight. let,ie-ty denotes a corresponding sum 
of products for the complete two-tree admit-
tance and associated weight. Similar expres-
sions are given for the vertex transfer admit-
tance functions of G. 

Synthesis of RC Grounded Two-Ports— 
E. S. Kuh (p. 55) 

This paper is concerned with the problem of 
synthesizing a minimum phase RC transfer 

function into a grounded 2-port. The network 
is to be inserted between two prescribed re-
sistive terminations and the gain obtained is 
maximized. The method is simpler and more 
practical than the previous available techniques 
for synthesizing an unterminated, or termi-
nated at one end, RC network. 

On the Compactness of an RC Quadripole 
—Paul Slepian (p. 61) 

Consider an RC quadripole with open-cir-
cuit impedances zu(s), 512(5), and z22(s), and let 
.s, be a pole of any of these functions. If kit("), 
kW') and krim are the respective residues of 
these three functions at s., then it is well-
known that kiimiese —ki2(')> =0. If the in-
equality is an equality, then s, is called a com-
pact pole; if every such pole is compact, the 
network is called compact. In this paper two 
new properties of compactness are exhibited 
and discussed. 

It is shown that if the network is grounded, 
noncompactness implies certain degeneracies in 
the determinant of the nodal admittance matrix 
and its cofactors. 

If the network is terminated with a resist-
ance R, it is shown that for all but a finite num-
ber of values of R, the overall terminated net-
work is compact. Thus, a noncompact resist-
ance terminated RC quadripole can be ap-
proximated to any degree of accuracy by a 
compact network of this type, which implies 
that noncompactness is not detectable by 
terminal measurements of the open-circuit im-
pedances. 

Some Relations Between Frequency and 
Time-Domain Errors in Network Synthesis 
Problems—Igor Gumowski (p. 66) 

Bounds are derived for frequency and time-
domain errors of a transient synthesis problem. 
The maximum error produced by a general in-
put is related to the error of the impulse input. 
By considering distributions, a meaning is pro-
posed for the time-domain error in the case 
when the error-transfer function is not Fourier-
transformable in the ordinary sense. Rectangles 
and bell-shaped curves are used in approximat-
ing the error-transfer function. 
A Transistor Univibrator with Stabilized 

Pulse Duration—D. J. Hamilton (p. 69) 
The use of an elementary characterization 

of the transistor leads to a very simple model 
of the basic emitter-coupled univibrator, or 
monostable multivibrator. Based on this model 
calculations of waveforms exhibit a reasonable 
degree of accuracy. Furthermore, the simplicity 
of the model is conducive to a facile under-
standing of the operation of the circuit and its 
disadvantages. A method for circumventing the 
adverse effects of temperature upon the quasi-
stable duration is readily deduced, and may be 
extended to permit an increase in quasi-stable 
duration without an increase in jitter. 

Experimental and calculated waveforms are 
given and experimental curves are given which 
indicate the effectiveness of the temperature 
stabilization. 

Synthesis of Sampled-Signal Networks— 
P. M. Lewis II (p. 74) 

The problem of designing sampled-signal 
networks with a finite number of passive, but 
not necessarily lumped, circuit elements is dis-
cussed, together with realizability conditions 
and a general synthesis procedure. The result-
ing networks consist of resistors and open- and 
short-circuited transmission lines, all of which 
have the same delay. A method for finding a 
realizable networks function that approximates 
any arbitrarily given magnitude characteristic 
is presented, and an approximate low-pass to 
sampled-data-network transformation is in-
cluded. 

Reviews of Current Literature—On a New 
Type of Adjustable Equalizer—J. Oswald (in 
French). Reviewed by G. L. Ebbe (p. 78) 

Theorie des Circuits de Telecommunica-

tion—V. Belevitch (in French). Reviewed by 
H. J. Carlin (p. 80) 

Abstracts of Articles on Circuit Theory— 
On the Direction and Curvature of the Imped-
ance Loci of Real and Idealized Two Poles— 
H. Wolter (in German) (p. 81) 

On the Effect of the Coefficients of the 
Transfer Function of a Transmission System 
on the Behavior in the Time Domain—R. 
Hofmann and W. Walcher (in German) (p. 81) 

Tabulation of Linear Circuits—W. Klein 
(in German) (p. 82) 

Approximations of Logarithms by a Power 
Law; Application to Electrodynamic Problems 
—W. Rehwald and O. Zinke (in German) 
(p. 82) 

Errors in Measurement of Pulse Frequency 
Spectra by Means of Stagger Tuned Resonant 
Circuits—(p. 82) 

Theoretical and Experimental Investigation 
of Distortion in Low Frequency Junction Tran-
sistor Four Poles—G. Spescha and M. J. O. 
Strutt (in German) (p. 82) 

A Network Theorem—E. Green (p. 82) 
Filter Technique Development in France 

During the Last Ten Years—J. Colin (in 
French) (p. 82) 

Synthesis of Voltage Transfer Functions— 
P. M. Lewis II (p. 82) 

Transient Correction by Means of All Pass 
Networks—J. Pinson (p. 83) 

On the Use of Delay Lines as Network Ele-
ments—L. E. Franks (p. 83) 

Correspondence (p. 83) 
PGCT News (p. 86) 

Engineering Writing 
and Speech 

VOL. EWS-1, No. 1, 
MARCH, 1958 

Welcome—D. J. McNamara (p. 1) 
Engineering English Is Different—Lennox 

Grey (p. 2) 
Tricks of the Trade—J. D. Chapline (p. 6) 
The Challenging Field of Engineering 

Writing and Speech—J. R. Pierce (p. 12) 
Panel Discussion—Should a Talk be Read 

from a Prepared Manuscript? (p. 14) 
Formula for Platform Poise—R. J. Norko 

(p. 18) 
IRE Editorial Policies and Requirements— 

E. K. Gannett (p. 20) 
Writing for "Electronics"—J. M. Kinn, Jr. 

(p. 21) 
If You Write for "Electrical Manufactur-

ing"—F. J. Oliver (p. 23) 
More Senses Make More Sense—C. N. 

Hoyler (p. 25) 
Writing for "Electronic Design"—J. A. 

Lippke (p. 26) 
When You Write for the Air Force—H. A. 

Boushey (p. 28) 
Technical Films—A Luxury or A Necessity 

—R. M. Murray (p. 31) 
Abstracts (p. 37) 

Information Theory 

VOL. IT-4, No. 1, 
MARCH, 1958 

Lotfi A. Zadeh (p. 2) 
What Is Optimal?—L. A. Zadeh (p. 3) 
A Systematic Approach to a Class of Prob-

lems in the Theory of Noise and Other Ran-
dom Phenomena—Part III, Examples—A. J. F. 
Siegert (p. 4) 

The method of Part I is applied to the prob-
lem of finding the characteristic function for 
the probability distribution of J'Imx;(7) 
Kii(r)er) dr, where Mr) denotes the jth coin-
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ponent o a stationary n-dimensional Markof-
fian Gaussian process. The problem is reduced 
to the problem of solving 2n first-order linear 
differential equations with initial conditions 
only. For the case of constant K, the explicit 
solution is given in terms of the eigenvalues and 
the first 2n-1 powers of a constant 2nX2n 
matrix. For the case of a symmetric correlation 
matrix which commutes with K, the problem 
is reduced to the one-dimensional case treated 
in Part 11. For the case Kii(0=6;18,1e-1, where 
the functional represents the output of a re-
ceiver consisting of a lumped circuit amplifier, 
a quadratic detector, and a single-stage ampli-
fier, the solution has been obtained in a form 
which is more explicit than that provided by 
the earlier methods. 

The Axis-Ciossing Intervals of Random 
Functions—II--J. A. McFadden (p. 14) 

This paper considers the intervals between 
axis crossings of a random function (t). Follow-
ing a previous paper, continued use is made of 
the statistical properties of the function x(f) 
and the output after k(1) is infinitely clipped. 
Under Lite assumption that a given axis-cross-
ing interval is independent of the sum of the 
previous (2m +2) intervals, where m takes on 
all val ues, m=0, 1, 2, • • • , an integral equation 
is derived for the probability density Po(r) of 
axis-crossing intervals. This equation is solved 
numerically for several examples of Gaussian 
noise. The results of this calculation compare 
favorably with experiment when the high-fre-
quency cutoff is not extremely sharp. Under 
the assumption that the successive axis-crossing 
intervals form a Markoff chain in the wide 
sense, infinite integrals are found which yield 
the variance u2(r) and the correlation coefficient 
x between the lengths of two successive axis-
crossing intervals. These parameters are ob-
tained numerically for several examples of 
Gaussian noise. For bandwidths at least as 
small as the mean frequency, si is large. For 
low-pass spectra, sc is small, yet the statistical 
dependence between successive intervals may 
be strong even when the correlation lc is nearly 
zero. 

Recursion Formulas for Growing Memory 
Digital Filters--Marvin Blum (p. 24) 
A growing memory digital filter is defined 

by considering the input (y,,--x)-output (4.) 
relationship in the form Z„,= 4" W„„,y_„, 
m=0, 1, 2, • • • where W„„, is the weighting 
sequence of a linear time varying digital filter. 
Contained herein are a derivation of an opti-
mum growing memory smoothing and predic-
tion filter in the least squares sense for poly-
nomial input functions (of degree = K) and a 
theorem on the class of time invariant sequence 
W„, which are solutions of a difference equation 
of finite order, and an application of the theo-
rem to the synthesis of samples correlated noise 
by digital processes, using recursion formulas. 
The recursion formulation represents a practi-
cal solution to the generation of a correlated 
noise sequence on line during simulation studies 
on digital computers. 

The Fluctuation Rate of the Chi Process-- - 
R. A. Silverman (p. 30) 

The chi process is defined as a nat ural gen-
eralization of the chi distribution of statistical 
theory. A formula is derived for the expected 
number of level crossings per second of the chi 
process. The formula contains as a special case 
the familiar expression for the fluctuation rate 
of the envelope of Gaussian noise. 

Loss of Signal Detectability in Band-Pass 
Limiters—R. Manasse, R. Price, and R. M. 
Lerner (p. 34) 

A loss of signal detectability results from 
ideal symmetric limiting of a very narrow-band 
signal in narrow-band Gaussian noise. At small 
input snr this loss can be expressed in terms of 
Lite degradation of the effective signal energy-
to-noise power per cycle ratio. Proceeding from 

results derived previously by Davenport and 
Price, an expression is derived for this degrada-
tion in terms of the autocorrelation function of 
the input noise. The degradation is evaluated 
for three typical input noise autocorrelation 
functions and is found to be quite small in all 
these cases. It is seen that the degradation can 
be made to vanish by appropriately shaping 
the spectrum of the input noise. Regulation of 
the input noise spectrum to obtain conditions 
of limiter operation assumed in this paper may 
often prove to be a convenient method for re-
ducing loss of signal detectability in band-pass 
limiters. 
A Table of Bias Levels Useful in Radar De-

tection Problems—James Pachares (p. 38) 
A table of bias levels X=X(m, p) corre-

sponding to specified probabilities of false 
alarm, 10-P, when integrating over m inde-
pendent noise pulses using a radar system with 
a square-law detector receiver, is given for 
p= 1(1)12 and m=1(1)150. The notation 
p= 1(1)12 means that p varies from 1 to 12 in 
steps of unity. 

Weighted PCM—Edward Bedrosian (p. 45) 
A modified form of pulse-code modulation, 

called weighted pcm, is described in which the 
relative amplitudes of the pulses within the 
pulse-code groups are adjusted so as to mini-
mize the noise power in the reconstructed signal 
due to errors in transmission. A performance 
analysis shows the knee of the output signal-to-
noise ratio curve to be moved 1.4 db to the left 
for a weighted seven-digit pcm system. An in-
formation rate study reveals that the maximum 
improvement which can ever be achieved by 
any encoding process over a conventional 
seven-digit peril system is only 8 db. The im-
portance of selecting a suitable system worth 
criterion is emphasized by showing that 
weighting increases the information rate rela-
tive to an rms fidelity criterion but decreases it 
on a pure equivocation basis. 

Radar Detection Probability with Logarith-
mic Detectors—B. A. Green, Jr. (p. 50) 

It is shown that use of a logarithmic (rather 
than square-law) detector in a search radar sys-
tem inflicts a loss of sensitivity equivalent to a 
power loss of the order of one db under typical 
conditions. Curves of probability of detection 
vs relative range are given for various false 
alarm probabilities and various numbers of 
pulses integrated. The power loss (in db) is 
roughly proportional to the logarithm of the 
number of pulses integrated. 

Correction (p. 53) 
Envelopes and Pre-Envelopes of Real 

Waveforms—J. Dugundji (p. 53) 
Rice's formula for the "envelope" of a given 

signal is very cumbersome; in any case where 
the signal is not a single sine wave, the analyti-
cal use and explicit calculation of the envelope 
is practically prohibitive. A different formula 
for the envelope is given herein which is much 
simpler and easier to handle analytically. We 
show precisely that if û(l) is the Hilbert trans-
form of u(l), then Rice's envelope of u(1) is the 
absolute value of the complex-valued function 
u(t)+iû(1). The function u±iii is called the 
pre-envelope of u and is shown to be involved 
implicitly in some other usual engineering 
practices. 

The Hilbert transform û is then studied; it 
is shown that û has the same power spectrum 
as u and is uncorrelated with u at the same 
time instant. Further, the autocorrelation of 
the pre-envelope of u is twice the pre-envelope 
of the autocorrelation of u. 

By using the pre-envelope, the envelope of 
the output of a linear filter is easily calculated, 
and this is used to compute the first probability 
density for the envelope of the output of an 
arbitrary linear filter when the input is an arbi-
trary signal plus Gaussian noise. An application 
of pre-envelopes to the frequency modulation 

of an arbitrary waveform by another arbitrary 
waveform is also given. 

Correspondence (p. 58) 
PGIT News (p. 59) 
Contributors (p. 59) 

Microwave Theory & 
Techniques 

VOL. 1VITT-6, No. 2, 
APRIL, 1958 

N. Marcuvitz (p. 130) 
Academic Research Institutes in the Micro-

wave Field—Nathan Marcuvitz (p. 131) 
A Wide-Band Double-Vane Torque-Oper-

ated Wattmeter for 3-CM Microwaves—A. L. 
Cullen, B. Rogal, and S. Okamura (p. 133) 

This paper describes a torque-operated 
wattmeter for waveguide, capable of measuring 
power in the range of 10 to 200 watts in the 
wavelength range 3.05-3.45 cm, with an ac-
curacy of about 2 per cent over most of the 
wave band. 

The instrument is an absolute standard 
since its calibration depends only on measure-
ments of mass, length, and time. Negligible 
power is absorbed, and the instrument is in-
sensitive to mismatch. 

Traveling-Wave Resonators—L. J. Milo-
sevic and R. Vautey (p. 136) 

In the first part of the paper, the principles 
are given which have led to the conception of 
the traveling-wave resonator, and the calcula-
tions enabling its operation to be understood 
are presented. 

The second part describes the apparatus in 
detail and examines it, bearing in mind its use 
as high-power testing equipment. 

Reflection Coefficient of E-Plane Tapered 
Waveguides—Katsu Matsumaru (p. 143) 

This paper treats the reflection of linearly 
and sinusoidally tapered waveguides. In the 
first part, reflection coefficients of linearly 
tapered waveguides for dominant modes are 
calculated. Graphs of the vswr of tapers for 
different impedance ratios are plotted showing 
that the vswr does not go to unity at multiples 
of a half wavelength. In the second part, re-
flection coefficients of sinusoidally tapered 
waveguides are calculated. Experimental data 
verify the theory for both kinds of tapers of 
various lengths at 4 kmc band. 

Linear tapers perform almost as well as 
exponential tapers, and better than shorter 
hyperbolic tapers. The reflection coefficients of 
sinusoidal tapers can be about half as small as 
that of the linear tapers, and these tapers com-
pare favorably with the Dolph-Tchebycheff 
and the Willis taper of improved design. 

Propagation in Ferrite-Filled Mierostrip— 
M. E. Brodwin (p. 150) 

The propagation constant of a ferrite-filled 
microstrip is measured as a function of the 
longitudinal static magnetic field. The results 
agree with the analysis by Van Trier of the in-
finite parallel plane waveguide filled with gyro-
magnetic media. The analysis is extended to 
anisotropies greater than 0.5. A simple relation-
ship between propagation constant and aniso-
tropy for the quasi-TEM mode with small 
spacing (X<<X,,) is noted. Cutoff spacings for 
higher modes are calculated. An apparatus for 
the measurement of propagation constant inde-
pendently of interface reflections is described. 

An Improved Method for the Determina-
tion of Q of Cavity Resonators—Amarjit 
Singh (p. 155) 

The various Q factors and circuit efficiency 
of a cavity resonator can be evaluated from 
standing-wave measurements on a transmission 
line or waveguide coupled to the resonator. In 
the usual method, measurement errors near the 
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half-power points have an unduly large influ-
ence on the result. This paper describes a 
method in which this type of error is avoided. 

In the new method, vswr and position of 
minimum at various frequencies are plotted on 
a Smith chart and a circle is drawn through the 
points. This circle is suitably rotated around the 
center of the chart and a value of equivalent 
susceptance is read off for each frequency. The 
graph of susceptance vs frequency is a straight 
line, from whose slope the Q factors are evalu-
ated. 

The underlying theory of the above method 
is discussed and typical experimental results 
are presented. Charts of parameters required 
in the calculations are given. 

Characteristic Impedances of the Slotted 
Coaxial Line--Jadwiga Sntolarska (p. 161) 

The characteristic impedance for the two 
possible TEM modes is calculated for a slotted 
coaxial line whose outer walls have a zero 
thickness. Conformal mapping is used in the 
calculations. The characteristic impedance for a 
slotted coaxial line is calculated in an approxi-
mate way for outer wall thickness different 
from zero. 

Velocity Modulation of Electromagnetic 
Waves—F. R. Morgenthaler (p. 167) 

This paper deals with electromagnetic 
wave propagation through dielectric media 
whose propagation constants vary as a function 
of time. 

If the parameters of the medium cannot re-
spond to changes in the electric and magnetic 
fields of the propagating wave, the fields within 
such media will be linear. Maxwell's equations 
are solved for cases in which the scalar per-
mittivity and permeability vary independently 
with time. When the impedance is constant, an 
exact solution is obtained. When the imped-
ance varies, a closed form approximation is 
found since an exact solution is not always 
possible. The field energy and electromagnetic 
momentum are derived for a velocity transient 
and it is seen that, in general, the energy 
changes and the momentum remains constant. 

The frequency deviation that results when 
a monochromatic wave is passed through a 
section of dielectric with nonconstant velocity 
of propagation is discussed in detail. An ap-
proximate solution is obtained for the case in 
which the electrical length of such a section is 
small; it is found that essentially linear phase 
modulation occurs. The general solution is 
found for the case in which the electrical length 
of section is long and the permittivity of the 
medium sinusoidally modulated. The optimum 
length found to give the greatest frequency 
deviation is shown to be generally impracti-
cable. 

It appears that ferroelectric or ferrimag-
netic velocity-modulated dielectrics are feasi-
ble, at least for low-power modulators. 

Heat Loss of Circular Electric Waves in 
Helix Waveguides—J. A. Morrison (p. 173) 

This paper presents a theoretical calcula-
tion of the eddy current losses of circular elec-
tric waves in a closely-wound helix waveguide. 
The wire diameter is assumed large compared 
to the skin depth, but small compared to the 
guide diameter and the operating wavelength, 
so that the fields near the wire are quasi-static 
and may be determined by conformal mapping. 

When the wires are in contact, the wave-
guide wall is effectively a metal surface with 
grooves of semicircular cross section, the cur-
rent flow being parallel to the direction of the 
grooves. The power loss for this case is com-
puted to be about 8.5 per cent higher than in a 
waveguide with smooth metal walls. When the 
wires are not in contact, the wall is treated as a 
grating of parallel, round wires. The increase 
in power loss over a smooth surface is approxi-
mately 22.5 per cent when the wires are sepa-
rated by a distance equal to their diameter. 

The Expansions of Electromagnetic Fields 
in Cavities—Kaneyuki Kurokawa (p. 178) 

In the theory of cavity resonators, the as-
sumptions are frequently made that every irro-
tational function can be represented as the 
gradient of a scalar and that every divergence-
less function can be represented as the rotation 
of a vector. These are, however, not necessarily 
correct. This paper corrects these misleading 
assumptions and describes "the theory of cavity 
resonators" which supplement the classical 
theory of Slater. 

Broad-Band Calorimeters for the Measure-
ment of Low and Medium Level Microwave 
Power—I. Analysis and Deign -M. Sucher 
and H. J. Carlin (p. 188) 

Design considerations for a group of broad-
band calorimetric power meters, capable of 
accurately measuring low (zero to one milli-
watt) and medium (zero to 10(1 milliwatts) 
power levels over a frequency range from zero 
to 75,000 mc, are presented. The power meters 
are of the nonadiabatic, twin, dry-load type 
and utilize the substitution of dc power. The 
conflicting requirements imposed upon the de-
sign by the need to realize broad-band per-
formance, adequate sensitivity, reasonably 
short response time, negligibly small ri-dc 
equivalence error, freedom from "zero" drift 
and from other types of error are discussed. An 
analysis is given of the known sources of error 
which enables the accuracy of the individual 
instruments to be reliably estimated. 

Broad-Band Calorimeters for the Measure-
ment of Low and Medium Level Microwave 
Power--II. Construction and Performance • 
A. V. James and L. O. Sweet (p. 195) 

The construction and performance of a se-
ries of rugged, broad-band twin-Joule calorime-
ters, using dry loads, are described. These 
calorimeters operate over the frequency range 
of 0 to 75,000 mc. The over-all measurement 
error, computed as the rms value of the maxi-
mum individual errors from known independ-
ent sources, is shown to lie between 1 and 21 
per cent for power levels between 1 and 100 
mw. Power measuring techniques are discussed 
and a method using the heating and cooling 
cycle of the calorimeter is described in detail. 
Power comparison measurements between the 
calorimeters and several bolometer mounts 
illustrate the increasing inefficiency of bolom-
eter mounts with increasing frequency. 

Amplitude Stabilization of a Microwave 
Signal Source—G. F. Engen (p. 202) 

Recent developments in the microwave 
field have provided new tools for use in regulat-
ing the output amplitude of a microwave signal 
source. An amplitude or power stabilizer has 
been constructed at the National Bureau of 
Standards Boulder Laboratories, using the re-
cently developed self-balancing de bolometer 
bridge and a commercially available, electri-
cally controlled, ferrite attenuator which 
achieves power stabilities of a few parts in 104 
per hour. 

Use of a high directivity directional coupler 
permits stabilization of the forward traveling 
component of the signal, thus providing the 
equivalent of a matched, stable generator. In 
practice, a broad-band source match of vswr 
less than 1.05 is achieved, and this figure may 
be further improved, at a given frequency, by 
suitable tuning. In addition, the device has ap-
plications as a precision broad-band attenua-
tor, since known changes in power level may be 
achieved by switching certain of the associated 
dc components. 

A Simple Artificial Anisotropic Dielectric 
Medium—R. E. Collin (p. 206) 

The anisotropic properties of an infinite 
stack of thin dielectric sheets separated by 
another set of thin sheets with a different dielec-
tric constant is investigated. It is shown that 
the anisotropie properties are brought about 

because of the two distinct modes of propaga-
tion which can exist in such a stacked array of 
sheets. The limiting forms of the wave solutions 
and second-order results for the equivalent 
dielectric constants are given. 

Calculation and Measurement of the 
Noise Figure of a Maser Amplifier —J. C. 
I lehner and M. W. Muller (p. 210) 

The noise performance of regenerative am-
plifiers is reviewed and equations are obtained 
which serve to interpret a measurement of 
noise front an ammonia molecular beam maser 
a in p: i tier. 

Tile nieasurement is accomplished by 
means of a double heterodyne system in which 
a detuned maser oscillator serves as second lo-
cal oscillator. The measured noise figure is 
3.5 ±0.5 db, as predicted by theory for the 
sliglttly undercoupled circuit used. Although 
no beam noise is observed, the experimental 
uncertainty places an upper limit of 40°K on 
the spontaneous emission noise temperature of 
the ammonia beam. 

Propagation in Dielectric Slab Loaded Rec-
tangular Waveguide —P. H. Vartanian, \V. P. 
Ayres, and A. L. 1 lelgesson (p. 215) 

Propagation in dielectric loaded rectangular 
waveguide is investigated theoretically for 
varying slab thickness and dielectric constant. 
The slabs are placod across the center of the 
waveguide in the E plane. This geometry is 
found to offer band u idths in excess of double 
that of rectangular waveguide for dielectrics 
having dielectric constants of approximately 
18. Power handling capacities which are double 
or triple that of standard waveguide are 
achievable using the dielectric loaded wave-
guide. In addition to the theory, design curves 
of bandwidth, guide wavelength, cutoff wave-
length, impedance, power handling capacity. 
wall losses, and dielectric losses are presented 
and compared to experiment were possible. 

Parallel-Coupled Transmission-Line-Reso-
nator Filters—S. 13. Cohn (p. 223) 

This paper describes the synthesis of band-
pass transmission-line filters consisting of series 
of half-wavelength resonant conductors such as 
strips. The design differs from the usual end-
coupled strip configuration in that successive 
strips are parallel coupled along a distance of a 
quarter-wavelength. The resulting coupling 
between resonators is partly electric and partly 
magnetic. Several important advantages are 
gained by this arrangement: 1) the length of 
the filter is approximately half that of the end-
coupled type; 2) the gaps are larger and there-
fore less critical; and 3) the insertion-loss curve 
is symmetrical on a frequency scale with the 
first spurious response occurring at three times 
the center frequency of the pass band. 

Formulas are derived for the parallel-
coupled-resonator transmission-line filter that 
permit accurate design for Tchebycheff, maxi-
mally flat, or any other physically realizable 
response. The formulas are theoretically exact 
in the limit of zero bandwidth, but frequency-
response calculations show them to give good 
results for bandwidths up to about 30 per cent. 
An experimental strip-line filter of this type has 
been constructed, and the data given in this 
paper show that excellent performance has 
been obtained. 

A New Class of Broad-Band Microwave 9D-
Degree Phase Shifters—B. M. Schiffman 
(p. 232) 

In the type of circuits considered here, the 
input power is divided equally between two 
channels whose outputs are caused to have a 
very nearly 90° phase difference over a broad 
frequency range. Networks suitable for applica-
tion at low frequencies which perform the 
above function have been widely investigated. 
This report describes a new type of 90° differ-
ential phase shifter which ltas a constant resist-
ance input, and which is useful over band-
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widths as large as 5:1 in the microwave region. 
Correspondence (p. 238) 
Call for WESCON Papers (p. 239) 
1958 PGMTT National Symposium (p. 240) 
Contributors (p. 242) 

Production Techniques 

PGPT-3, APRIL, 1958 

Index of Papers in This Issue (p. i) 
Message from the Editor (p. ii) 
Chairman's Notebook (p. iii) 
(Papers Presented at the First National 

Symposium on Production Techniques, June 6-
7, 1957, Washington, D. C.) 

The Use of Commercially Available Auto-
mation Equipment—D. D. Israel (p. I) 

As chairman of the first session: "Manage-
ment, How to Prepare for and Implement 
Automation," the author points out that the 
session not only focusses upon a subject that 
all recognize as of primary interest to many 
facets of the electronics business; but that it 
also draws a precision bead on the strengths 
and weaknesses of our progress to date, and 
upon the problems that confront us in the fur-
ther development of our automation programs. 

The author outlines Emerson's operating 
policy to buy, not build, automation equip-
ment. The program of expediting and "apply-
ing needles" is described. Six important ad-
vantages of buying equipment are discussed at 
some length: (I) recourse of exchange, return, 
or correction, (2) benefit of professional con-
sulting services, (3) access to professional spe-
cialists of competitors, (4) art learned faster 
because competition puts its best foot forward 
to sell, (5) objectivity avoids too much mecha-
nization, and (6) best design may be chosen, 
section by section. 

The Use of Company-Developed Automa-
tion Machinery—George Harrigan (p. 3) 

Steps in the implementation of automation 
at Admiral are outlined. The selection, develop-
ment and testing of new component-part forms 
are described at some length. Standardization 
and design details are covered. Stressed is uni-
formity in product and procedure and recent 
mechanized equipment improvements. In con-
clusion, the author prognosticates upon the 
future gains from automation development. 
A Comptroller's View of the Problems En-

countered in Adapting to Automation—J. A. 
Cadwallader (p. 5) 

The automation experiences of GE's Light 
Military Electronic Equipment Department 
are outlined. Military job-shop assembly quan-
tities are established at 200 units. In balancing 
direct-labor savings against machine costs, it is 
emphasized that indirect and intangible savings 
should be properly evaluated. Examples are 
given. The five basic problem areas of obso-
lescence, depreciation, factory overhead ratios, 
cost ratios, and capital investment are dis-
cussed. The automation of clerical areas is de-
scribed and answers are given to some of the 
associated perplexing questions. These ques-
tions are outlined as having to do with people, 
lack of flexibility, overuse of data processing 
information, and conversion. Encouragement 
for the future is voiced. 

Problems in Manufacturing Component 
Parts for Automation—A. H. Postle (p. 9) 

It is pointed out that by 1960 both printed 
wiring and automation will be badly needed by 
the dynamic electronics industry. Outlined is 
the recent history of the swing to automation 
by the component parts manufacturer. Those 
attempts that have yielded less than uniform 
products, are laid at the door of lack-of-stand-
ardization. Some of the present standardization 
needs are enumerated. Stressed is the thesis 
that tighter levels of incoming quality are re-
quired for automation. Emphasis is placed upon 
the composite assembly approach using the 
ceramic base plate. The author concludes with 

the hope that in the near future some uni-
versally accepted system will evolve, so that a 
component-parts mechanization-increase can 
effect a total industry saving. 

Some Personnel Problems of Automation— 
Edgar Weinberg (p. 11) 

The author presents two basic principles of 
strategy for orderly transition to automation. 
Also given are eight generalized solutions to the 
attendant personnel problems—solutions that 
were suggested by research studies being con-
ducted by the Bureau of Labor Statistics of the 
U. S. Department of Labor. Specific examples 
are given from the case studies of: a TV manu-
facturer issuing printed wiring and automatic 
assembly equipment, an insurance company 
and an airline both using electronic computing 
systems, and a bakery and an oil refinery repre-
senting other industries that are more experi-
enced in automation. The author indicates that, 
as difficult as the problems of extensive techno-
logical change may be, they can still be handled 
in a constructive and orderly fashion. Answers 
are suggested to such questions as: how are 
workers informed about changes; what is the 
extent of displacement; how were workers re-
assigned; what was the change in total em-
ployment; do new jobs require greater skill; 
has there been any upgrading or downgrading; 
and what is the attitude of workers toward the 
changes? He concludes with an 1835 quotation, 
"That machines do not, even at their first in-
troduction, invariably throw human labor out 
of employment must be admitted; and ... 
that they never produced that effect . . . ." 
A Prediction of the Future Machinery of 

Automation—R. W. Daniels (p. 14) 
Based on the past experience of a company 

engaged in this field, their own results and the 
results of others are assessed. Machines, past 
and present, are discussed covering the last 
three years. It is concluded that there are none 
in actual production that can be truly called 
"automation systems," but that some have 
reached a significant level of the assembly 
process. Emphasized is the importance of com-
ponent-part and packaging standardization, 
particularly in the direction of narrowing the 
range of physical sizes and configurations, and 
in the evolving of simpler physical forms. It is 
pointed out that effective packaging of parts 
can eliminate a great deal of complications at 
the assembly machine. 

Three methods of automatic check of ma-
chine performance are discussed from the eco-
nomics point of view. Automatic set-up, ap-
proaching the true automation concept, is pre-
dicted—again, within economic restrictions. 
Automatic soldering and automatic testing are 
treated at some length. The economic con-
siderations of a relatively limited future market 
are outlined. The rate at which future refine-
ments will be integrated is pictured as depend-
ent primarily upon the economic justification 
for their development. The author concludes 
with the prediction that the immediate future 
will not see a radical change; but that the pro-
duction segment of the electronics industry 
must keep pace, as we stand on the threshold 
of a second industrial revolution. 

Reasons for Avoiding an Automation Pro-
gram at This Time—Jacob Rabinow (p. 17) 

The speaker makes the statement that 
much of the present work in automation seems 
to be a matter of fashion rather than of hard, 
common sense thinking. It is charged that 
projects like the NBS "Tinkertoy," and some 
of the applications of printed circuits are un-
justified economically, or from the point of 
view of the needs of national defense. It ap-
pears to the speaker that a great deal of effort 
is spent in automating the trivial and the inex-
pensive. 

He emphasizes that there are great dangers 
in designing equipment to use the modular ap-
proach, where the intention is to service the 
equipment by replacing complete sub-assem-

blies rather than the individual component 
parts. The thesis is presented that electronics 
is too young an industry to be put in a straight 
jacket of standardized assemblies at this date. 
The admonition is made that automation is not 
new, and that as always it should be applied 
only where very careful cost studies indicate 
its desirability. 

Introductory Remarks—E. R. Gamson 
(p. 18) 
A Production Design Concept for Electro-

Mechanical Components—G. D. Gruenwald 
and William Attride (p. 19) 
A unique application of worm gearing to 

electro-mechanical shaft assembly servos is 
shown, including a survey of basic require-
ments, and a comparison of alternate configura-
tions. Possible application of mass production 
techniques to small lot quantities through de-
sign standardization is described. The savings 
in engineering effort by the selection of stand-
ard components having predictable character-
istics such as frequency response, backlash, life, 
etc., are outlined; and additional savings are 
described, brought about by the use of pre-
printed vellums. 
A Small Three-Dimensional Printed-Wir-

ing Module—A. C. Ansley (p. 26) 
The advantages of individual-circuit modu-

lar construction are reviewed. Armed Services 
opinion is quoted, indicating that more modu-
lar construction is the most important present 
trend. A new modular approach is introduced, 
and several shape-variations which were in-
vestigated, are shown. The finally-adopted 
"PLUS Module" standard is described as con-
sisting of a square socket-mounted top and 
another square plug-mounted base, tied to-
gether by two printed-wiring boards that are 
slotted at their center and crossed (to form a 
third-dimensional PLUS symbol). The ad-
vantages of using standard printed-wiring tech-
niques and standard component parts, are 
stressed. Details are discussed, including: a de-
sign for either dip or hand-soldering methods, 
a moisture trap solution for a 32-pin connector, 
heat-dissipation provisions, and epoxy-resin 
sealing to cope with extreme conditions of 
vibration and humidity. Possible construc-
tional variations are mentioned. 

Commercial and economic considerations 
are outlined, and a break-even point is set at 20 
units, as compared with hand-wired modules. 
The author rates the space-factor as compara-
ble with flat plug-in printed-wiring boards that 
use the minimum practical spacing; and gives 
the standard dimensions (in a shielding can) as 
11 inches square and 21 inches high. In conclu-
sion, he expresses the hope that the new 
"PLUS Module" will help to solve some of the 
problems of adapting electronic equipment to 
modular construction. 

"Fountain" Soldering—Its Background and 
Development—Thomas Stearns (p. 31) 

Old, tried, and true principles are described 
as they have been applied to a modified "foun-
tain" soldering technique, to virtually elimi-
nate "drossing" (tin and lead oxidation) and to 
reduce contamination to a minimum. A history 
is given of the development of this technique at 
Sanders, dating from the early days of the 
"Tinkertoy" program. An early sheet-alumi-
num stencil and "solder boat" dipping method 
is discussed, with relation to the long time-cycle 
and the trapped-gasses problem. Mentioned, is 
an improvement of bringing the solder to the 
work in solder cups, but which was mechani-
cally grotesque and faced with the twin prob-
lem of thermal-loss and dross-formation. A one-
shot pump modification is credited with being 
the forerunner of the true "fountain." 

Presented as the final solution, is a positive-
displacement pump that supplies solder 
through a baffled manifold to selected tube 
sizes, giving a steady flow of solder which 
"fountains" to a uniform height above the 
tubes. Advantages of the "fountain" technique 
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are listed, with emphasis being placed on ac-
curate temperature control and lower soldering 
temperatures. A refinement is introduced in the 
form of an anti-coddent oil layer to control 
drossing, as used in the tin-ware industry in the 
"flow-brightening" of electro-deposited tin. 
Other precautions are outlined which reduce 
contamination. 

Growing out of this soldering technique for 
printed wiring, a resistor-wafer soldering ma-
chine is described (for stacked-wafer modules 
using standard resistors). Also presented, is a 
"pile-driver" soldering machine for wafers 
using printed silver patterns and printed com-
ponent parts. 

The Chairman keynotes the Session and 
Presents a Defense Profile—J. M. Bridges 

(1). 35) 
Military Problems Imposed by Automation 

—W. I. Bull (p. 36) 
The problems of logistics, maintenance and 

reliability, as imposed by automation on users 
of military electronics, are presented. It is re-
minded that the military is very careful to 
avoid telling industry how to build equipment, 
and therefore, in theory, automation should be 
only of military academic interest. On the other 
hand, with the cost of military electronics 
sometimes reaching staggering proportions, and 
with the economic status of the country as im-
portant as its military prowess, it is pointed out 
that the armed services have had a definite and 
active interest in automatic assembly equip-
ment. The characteristics of naval shipboard 
equipment are enumerated as embracing MIL 
standard component parts, and a relatively 
small number of non-interchangeable units re-
pairable on shipboard at the component-parts 
level. Describing the Bureau's policy as leaning 
toward a broad production base with small 
business participation, it is noted that machines 
for automatic production are costly. 

Naval automation objectives compatible 
with these basic conditions are listed as includ-
ing the use of conventional MIL component 
parts to build a wide variety of units, by means 
of low cost machinery which is capable of flex-
ible programming. Emphasized is the need for 
selling the new concept to field personnel, and 
for expediting general specification changes in 
order to keep pace with technological progress. 
Automation is credited with a considerable 
contribution to reliability. It is suggested that, 
through the use of interchangeable subassem-
blies or modules, advantages are gained; yet it 
is indicated that the Navy would still want to 
maintain the ability (when the chips are down) 
to repair "the throw-away subassemblies." It is 
concluded that there should be no insurmount-
able difficulties in making changes to the pres-
ent logistics and maintenance methods, in order 
to realize the full benefits of automatic assem-
bly. 

Development of Standards for Automation 
—A. W. Rogers (p. 39) 

In implementing automation it is reminded 
that the industry is faced with frustrations and 
dissatisfactions for lack of adequate progress in 
the standardization of the many facets of 
mechanized assembly—patterns, parts, assem-
bly, inspection. An advance look is given of an 
R & D document, to be promulgated by the 
Signal Corps, titled "Design Requirements for 
Printed Wiring Electronic Equipment." It is 
specified that modular units be employed, using 
printed wiring internally, also integrated 

through the use of printed wiring, and made 
adaptable to automation. Etched copper lami-
nate is listed as preferred, line widths and 
spacings are specified, and the use of epoxy-
type conformal coating is required unless the 
conductors are spaced 4 or 5 times the specified 
distance. It is presented that the diameter of 
component-parts leads should be within 0.015" 
of the mounting hole diameter, with clinching 
or flaring preferred, eyelets or other auxiliary 
devices to be avoided whenever possible. and 
through-plated holes to be paralleled with 
jumpers. 

Other advance information shows tempera-
ture control at 520°F and 5 seconds, and rosin-
base flux in accordance with MIL-F-14256 (Sig 
C). Modular hole dimensions are tabulated, the 
essential information being: 0.300" or 0.150" 
spacing for "in-line" leads; 0.100" or 0.050" for 
other leads, with the smaller dimensions ac-
ceptable for subminiaturization; and addition-
ally, 0.025" permitted only for extreme sub-
miniaturization. Modular dimensioning is de-
scribed as the cornerstone of the projected over-
all automation system; through its use the hope 
is expressed that we can raise our overall 
volumetric packaging efficiency from 15% to 
40 or 50% 

The Problem of Compatibility Between 
Military Equipment Design and Commercial 
Automation Techniques—J. J. Lamb (p. 45) 

The thesis is presented that standardization 
is the key to compatibility between military 
equipment design and commercial automation 
techniques. The definition of "automation," as 
authorized by the Electronic Industries Assn. 
(formerly RETMA) is given. The cognizant 
standardization organization, Panel "A" within 
EIA on Automation and Computers is de-
scribed as consisting of seven main committees 
with most made up of several subcommittees. 
It is stated that technical representatives of 
non-member companies are invited to partici-
pate fully in the work; and coordination with 
IRE headquarters is noted. 

The first national standard for the Baudot 
Code is mentioned, and A-3's proposed specifi-
cation "Standard Dimensional System for 
Automation Requirements" (covering modular 
hole spacing) is reproduced in its entirety. A 
few of the "new attacks" on automation that 
Remington Rand has been developing, are 
pictured. A single drill head, a multiple drill 
head, and a component-parts insertion machine 
are shown, which operate on the "template pro-
gramming" principle, using a pantograph-type 
mechanism. It is mentioned that the principle 
is adaptable to automatic programming if eco-
nomically warranted. Reliability of both inser-
tion and the product is discussed, and 99.6% 
is labeled as too low. An admonition is given 
to "Keep it simple," and emphasis is placed 
upon the importance of military feedback from 
operational units in the field. 

Automating Small-Lot Electronic Produc-
tion—W. A. Schneider (p. 50) 

It is indicated that new developments of 
promise for automation of military electronics 
have yet to reach actual production. A plea is 
made for a self-instituted program of standard-
ization and mechanism. The various types of 
semiautomatic, mechanized, and programmed 
varieties of automation machinery for elec-
tronic assembly, are described, and commented 
upon at some length. A tabulation of their nu-
merous characteristics is contributed. Two 

graphs present short-run production rates of 
the eight basic types of machines, when used to 
assemble 24 or 48 component parts to printed-
wiring boards; the number of units to be made 
are plotted from 0-100. Two other graphs 
amplify the lower portion and are plotted from 
0-10 units. Considerable comment is included. 

Indexes show cost, manpower and space re-
quirements for batches of 30, 100, and 1000 
units, and are tabulated against each of the 
eight varieties of automation. Suggestions are 
made for the adoption of mechanization. The 
importance of design modification, modular 
conversion, and standardization of component 
parts, are stressed. The results of a specific re-
design are cited. Emphasis is placed upon the 
thesis, that before being submitted to produc-
tion, the development of a mechanically-
producible electronic system must have ar-
rived at a more complete stage of design than 
one to be manually assembled. Several benefits 
to be obtained from automation, and some 
problems, are listed. It is concluded that mili-
tary electronics development and production 
can be improved substantially by the action 
that is suggested. 

The Component-Parts Bottleneck in a 
Peace-Time Production Profile—Louis Kahn 
(1). 60) 

Although the title is addressed to peacetime 
conditions, it is pointed out that the possibility 
of mobilization for war effort, needs to be con-
sidered, at least as a background for decisions. 
It is indicated that mechanization in the com-
ponent-parts industry is not new, having had 
substantial beginnings 20 years ago. The author 
states, although there are in operation ceramic 
capacitor assembly machines, capable of pro-
ducing a minimum of 5000 completed capaci-
tors per hour, that general mechanization of 
the component-parts industry is almost eco-
nomically impossible. An analysis of production 
records shows that 75% of all orders are for less 
than 100 pieces, that 25 to 40 thousand differ-
ent capacitors are manufactured each month 
and that 80 to 100 new designs or variations 
are created each week, at Aerovox. 

It is stressed that the multiplicity of types 
and ratings makes it impossible to speed de-
liveries, maintain a sizable stock, or implement 
a general automation rogram. Materials are 
pictured as not being a bottleneck item on the 
standard parts level; but on the other hand, 
that special materials are badly needed to meet 
the extended environmental and operational 
conditions forced upon the industry by new 
weapon requirements. A step-up in the Military 
preferred parts activities is recommended as a 
move to drastically reduce the number of 
standard parts. Some concern is voiced regard-
ing the controversial Aircraft Industry practice 
of commissioning small suppliers to design and 
build "specialty items." It is charged that the 
practice creates still more items purchased from 
sources where automation is even less practica-
ble, and that reduces reliability through the 
sponsorship of a hand-assembly atmosphere. 

Brain Pickings—"Storage Random Access 
(Human)" (p. 63) 

News of the Chapters (p. 66) 
Administrative Committee of the IRE Pro-

fessional Group on Production Techniques 
(p. 72) 

Standing and Working Committees of the 
PGPT Administrative Committee (p. 73) 

Calendar of Coming Event; (p. 74) 
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ACOUSTICS AND AUDIO FREQUENCIES 

534.121.2 1290 
Variational Treatment of Arbitrarily Mass-

Loaded Membranes—E. T. Kornhauser and 
D. B. Van Hulsteyn. (J. Acoust. Soc. Amer., 
vol. 29, pp. 1204-1205; November, 1957.) See 
921 of 1954 (Kornhauser and Mintzer). 

534.133 1291 
Vibrations of a Monoclinic Crystal Plate— 

F. G. Newman and R. D. Mindlin. (J. Acoust. 
Soc. Amer., vol. 29, pp. 1206-1218; November, 
1957.) 

534.21 1292 
Acoustical Radiation from a Point Source 

in the Presence of Two Media—D. I. Paul. 
(J. Acoust. Soc. Amer., vol. 29, pp. 1102-1109; 
October, 1957.) Two semi-infinite isotropic 
media (porous or nonporous) are separated by 
a plane interface. Expressions for the resultant 
wave function are obtained by a method of 
steepest descents in a form applicable also to 
the analogous electromagnetic case. See also 
3387 of 1947 (Rudnick). 

534.21-8-14 1293 
Ultrasonic Absorption by Steady Thermal 

Method—S. Parthasarathy and S. S. Mathur. 
(Ann. Phys., Leipzig, vol. 19, pp. 242-246; 
December 20, 1956. In English.) A new method 
of determining ultrasonic absorption coeffi-
cients in liquids is described. 

534.21-8-14 1294 
Ultrasonic Pulse Technique for Measuring 

Acoustic Losses and Velocities of Propagation 
in Liquids as a Function of Temperature and 
Hydrostatic Pressure—H. J. Meskimin. (J. 
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Acoust. Soc. Amer., vol. 29, pp. 1185-1192; 
November, 1957.) 

534.212: 534.121.2 1295 
On the Transmission of a Spherical Sound 

Wave through a Stretched Membrane—G. L. 
Lamb, Jr. (J. Acoust. Soc. Amer., vol. 29, pp. 
1091-1095; October, 1957.) 

534.22-14:546.212 1296 
Speed of Sound in Water by a Direct 

Method—M. Greenspan and C. E. Tschiegg. 
(J. Res. Nail. Bur. Stand., vol. 59, RP 2795, 
pp. 249-254; October, 1957.) The speed of 
sound in distilled water was measured over the 
temperature range 0°-100°C to within 1 part in 
30,000. Details of the method and equipment 
are given and results are tabulated. 

534.23 1297 
Representation of the Field of an Acoustic 

Source as a Series of Multipole Fields—H. L. 
Oestreicher. (J. Acoust. Soc. Amer., vol. 29, pp. 
1219-1222; November, 1957.) 

534.23 1298 
Field of a Spatially Extended Moving Sound 

Source—H. L. Oestreicher. (J. Acciust. Soc. 
Amer., vol. 29, pp. 1223-1232; November, 
1957.) 

534.231 1299 
Oppositely Directed Plane Finite Waves— 

R. D. Fay. (J. Acoust. Soc. Amer., vol. 29, pp. 
1200-1203; November, 1957.) An adaptation of 
the analytical method described earlier (1300 of 
1957) to determine the sound field of waves 
progressing in opposite directions. 

534.232-14-8:534.133 1300 
Relation between Efficiency of Quartz 

Transducers and Ultrasonic Absorption Coeffi-
cient of Liquids: Parts 1 and 2—S. Partha-
sarathy and P. P. Mahendroo. (Z. Phys., vol. 
147, pp. 573-581; February 6, 1957. In Eng-
lish.) Report on experimental investigations of 
absorption in organic liquids and discussion of 
the resulting transducer efficiency curves. See 
also 324 of 1957 (Parthasarathy and Nara-
simhan). 

534.24 1301 
Reflection on a Rough Surface from an 

Acoustic Point Source—M. A. Biot. (J. Acoust. 
Soc. Amer., vol. 29, pp. 1193-1200; November, 
1957.) 

534.613 1302 
Acoustic Torques and Forces on Disks— 

J. B. Keller. (J. Acoust. Soc. Amer., vol. 29, 
pp. 1085-1090; October, 1957.) 

534.78 1303 
Acoustics and Physiology of Phonation— 

R. Husson. (J. Phys. Radium, vol. 18, Supple-
ment to no. 3, Phys. Appl., pp. 23A-35A; 
March, 1957.) 

621.395.61+621.395.62 1304 
Real-Power Damping of Electroacoustic 

Transducers—T. Hayasaka. (Rep. Elec. Com-
mun. Lab., Japan, vol. 5, pp. 1-3; September, 
1957.) Real-power damping is defined. Design 
methods using this are similar to those mini-
mizing vector power damping. 

621.395.623.7.012 1305 
Panoramic Representation of the Sound 

Field—G. G. Sacerdote and C. Bordone-
Sacerdote. (J. Acoust. Soc. Amer., vol. 29, pp. 
1165-1168; November, 1957.) Note of records 
obtained using a sonograph method of recording 
the sound field of a rotating loudspeaker fed by 
white noise. See 2950 of 1956. 

621.395.625.3:621.397.5 1306 
The Ampex Video Tape-Recording System 

—Snyder. (See 1568.) 

ANTENNAS AND TRANSMISSION LINES 

621.314.22:621.317.343.2 1307 
Measurement of the Characteristic Imped-

ance of a Coaxial Cable—D'Alton. (See 1496.) 

621.372.2 1308 
The Helical Line with a Coaxial Cylindrical 

Attenuating Layer—G. Landauer. (Arch. Elek. 
Übertragung, vol. 11, pp. 267-277; July, 1957.) 
The attenuated helical line is analyzed by con-
sidering a coaxial system formed by an 
obliquely conducting cylinder with infinitely 
thin walls and a cylindrical semiconducting 
outer shell. Attenuation and phase rotation are 
plotted as a function of the surface resistance 
of the attenuating cylinder. Two different sur-
face resistances can produce the same attenu-
ation but different phase velocities. 

621.372.2: 621.318.134 1309 
Microwave Magnetic Field in Dielectric-

Loaded Coaxial Line—B. J. Duncan, L. 
Swern, and K. Tomiyasu. (PROC. IRE, vol. 46, 
pp. 500-502; February, 1958.) Additional ex-
perimental work and theoretical considerations 
show that the probable mode configuration for 
a coaxial line half filled with a low-loss high-
dielectric-constant material suggested in an 
earlier paper [2023 of 1957 (Duncan, et al.)] 
should be rotated by 180° relative to the dielec-
tric. 

621.372.8 1310 
Ghost Modes in Imperfect Waveguides— 
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E. T. Jaynes. (Paoc. IRE, vol. 46, pp. 416-
418; February, 1958.) Microwave resonances 
exist which are nonradiating and thus have 
high Q, although the fields are not enclosed 
completely by metallic walls. Complicated 
resonance effects observed in waveguides 
operating close to the cutoff frequency of a 
propagation mode are explained. These spuri-
ous resonances are analogous to certain phe-
nomena observed in imperfect crystals of 
solid-state materials. 

621.372.8:537.226 1311 
Shielded Dielectric Waveguide—H. 

Uchida, S. Nishida, and H. Shioya. (Sci. Rep. 
Res. Inst. Tohoku Univ., Ser. B, vol. 8, pp. 
7-22; June, 1956.) A theoretical analysis of 
a shielded dielectric waveguide shows the exist-
ence of both symmetrical E and H waves. The 
dominant mode of the latter is easily propa-
gated and has a low transmission loss. They 
both have similar cutoff frequencies but the 
E wave may be suppressed. 

621.372.8 : 621.018.75 1312 
Influence of Wall Losses on Pulse Propa-

gation in Waveguides—R. Gajewski. (J. 
Ape Phys., vol. 29, pp. 22-24; January, 
1958.) "Assuming that the resistivity of wave-
guide walls is not too large, the influence which 
energy losses have upon the shape of a pulse 
propagating along the waveguide is discussed. 
It is found that pulses are damped with a 
damping factor equal in the first approxima-
tion to that in a steady state." 

621.372.829 1313 
Propagation of Waves in Helical Wave-

guides—Chiao-Min Chu. (J. Appi. Phys., vol. 
29, pp. 88-99; January, 1958.) An analysis is 
developed for determining the effects of wire 
size and shape on the attenuation and har-
monic fields of monofilar and multifilar helices. 
Calculated attenuation characteristics agree 
well with experimental data. 

621.372.831 1314 
Junction of Smooth Flared Waveguides— 

D. J. Leonard and J. L. Yen. (J. Ape. Phys., 
vol. 28, pp. 1441-1448; December, 1957.) 
"Stevenson's general theory of em horns or 
flared waveguides [1841 of 1952], which is 
valid only for geometrical configurations whose 
cross sections are continuous along the direc-
tion of propagation together with their first 
and second derivatives, is generalized to include 
sudden jumps in the first derivatives of the 
cross sections." 

621.372.85.011.21 1315 
A Physical Interpretation of Impedance for 

Rectangular Waveguides—J. A. Lane. (Proc. 
Phys. Soc., vol. 70, pp. 1173-1174; December 1, 
1957.) Impedance measurements on narrow 
transverse films in the center of a rectangular 
waveguide indicate that the most appropriate 
definition of impedance for such obstacles is 
one based on total transmitted power and 
maximum transverse voltage. 

621.372.852.3 1316 
An Improved Microwave Attenuator for 

Military Use—F. L. Rose. (Bell Lab. Rec., vol. 
35, p. 418; October, 1957.) 

621.372.852.323:621.318.134 1317 
A Nonreciprocal Attenuator (Isolator) for 

4 Gc/s—J. Deutsch and W. Haken. (Frequenz, 
vol. 11, pp. 217-220; July, 1957.) Description 
of a 3.8-4.2-kmc ferrite-type isolator; the reflec-
tion coefficient is about 1 per cent over the 
whole frequency range, reverse attenuation is 
greater than 13 db, and forward attenuation 
about 0.5 db. 

621.396.67:621.396.11 1318 
Interaction between Two Aerials—J. 

Robieux. (C.R. Acad. Sci., Paris, vol. 245, 
pp. 793-796; August 12, 1957.) A general ex-
pression for the transmission of energy from one 
antenna to another is derived on the assump-
tions that 1) both antennas have directivity 
and 2) they are so far apart that the radiation 
of one is unaffected by the other. Applications 
of the expression are suggested for cases of 
tropospheric propagation, or radiation involv-
ing diffraction. 

621.396.67.012.12 1319 
Graphical Solution of the Radiation from 

Aerial Systems Composed of Two Active 
Elements—V. Caha. (Slab. Obz., Praha, vol. 18, 
pp. 144-149; March, 1957.) A theoretical analy-
sis of the radiation diagrams of antenna sys-
tems with two active elements. Details of a 
direct geometric procedure for drawing these 
diagrams is given. 

621.396.67.029.6+621.372.8E091) 1320 
Microwave Antenna and Waveguide Tech-

niques before 1900—J. F. Ramsay. (Paoc. 
IRE, vol. 46, pp. 405-415; February, 1958.) 
In the years between 1888 when Hertz initially 
demonstrated radio waves and 1900 when 
Marconi established radio communication, 
experimenters developed microwave devices 
and techniques anticipating much of present-
day practice. A historical review is given of 
antennas and waveguides of the period with 
some reference to associated microwave tech-
niques. 

621.396.674.3-415 1321 
Rolled Triangular-Sheet Antennas—J. R. 

McDougal, S. Adachi, and Y. Mushiake. (Sci. 
Rep. Res. Inst. Tohoku Univ., Ser. B, vol. 8, 
pp. 125-132; December, 1956.) A dipole made 
up of two spirally rolled right-angled triangular 
metal sheets has a power pattern and input 
impedance suitable for wide-band application 
in the full-wavelength region. In the half-
wavelength region the dipole approximates to 
an ordinary cylindrical dipole. 

621.396.676 1322 
Capacity Feed for the Mobile Whip—J. M. 

Osborne. (Short Wave Mag., vol. 15, pp. 408-
410; October, 1957.) Details of a capacitive 
feed system for a whip antenna for mobile use. 

621.396.677 1323 
Simple Two-Band Cubical Quad—C. Teale. 

(Short Wave Mag., vol. 15, pp. 406-407; Oc-
tober, 1957.) Design and constructional details 
of an inexpensive directional antenna array of 
small dimensions for 10 and 15 mX with a gain 
of 8-10 db. 

621.396.677.3 1324 
More about the Minibeam—G. A. Bird. 

(RSGB Bull., vol. 33, pp. 168-172; October, 
1957.) Additional constructional and opera-
tional details of an antenna array for 10, 15, 
and 20 m X of a design described earlier (ibid., 
vol. 31, pp. 355-358; February, 1956). 

621.396.677.7/.8 1325 
The Design of Horn-Parabola Aerials— 

H. Laub. (Frequenz, vol. 11, pp. 201-207; 
July, 1957.) The dependence of the antenna 
dimensions on the angle of illumination is 
investigated. See also 2628 of 1956 (Laub and 
Stohr). 

621.396.677.71 1326 
Pattern of a Flush-Mounted Microwave 

Antenna—J. R. Wait. (J. Res. Natl. Bur. 
Stand., vol. 59, RP 2796, pp. 255-259; October, 
1957.) "The numerical results for the far-zone 
radiation from an axial slot on a circular cylin-
der of perfect conductivity and infinite length 
are discussed. It is shown that the results for 
large-diameter cylinders can be expressed in a 
universal form that is suitable for pattern cal-

culations for arrays of slots on a gently curved 
surface." See also 355 of 1957 (Walt and 
Kates). 

621.396.677.71 1327 
Radiation from Slots on Dielectric-Clad and 

Corrugated Cylinders—J. R. Wait and A. M. 
Conda. (J. Res. Natl. Bur. Stand., vol. 59, RP 
2802, pp. 307-316; November, 1957.) "An 
approximate formula is derived for the radi-
ation pattern of an axially slotted cylinder with 
a thin dielectric coating. The accuracy of the 
formula is shown to be sufficient for practical 
purposes. Using a similar method, the pattern 
function for a slot on a corrugated cylinder is 
derived. Extensive numerical results are pre-
sented for both dielectric-clad and corrugated 
cylinders." 

621.396.677.8 1328 
On Focusing Electromagnetic Radiations— 

R. W. Bickmore. (Canad. J. Phys., vol. 35, pp. 
1292-1298; November, 1957.) "The trans-
mission of electromagnetic energy between two 
apertures is examined as a function of their 
sizes, separation, excitation functions, and sur-
face shapes with Fresnel approximations made 
throughout. Relations are derived which show 
when it is advantageous to focus the apertures 
by curving about a spherical surface." 

621.396.677.8 1329 
Fraunhofer Pattern Measurement in the 

Fresnel Region—R. W. Bickmore. (Ganad. J. 
Phys., vol. 35, pp. 1299-1308; November, 
1957.) The Fraunhofer pattern of an aperture 
may be obtained by probing the field at a 
radius of 0.1(12/X) instead of 2/2/X, provided 
the aperture can be moulded to a radius of 
curvature less than 212/X. There is less inherent 
phase error in the main-lobe region than in 
measurements on a plane aperture at 2/2/X. 

621.396.677.81 1330 
Reflection of a Plane Wave at a Wire Mesh 

in the Case of Normal Polarization—V. G. 
Yampol'skil. (Radiotekhnika, Moscow, vol. 11, 
pp. 33-37; November, 1956.) The reflection of 
a plane em wave at a wire mesh consisting of 
equidistant circular conductors is considered 
for the case in which the field intensity vector 
of the incident wave is perpendicular to the 
axes of the conductors. 

621.396.677.81:621.396.932.1 1331 
Current Distribution on Vertical Cylindrical 

Reflectors—G. Ziehm. (Frequenz, vol. 11, pp. 
233-243; August, 1957.) Problems arising in 
ship df equipment due to the effects of parasitic 
currents are discussed. The magnitude and dis-
tribution of vertical currents are determined 
for various types of antenna and are shown 
graphically. Suggestions for minimizing errors 
are based on these investigations. 

621.396.677.833.2:621.396.65 1332 
Antennas for 4000-Mc/s Radio Links— 

R. L. Corke and J. Hooper. (P.O. Elec. Eng. J., 
vol. 50, part 3, pp. 178-185; October, 1957.) 
"After a brief discussion of normal radio propa-
gation losses a simple explanation is given of 
the way microwave antennas function. A par-
ticular form of the paraboloidal reflector an-
tenna is then described in some detail." 

AUTOMATIC COMPUTERS 

681.142 1333 
A Unique Approach to Computer Versa-

tility—L. S. Michels. (Electronic Ind. Tele-
Tech, vol. 16, pp. 72-75, 142; October, 1957.) 
The need for a computer which can perform 
specialized computations as well as general 
data processing is met by the integration of a 
general-purpose computer with a digital dif-
ferential analyzer. The design involves a shared 
storage system and special input/output fa-
cilities. 
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681.142 1334 
Description of a Large Electronic Com-

puter—A. P. Speiser. (Bull. schlveiz. elektro-
tech. Ver., vol. 48, pp. 1013-1016; November 9, 
1957.) Description of the IBM Type-704 
computer which comprises storage units of 
magnetic tape, core, and drum type. 

681.142 1335 
Cycle and Delay Time Considerations in a 

Real-Time Digital Computer—H. Freeman. 
(Commun. and Electronics, pp. 588-593; No-
vember, 1957.) Considerable improvement in a 
computer program can be obtained by careful 
selection of cycle and delay times. The criterion 
of information-handling efficiency provides a 
basis for comparing the quality of various pro-
grams. 

681.142 1336 
Recording and Read-Out Circuits for 

Binary Numbers in a Magnetic-Drum Storage 
System—L. Dadda. (Ricerca Sc., vol. 27, pp. 
2403-2425; August, 1957.) Details of the 
storage system used in the computer Type 
CRC 102A at the Milan Polytechnic. See also 
3758 of 1957. 

681.142 1337 
A Swiss Analogue Computer—E. Jucker. 

(Bull. schweiz. eletarotech. Ver., vol. 48, pp. 
1017-1020; November 9, 1957.) An electro-
mechanical system is described in which 
quantities are represented by ac voltage ampli-
tudes and by the angle of rotation of shafts in 
a servosystem. 

681.142: 537.312.62 1338 
Trapped-Flux Superconducting Memory— 

J. W. Crowe. (IBM J. Res. Devel., vol. 1, pp. 
294-303; October, 1957.) »A memory cell based 
on trapped flux in superconductors has been 
built and tested. The cell is constructed entirely 
by vacuum evaporation of thin films and can 
be selected by coincident current or by other 
techniques, with drive-current requirements 
less than 150 ma. The short transition time of 
the trapped-flux cell indicates its possible use in 
high-speed memories. The superconductive 
film memory does not exhibit the problems of 
'delta noise' in core memories resulting from the 
difference in half-select pulse outputs. » 

681.142:537.312.62 1339 
An Analysis of a Persistent-Supercurrent 

Memory Cell—R. L. Garwin. (IBM. J. Res., 
Dn., vol. 1, pp. 304-308; October, 1957.) A 
theoretical model of a storage cell based on 
thin films of superconductors is discussed. An 
experimental device built to resemble the 
model was found to have the predicted be-
havior. 

681.142:621.385.832 1340 
A Binary-Weighted Current Decoder— 

E. J. Smura. (IBM. J. Res. Dev., vol. 1, pp. 
356-362; October, 1957.) A method for driving 
cathode-ray tubes from digital equipment is 
described, in which the deflection yoke is fed 
directly from binary-weighted constant-current 
sources. Design considerations are outlined and 
a comparison is made with other methods. 

681.142:621.396.828 1341 
Radio-Interference Control as Applied to 

Business Machines—Sarley and llendery. 
(See 1542.) 

CIRCUITS AND CIRCUIT ELEMENTS 

621.3.011.21:621.314.7:621.372.52 1342 
Negative Impedances, Transistors and 

Feedback Circuits and Their Interrelations— 
T. Scheler and H. W. Becke. (Frequenz, vol. 11, 
pp. 207-217, and 250-259; July and August, 
1957.) The use of transistors in negative-
impedance feedback circuits is investigated 

and the influence of transistor characteristics 
on the network parameters is determined 
theoretically and by measurement. Some prac-
tical difficulties are discussed. 

621.3.049.7 1343 
Mechanics of Electronics—W. D. Cussins. 

(Wireless World, vol. 64, pp. 133-137; March, 
1958.) Some suggestions for layout and me-
chanical design of equipment. 

621.3.09 1344 
The Influence of the Coefficients of the 

Transfer Function of a Transmission System 
on the Output Characteristics as a Function of 
Time—R. Hofmann and W. Walcher. (Arch. 
elek. übertragung, vol. 11, pp. 321-324; Au-
gust, 1957.) The input considered is in the form 
of a step function. 

621.314.22.029.55:621.318.134 1345 
On the Use of Ferrites in Wide-Band H.F. 

Transformers—(Point to Point Telecommun., 
vol. I, pp. 22-25; June, 1957.) Design problems 
encountered using ferrite cores in HF power 
transformers are discussed, including methods 
of heat dissipation. Characteristics of two 
commercially available designs are given. 

621.318.57: 621.375.132.3 1346 
Electronic Switch doubles as Cathode 

Follower—R. Benjamin. (Electronics, vol. 31, 
pp. 81-83; January 17, 1958.) "Basic two-way 
electronic switch may be expanded to multiway 
unit by adding input selector circuits, or may 
be used as a precision cathode follower by 
eliminating the selector. Circuit has near-
infinite input impedance and near-zero output 
impedance. Comparator compensation permits 
accuracy of 0.1 per cent over ± 100 volts. » 

621.318.57: 621.396.669 1347 
An Electronic Transmitter-Receiver An-

tenna Switch—E. Arvonio. (QST, vol. 41, pp. 
32-33; October, 1957.) Description of a twin-
triode circuit for instantaneous break-in opera-
tion. 

621.319.45 1348 
Miniaturized Tantalum Solid Electrolytic 

Capacitors—F. S. Power. (Bell Lab. Rec., vol. 
35, pp. 419-422; October, 1957.) The replace-
ment of an aqueous electrolyte by an oxide 
film results in an improvement in the low-
temperature characteristics and an extension of 
the frequency range. These capacitors also 
have the advantage of storing more charge per 
unit volume than previous types. 

621.372.001.1 1349 
Theory of Electrical Networks with Non-

linear Elements—J. J. Schaffer. (Arch. Elektro-
tech., vol. 43, pp. 151-168; May 20, 1957.) 
Mathematical treatment making use of almost 
periodic functions. 

621.372.41:621.318.424 1350 
The Occurrence of Abnornal States in 

Certain Ferroresonant Circuits—M. Panet. 
(C.R. Acad. Sci., Paris, vol. 245, pp. 834-837; 
August 19, 1957.) Two identical parallel 
resonance circuits incorporating coils with 
iron cores are connected in series. Conditions 
are examined under which an applied alter-
nating voltage is not equally distributed be-
tween the circuits. See also 2986 of 1956 
(Skalnik). 

621.372.412 1351 
The Problem of Increasing the Frequency 

Stability of Crystal Oscillators by means of 
Compensation—G. Becker. (Arch. elek. über-
tragung, vol. 11, pp. 289-294; July, 1957.) 
Herzog's method (2734 of 1952) of improving 
the Pierce oscillator by including a compen-
sating resistance is investigated. The depend-
ence of the frequency oscillator on the circuit 

parameters, with or without compensation, is 
calculated. The advantages of compensation 
are offset by serious drawbacks especially in 
crystal-clock applications. 

621.372.5:512.831 1352 
The Calculation of Linear Circuits—W. 

Klein. (Arch. elek. übertragung, vol. 11, pp. 
341-347; August, 1957.) Circuit components, 
which may include tubes, transistors and trans-
formers, are set up in the form of a multipole 
admittance matrix; from this five determi-
nants are obtained. 

621.372.5: 621.316.82 1353 
Theory of Networks of Linearly Variable 

Resistances—H. Levenstein. (Pxoc. IRE, vol. 
46, pp. 486-493; February, 1958.) A network of 
fixed resistances and linear rheostats driven by 
a common shaft can replace nonlinear ele-
ments. Such networks are amenable to good 
design techniques and can be described in a 
mathematical form analogous to that of fixed 
RL networks. 

621.372.5.018.783:621.375.4.029.4 1354 
Theoretical and Experimental Investigation 

of Distortion in Low-Frequency Junction-
Transistor Quadripoles—G. A. Spescha and 
M. J. O. Strutt. (Arch. elek. Übertragung, vol. 
11, pp. 307-320; August, 1957.) Expressions 
are derived for calculating distortion by dif-
ferentiating the quasilinear hybrid parameters 
of the quadripole. Methods are described of 
measuring distortion in junction-transistor 
quadripoles in earthed-base, earthed-emitter, 
and earthed-collector circuits. Calculated and 
measured results are compared for the earthed-
base and for the earthed-emitter circuits; close 
agreement is found. The application of the re-
sults of the investigation to the design of 
transistor amplifiers is discussed. See also 2392 
of 1957 (Meyer). 

621.372.54:621.372.412 1355 
High-Frequency Crystal Filter Design 

Techniques and Applications—D. I. Kosowsky. 
(Pxoc. IRE, vol. 46, pp. 419-429; February, 
1958.) Commercially available HF crystal 
filters exhibit performance characteristics 
previously attainable only at lower frequencies. 
Filters normally consist of from two to eight 
quartz resonators in a lattice or bridge network 
and are characterized by high Q and stability 
under extreme environmental conditions. 
Normal values of Q for filter components in the 
1-40-mc range are from 50,000 to 200,000; in 
certain filters, element vs exceed 1,000,000. 
By eliminating the need for multiple frequency 
conversions, the small rugged filters are useful 
in many AM, SSB, and FM receivers, as well as 
single-sideband generators. 

621.372.54:621.396.828 1356 
Low-Pass Filters for Mobile Use—W. 

Rudolph. (QST, vol. 41, pp. 24-25; October, 
1957.) Constructional details are given of 
simple compact filters for the suppression of 
radiation at television frequencies from mobile 
transmitters operating at frequencies below 
30 mc and in the 50-54-mc range. 

621.372.54.029.62/.63:621.372.2 1357 
Transmission-Line Low-Pass Filters—F. 

Charman. (Electronic Radio Eng., vol. 35, pp. 
103-111; March, 1958.) The networks consist 
of sections of line with suitably constructed 
lumped shunt capacitance. Design curves are 
given, and practical models are illustrated. 

621.372.543.2 1358 
Design of Three-Resonator Dissipative 

Band-Pass Filters having Minimum Insertion 
Loss—M. Dishal, B. Sellers, J. J. Taub, and 
B. F. Bogner. (Pitoc. IRE, vol. 46, pp. 498-
499; Feburary, 1958.) Comment on 2370 of 
1957 and authors' reply. 
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621.372.543.2(083.57) 1359 
Band-Pass Filter Design Technique— 

D. R. J. White. (Electronics, vol. 31, pp. 79-81; 
January 3, 1958.) »Universal curves provide 
design information for Butterworth and 
Tchebycheff stagger-tune filter networks for 
band-pass amplifiers. Required number of 
stages, center frequency, cutoff frequencies, 
and stage gain requirements can be deter-
mined." 

621.373.1:538.632 1360 
Galvanomagnetic Oscillators—V. N. Bogo-

molov. (Zh. tekh. Fiz., vol. 27, pp. 663-674; 
April, 1957.) The type of Hall-effect oscillator 
described has an efficiency of 37.5 per cent. 

621.373.42 1361 
An Ultrastable Keyed V.F.O.—J. M. Shul-

man. (QST, vol. 41, pp. 34-39; October, 1957.) 
High stability is achieved by constructing the 
variable tuned circuit, which has a high Q and 
is of rigid construction, as a single unit separate 
from the remainder of the oscillator. Clickless 
keying is obtained by a relatively small change 
in screen grid potential. 

621.373.421.11 1362 
Self-Oscillatory Systems with Two Degrees 

of Freedom at Multiple Frequencies—G. M. 
Utkin. (Radiotekhnika, Moscow, vol. 11, pp. 
66-76; October, 1956.) Mathematical analysis 
of the operation of an oscillator using two 
coupled tuned circuits resonating at frequencies 
one of which is an approximate multiple of the 
other. Expressions are derived for the oscillator 
frequencies and their instability as a function 
of the instability of the tuned circuits and the 
supply voltages. 

621.373.43 1363 
Idealized Treatment of Relaxation Oscil-

lator Circuits—M. Ddiganescu. (Bul. Inst. 
polit. Bueuresti., vol. 18, pp. 231-244; January 
/June, 1956.) Topological analysis of idealized 
circuits with the introduction of critical-
point notation. A correct solution can only be 
obtained if the system oscillates. 

621.373.52 1364 
Transistor Oscillator supplies Stable Signal 

—L. H. Dulberger. (Electronics, vol. 31, p. 43; 
January 31, 1958.) Colpitts circuit, employing 
one germanium transistor and one Zener diode, 
operates from a laboratory regulated power 
supply to maintain a sine-wave voltage of 
precise amplitude.» 

621.373.52:621.373.431.1 1365 
Determination of the Frequency of a 

Transistor Multivibrator between 4 and 4000 
c/s—M. Btchara. (C.R. Acad. Sci., Paris, vol. 
245, pp. 896-898; August 26, 1957.) Experi-
mental and theoretical results supplement 
those of McDuffle (682 of 1953) for the pulse 
duration and repetition rate of an astable 
transistor multivibrator circuit. 

621.374.3 1366 
Pulse Height Selector with Constant 

Analysis Time—M. Spighel and L. Pénege. 
(J. Phys. Radium, vol. 18, Supplement to no. 3, 
Phys. Ape, pp. 19A-22A; March, 1957.) A 
single-channel pulse height selector with an 
analysis time constant to within 2 X 10-85 inde-
pendent of the pulse height is described. 

621.374.3:621.314.7 1367 
Unusual Transistor Circuits—P. L. Burton 

and J. Willis. (Wireless World, vol. 64, pp. 107-
110; March, 1958.) The main features of design 
and a physical explanation of the action are 
given for voltage catching, transistor pump, 
emitter-squared follower, and transistor gating 

circuits. 

621.374.3.029.65 1368 
Millimicrosecond Pulses in the Millimetre-

Wave Region— C. A. Burrus. (Rev. Sci. Instr., 
vol. 28, pp. 1062-1065; December, 1957.) A 
technique is described for the generation, 
amplification and detection of pulses in the 
5-6-mm region. The pulses are 3 injas wide at 
the base, with a peak power of a few milliwatts. 

621.374.32 1369 
Forty-Megacycle Scaler—M. Nakamura. 

(Rev. Sci. Instr., vol. 28, pp. 1015-1020; De-
cember, 1957.) The scaler has a scale of eight 
and uses a fast flip-flop as a basic element. The 
latter can be triggered at a rate higher than 50 
mc and has a double-pulse resolution of 20 
MISS. 

621.374.32 1370 
Decade Decimal Counter speeds Printed 

Read-Out—R. W. Wolfe. (Electronics, vol. 31, 
pp. 88-90; January 17, 1958.) "High-speed 
circuit uses magnetron beam-switching tubes 
to sample, store, and provide multi-output 
functions without stopping the original count 
or losing input information during readout." 

621.375.1.012.6 1371 
Amplifier Low-Frequency Compensation— 

J. E. Flood and J. E. Haider. (Electronic Radio 
Eng., vol. 35, pp. 92-100; March, 1958.) 
General expressions are deduced for the indicial 
response (i.e., response to unit step input) and 
gain/frequency and phase/frequency response, 
leading to conditions for maximal flatness. 
Compensation is then considered, together with 
the effects of negative feedback. Multistage 
amplifiers are also discussed. 

621.375.1.029.4:621.376.54 1372 
Pulse Method for the Amplification of A.F. 

Oscillations—V. V. Malanov. (Radiotekhnika, 
Moscow, vol. 11, pp. 38-46; October, 1956.) 
The advantages and efficiency of a pwm 
method are discussed. 

621.375.132.018.756 1373 
Dynamic Range of Negative-Feedback 

Pulse Amplifiers—V. Pauker. (Bul. Inst. pout. 
Bucuresti, vol. 18, pp. 245-252; January/June 
1956.) Analysis of the limiting conditions for 
grid current in two- or three-stage amplifiers. 

621.375.2.029.3 1374 
More Transformerless Amplifiers—(Wire-

less World, vol. 64, pp. 145-146; March, 1958.) 
A review of recent work published since an 
earlier article (1030 of 1957). Single-input 
series-connected and Petersen-Sinclair output 
stages (1250 of 1952) are discussed. 

621.375.4.029.33 1375 
Practical Circuits of Video Amplifiers using 

Junction Transistors—T. M. Agakhanyan and 
Y. A. Volkov. (Radiotekhnika, Moscow, vol. 
11, pp. 38-44; November, 1956.) Practical cir-
cuits with two types of Russian transistor are 
described. Complex feedback is used, in order 
to reduce the distortion of the leading edges of 
the pulses. 

621.375.9:538.569.4.029.63:621.396.822 1376 
Noise Temperature Measurement on a 

Solid-State Maser—A. L. McWhorter, J. W. 
Meyer, and P. D. Strum. (Phys. Rev., vol. 108, 
pp. 1642-1644; December 15, 1957.) Noise meas-
urements have been made on a three-level, 
2800-mc maser operating at 1.25°K, with 
sufficient accuracy to establish that its noise 
temperature does not exceed 20°K. 

621.375.9 : 621.385.029.64: 537.533 1377 
A Parametric Electron-Beam Amplifier— 

Bridges. (See 1608.) 

621.376.32 1378 
The Optimum Design of a Tunable Multi-

plier for Frequency-Modulated Oscillations— 
H. SchtInfelder. (Frequenz, vol. 11, pp. 244-249; 
August, 1957.) The design of tunable fre-
quency multipliers, containing simple one- or 
two-stage filters in the individual multiplier 
stages, is investigated. 70-db adjacent-channel 
attenuation and 3 per cent distortion can be 
achieved if the multiplication per stage does 
not exceed 5:1. The fundamental frequency 
should not be less than about 1 mc. 

621.376.332 1379 
Combined Limiter and Discriminator— 

J. W. Head and C. G. Mayo. (Electronic 
Radio Eng., vol. 35, pp. 85-88; March, 1958.) 
The limiter incorporates a third-harmonic re-
jector in series with the diode. Distortion less 
than 0.1 per cent of any harmonic is easily 
obtained, and stray capacitances are small, 
leading to high sensitivity and output. 

621.376.5 1380 
Pulse Detector with an Inductance-Capaci-

tance Filter—E. L. Gerenrot. (Radiotekhnika, 
Moscow, vol. 11, pp. 30-37; October, 1956.) An 
ideal detector with an LCR filter is considered 
taking into account the internal impedance of 
the current source. A method is proposed for 
calculating the voltage at the load, when 
detecting pulses of arbitrary shape, and the 
necessary formulas are derived. 

GENERAL PHYSICS 

530.112: 530.12: 531.18 1381 
The Ether and the Special Theory of Rela-

tivity—A. Datzeff. (C.R. Acad. Sci., Paris, vol. 
245, pp. 827-829 and 891-894; August 19 and 
26, 1957.) An ether which is immobile in its 
immediate surroundings but capable of a 
movement of translation is suggested. It is 
hoped that this hypothesis will provide a physi-
cal explanation of electrodynamic and other 
phenomena and will not be inconsistent with 
the results of the special theory of relativity. 

535.56-15 1382 
Polarimetry in the Infrared—R. Duverney 

and A. M. Vergnoux. (J. Phys. Radium, vol. 18, 
pp. 526-536; August/September, 1957.) 

537.12 1383 
Connection between Electron Temperature 

Determination by means of the Langmuir 
Probe Method and the Two-Probe Method— 
V. I. Tverdokhlebov. (Zh. Tekh. Fis., vol. 27, 
pp. 753-755; April, 1957.) 

537.122:539.152 1384 
The Lamb Shift—(Electronic Radio Eng.' 

vol. 35, pp. 52-55 and 89-91; February and 
March, 1958.) An elementary account of pres-
ent-day knowledge concerning the electron, 
and a discussion of Lamb and Retherford's 
experiment (see e.g., Rep. Progr. Phys., vol. 14, 
pp. 19-63; 1951) in relation to the anomalous 
magnetic moment of the electron. 

537.226: 537.311.3: 530.17 1385 
Use of Complex Conductivity in the Repre-

sentation of Dielectric Phenomena—F. A. 
Grant. (J. Appi. Phys., vol. 29, pp. 76-80; 
January, 1958.) A representation for complex 
conductivity is proposed in which a simple 
Debye mechanism results in a semicircular 
locus. A nonzero value of dc conductivity does 
not cause this plot to lose its unique shape in 
the low-frequency range. 

537.312.62 1386 
Theory of Superconductivity—J. Bardeen, 

L. N. Cooper, and J. R. Schrieffer. (Phys. Rev., 
vol. 108, pp. 1175-1204; December 1, 1957.) 
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537.321: [621.314.63+537.311.4 1387 
Temperature Rise of Solid Junctions under 

Pulse Load—E. J. Diebold. (Commun. and 
Electronics, no. 33, pp. 593-598; November, 
1957.) The magnitude and duration of current 
pulses are correlated with temperature rise in 
the junction. Use of successive approximations 
assuming that various parts of a body 1) are 
not yet subjected to a temperature increase or 
2) have already reached a temperature differ-
ential corresponding to the steady state, re-
duces the problem to a simple case of heat 
diffusion. 

537.533:621.385.029.6 1388 
Charged Particles in a Nonuniform Radio-

Frequency Field—H. A. H. Boot and 
R. B. R. S. Harvie. (Nature, London, vol. 180, 
p. 1187; November 30, 1957.) Under certain 
conditions particles of either sign will experi-
ence an acceleration towards the position of 
least field strength. Such an acceleration is 
demonstrated in a 10-cm slotted magnetron 
having no magnetic field and a cold cathode. 

538.221 1389 
Theory of Ferromagnetic Anistropy—W. J. 

Carr, Jr. (Phys. Rev., vol. 108, pp. 1158-1163; 
December 1, 1957.) By means of a viral 
theorem and perturbation theory, the aniso-
tropy energy of a ferromagnetic crystal is ex-
pressed in terms of the Coulomb energy alone. 
This is approximated by a multipole expansion 
and the anisotropy constants are given in terms 
of electric multipole moments and crystalline-
potential constants. The multipole moments 
which arise from the orbital angular momentum 
induced by spin-orbit coupling have been esti-
mated from the known values of angular 
momentum. 

538.221:548.0 1390 
Effect of Crystalline Electric Fields on 

Ferromagnetic Anisotropy—W. P. Wolf. (Phys. 
Rev., vol. 108, pp. 1152-1157; December 1, 
1957.) The effect of the electrostatic crystalline 
field has been considered for a magnetic crystal 
in which the ions are strongly coupled by 
ferromagnetic exchange. On the basis of the 
one-ion approximation that the exchange can 
be represented by a Weiss molecular field, 
expressions for the anisotropy constants have 
been derived. The treatment assumes that the 
magnetic electrons can be considered as local-
ized on the individual ions, and thus applies 
primarily to nonmetallic substances such as 
ferrites. 

538.244:538.221 1391 
The Time Sequence and Amplitude Distri-

bution of Barkhausen Jumps—J. Kost. (Z. 
Phys., vol. 147; pp. 520-530; February 6, 1957.) 
Report and discussion of results obtained in 
investigations of the magnetization of Fe-Ni 
alloy wire specimens to determine the de-
pendence of Barkhausen-jump characteristics 
on field strength and specimen shape. 

538.566 1392 
Some New Aspects of the Reflection of 

Electromagnetic Waves on a Rough Surface— 
M. A. Biot. (J. Appi. Phys., vol. 28, pp. 1455-
1463; December, 1957.) The roughness is 
represented by electromagnetically interacting 
hemispherical bosses whose radii and mutual 
distances are small relative to the wavelength. 
The effects of such a surface on both vertically 
and horizontally polarized radiations are con-
sidered as functions of the angle of incidence. 

538.566:535.42 1393 
Apparatus for the Experimental Study of 

the Diffraction of Centimetre Waves—J. 
Mével. (J. Phys. Radium. vol. 18, Supplement 
to no. 3, Phys. Ape., pp. 45A-53A; March, 
1957.) Apparatus operating at 1.25 cm X is 

described for determining the phase and in-
tensity at any point of the em field. Two 
versions are presented: one for the investiga-
tion of diffraction near the axis and the other 
for the distant diffraction field. The effect of 
diffracting bodies less than X/I00 in size can be 
detected. 

538.566:535.42 1394 
Diffraction of 3.2-cm Electromagnetic 

Waves by Dielectric Rods: Part 3—Lucite 1+-
in-Diameter Semicylinder, Fields Very Close 
to Surface—C. E. Jordan and A. B. McLay. 
(Caned. J. Phys., vol. 35, pp. 1253-1264; No-
vember, 1957.) The diffraction field is ex-
amined very close to the surface of a lucite 
semicylindrical rod with its plane surface at 
various orientations relative to the axis of 
propagation of the incident wave. Parts I and 
2: 93 of 1957 (Subbarao and McLay). 

538.569.4 1395 
The Microwave Spectrum of MI and BiCh 

in the 3-cm and 1.5-cm Bands—H. Happ. (Z. 
Phys., vol. 147, pp. 567-572; February 6, 1957.) 

538.569.4:537.525 1396 
The Characteristic Frequencies of Negative 

Molecular Ions of Oxygens between 3 and 13 
Mc/s, Observed in Ionized-Air Discharge 
Tubes—T. V. Ionescu and 0. C. Gheorghiu. 
(C.R. Acad. Sci., Paris, vol. 245, pp. 898-901; 
August 26, 1957.) Absorption frequencies are 
determined from the current variations in a 
coil round a discharge tube containing pure 
air, supplemented in some cases by 02 at pres-
sures of 10-2-10-, mm Hg. Absorption fre-
quencies above 5 mc give rise to strong absorp-
tion at pressures below 10-, turn Hg. 

538.569.4.029.63:621.375.9:621.396.822 1397 
Noise Temperature Measurement on a 

Solid-State Maser—McWhorter, Meyer, and 
Strum. (See 1376.) 

GEOPHYSICAL AND EXTRATER-
RESTRIAL PHENOMENA 

523.164.32 1398 
Radio Pictures of the Sun—W. N. Chris-

tiansen, D. S. Mathewson, and J. L. Pawsey. 
(Nature, London, vol. 180, pp. 944-946; No-
vember 9, 1957.) A radioheliograph erected 
at Sydney, Australia, combines the principles 
of the multi-element or grating interferometer 
and the Mills cross. It consists of two rows of 
parabolic antennas of 19-foot diameter arranged 
in the form of a cross, each row being 1240 feet 
long. Diagrams of the lower corona have been 
prepared from observations of 2 1 -cm-X radi-
ation. 

523.164.32 1399 
Investigation of Scintillation of the Sun Ob-

served at a Wavelength of 3.2 cm—I. Kazès. 
(C.R. Acad. Sci., Paris, vol. 245, pp. 636-639; 
August 5, 1957.) Results of observations includ-
ing simultaneous measurements at 3.2 and 34 
cm X indicate that scintillations are of atmos-
pheric origin and are related to zenithal height, 
solar activity and wavelength. The apparent 
diameter of the sun also fluctuates. 

523.164.32 1400 
Investigation of the Scintillation of the Sun 

Observed using Several Aerials on a Wave-
length of 3.2 cm—I. Kazès and J. L. Steinberg. 
(C.R. Acad. Sci., Paris, vol. 245, pp. 782-785; 
August 12, 1957.) Results of measurements of 
scintillation made with three receivers at vari-
able distances show that the average dimension 
of the ground shadows is 170 m; their velocities 
are compared with those of winds at the alti-
tude of the tropopause. 

523.164.32:523.75 1401 
Polarization of Solar Radio Outbursts—K. 

Akabane and T. Hatanaka. (Nature, London, 

vol. 180, pp. 1062-1063; November, 1957.) 
Changes in the polarization of RF emission at 
9 kmc were recorded at Tokyo on July 3, 1957 
during a solar flare. 

523.3:621.396.9 1402 
The Scattering of Radio Waves by the 

Moon—J. V. Evans. (Proc. Phys. Soc., vol. 70, 
pp. 1105-1112; December 1, 1957.) Measure-
ments of the rapid fading of echoes at a 
frequency of 120 mc show that the effective 
scattering region has a radius of about one 
third of the lunar radius and is located at the 
center of the visible disk. Range measurements 
indicate that the echo is returned from the 
front edge, with a power reflection coefficient 
of 0.1. See also 753 of 1957 (Browne, et al.). 

523.74:538.12 1403 
Sweet's Mechanism for Merging Magnetic 

Fields in Conducting Fluids—E. N. Parker. 
(J. Geophys. Res., vol. 62, pp. 509-520; De-
cember, 1957.) The mechanism is investigated 
in a semiquantitative manner. If two oppo-
sitely directed sunspot fields, having scales of 
about 104 km, were brought together, Sweet's 
mechanism would allow them to merge in about 
two weeks. The mechanism gives a means of 
altering quickly the configuration of magnetic 
fields in ionized gases and converting magnetic 
energy into kinetic energy of the fluid. 

523.75:551.594.6 1404 
The Solar Flare of 23rd February 1956: its 

Cosmic and Geophysical Effects—R. Bureau 
and A. Dauvillier. (J. Phys. Radium, vol. 18, 
pp. 512-517; August/September, 1957.) Rec-
ords of the intensity of cosmic rays and of 
atmospherics show that a sudden large increase 
in the former at 0345 UT was accompanied by 
a sudden decrease in VLF atmospherics, par-
ticularly as observed at Bagneux at II km X. 

550.38:525.24 1405 
The Earth and its Magnetic Field—G. H. A. 

Cole. (Sci. Progr., vol. 45, pp. 628-645; Octo-
ber, 1957.) Review of modern theory which 
attempts to explain the presence and properties 
of the observed magnetic field in terms fully 
compatible with the structure of the earth de-
termined independently. Fifty references. 

550.385:523.75 1406 
The Effect of Solar Flares on the Geomag-

netic Field—R. Pratap. (J. Geophys. Rcs., vol. 
62, pp. 581-588; December, 1957.) "The 
dynamo equation is solved for a conductivity 
produced by solar-flare ultraviolet radiations 
from the sun. The crochet amplitudes in hori-
zontal field components are then computed and 
compared with observed results. It is found 
that fair agreement exists between the theo-
retical and experimental values only if the 
seat of the crochet current system is within a 
few kilometers of the current system producing 
the quiet-day solar variation." 

550.385.4:551.511 1407 
Sudden Commencements of Magnetic 

Storms and Atmospheric Dynamo Action -T. 
Obayashi and J. A. Jacobs. (J. Geophys. Res., 
vol. 62, pp. 589-616; December, 1957.) Sta-
tistical analysis of world-wide magnetic data 
discloses an appreciable diurnal change in the 
amplitude of SC's. The average electric current 
system for the disturbance diurnal variation 
shows marked concentrations in polar regions 
and suggests that the system exists within the 
earth's atmosphere while the current system 
of the storm-time variation would appear more 
likely to be of extraterrestrial origin. A dynamo 
theory is applied to explain the atmospheric 
part of magnetic disturbances and a consistent 
wind system is obtained to produce current 
systems for magnetically quiet and disturbed 
days. This system contains diurnal and semi-
diurnal terms and its order of magnitude 
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agrees with recent ionospheric wind observa-
tions. 

550.389.2:551.510.535 1408 
The Geophysical Year and the Ionosphere 

—R. R. Lejay. (J. Phys. Radium, vol. 18, pp. 
481-489; August/September, 1957.) Discussion 
of the organization and program of the IGY 
with particular reference to ionospheric meas-
urements and techniques. 

550.389.2:629.19 1409 
Radio Observations of the Russian Earth 

Satellite—(Nature, London, vol. 180, pp. 879-
883; November 2, 1957.) Observations were 
made at 20, 40, and 80 mc at the Mullard Radio 
Observatory, Cambridge, using interferometer 
and Doppler techniques. Details of the calcula-
tion of the orbit are given and possible new 
methods of finding the distribution of electron 
density with height are suggested. 

550.389.2: 629.19 1410 
Observations on the Orbit of the First 

Russian Earth Satellite—( Nature, London, 
vol. 180, pp. 937-941; November 9, 1957.) 
Report of calculations carried out at the Royal 
Aircraft Establishment, Farnborough, Hants, 
to determine orbit constants from inter-
ferometer and Doppler measurements. Ob-
servations of signal amplitude and fading indi-
cate that the ray path of long-distance trans-
mission from the satellite to a receiving station 
is complicated. 

550.389.2:629.19 1411 
Radar Observations of the First Russian 

Earth Satellite and Carrier Rocket—( Nature, 
London, vol. 180, pp. 941-942; November 9, 
1957.) A note of instruments used and observa-
tions made at Jodrell Bank at frequencies of 
120 and 36 mc with pulse durations of 2 ms and 
150 eis, respectively. 

550.389.2:629.19 1412 
Further Radio Observations of the First 

Satellite—I. R. King, G. C. McVittie, G. W. 
Swenson, Jr., and S. P. Wyatt, Jr: N. Lea. 
(Nature, London, vol. 180, p. 943; November 9, 
1957.) Reports of interferometer measurements 
at 40 mc made at Urbana, Ill., and Doppler 
measurements at 40 mc made at Chelmsford. 

551.51 1413 
Charge Transfer Reactions—S. N. Ghosh 

and W. F. Sheridan. (Indian J. Phys., vol. 31, 
pp. 337-352; July, 1957.) An improved method 
for determining charge-transfer cross sections 
is applied to symmetric and unsymmetric 
reactions for a large number of gases and gives 
higher values than originally reported. A com-
parison of the rates of collisional process in the 
D, E, and F regions shows that the charge 
transfer rate is much longer than any other 
collisional process in the upper atmosphere. 
See 3365 of 1956 (Ghosh). 

551.510.53:539.12.08 1414 
An Appraisal of Photon Counter Measure-

ments of Upper-Atmosphere Parameters—G. J. 
Simmons. (J. Geophys. Res., vol. 62, pp. 565-
571; December, 1957.) A model atmosphere 
has been computed from measurements of 
density and 02 concentration using rocket-
borne photon counters near 100 km. Incon-
sistencies have appeared and it is concluded 
that the density at 100 km is higher than that 
found using photon counters. 

551.510.535 1415 
Calculation of Group Indices and Group 

Height 3 at Low Frequencies—J. J. Gibbons 
and B. R. Rao. (J. Atmos. Terr. Phys., vol. 11, 
pp. 151-162; 1957.) A formula is derived from 
which the "group index" (designated µ'=-µ 
+fawaf) for normal incidence, including col-

lision effects, can be computed easily as a func-
tion of the real and imaginary parts of the 
refractive index for frequencies below I mc. A 
set of curves can then be prepared from which 
the group height h' to be expected from a given 
electron-density profile can be quickly deter-
mined by graphical methods. 

551.510.535 1416 
The Movements of Sporadic-E-Layer 

Clouds—G. L. Goodwin. (J. Atmos. Terr. 
Phys., vol. 11, pp. 177-186; 1957.) The drift 
speed of isolated clouds was measured by ob-
serving the beat between a ground-wave signal 
from a 1.55-mc CW transmitter and the sky 
wave reflected from the moving cloud. Com-
parison of these observations, made at night, 
with other evidence suggests that scattering is 
greater than in the day. A method for deter-
mining the direction of drift is suggested. 

551.510.535 1417 
Relation between Virtual and Actual 

Heights in the Ionosphere—G. A. M. King. (J. 
Atmos. Terr. Phys., vol. 11, pp. 209-222; 
1957.) A mathematical discussion of the various 
methods of determining the distribution of 
electron density with height in the ionosphere 
and a treatment of the comparison and integral 
methods. An annotated bibliography with 
thirty-nine references is given. 

551.510.535 1418 
The Coefficient of Diffusion of Ions in the 

F2 Regions—V. C. A. Ferraro. (J. Atmos. Terr. 
Phys., vol. 11, pp. 296-298; 1957.) The applica-
tion of Sutherland's molecular model to the 
F2 region gives too large a coefficient of diffu-
sion if recent rocket estimates of F2-layer 
molecular density are correct. If Langevin's 
formula for the diffusion coefficient is used 
instead, the discrepancy is less but, for an F2 
region in which diffusion is inappreciable, cal-
culated values of the coefficient are still about 
10 times too large. Possible influencing factors 
are discussed. 

551.510.535:523.164 1419 
The Origin of the Ionospheric Irregularities 

Responsible for Radio-Star Scintillations and 
Spread F: Part 1—M. Dagg. (J. Atmos. Terr. 
Phys., vol. 11, pp. 133-138; 1957.) "The present 
state of knowledge about the irregularities re-
sponsible for radio-star scintillations is sum-
marized, and the existing theories of the origin 
of these irregularities are discussed. All of the 
suggestions are shown to be inadequate to 
explain the observed features of scintillations 
and spread F. It is shown that any ionizing 
agent from outside the earth's atmosphere is 
unlikely to be responsible for the ionospheric 
irregularities that cause radio-star scintilla-
tions, and that the mechanism for their pro-
duction must be sought in the terrestrial at-
mosphere." 

551.510.535: 523.164 1420 
The Origin of the Ionospheric Irregularities 

Responsible for Radio-Star Scintillations and 
Spread F: Part 2—M. Dagg. (J. Atmos. Terr. 
Phys., vol. 11, pp. 139-150; 1957.) "A theory 
is presented which attributes the occurrence of 
ionospheric irregularities in the F region to 
turbulent wind motion in the dynamo region at 
a height of 110-150 km. The resulting turbu-
lent component of the electric potential field 
produced is communicated to the F region, as 
suggested by Martyn [The Physics of the 
Ionosphere, pp. 163-165; 1955], where mag-
neto-electric forces then cause the ionization to 
form eddies. It is suggested that the absence of 
daytime scintillations is due to the inhibition 
of turbulent flow by large temperature gradi-
ents during the day." The theory is then 
shown to explain the major features of radio-
star scintillations, together with the long-

term correlation of scintillation amplitude with 
magnetic activity and the variation of spread 
F and scintillations at different parts of the 
earth over the sunspot cycle. 

551.510.535:523.164 1421 
Diurnal Absorption in the D Region—J. W. 

Warwick and H. Zirin. (J. Atmos. Terr. Phys., 
vol. 11, pp. 187-191; 1957.) An analysis of the 
diurnal variation of cosmic noise at 18 mc from 
which are derived the D-region electron den-
sity and an exponential approximation to the 
vertical distribution of nitric oxide. 

551.510.535: 523.164.83 1422 
The Electron Content of the Ionosphere--

J. V. Evans. (J. Atmos. Terr. Phys., vol. 11, 
pp. 259-271; 1957.) Report of an investigation 
noted earlier (765 of 1957) using radio echoes 
from the moon to determine the electron con-
tent. The apparatus and the methods of 
analysis are described. Results for seven 
periods between October, 1955 and September, 
1956 are given. An almost constant ratio 
(2:1) is found between observed electron 
content and that expected in a parabolic 
layer, There is some evidence for tidal effects. 

551.510.535: 523.746: 621.396.11 1423 
A Critical Discussion about Special Iono-

spheric Characteristics—R. Eyf rig. (J. Atmos. 
Terr. Phys., vol. 11, pp. 163-176; 1957.) 
Twelve-month running means of (M3000) F2 
and R are compared for 37 locations and linear 
relations between the two are apparent for lim-
ited regions. Deviations from linearity may be 
genuine at some locations and due to magnetic 
effects, but may arise from observational errors 
and inconsistencies at others. Present data are 
inadequate for examination of M factors on a 
world-wide basis. 

551.510.535: 523.746: 621.396.11 1424 
The Sunspot Cycle and Radio Communica-

tions—Millington. (See 1529.) 

551.510.535: 621.396.11 1425 
Some Problems of the Physics of the 

Ionosphere: Part 1—Fluctuation of the Elec-
tron Density and Scattering of Radio Waves— 
Y. L. Arpert. (Uspekhi. fis. Nauk, vol. 61, 
pp. 423-450; March, 1957.) Electron density, 
usw scattering, and turbulence of the iono-
sphere are discussed and experimental results 
are analysed. Nineteen references. 

551.510.535:621.396.812.3 1426 
Curvature-Induced Error in the Analysis 

of Fading Records—N. J. Rumsey. (J. Atmos. 
Terr. Phys., vol. 11, pp. 255-258; 1957.) 
"Curvature of lines of maximum amplitude in 
a radio field-strength pattern drifting across an 
array of three receivers can introduce an error 
into the estimate of the drift velocity, but the 
error is expected to be large only infrequently. 
The mean error is smaller for an array of re-
ceivers at the corners of an equilateral triangle 
than for one at the corners of a right-angled 

triangle." 

551.594.221:621.396.96 1427 
Radar Observations of Lightning on 1.5 

Metres—J. L. Pawsey. (J. Atmos. Terr. Phys., 
vol. 11, pp. 289-290; 1957.) Details are given 
of observations made in 1943. The echo cross 
section was approximately 40 m2, the visually 
estimated echo duration approximately sec-
ond and the horizontal extent several miles. The 
associated atmospherics are described. 

551.594.5+551.593 1428 
Measurements of the Absolute Intensity of 

the Aurora and Night Airglow in the 0.9-2.0-µ 
Region—A. W. Harrison and A. V. Jones. (J. 
Atmos. Terr. Phys., vol. 11, pp. 192-199; 1957.) 
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551.594.5: 621.396.96 1429 
Radio Reflections from Aurorae: Part 3-

K. Bullough, T. W. Davidson, T. R. Kaiser, 
and C. D. Watkins. (J. Almos. Terr. Phys., 
vol. 11, pp. 237-254; 1957.) A further study 
of radio echoes at 72 mc following earlier work 
by Bullough and Kaiser (2622 of 1955). Good 
correlation is found between the daily fre-
quency distribution of echoes and the mean 
daily variation in magnetic disturbance at 
Eskdalemuir. Results and conclusions conflict 
with the Chapman-Ferraro-Martyn theory. 

551.594.5 : 621.396.96 1430 
U.H.F. Radar Observations of Aurora-

s. J. Fricker, R. P. Ingalls, M. L. Stone, and 
S. C. Wang. (J. Geophys. Res., vol. 62, pp. 527-
546; December, 1957.) Radar echoes have 
been obtained on a frequency of 412.85 mc at 
South Dartmouth, Mass. (41.5° N, 71° W). 
The diurnal and seasonal variations in the 
occurrence of echoes is discussed and also the 
conditions required to obtain echoes. 

651.594.6:621.396.11.029.4 1431 
The Waveforms of Atmospherics and the 

Propagation of Very-Low-Frequency Radio 
Waves-Chapman. (See 1530.) 

551.594.9 : 523.5 : 621.396.11.029.55 1432 
V.H.F. Radar Echoes Associated with 

Atmospheric Phenomena-G. C. Rurni. (J. 
Geophys. Res., vol. 62, pp. 547-564; Dec., 
1957.) During observations with radar equip-
ment at 27.85 mc, echoes were obtained which 
could not be attributed either to auroras or to 
meteors. The characteristics of these echoes 
suggest that they may be due to "upward dis-
charges" from the troposphere to the ionosphere 
which may be triggered off by meteors. 

LOCATION AND AIDS TO NAVIGATION 

621.396.933 1433 
The Latest Developments in Radio Naviga-

tion in Aeronautics-E. Roessler. (Electrotech. 
Z., Edn B, vol. 9, pp. 335-339; August 21, 
1957.) Modern aids to navigation are described 
and attempts to develop more universal sys-
terms are discussed. Thirty-three references. 

621.396.933.2 1434 
Bearing Memory Improves Direction Finder 

-R. E. Anderson. (Electronics, vol. 31, pp. 
44-48; January 31, 1958.) A high-frequency 
direction-finding equipment employing Dop-
pler principles is described. The received wave 
is frequency-modulated by scanning round a 
fixed circular antenna array at 42 cps. Gaps 
between the pulses of a coded transmission are 
filled in by the use of a recording drum rotating 
at the scanning frequency. 

621.396.96:621.396.822: 621.317.7 1435 
Monitor displays Radar Noise Figures-L. 

Young. (Electronics, vol. 31, pp. 49-51; Janu-
ary 31, 1958.) The receiver noise is compared 
against a monitor pulse, by passing them 
through a logarithmic receiver followed by a 
difference amplifier. The noise figure is dis-
played directly on a meter calibrated in db. 

621.396.967 1436 
An Integrated Airborne Radar-J. H. H. 

Grover. (Brit. Commun. Electronics, vol. 4, pp. 
628-632; October, 1957.) The airborne landing 
and approach aid described overcomes inade-
quacies of present ground-based landing aids. 

621.396.969.3 1437 
Measurement of the Radar Cross-Section 

of a Man-F. V. Schultz, R. C. Burgener, and 
S. King. (Pace. IRE, vol. 46, pp. 476-481; 
February, 1958.) Doppler measurements were 
made at five frequencies from 410 mc to 9375 
mc using both vertical and horizontal polariza-
tion from various angles. The side view pre-

seated the smallest radar target and the back 
view the greatest. The difference between 
polarizations was greatest at the lowest fre-
quency with horizontal polarization giving the 
smaller value. 

MATERIALS AND SUBSIDIARY 
TECHNI QUES 

535.215.5:537.312.5 1438 
The Dependence of Photoelectric Currents 

on Electric Field Strength-F. Sttickmann. (Z. 
Phys., vol. 147, pp. 544-566; February 6, 1957.) 
Photoconductors can be classified in four groups 
according to conduction mechanism. The differ-
ences in their photo-electric characteristics are 
analyzed as a function of field strength, and 
type of excitation, and the influence of the 
electrode contacts on photo-currents is dis-
cussed. 

535.37 1439 
Luminescence-H. G. Jenkins. (J. Telev. 

Soc., vol. 8, pp. 261-272; July/September, 
1957.) After describing various forms of the 
phenomenon, the nature of luminescence and a 
qualitative theory are discussed. The charac-
teristics of some important inorganic phosphors 
are tabulated and the methods of preparation 
are described. Some uses of these materials in 
electric discharge lamps, both low- and high-
pressure types, is given with particular refer-
ence to tube loading and luminous efficiency. 
The application of electroluminescence in light 
amplifiers is described, and possible applica-
tions in the fields of television, astronomy, and 
X-ray diagnosis are indicated. 

535.37 1440 
The Effect of H2+ Ions on the Luminescence 

Properties of Phosphors-W. Martin. (Z. 
Phys., vol. 147, pp. 582-592; February 6, 1957.) 
The effects of ion bombardment on various 
phosphors are discussed with reference to ex-
periments with an ion source of 45-key maxi-
mum energy. From the glow curves obtained 
it is seen that electron traps are formed. The 
damage to the phosphors can be greatly re-
duced by subsequent irradiation by electrons. 

535.37:53.082.5 1441 
Instrument to Measure Fluorescence Life-

times in the Millimicrosecond Region-S. S. 
Brody. (Rev. Sci. Instr., vol. 28, pp. 1021-
1026; December, 1957.) Fluorescence decay is 
displayed on a high-speed oscilloscope; the ob-
served fluorescence is corrected for the response 
of the hydrogen-discharge flash lamp and the 
detection equipment. Measured lifetimes are 
given for various photosynthetic pigments, 
some organic dyes and chlorophyll fluorescence 
in algae. 

537.227/.228:061.03 1442 
First Conference on Ferroelectricity (Lenin-

grad, 19th-24th June 1956)-(lzv. Ak. 
Nauk S.S.S.R., Ser. fiz., vol. 21, pp. 295-472; 
March, 1957.) Texts are given of the following 
26 papers presented at the conference. Others 
were noted in 2785 of 1957. 

Growth and Investigation of Ferroelectric 
Single Crystals-N. S. Novosil'tsev, A. L. 
Khodakov, M. L. Sholokhovich, E. G. Fesenko, 
and O. P. Kramarov (pp. 295-304). 

Some Properties of Single Crystals of 
PbTiOs and Single Crystals of Solid Solutions 
of (Ba, Pb) TiOr-E. G. Fesenko, O. P. 
Kramarov, A. L., Khodakov, and M. L. 
Sholokhovich (pp. 305-310). 

Structure of the OH band in Crystals con-
taining Hydrogen Bonds-A. I. Stekhanov (pp. 
311-321). 

Shape of the Potential Curve of Hydrogen 
Bonds in Certain Crystals-A. N. Lazarev 
(pp. 322-328). 

Peculiarities of Ferroelectric Properties of 
Crystals of Rochelle Salt Exposed to Radio-
activity-V. A. Yurin (pp. 329-333). 

Some Properties of Dielectric Hysteresis of 
Rochelle Salt-I. Y. Eisner (pp. 343-339). 

Microscopic Theories of the Ferroelectric 
Properties of Barium Titanate-R. E. Pasyn-
kov (pp. 340-351). 

Dynamics of Ions and Electrostatic Energy 
of Ferroelectrics-V. K. Kozlovskil (pp. 352-
358). 

Theory of Orientational Ordering of Molec-
ular Crystals-V. I. Klyachkin (pp. 359-367). 

Theory of Hysteresis Phenomena in 
BaTiOs-L. P. Kholodenko (pp. 368-373). 

Relation between Dielectric Piezoelec-
bic and Elastic Properties of Polycrystalline 
Ceramics and Single Crystals-S. V. Bogdanov, 
B. M. Vul, and A. M. Timonin (pp. 374-378). 

Nonlinear Properties of Ferroelectrics-
B. M. Vul (pp. 379-381). 

Behaviour of Certain Ferroelectrics in 
Strong Electric Fields-V. A. Bokov (pp. 382-
389). 

Piezoelectric Properties of a Ferroelectric 
Ceramic of Barium Titanate with Certain Im-
purities-S. V. Bogdanov (pp. 390-393). 

Reserve Piezoelectric Effect of Polycrystal-
line BaTiOs in Static-Type Measurements-
G. M. Kovalenko (pp. 394-396). 

Method of Measuring the Piezoelectric Co-
efficient au using the Radial Vibrations of a 
Disk-S. V. Bogdanov and A. M. Tumonin 
(pp. 397-398. 

Pyroelectric Effect and Piezoelectric Effect 
in Polycrystalline Barium Titanate-M. S. 
Kosman and Z. A. Shamro (pp. 399-401). 

Permittivity of Niobates and Tantalate of 
Divalent Metals-V. A. Isupov (pp. 402-410). 

Investigation of Antiferroelectric Properties 
of Certain Solid Solutions containing Lead 
Zirconate-N. N. Krainik (pp. 411-422). 

Study of Solid Solutions (Ba, Pb)(Ti, Sn) Ga 
possessing Ferroelectric Properties-I. E. 
Myl'nikova (pp. 423-432). 

Further Information on the PbTiO3-SrTiO3 
Solid-Solution System-A. G. Boganov and 
R. A. Khomutetskaya (pp. 433-438). 

Dependence of Permittivity of Polycrystal-
line Ferroelectrics on the Duration Applica-
tion of a Mechanical Load and a Constant 
Electric Field-M. S. Lure (pp. 439-443). 

Study of Ultrasonic Radiators made from 
Crystals of Rochelle Salt-K. A. Minaeva (pp. 
444-449). 

Stabilized Piezoelectric Ceramic Materials 
-R. E. Pasynkov and V. V. Vinogradov (pp. 
450-454). 

Application of Ferroelectrics to Frequency 
Multipliers-D. M. Kazarnovskil and V. P. 
Sidorenko (pp. 455-465). 

Apparatus for Exploratory Investigations in 
Ferroelectric Regions in Small Samples-I. S. 
Rez (pp. 466-472). 

537.227:546.431.824-31 1443 
The Effect of an Electric Field on the 

Transitions of Barium Titanate-M. E. 
Drougard and E. J. Huibregtse. (IBM J. Res. 
Dev., vol. 1, pp. 318-329; October, 1957.) A 
review is presented of the effects of electric 
fields on the ferroelectric phase transitions of 
BaTiO3 at 120°C and 5°C. The double hys-
teresis loop observed at the Curie point and 
the triple hysteresis loop and dielectric con-
stant measured at the 5°C transition are ex-
amined in the light of Devonshire's thermody-
namic theory of ferroelectricity in BaTiOs. 
The data and various published experimental 
results are shown to agree with calculations 
based on the Devonshire free-energy function. 
The discrepancy between the coercive fields 
predicted by the theory and those actually ob-
served is discussed. 

537.311.3 1444 
Screening of Coulomb Fields by Free 

Charges in Metals and Semiconductors-
1. Z. Fisher. (Zh. Tekh. Fiz., vol. 27, pp. 638-
650; April, 1957.) 
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537.311.33 1445 
On the Theory of the Thermal Capture of 

Electrons in Semiconductors—G. Richayzen. 
(Proc. Roy. Soc. A, vol. 241, pp. 480-494; 
September 10, 1957.) A new formula is obtained 
for the thermal capture rate in semiconductors 
when Ei/k is very much greater than the 
Debye temperature, Et being the ionizing po-
tential of the bound electrons. It is found that 
the ratio of the probability of the impurity 
being ionized to that of a free electron being 
captured is exp ( - Ei/kT). Applying this theory 
to a model of an impurity in a continuum, the 
capture rate is strongly dependent on the radius 
of the bound electron, the electron-lattice 
coupling, and the temperature; which agrees 
qualitatively with experiment. 

537.311.33 1446 
Effect of Neutral Impurities on Mobility in 

Nondegenerate Semiconductors—M. S. Sodha 
and P. C. Eastman. (Phys. Rev., vol. 108, pp. 
1373-1375; December 10, 1957.) The theoreti-
cal variation of mobility with electric field is 
studied, taking into account scattering by 
lattice vibrations and by both ionized and 
neutral impurities. 

537.311.33 1447 
Mobility of Carriers in Nondegenerate 

Semiconductors at Low Electric Fields—M. S. 
Sodha. (Phys. Rev., vol. 108, pp. 1375-1376; 
December 15, 1957). "By using the velocity dis-
tribution of carriers in the presence of an elec-
tric field E, due to Yamashita and Watanabe 
(see 3093 of 1956 (Yamashita)] it is shown that 
the mobilityp is given by la = (1 +0E2) for low 
fields." 

537.311.33:535.34 1448 
Intensity of Optical Absorption by Excitations 

—R. J. Elliott. (Phys. Rev., vol. 108, pp. 1384-
1389; December 15, 1957.) The intensity of 
optical absorption close to the edge in semicon-
ductors is examined using band theory to-
gether with the effective-mass approximation 
for the excitons. The cases of both direct 
transitions, which occur when the band ex-
trema on either side of the forbidden gap are 
at the same K, and indirect transitions involving 
phonons are considered. The experimental 
results in Cu2O and Ge are in good qualitative 
agreement with direct forbidden and indirect 
transitions, respectively. 

537.311.33:535.34-1 1449 
Oscillatory Magneto-absorption in Semi-

conductors—S. Zwerdling, B. Lax, and L. M. 
Roth. (Phys. Rev., vol. 108, pp. 1402-1408; 
December 15, 1957.) Infrared magneto-absorp-
tion has been investigated in thin samples 
("40/4 of Ge, InAs, and InSb in magnetic fields 
up to 27 kG. Accurate determinations of the 
energy gaps and effective masses have been 
made. The anisotropy of the magneto-absorp-
tion effect was measured for Ge and InSb. 

537.311.33: [546.28+546.289 1450 
Drift Mobility Measurements—M. Green. 

(J. Ape Phys., vol. 28, pp. 1473-1478; De-
cember, 1957.) Measurements on Ge and Si 
have been made by observing the transit time 
of a pulse of carriers over the distance between 
the point of photo-injection and a point of de-
tection. The detector point may be a reverse-
biased junction, a constriction in the cross-
sectional area, or a point-contact electrode. 

537.311.33: [546.28+546.289 1451 
The Direct Observations of Dislocations in 

Germanium and Silicon—G. A. Geach, B. A. 
Irving, and R. Phillips. (Research, London, vol. 
10, pp. 411-412; October, 1957.) 

537.311.33: [546.28+546.289 1452 
Optical Measurement of Film Growth on 

Silicon and Germanium Surfaces in Room Air 

—R. J. Archer. (J. Electrochem. Soc., vol. 104, 
pp. 619-622; October, 1957.) "The thickness 
and growth kinetics of oxide films on polished 
Si and Ge exposed to room air after having 
been rinsed in hydrofluoric acid were obtained 
by measuring the ellipticity of reflected 
polarized light. Film growth obeys the Elovich 
equation." 

537.311.33:546.28 1453 
Effect of Oxygen on Etch-Pit Formation in 

Silicon—R. A. Logan and A. J. Peters. (J. 
Appt. Phys., vol. 28, pp. 1419-1423; Decem-
ber, 1957.) The rate of etching is smaller the 
larger is the concentration of dissolved 02 in 
the crystal. Etch-pit formation is correspond-
ingly impeded. Observations have been made 
on virgin and heat-treated crystals. See also 
3906 of 1957. 

537.311.33:546.28 1454 
Lifetime in Pulled Silicon Crystals—C. A. 

Bittmann and G. Bemski. (r. Appt. Phys., vol. 
28, pp. 1423-1426; December, 1957.) "Life-
time data of 46 pulled Si crystals are inter-
preted in terms of the Shockley-Read recombi-
nation theory. The data are consistent with a 
single recombination level and a constant con-
centration of recombination centers inde-
pendent of the resistivity of the crystals." 

537.311.33:546.28 1455 
Effect of Heat Treatment upon the Electri-

cal Properties of Silicon Crystals—C. S. 
Fuller and R. A. Logan. (J. Ape Phys., vol. 
28, pp. 1427-1436; December, 1957.) Studies 
have been made of the process by which donors 
are introduced into Si by heating in the tem-
perature range 300-500°C and are caused to 
disappear on heating at higher temperature. 
It is shown that 02 is the impurity from which 
the donors are formed. See also 2808 of 1957 
(Kaiser). 

537.311.33:546.28 1456 
Double-Acceptor Behavior of Zinc in Sili-

con—R. O. Carlson. (Phys. Rev., vol. 108, pp. 
1390-1393; December 15, 1957.) Evidence is 
presented to show that, under proper doping 
conditions, Zn acts as a double-acceptor im-
purity with levels at 0.31 ev from the valence 
band and 0.55 ev from the conduction band. 

537.311.33:546.28 1457 
Properties of Silicon Doped with Iron or 

Copper—C. B. Collins and R. O. Carlson. 
(Phys. Rev., vol. 108, pp. 1409-1414; Decem-
ber 15, 1957.) It was found that Fe introduced 
a donor level into Si at 0.40 ev from the 
valence band. The electrically active solubility 
of Fe was 1.5X 10'6 cm-s at 1200°C; the dis-
tribution coefficient was 8X 10-6. Studies of 
lifetime indicated a larger capture cross section 
for electrons than for holes. Cu introduced a 
donor level at 0.24 ev and an acceptor level at 
0.49 ev, both as measured from the valence 
band. The maximum electrical activity in 
quenched samples was 5 X 10" cm-8 out of a 
total concentration of 1018 cm' at 1200°C. 

537.311.33:546.28 1458 
Conductivity Mobilities of Electrons and 

Holes in Heavily Doped Silicon—G. Backen-
stoss. (Phys. Rev., vol. 108, pp. 1416-1419; 
December 15, 1957.) The samples used had 
impurity concentrations up to 6X10" cm-3 
and 6X 10" cm-3 for n- and p-type Si, respec-
tively. The conductivity mobilities were calcu-
lated by considering the percentage of ionized 
impurities. A comparison with the existing 
theory of impurity scattering yielded better 
agreement for n-type than for p-type Si. 

537.311.33:546.28 1459 
Thermal Generation of Recombination 

Centres in Silicon—B. Ross and J. R. Madigan. 
(Phys. Rev., vol. 108, pp. 1428-1433; Decem-

ber 15, 1957.) The measurement of minority-
carrier lifetime vs bulk resistivity in diffused 
silicon p-n junctions showed that Hall-Shock-
ley-Read statistics are obeyed. A trap level of 
approximately 0.1 ev above the valence band 
in both conductivity types of silicon was de-
duced from lifetime vs temperature data on 
junctions which were annealed, quenched, and 
reannealed. 

537.311.33 : 546.28: 537.533 1460 
Field Emission from Silicon—L. A. 

D'Asaro. (J. Appt. Phys., vol. 29, pp. 33-34; 
January, 1958.) A description of field-emission 
patterns obtained using a single crystal of p-
type Si. Stable patterns were obtained only 
after the point was distorted by heating in the 
presence of an electric field. 

537.311.33 : 546.28: 537.533 1461 
Electron Emission from Avalanche Break-

down in Silicon—J. A. Burton. (Phys. Rev.. 
vol. 108, pp. 1342-1343; December 1, 1957.) A 
A new kind of electron emission has been ob-
served, which arises from the energetic elec-
trons produced in avalanche breakdown in a 
Si p-n junction at room temperature, when the 
Si work function is lowered by adsorbed Cs. 

537.311.33: [546.28+546.2891:537.534.9 1462 
Positive-Ion Bombardment of Germanium 

and Silicon—S. P. Wolsky. (Phys. Rev., vol. 
108, pp. 1131-1136; December 1, 1957.) A very 
sensitive vacuum microbalance has been used 
to study the sputtering of Ge and Si by argon 
ion bombardment. Current densities of 1 to 12 
iza/cm' were used. 

537.311.33:546.289 1463 
Fine Structure in the Absorption-Edge 

Spectrum of Ge—G. G. Macfarlane, T. P. 
McLean, J. E. Quarrington, and V. Roberts. 
(Phys. Rev., vol. 108, pp. 1377-1383; Decem-
ber 15, 1957.) Measurements of the absorption 
spectrum of Ge, made with high resolution, 
near the main absorption edge, at various 
temperatures between 4.2°K and 291°K, have 
revealed a fine structure on the long-wavelength 
side of this edge. This structure has been 
analyzed and can be interpreted in terms of 
indirect transitions involving phonons with 
energies corresponding to temperatures of 90°K 
and 320°K. The initial energy dependence of 
the components of the absorption coefficient 
associated with the 320°K phonons is inter-
preted as being due to the formation of excitons 
with a binding energy of 0.005 ev. 

537.311.33 : 546.289 : 538.22 1464 
Surface Paramagnetism of Germanium 

Films—Y. L. Sandler. (Phys. Rev., vol. 
108, p. 1642; December 15, 1957.) Experi-
ments suggest that a clean Ge surface is para-
magnetic and that there is roughly one un-
paired electron per Ge surface atom. 

537.311.33:546.682.86 1465 
Width of the Forbidden Band in InSb— 

V. V. Galavanov. (Zh. Tekh. Fiz., vol. 27, pp. 
651-655; April, 1957.) The relation is consid-
ered of temperature to conductivity and Hall 
constant in semiconductors with a large elec-
tron/hole mobility ratio. At T= 0°K the width 
of the forbidden band in p-type samples ap-
pears nearly twice as large as that of n-type 
specimens. Tables and graphs of results are 
given. 

537.311.33:546.682.86 1466 
Indirect Transitions at the Centre of the 

Brillouin Zone with Application to InSb, and a 
Possible New Effect—W. P. Dumke. (Phys. 
Rev., vol. 108, pp. 1419-1425; December 15, 
1957.) The theory of indirect optical transitions 
is extended to the case where both the valence 
band and the conduction band extrema occur 
at the center of the Brillouin zone. The experi-
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mental evidence on InSb is reviewed and found 
to be consistent with degenerate valence bands 
at the center of the Brillouin zone. A new effect 
is predicted involving the modulation of the 
indirect absorption constant by the selective 
excitation of the long-wavelength optical 
modes. 

537.311.33:546.682.86:535.215 1467 
Lifetime of Excess Carriers in InSb—P. T. 

Landsberg. (Proc. Phys. Soc., vol. 70, pp. 1175-
1176; December 1, 1957.) A discussion of the 
results of measurements giving a value of the 
ratio of bulk to radiative lifetime at room 
temperature. See also 2825 of 1957 (Moss). 

537.311.33:546.682.86:538.63 1468 
Galvanomagnetic Effects in n-Type Indium 

Antimonide—H. P. R. Frederikse and W. R. 
Hosier. (Phys. Rev., vol. 108, pp. 1136-1145; 
December 1, 1957.) The magnetic-field de-
pendence of the magnetoresistive effects and 
the Hall coefficient have been investigated at 
78°K and at liquid-He temperatures. Results 
at very low magnetic-field strength are in 
agreement with the assumption of an isotropic 
conduction band. Quantization of the electron 
orbits causes deviations from the conventional 
theory at large field strengths. Oscillations in 
the magnetoresistance observed at 4.2°K and 
lower are attributed to these quantum effects. 
An effective mass value of 0.01 me is obtained 
from the field and temperature dependence of 
the amplitude of the oscillations. The magni-
tude of the magnetoresistive effects appears to 
depend considerably on the geometry and in-
homogeneity of the sample. 

537.311.33:546.682.86:538.63 1469 
Galvanomagnetic Effects in P-Type Indium 

Antimonide—H. P. R. Frederikse and W. R. 
Hosler. (Phys. Rev., vol. 108, pp. 1146-1151; 
December 1, 1957.) The conductivity and Hall 
effect have been measured as a function of mag-
netic field strength and of temperature. Hall 
coefficient and magnetoresistance characteris-
tics at 78°K are consistent with a valance band 
which consists of two bands with different 
effective masses and has degenerate maxima at 
the center of the Brillouin zone. Negative 
magnetoresistance has been observed at liquid-
He temperatures; the effect is positive for very 
pure samples when the magnetic-field strength 
exceeds ",10, G. 

537.311.33:546.873.241 1470 
Optical and Electrical Investigation on 

Bismuth Telluride BisTe3—J. Lagrenaudie. 
(J. Phys. Radium, vol. 18, Supplement to no. 3 
Phys. Ape., pp. 39A-40A; March, 1957.) 

537.311.33:546.873.241:537.32 1471 
Electrical and Thermal Properties of BizTe3 

—C. B. Satterthwaite and R. W. Ure, Jr. 
(Phys. Rev., vol. 108, pp. 1164-1170; Decem-
ber 1, 1957.) The phase diagram for Bi-Te in 
the region Bi2Te3 has been investigated. The 
Hall mobilities parallel to cleavage planes 
vary as T -1-6 for holes and T-23 for electrons. 
Room temperature values are op= 420, IA.= 270 
cm,/v sec. The energy gap is 0.2 ev. The 
lattice conductivity is 5.10 X 10-2/ W/deg 
cm. 

537.311.33:621.317.733 1472 
Experimental Determination of the Mean 

Lifetime of Minority Carriers in Semicon-
ductors—V. Andresciani and C. Della Pergola. 
(Ricerca Sci., vol. 27, pp. 2663-2673; September, 
1957.) A light-spot method using a Wheatstone 
bridge circuit is described. Results are com-
pared with those obtained by means of a Many 
bridge (2129 of 1954) and are found to be 
adequate for practical purposes. 

537.311.33:621.357.8 1473 
Control of Optimum Conditions for Electro-

lytic Polishing of Semiconductors—I. Epel-
boin and M. Froment. (J. Phys. Radium, vol. 
18, Supplement to no. 3, Phys. Appi., pp. 
60A-61A; March, 1957.) Polished Ge and Si 
semiconductors are examined by an interfer-
ference contrast method using two polarized 
waves. Four micrographs are shown obtained 
with Ge samples polished in a mixture of 500 
cm, glycerine, 50 cm, water, 50 cm, ethyl 
alcohol. 

537.533.8 1474 
Effect of Reflected Electrons in Secondary 

Electron Emission—L. N. Dobretsov and 
T. L. Matskevich. (Zh. Tekh. Fiz., vol. 27, pp. 
734-744; April, 1957.) Specimens of mica, LiF, 
SiO2, Ca2CO3, etc. were tested by means of a 
single-pulse circuit. The coefficients of second-
dary emission are tabulated and graphs shown. 

538.22 1475 
Theory of Antiferromagnetic-Ferromag-

netic Transitions in Dilute Magnetic Alloys and 
in the Rare Earths—G. W. Pratt, Jr. (Phys. 
Rev., vol. 108, pp. 1233-1242; December 1, 
1957.) Both the molecular-field theory and a 
cluster theory due to Oguchi. (Prog. Theor. 
Phys., vol. 13, pp. 148-150; February, 1955.) 
are applied. Each leads to a magnetic transition 
and both predict that for all such transitions 
the ferromagnetic state must have a lower free 
energy at 0°K than the antiferromagnetic 
state. A comparison is made between the 
present theory and recent experimental results 
for Cu-Mn alloys. 

538.221 1476 
Some Magnetothermal Relations for Fer-

romagnetics—R. W. Teale and G. Rowlands. 
(Proc. Phys. Soc., vol. 70, pp. 1123-1134; 
December 1, 1957.) An expression is derived 
which relates magnetic and thermal changes for 
reversible rotation of the intrinsic magnetiza-
tion or reversible domain wall motion. Experi-
ments are proposed to differentiate between 
the possible energy changes which accompany 
these processes. 

538.221 1477 
Criterion for Ferromagnetism from Obser-

vations of Magnetic Isotherms—A. Arrott. 
(Phys. Rev., vol. 108, pp. 1394-1396; Decem-
ber 15, 1957.) "A criterion is proposed for de-
termining the onset of ferromagnetism in a 
material as its temperature is lowered from a 
region in which the linearity of its magnetic 
moment vs field isotherm gives an indication of 
paramagnetism." 

538.221 1478 
Specific Heat of a Ferromagnetic Substance 

Above the Curie Point—C. Domb and M. F. 
Sykes. (Phys. Rev., vol. 108, pp. 1415-1416; 
December 15, 1957.) "High-temperature ex-
pansions for the specific heat of the Ising model 
are compared for the triangular and fcc 
lattices. It is concluded that the 'tail' of the 
specific heat curve above the Curie point is 
much smaller for the fcc lattice, but is steeper 
in the immediate neighborhood of the Curie 
Point." 

538.221:621.318.124+621.318.134 1479 
Convention on Ferrites—(Proc. IRE, Pt. 

B, vol. 104, Supplement no. 6, pp. 267-398; 
1957.) The following papers were included 
among those read at the LEE Convention held 
in London October 29-November 2, 1956. 
See also 1202 of April. 
Microwave Introductory Session 
A Survey of the Theory and Applications of 

Ferrites at Microwave Frequencies—P. J. B. 
Clarricoats, A. G. Hayes, and A. F. Harvey 
pp. 267-282). 

Discussion (pp. 283-285). 
Microwave Theory and Measurements 

Some Properties of Circular Waveguides 

containing Ferrites—P. J. B. Clarricoats (PP. 
286-295). 

The Measurement of Complex Permit-
tivity and Complex Tensor Permeability of 
Ferrite Materials at Microwave Frequencies— 
I. G. MacBean (pp. 296-306). 

Theory of the Measurement of the Ele-
ments of the Permeability Tensor of a Ferrite 
by means of a Resonant Cavity—R. A. 
Waldron (pp. 307-315). 

Nonreciprocal Network Theory applied to 
Ferrite Microwave Devices —II. J. Carlin (pp. 
316-319). 

Discussion (pp. 320-323). 
Microwave Measurements and Properties 

Microwave Faraday Effect and Conduc-
tivity in Nickel Ferrites and Ferrite-Alumi-
nates—R. Derry and M. S. Wills (pp. 324-
330). 

Some Properties and Applications of Fer-
rites at 3-cm Wavelength—S. Boronski (pp. 
331-337). 

Measurement of Ferrite Properties in a 
Rectangular Cavity at 10000 Mc/s—J. Roberts 
and C. M. Srivastava (pp. 338-341). 

The Quantum Theory of Spontaneous Mag-
netization of Ferrites at Low Temperatures- - 
E. I. Kondorskil (p. 342). See also 3930 of 1957 
(Kondorskil et al.). 

Discussion (pp. 343-345). 
Microwave Apparatus 

Ferrite Structures for Millimetre Wave-
lengths—A. F. Harvey (pp. 346-354). 

Applications of Ferrites at 3-cm Wavelength 
—R. M. Godfrey, B. L. Humphreys, P. E. V. 
Allin, and G. Mott (pp. 355-361). 

Development of a Rotation Isolator for 6-
cm Wavelength—P. E. Ljung (pp. 362-363). 
A Resonance Absorption Isolator in Micro-

strip for 4 Gc/s—L. Lewin (pp. 364-365). 
Notes on Microwave Ferromagnetics Re-

search—A. G. Fox (pp. 371-378). 
Some Measurements and Applications of 

the Microwave Properties of a Magnesium-
Manganese Ferrite in the 8-9-mm Waveband 
—E. Laverick and A. Rivett-Carnac (pp. 379-
382). 

The 45°-Faraday-Rotation Ferrite Isolator 
—A. L. Morris (pp. 383-387). 

Some Applications of Ferrites to Micro-
wave Directional Couplers, Switches, and 
Cavity Filters—E. Strumwasser (pp. 388-
394). 

Discussion (pp. 366-370, 395-398). 

538.221:621.318.134 1480 
Preparation of Polycrystalline Ferrimag-

netic Garnet Materials for Microwave Applica-
tions—W. D. Wolf and G. P. Rodrigue. (J. 
Appt. Phys., vol. 29, pp. 105-108; January, 
1958.) A simple chemical method is described 
for preparing high-density, polycrystalline, 
magnetic garnets having the formula 
3M203. 5Fe203, where M is a rare earth from 
Sm to Lu, or yttrium. Results of measurements 
of ferrimagnetic resonance line width and di-
electric loss tangent are given. 

538.221:621.318.134 1481 
Grandular Structures with Superficial 

Layer in Ceramics with Iron Oxide Base—J. 
Suchet. (J. Phys. Radium, vol. 18, Supplement 
to no. 3, Phys. Appl., pp. 10A-18A; March, 
1957.) In ceramics with Fes03 base particularly 
Mn-Zn ferrite there are two types of resistive 
surface layer formed by oxidation during the 
cooling process. 

538.221:621.318.2 1482 
Fine-Particle Magnets—T. O. Paine, L. I. 

Mendelsohn, and F. E. Luborsky. (Elec. Eng., 
N. Y., vol. 76, pp. 851-857; October, 1957.) 
The basic factors which determine the be-
havior of permanent magnets made from fine 
particles are reviewed. Alignment and packing 
of single-domain particles are discussed and the 
properties of manganese-bismuth, barium 
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ferrite, and fine-particle iron as permanent-
magnet materials are described. Thiry-six refer-
ences. 

538.221:621.385.833 1483 
Study of the Magnetic Leakage Field in 

Cobalt by Means of a Divergent Electron Beam 
—M. Blackman and E. Grünbaum. (Nature, 
London, vol. 180, pp. 1189-1190; November 30, 
1957.) An electron beam diverges from a small 
movable aperture of 6-25 is in a direction 
parallel to the crystal edge and is deflected by 
the leakage field. Curves obtained at 20°-
265°C are given. See 205 of 1957. 

538.222:538.569.4 1484 
Research on the Paramagnetism of Solids 

at the Institute of Physics of Palermo Uni-
versity—M. Santangelo. (Ricerca Sci., vol. 27, 
pp. 2768-2772; September, 1957.) Microwave 
equipment for the measurement of magnetic 
resonance absorption is briefly described. 

538.222:621.318.134 1485 
Investigation of the Paramagnetism of the 

Ferrites 5Fe208,3M203, where M=-"Gd, Dy, 
Er—R. Aléonard and J. C. Barbier. (C.R. 
Acad. Sci., Paris, vol. 245, pp. 831-834; 
August 19, 1957.) Investigation of the thermal 
variation of susceptibility above the Curie 
point of rare-earth ferrites of the garnet type 

621.315.615: 537.528 1486 
The Breakdown of Liquid Dielectrics and 

its Dependence on Oxidation of the Electrodes 
—R. Hancox. (Brit. J. Appt. Phys., vol. 8, 
pp. 476-480; December, 1957.) Theoretical 
considerations and experiments with pre-
treated transformer oil show that oxide layers 
on the electrodes increase the recorded break-
down strength of the dielectric. 

MATHEMATICS 

519.283 1487 
Nonparametric Definition of the Repre-

sentativeness of a Sample—with Tables—M. 
Sobel and M. J. Huyett. (Bell. Sys. Tech. J., 
vol. 37, pp. 135-161; January, 1958.) The 
problem is to determine how large a random 
sample is needed to guarantee with pre-
assigned probability that the sample will have 
a specified amount (or a specified degree) of 
representativeness of the true, unknown (cumu-
lative) distribution F under study. The solution 
given is nonparametric (i.e., distribution-free) 
so that the results obtained and the tables and 
graphs constructed are valid for any true 
underlying distribution. 

MEASUREMENTS AND TEST GEAR 

529.786+621.3.018.41(083.74) 1488 
The "Time Centre" at the Milan Polytech-

nic—C. Mazzon. (Ricerca Sci., vol. 27, pp. 
2727-2747; September, 1957.) Time- and Fre-
quency-standard equipment and control and 
recording apparatus are described. Details are 
given of a system for improving the accuracy 
of calibration on the basis of standard-fre-
quency signal reception. 

529.786:621.317.4 1489 
A Small Quartz Clock with Transistor 

Drive—D. E. Cridlan and J. E. Thwaites. 
(P.O. Elec. Eng. J., vol. 50, Pt 3, pp. 189-191; 
October, 1957.) A quartz tuning fork gives a 
frequency of 800 cps which is divided down in 
four identical binary stages to drive a 50-cps 
mains clock movement. Transistors are used in 
the oscillator drive circuit, the frequency di-
viders, and amplifier. 

621.317.2:621.374.3 1490 
A Versatile Pulse Pattern Generator— 

P. H. Cutler and L. R. Peters. (Electronic Eng. 
vol. 30, pp. 39-42; January, 1958.) "Two inde-
pendent pulse pattern generators are used to 
produce any sequence of pulses of either po-

larity; either sequence contains up to ten 
pulses, and the pulse duration may be varied 
from 45 As to 1 s. The two separate patterns 
may be combined to give a third pattern whose 
maximum length is ninety pulses." 

621.317.3:621.314.7 1491 
Measuring Transistor "Power Gain" at 

High Frequencies—W. N. Coffey. (Electronic 
Ind. Tele-Tech. vol. 16, pp. 66-68, 169; October 
1957.) A method of measuring directly the 
common-emitter power gain of transistors in the 
40-300-mc range when driven by a resistive 
generator. 

621.317.3.029.63:621.396.822 1492 
The Precise Measurement of Noise Tem-

peratures of Two-Terminal Networks in the 
Decimetre Wavelength Range by a Substitu-
tion Method—L. Mollwo. (Arch. elek. übertra-
gung, vol. 11, pp. 295-306; July, 1957.) 
General formulas are derived for errors caused 
by impedance mismatch of network to measur-
ing system. A substitution method for reducing 
the effect of these errors is described. Mis-
match corrections are considered for the case 
of a saturated-diode noise generator. 

621.317.329: 621.316.8 1493 
Practical Applications of a Resistance Net-

work for Determining Plane Potential or Space-
Charge Fields—G. érernoç'snik and M. J. O. 
Strutt. (Arch. Electrotech., vol. 43, pp. 177-
186; May 2, 1957.) The reduction of errors in 
using a resistance-network analog is discussed 
on the basis of theoretical investigations. See, 
e.g., 974 of 1958. 

621.317.331: 621.316.721.078.3 1494 
A Current Regulator to Facilitate Resist-

ance Measurements at Low Temperature— 
M. W. Thompson. (J. Sci. Instr., vol. 34, p. 
515; December, 1957.) 

621.317.341.3(083.57) 1495 
A Chart for Return Loss Determination— 

L. Kitajewski. (Electronic Eng., vol. 30, pp. 
42-43; January, 1958.) Curves are shown from 
which the return loss or the reflection coefficient 
can be determined quickly from bridge meas-
urements of impedances. The curves are appli-
cable only to the case when the return loss 
is required between an unknown impedance 
and a characteristic impedance of L 125 0°12. 

621.317.343.2: 621.314.22 1496 
Measurement of the Characteristic Imped-

ance of a Coaxial Cable—L. B. D'Alton. 
(Electronic Eng., vol. 30, pp. 37-38; January, 
1958.) " A method is described for measuring 
the characteristic impedance of a coaxial 
cable and the velocity of propagation, the only 
equipment required being a radio receiver, a 
signal generator and a calibrated capacitor." 

621.317.361.018.756 1497 
Errors in the Measurement of Pulse Fre-

quency Spectra by means of Stagger-Tuned 
Resonant Circuits—G. Seeger and H. G. 
Stâblein. (Arch. elek. Übertragung, vol. 11, 
pp. 325-330; August, 1957.) The type and mag-
nitude of the errors due to the losses in the 
resonant circuits are investigated for circuits 
of equal absolute and equal relative band-
width. For a given permissible error, the maxi-
mum frequency spectrum is covered by circuits 
suitably staggered with regard to bandwidth. 

621.317.39:531.771:621.387 1498 
A Very-High-Speed Precision Tachometer 

—J. K. Goodwin. (Electronic Eng., vol. 30, 
pp. 18-24; January, 1958.) Describes fully a 
portable instrument that counts up to 40,000 
rev/min. It may also be used to count pulses 
up to 20,000 ps with an accuracy of +1 pa, or 
random pulses to a total of 999,999. See 1153 of 
1954 (Bland and Cooper). 

621.317.39:531.78 1499 
Strain-Gauge Oscillator for Flight Testing 

—W. H. Foster. (Electronics, vol. 31, pp. 40-42; 
January 31, 1958.) The frequency of a small 
transistor oscillator is modulated in proportion 
to the stress or pressure applied to a strain 
gauge incorporated in a feedback loop. 

621.317.39: 536.53: 621.316.825 1500 
Temperature Measurement with Thermis-

tors—J. C. Anderson. (Electronic Radio Eng., 
vol. 35, pp. 80-84; March, 1958.) "Characteris-
tics of thermistors are discussed, and three 
temperature-measuring devices described: an 
industrial thermometer for 0°-100°C using a 
Wheatstone bridge, a medical thermometer 
covering 85°-105°F incorporating a balanced 
transistor amplifier and a high-sensitivity de-
vice using a two-stage transistor amplifier. 
Some observations on thermistor stability are 
included." 

621.317.39:537.312.9 1501 
Use of Piezoresistive Materials in the 

Measurement of Displacement, Force and 
Torque—W. P. Mason and R. N. Thurston. 
(J. Acoust. Soc. Amer., vol. 29, pp. 1096-1101; 
October, 1957.) "The use of piezoresistive ma-
terials as strain gauges and in the measure-
ment of displacement, force, and torque is dis-
cussed generally. A torsional transducer which 
has been constructed from n-type Ge is de-
scribed, and the experimentally obtained volt-
age/torque characteristic is given." 

621.317.4:621.317.755 1502 
B-H Tester measures Memory Core Pa-

rameters—T. H. Bonn, R. D. Torrey, and F. 
Bernstein. (Electronics, vol. 31, pp. 76-80; 
January 17, 1958.) This instrument measures 
the hysteresis properties of small magnetic 
toroids. The flux, drive current, ratio of rema-
nent flux to maximum flux, squareness ratio, 
and ratio of coercive force to maximum mag-
netizing force are read from window potenti-
ometers as the B-H loop is presented on a 
cathode-ray tube. 

621.317.4:621.372.413 1503 
A Re-entrant Cavity for Magnetic Measure-

ments—E. A. Faulkner. (J. Sci. Instr., vol. 
34, pp. 514-515; December, 1957.) An open-
ended resonant cavity is used to measure 
magnetic permeability of small toroidal speci-
mens in the range 250-3300 mc. 

621.317.431 1504 
New Technique for Measuring Rotational 

Hysteresis in Ferromagnetic Materials— 
J. M. Kelly, Jr. (Rev. Sci. Insir., vol. 28, pp. 
1038-1040; December, 1957.) A technique for 
use in the range 3-30 cps using a sample disk 
of material mounted on a top rotating in a 
magnetic field. 

621.317.723:621.375.024 1505 
A Feedback Electrometer Amplifier—D. 

Allenden. (Electronic Eng., vol. 30, pp. 31-33; 
January, 1958.) The inherent feedback loop 
gain is used to stabilize the electrometer-tube 
filament supply. The zero drift at full-scale 
voltage sensitivity of 2 y is less than ± 1 part 
in 1000 over several hours. 

621.317.733 1506 
The Accuracy of Determination of Capaci-

tance and Loss Factor by means of A.C. 
Bridges—H. Hoyer and W. Wiessner. (Arch. 
Elektrolech., vol. 43, pp. 169-177; May 20. 
1957.) Simple formulas are derived for deter-
mining the limits of accuracy and sensitivity 
of conventional capacitance bridges, taking ac-
count of matching between bridge and indi-
cating device. 

621.317.74:621.385.029.64 1507 
S.H.F. Frequency Sweeper uses Backward-
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Wave Tube—D. E. Wheeler and P. D. Lacy. 
(Elearonics, vol. 31, pp. 76-78; January 3, 
1958.) "Swept-frequency signal source using 
backward-wave oscillator tube offers sweep 
rates from 40 mc to 400 kmc in the microwave 
region between 8.2 and 12.4 kmc. Rapid wide-
range evaluations of reflection, gain, and at-
tenuation are possible, as well as permanent 
records of measured data on an ink recorder. 
Sweep width is continually adjustable from 3 
mc to 4.2 kmc and unit may be modulated with 
AM or FM." 

621.317.75:621.317.715:534.1 1508 
Response Spectra by means of Oscillograph 

Galvanometers—R. W. Conrad and I. Vigness. 
(J. Acoust. Soc. Amer., vol. 29, pp. 1110-1115; 
October, 1957.) The principles of design and 
calibration of a response or shock-spectrum 
analyzer are described. It comprises twelve 
galvanometer elements with natural frequencies 
in the range 10-2500 cps, each with an associ-
ated amplifier and damping network. Damping 
is adjustable between about 3 and 50 per cent 
of critical. An example is given of its operation 
in the analysis of tape-recorded accelerometer 
signals played back at different speeds. 

621.317.755.001.6(091) 1509 
The Development of the Cathode-Ray 

Oscillograph since 1923—P. Hochhausler. 
(Elektrotech. Z., Edn A, vol. 78, pp. 514-521; 
August 1, 1957.) A survey with 36 references, 
mainly to German literature. 

621.317.755.087.5 1510 
Continuous Recording of Waveforms on 

Photographic Film—V. B. Hulme. (Electronic 
Eng., vol. 30, pp. 10-14; January, 1958.) The 
limitations on the information capacity of the 
deflected-spot cathode-ray tube waveform 
recorder are overcome by using a ribbon-beam 
tube and variable-area recording. 

621.317.79: 538.632 : 537.311.33 1511 
A Simple Specimen Holder and Apparatus 

for Measurement of Conductivity and Hall 
Voltage over a Temperature Range—A. A. 
Brooker, R. A. Clay, and A. S. Young. (J. 
Sci. Instr., vol. 34, pp. 512-513; December, 
1957.) 

OTHER APPLICATIONS OF RADIO 
AND ELECTRONICS 

537.533.35(091) 1512 
25 Years of Electron Microscopy—E. 

Ruska. (Electrolech. Z., Edn A, vol. 78, pp. 
531-543; August, 1957.) An outline of the 
scientific background and the history of the 
technique including the latest developments. 
Ninety-four references. 

538.74:538.632 1513 
The Hall-Effect Compass—I. M. Ross, 

E. W. Saker, and N. A. C. Thompson. (J. Sci. 
Instr., vol. 34, pp. 479-484; December, 1957.) 
A description of the use of the Hall-effect volt-
age from a semiconductor in the earth's mag-
netic field as the basis for an electrical compass. 
Expressions are derived for the voltage and 
power outputs, and the sensitivity and the 
relative merits of various semiconductors are 
reviewed. A practical design of compass is de-
scribed and illustrated. 

551.508.8:621.316.825 1514 
Response of Radiosonde Thermistors— 

F. I. Badgley. (Rev. Sci. Instr., vol. 28, pp. 
1079-1084; December, 1957.) The thermistors 
are estimated to have lag coefficients of about 
25 s (10X the ground level value) at heights 
of about 70,000 feet. The radiation error at 
these heights could be several degrees. 

621.317.755:003.35 1515 
Generating Characters for Cathode-Ray 

Read-Out—K. E. Perry and E. J. Aho. (Elec-

tronics, vol. 31, pp. 72-75; January 3, 1958.) 
The necessary X and Y deflection voltages for 
representation of the Arabic numerals 0 to 7 on 
a cathode-ray tube screen are obtained by 
Fourier synthesis technique involving the com-
bination of sine and cosine terms of the first five 
harmonics from a 30-kc fundamental fre-
quency. Each character is traced in about 30 
Ps. 

621.384.6 1516 
Fields in Gap-Excited Rectangular Ducts— 

J. Van Bladel. (J. Ape Phys., vol. 28, pp. 
1479-1483; December, 1957.) "The em field in 
a rectangular waveguide, cut in two by a plane 
perpendicular to its longitudinal axis, is in-
vestigated. A voltage applied across the two 
halves of the guide generates the field structure, 
which is analyzed for several values of the fre-
quency (between zero and cutoff) and of the 
aspect ratio of the cross section. The problem is 
of interest for the design of particle accelera-
tors." 

621.384.611 1517 
A New Particle Accelerator—Y. P. Varshni. 

(Indian J. Phys., vol. 31, pp. 384-386; July, 
1957.) In a cyclotron of conventional form it is 
not possible to accelerate ions beyond a certain 
limit on account of their relativistic increase in 
mass at high velocities and consequent depar-
ture from resonance. This difficulty may be 
overcome using a cyclotron with spiral-shaped 
"dees" called a spiratron. 

621.385.833.001.6(091) 1518 
The History of the Development of the 

Electron Microscope—D. Gabor. (Elektrotech. 
Z. Edn A, vol. 78, pp. 522-530; August 1, 
1958.) An illustrated review with eighty-three 
references. 

621.398 1519 
Telecontrol—E. L. Gruenberg. (IRE TRANS. 

ON TELEMETRY AND REMOTE CONTROL, vol. 
TRC-3, pp. 5-8; May, 1957. Abstract, PROC. 
IRE, vol. 45, pp. 1168-1169; August, 1957.) 

621.398:061.3 1520 
Proceedings of the 1957 National Sym-

posium on Telemetering—(IRE TRANS. ON 
TELEMETRY AND REMOTE CONTROL, VOL TRC-
3, April, 1957.) The text is given of 36 papers, 
with abstracts of seven others, presented at a 
symposium held at Philadelphia, Pa, April 
14th-16th. Abstracts of most of the papers are 
given in PROC. IRE, vol. 45, pp. 1166-1168; 
August, 1957. The following papers were in-
cluded. 
A Wide-Band Microwave Link for Tele-

metering—R. E. Glass (Sec. 1.2, 13 pp.). 
The Transmission of Pulse Width Modu-

lated Signals over Restricted Bandwidth Sys-
tems—H. J. Heffernan (Sec. 2.3. 4 pp.). 

Extension of F.M./F.M. Capabilities— 
H. O. Jeske (Sec. 2.4, 10 pp.). 

Telemetering System for the X-17 Missile 
—J. A. Cox (Sec. 2.5, 14 pp.). 

Transistor Circuits Applied to Telemetering 
—J. H. Smith (Sec. 3.1 11 pp.). 

Low-Level Transistorized Chopper Ampli-
fier—H. F. Harris and T. E. Smith (Sec. 3.5, 
8 pp.). 

Progress Report on a Solid-State 
F.M./F.M. Telemetering System—E. Y. 
Politi (Sec. 3.6, 19 pp.). 
A Ruggedized R.F. Power Amplifier for Use 

in the 200-Mc/s Telemetry Band—D. D. Mc-
Rae (Sec. 6.1, 4 pp.). 
A New Transistor Magnetic F.M./F.M. 

Subcarrier Discriminator—G. H. Barnes and 
R. M. Tillman (Sec. 6.3, 9 pp.). 
A Transistorized Pulse-Width Beyer— 

J. A. Riedel, Jr, (Sec. 6.5, 6 pp.). 
P.D.M. Bandwidth Requirements—F. E. 

Rock (Sec. 7.2, 6 pp.). 
Noise and Bandwidth in P.D.M./F.M. 

Radio Telemetering—K. M. Uglow (Sec. 7.5, 
10 pp.). 

Design of All-Channel Ultra-stable F.M. 
Discriminator—S. Rigby (Sec. 8.2, 8 pp.). 

P.D.M./P.A.M. Conversion System—R. L. 
Kuehn and W. L. Johnston (Sec. 8.5, 11 pp.). 

621.398:621.376.3 1521 
A Note on the Frequency Distribution of an 

F.M./F.M. Signal—P. B. Arnstein. (IRE 
TRANS. ON TELEMETRY AND REMOTE CONTROL, 
vol. TRC-3, pp. 13-16; May, 1957. Abstract, 
PROC. IRE, vol. 45, p. 1169; August, 1957.) 

621.398:621.376.3 1522 
Noise and Bandwidth in F.M./F.M. Radio 

Telemetering—K. M. Uglow. (IRE TRANS. ON 
TELEMETRY AND REMOTE CONTROL, Vol. TRC-
3, pp. 19-22; May, 1957. Abstract, PROC. IRE, 
vol. 45, p. 1169; August, 1957.) 

621.398:621.376.56: 621.314.7 1523 
Transistorized Time Multiplexer for Tele-

metering—J. M. Sacks and E. R. Hill. (IRE 
TRANS. ON TELEMETRY AND REMOTE CONTROL, 
vol. TRC-3, pp. 26-30; May, 1957. Abstract, 
PROC. IRE, vol. 45, p. 1169; August, 1957.) 

621.398: 621.396.934: 621.317.7 1524 
Special Timing Techniques Employed on 

Guided-Missile Ranges—R. J. Garvey. (Elec-
tronic Eng., vol. 30, pp. 2-9; January, 1958.) 
The timing and reference signals are derived 
from a 10-kc crystal oscillator driving a series 
of frequency-dividing circuits, and are trans-
mitted to the measuring stations by under-
ground telephone cables. One of the timing sig-
nals indicates time intervals from an arbitrary 
zero. 

621.398:629.19 1525 
Transistorized Memory monitors Earth 

Satellite—C. S. Warren, W. G. Rumble, and 
W. A. Helbig. (Electronics, vol. 31, pp. 66-70; 
January 7, 1958.) In the reception of tele-
metered data the circuits required to translate 
input information numerically and to present 
modified output information, use alloy-junction 
transistors as current drivers, gated-pulse 
amplifiers, voltage amplifiers, high-speed 
switches, and flip flops. Storage capacity is 
6400 bits arranged as 256 characters of 25 bits 
each. 

655.3.024:621.385.832 1526 
The Scanatron: an Electronic Instrument 

for Preparing Colour Separations for Multi-
colour Printing—P. E. Klein. (Elektronik, vol. 
6, pp. 238-239; August, 1957.) The equipment 
described comprises a single cathode-ray beam 
scanning tube and electronic circuitry for the 
production of corrected color-separation 
plates. The resolution is 200 lines per cm. See 
also 1563 of 1957 (Shapiro and Haynes). 

PROPAGATION OF WAVES 

621.396.11 1527 
Spectrum of Turbulent Mixing—R. Bolgi-

ano, Jr. (Phys. Rev., vol. 100. p. 1348; Decem-
ber 1, 1957.) It is argued that the conclusions 
presented in a recent paper 12881 of 1957 
(Wheelon)], that the spectral dependence of 
molecular fluctuations in the initial subrange 
should and do obey a JO law are incorrect. 
A /2-511 law is more appropriate. 

621.396.11:551.510.535 1528 
Some Problems of the Physics of the 

Ionosphere. Part 1—Fluctuation of the Electron 
Density and Scattering of Radio Waves— 
Al'pert. (See 1425.) 

621.396.11 : 551.510.510.535: 523.746 1529 
The Sunspot Cycle and Radio Communica-

tions—G. Millington. (Point to Point Tele-
commun., vol. 1, pp. 7-21; June, 1957.) The 
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characteristics of the ionosphere during a sun-
spot cycle and the consequent effects on HF 
radio communication circuits are discussed 
with particular attention to the problem of 
interference, at high sunspot numbers, to cir-
cuits operating in the lower end of the VHF 
band and to forward-scatter transmissions. Sun-
spot cycles since 1749 are examined but it is con-
cluded that any precise predictions of future 
trends resulting from analysis of past behavior 
should be treated with great caution in planning 
future frequency allocations for radio com-
munication. 

621.396.11.029.4:551.594.6 1530 
The Waveforms of Atmospherics and the 

Propagation of Very-Low-Frequency Radio 
Waves—J. Chapman. (J. Atmos. Terr. Phys., 
vol. 11, pp. 223-236; 1957.) An analysis of 
waveform and frequency spectra observations, 
and comparison with theory in terms of "wave-
guide" propagation between earth and iono-
sphere. A new classification of atmospheric 
waveforms is used, which relates to frequency 
spectrum, day or night conditions, and source 
distance. Appreciable differences are indicated 
between the spectra of individual flashes at the 
source. 

621.396.11.029.6:621.397.26 1531 
Scatter Propagation and its Application to 

Television—J. A. Saxton. (J. Telev. Soc., vol. 
8, pp. 273-284; July/September, 1957.) The 
fundamental processes common to both ionos-
pheric and tropospheric scatter propagation 
and the application of the mechanisms to point-
to-point links are described. The dependence 
of performance on frequency, bandwidth, and 
antenna characteristics is given and it is shown 
that whereas VHF ionospheric scatter links are 
useful primarily for telegraphy over paths of 
1,000-2,000 km, UHF tropospheric scatter links 
may possibly be used for relaying television 
over paths of a few hundred km. Thirty-three 
references. 

621.396.11.029.62/.64 1532 
Scatter Propagation—(Wireless World, vol. 

64, pp. 124-125; March, 1958.) A digest of 23 
papers on ionospheric and tropospheric for-
ward-scatter propagation delivered at an 
IEE symposium held on January 28, 1958. 

621.396.11.029.62: 551.510.535 1533 
Radio-Frequency and Scattering-Angle De-

pendence of Ionospheric Scatter Propagation 
at V.H.F.—R. Bolgiano, Jr. (J. Geophys. Res., 
vol. 62, pp. 639-640; December, 1957.) Com-
ment on 2576 of 1957 (Wheelon). The conclu-
sion that the spectrum of mean square fluctua-
tions produced by turbulent mixing of an es-
tablished gradient is proportional, in the 

4T  \inertial subrange, to es where k= 
X sin 0/2) 

is shown to be based on an inconsistent argu-
ment. 

RECEPTION 

621.376.233:621.314.7 1534 
Transistor Regenerative Detectors—I. 

Gottlieb. (QST, vol. 41, pp. 30-31; October, 
1957.) Details are given of the design and con-
struction of a two-stage transistor receiver for 
the 80-m band. Its over-all performance is 
claimed to be better than that of an equivalent 
tube set. 

621.376.33:621.396.82 1535 
F.M. Demodulator Time-Constant Require-

ments for Interference Rejection—E. J. 
Baghdady. (PRoc. IRE, vol. 46, pp. 432-440; 
February, 1958.) The upper bounds of permissi-
ble values of low-frequency time constants in 
the limiter and discriminator circuits operating 
under conditions of high-level interference are 

calculated. Severe restrictions are indicated 
which conflict with other fundamental require-
ments. Results show that these restrictions can 
be alleviated by simple schemes which enhance 
the capture performance of the FM receiver. 

621.376.4:621.396.3 1536 
Practical Elimination of "Reverse Opera-

tion" in an Amplitude-Phase Detector due to 
Pulse Interference—Y. S. Lezin. (Radio-
tekhnika, Moscow, vol. 11, pp. 45-52; Novem-
ber, 1956.) Change of polarity of the output 
voltage due to single-pulse or pulse-train inter-
ference can be eliminated by narrowing the 
pass band of the grid circuit of the detector. 
See 927 of 1957. 

621.396.62:061.43(43) 1537 
Novelties and Development Trends in the 

Construction of Receivers—C. Reuber. (Elek-
trotech. Z., Edn B, vol. 9, pp. 321-328; August 
21, 1957.) Survey of the German Radio Show 
in Frankfurt with details of some of the circuit 
refinements and new ideas incorporated in the 
sound and television receivers exhibited there. 

621.396.62:621.314.7 1538 
Transistor Reflex Circuit trims Receiver 

Costs—E. Gottlieb. (Electronics, vol. 31, pp. 
66-68; January 3, 1958.) These circuits, in 
which the second IF stage doubles as the AF 
amplifier, do not suffer from the disadvantages 
inherent in earlier tube versions. Further cir-
cuit simplifications may be effected by coupling 
an n-p-n reflex stage to a p-n-p output ampli-
fier. 

621.396.62:621.372.632 1539 
Low-Noise Converter for I.G.Y. Propaga-

tion Study—L. F. Garrett. (Electronics, vol. 31, 
pp. 52-54; January 31, 1958.) A 400-mc con-
verter, of 4-mc bandwidth, with gain of 36 db 
and noise figure of 2.5 db, is described in detail. 
Possible applications include scatter propaga-
tion and meteoric and auroral studies. 

621.396.62.001.6 1540 
Problems of Modern Radio-Receiver De-

velopment—W. Kausch. (Elektrotech. Z., Edn 
B, vol. 9, pp. 329-330; August 21, 1957.) Brief 
assessment of recent technical improvements 
and their effect on production techniques. 

621.396.8:621.376.3 1541 
Signal-to-Noise Ratios in Strong-Carrier 

F.M. Systems—H. Urkowitz. (Commun. and 
Electronics, pp. 599-602; November, 1957.) 
Ratios are derived without use of high-order 
probability density functions. General formulas 
are obtained by determining the signal-to-
noise ratio with periodic modulation or with 
pulse modulation and numerical results are 
given for the special case of a flat symmetrical 
RF pass band. The effect of a mistuned fre-
quency detector is taken into account. 

621.396.828:681.142 1542 
Radio-Interference Control as Applied to 

Business Machines—J. M. Sarley and R. J. 
Hendery. (IBM J. Res. Des., vol. 1, pp. 363-
372; October, 1957.) The characteristics of the 
interference from machines is discussed. Some 
of the problems encountered in locating the 
various sources and of reducing the interference 
to a satisfactory level are described. 

STATIONS AND COMMUNICATION 
SYSTEMS 

621.391 1543 
Double-Sampling Theorems in Continuous 

Signals—N. Honda. (Sc. Rep. Res. Inst. 
Tohoku Univ., Ser. B, vol. 8, pp. 23-34; June, 
1956.) Sampling theorems are given for con-
tinuous signals whose frequency spectra are 
(2k-I-1) bands in the frequency region 
ic.fo•-f.<f<kfo-Ff. (k= —K, • • • , 0, • • • K 

and fo>2f,,,' 

It is proved that the signal is completely de-
termined by (2k-I-1) unique functions spaced 
1/21,,, seconds apart. If f0/2f,,, is an integer, the 
signal is completely determined by giving its 
(2k-F1) values spaced 1/(2k+1) fo seconds 
apart. 

621.391 1544 
The Sequential Error-Correcting Code—N. 

Honda. (Sci. Rep. Res. Inst. Tohoku Univ., 
Ser. B, vol. 8, pp. 113-124; December, 1956.) 
A practical sequential error-correcting code is 
proposed in which, if the number of errors is 
below a definite number, then the code may be 
corrected. 

621.391 1545 
Geometrical Proof of Shannon's Theorem 

—E. L. Blokh and A. A. Kharkevich. (Radio-
tekhnika, Moscow, vol. 11, pp. 5-16; November, 
1956.) The attempt to provide a geometrical 
proof of Shannon's theorem made in two previ-
ous papers (259 of 1956 and ibid., vol. 10, pp. 
3-7; July, 1955.) led to results different from 
those of Shannon. It is shown that this dis-
crepancy was due to the choice of an incorrect 
geometric model. 

621.391:621.396.822 1546 
Fluctuations of Random Noise Power—D. 

Slepian. (Bell. Sys. Tech. J., vol. 37, pp. 163-
184; January, 1958.) "The probability distri-
bution of the power, y, of a sample of Gaussian 
noise of time duration T is considered. Some 
general theory is presented along with curves 
for the cumulative distribution and probability 
density of y for several different power spectra 
and values of T." 

621.391.5.029.53:621.376.3 1547 
Wireless Microphone uses F.M. Modula-

tion—G. F. Montgomery. (Electronics, vol. 31, 
pp. 54-55; January 3, 1958.) A transistor circuit 
generating a low-power induction field at 460 
kc. An FM system was chosen because of its 
inherent AVC action thus limiting the field 
strength during times of peak modulation. 

621.396.1 1548 
A Canadian Point of View on Radio-Fre-

quency Spectrum Management—C. M. Brant. 
(Commun. and Electronics, pp. 455-461; Sep-
tember, 1957.) Future frequency allocations 
for the various services are discussed. 

621.396.3:621.396.43:523.5 1549 
V.H.F. Propagation by Ionized Meteor 

Trails—W. R. Vincent, R. T. Wolfram, B. M. 
Sifford, W. E. Jaye, and A. M. Peterson. 
(Electronic. Ind Tele-Tech, vol. 16, pp. 52-55, 
146 and 84-88, 98; October and November, 
1957. IRE W ESCON CONVENTION RECORD, VOI. 
Pt. 1, pp. 263-282; 1957.) Data collected at a 
receiving station in California using signals 
from television transmitters gave information 
on the nature of the signals, their level, dura-
tion, fading and frequency of occurrence, and 
also on the optimum antenna direction. An 
experimental 820-mile link operating at 40 and 
32 mc between Bozeman, Mont., and Palo 
Alto, Calif., is described with details of 
W/T and R/T equipment and the magnetic-
tape storage systems. 

621.396.4:621.315.212 1550 
Trial Model of Super Wide-Band Repeater 

for Coaxial Cable—Y. Shigei. A. Ishii, G. 
Marubayashi, and T. Iwase. (Rep. Elec. 
Commun. Lab., Japan, vol. 5, pp. 1-3; August, 
1957.) A capacity of 1) 2,700 telephone chan-
nels, or 2) one 4.3-mc television channel and 
1,200 telephone channels, or 3) two 4.3-mc 
television channels, is aimed at. The charac-
teristics are given of two new types of tube 
developed for this purpose. The system is 
briefly described. 
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621.396.41 1551 
Design Factors for the Optimization of 

Multichannel Radio Systems—C. A. Parry. 
(Commun. and Electronics, pp. 606-620; No-
vember, 1957.) Satisfactory design needs evalu-
ation of both nonlinear and thermal noise, 
optimum design being obtained with these 
noise powers equal. Essential performance fac-
tors required for this evaluation are consid-
ered. The effects of carrier power, channel 
spacing, speech-power distribution, and traffic 
activity on the signal-to-noise ratio are ex-
amined. Total reliability as a function of traffic 
fluctuations, propagation reliability, and carrier 
power is established. Theoretically optimum 
distributions as well as typical operating 
distributions are given. Standards are sug-
gested both for systems which must conform to 
requirements of existing communication net-
works and for systems which exist independ-
ently. Over-all system testing by means of 
multiple tones is discussed and related basic 
requirements are outlined. 

621.396.41 : 551.510.52 (083.57) 1552 
Tropo-scatter System Design Charts— 

L. P. Yeh. (Electronics, vol. 31, pp. 91-93; 
January 17, 1958.) In a frequency-division 
multiplex tropospheric scatter system, the un-
weighted signal-to-noise power ratio for a 
single-hop system may be obtained by con-
secutive use of the graphs provided. 

621.396.43 1553 
Microwave Radio Communication under 

Severe Winter Conditions on the Bonneville 
Power Administration System—E. M. Strong, 
E. J. Warchol, and S. E. Benson. (Commun. 
and Electronics, pp. 655-662; November, 1957.) 
The general layout of the system and terrain 
and weather conditions are described. Design 
factors are considered for protection of an-
tennas and supporting structures from winds, 
snow, and ice. 

621.396.44:621.314.22 1554 
Contribution of Statistics to the Develop-

ment Program of a Transformer for the L3 
Carrier System—G. J. Levenbach. (Bell. Sys. 
Tech. J., vol. 37, pp. 23-54; January, 1958.) 
Statistical methods played a significant part in 
the development program of the L3 system 
which can transmit a television signal over a 
distance of approximately 1000 miles and 
telephone signals approximately 4000 miles. 
Experiments were designed to assist in im-
proving the manufacture of the input and out-
put transformers of the amplifiers. Detailed 
analysis of a few of these experiments is pre-
sented. 

621.396.65 1555 
Wide-Band Microwave Transmission Sys-

tems—S. Fedida. (Point to Point Telecommun., 
vol. 1, pp. 26-50; June, 1957.) The concept of 
an ideal wide-band channel is developed and 
the shortcomings of practical systems, due 
mainly to the type of modulation employed, 
are enumerated. The requirements of a par-
ticular system depend on the type of intelli-
gence to be transmitted and the effect of such 
requirements on the system's performance is 
discussed. Variations in the transmission 
medium and their effect on the system are also 
examined. Typical practical equipment and 
techniques are described. 

621.396.65:621.396.8 1556 
Some Statistical Characteristics for Over-

Reach Propagation and Co-frequency Inter-
ference in 2-Frequency-System Microwave 
Multi-relay Circuits—S. Ugai and T. Nomura. 
(Rep. Elec. Commun. Lab., Japan, vol. 5, pp. 
10-15; July, 1957.) From tests made in 1951-

1953, the variation of received signal power at 
at 4 kmc for the optical path (50 km) alone, 
approximates to a gamma distribution. The 
distribution of the received power in diffrac-
tion regions (100-230 km), however, was found 
(1953-1955) to be classifiable into three types. 
The interference between signals received 
optically and after diffraction depends on the 
receiving system used, but the order of the 
effect—the cumulative probability—is found 
from the correlation between the gamma dis-
tribution for the optical path and each of the 
three types of distribution for the diffracted 
signals. This information assists the design of 
relay routes to minimize interference. 

621.396.65.029.64: 621.376.3 1557 
A 4000-Mc/s Radio System for the Trans-

mission of Four Telephony Supergroups (240 
Circuits)—P.O. Elec. Engr. J., vol. 50, Pt. 2 
and Pt. 3, pp. 106-119 and 150-158; July and 
October, 1957.) 

Part 1 Outline Description of the System 
and Detailed Description of Radio and Inter-
mediate-Frequency Equipment—R. L. Corke. 
E. V. Ephgrave, J. Hooper, and D. Wray. A 
description of equipment for FM transmission 
over a single-hop link of 55 miles. 

Part 2 The Baseband and Supervisory 
Equipment—R. P. Froom, J. D. C. Madder, 
and C. G. Hilton. Preliminary over-all per-
formance data for the link as a whole are 
given. 

621.396.822.1:621.396.41 1558 
Crosstalk Problems in Radio Relays with 

Double Modulation: P.P.M. and F.M.—E. 
Katz. (Bul. Inst. Polit. Bucuresti, vol. 18, pp. 
331-352; January/June, 1956.) A special 
demodulation method is described which re-
duces crosstalk and effectively doubles the 
signal-to-noise ratio. 

SUBSIDIARY APPARATUS 

621.526:621.314.7 1559 
Semiconductors Shrink Servo-System Size 

—H. L. Aronson and W. R. Lamb. (Electronics, 
vol. 31, pp. 69-71; January 3, 1958.) A velocity-
type servosystem in which the network design 
is based on the constant-current driving 
source and low-impedance load conditions 
imposed by transistor operation. Output 
impedance is reduced considerably by using a 
double common-collector power stage with 
inverse feedback. 

621.3.066.6:537.311.4 1560 
The Effects of Dust and Force upon certain 

Very Light Electrical Contacts—A. J. Maddock. 
C. C. Fielding, J. H. Batchelor, and A. H. 
Jiggins. (Brit. J. Appi. Phys., vol. 8, pp. 471-
476; December, 1957.) A quantitative relation 
is established between dust concentration and 
contact failure. An examination of contact 
loading shows that contact resistance may rise 
rapidly at loadings less than 1 mg unless surface 
films can be permanently removed. 

621.314.63:537.311.33 1561 
Progress Report on Semiconductor Recti-

fiers—N. F. Bechtold. (Electronic Ind. Tele-
Tech, vol. 16, pp. 70-71, 174; October, 1957.) 
"Findings indicate that silicon and germanium 
rectifiers are more desirable in high-tempera-
ture areas while selenium retains its superi-
ority in high-current uses." 

621.318.56 1562 
Design of Magnetic Circuits for Miniature 

Relays—W. J. Richert. (Electronic Ind. Tele-
Tech, vol. 16, pp. 56-57, 156; October, 1957.) 
The polarized type of relay with a rotary arma-
ture is suggested as the most suitable type for 
miniaturization. 

621.352:541.135.6 1563 
The Solion: an Electrochemical Transducer. 

(Brit. Commun. Electronics, vol. 4, p. 617; 
October, 1957.) The operation of this device is 
based on concentration polarization where an 
electric current passing through an electro-
chemical system is limited by diffusion and 
convection variables such as fluid flow. The 
solion consists of a small cylinder of plastic 
material containing a potassium-iodide solution 
in which two or more electrodes are immersed; 
polarization is effected by a 0.9-v battery. 
When the unit is stimulated by light, heat, 
sound, pressure, or movement the resultant 
hydraulic flow within the cell produces a cur-
rent output. These reactions are reversible. 

621.352.7 1564 
Wax-Electrolyte Batteries—( Tech. News. 

Bull. Natl. Bur. Stand., vol. 41, pp. 149-150; 
October, 1957.) Two types of 37.5-v punched-
cell battery have been developed. They are 3 
inches long and, respectively, 0.25 and 0.5 inch 
in diameter, with short-circuit current 0.03 and 
0.3 µa. A cell is stamped from a three-layer 
sandwich consisting of a Zn sheet, a conduc-
tive vinyl film, and between the two layers a 
separator impregnated with a ZnCl2 poly-
ethylene glycol mixture. 

621.396.662.6:621.374.3 1565 
Self-Setting Servo Gate—E. R. Schmerling. 

(Electronics, vol. 31, p. 71; January 17, 1958.) 
"Simple circuit, used in ionospheric pulse 
experiments, picks out pulses transmitted at a 
fixed repetition frequency in the presence of 
random noise and improves reliability of 
synchronizing link by factor of 50." 

TELEVISION AND PHOTOTELEGRAPHY 

621.397.26:621.396.11.029 1566 
Scatter Propagation and its Application to 

Television—Saxton. (See 1531.) 

621.397.5:621.311(083.74) 1567 
IRE Standards on Television: Measure-

ment of Luminance Signal Levels, 1958— 
(Paoc. IRE, vol. 46, pp. 482-486; February, 
1958.) Standard 58 IRE 23. Sl. 

621.397.5:621.395.625.3 1568 
The Ampex Video Tape-Recording System 

—R. H. Snyder. (Brit. Commun. Electronics, 
vol. 4, pp. 612-616; October, 1957.) See 4018 
of 1957. 

621.397.6:621.372.55 1569 
A New Video Differential Phase-and-Gain 

Equalizer—J. H. Clark. (Commun. and Elec-
tronics, pp. 674-676; November, 1957.) The 
equalizer uses the nonlinear impedance char-
acteristics of devices such as Ge or Si diodes to 
compensate undesirable nonlinearity. 

621.397.61 1570 
Highlight Equalizer Sharpens TV Pictures 

—M. V. Sullivan. (Electronics, vol. 31, pp. 72-
74; January 7, 1958.) "Equalization of only the 
gray-to-white highlight region in the video 
signal provides better signal-to-noise ratio and 
improved definition over conventional aper-
ture equalizers covering the full brightness 
range. Since most image-orthicon noise is in 
the lowlight region, the improvement stems 
from a division of the signal into two parts with 
only the relatively quiet highlight portion 
equalized for better tonal reproduction." 

621.397.61:535.623 1571 
A Modified Microwave System for Colour 

Television Transmission—F. F. McClatchie. 
(Commun. and Electronics, pp. 626-633; No-
vember, 1957.) NTSC color television signals 
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may be transmitted on portable microwave 
radio relay units in a routine manner if an 
adequate system is available and standardized 
operation and maintenance instructions are 
provided. Necessary modifications to existing 
equipment are described. 

621.397.62:535.88 1572 
Large-Scale Projection of the Television 

Image—H. Jensen. (Elektrotech. Z., Edn B, vol. 
9, pp. 331-334; August 21, 1957.) Outline of 
methods proposed and adopted in practice, 
particularly those using a small high-intensity 
picture tube with an optical projection system. 

621.397.621:621.385.832 1573 
90° Scanning—R. H. C. Morgan and K. E. 

Martin. (J. Telev. Soc., vol. 8, pp. 285-297; 
July/September, 1957.) The sensitivity and 
raster quality problems are discussed and two 
types of scanning coil assembly that reduce 
the energy required for full deflection are de-
scribed. Improvements in line-timebase tech-
niques give 90-degree scanning without an in-
crease in the power required. 

TRANSMISSION 

621.376.32:621.396.41.029.6 1574 
An Improved Frequency Modulator for 

Broad-Band Radio Relay Systems—I. A. 
Ravenscroft. (P.O. Elec. Eng. J., vol. 50, 
pt. 3, pp. 186-188; October, 1957.) The 
linearity is improved by negative feedback so 
that the modulator may be used in 600-
channel telephone circuits conforming to 
CCIR standards. A method of reducing dis-
tortion at high modulation frequencies (up to 
2.5 mc) is discussed. See also 286 of 1956 
(Ravenscroft and White). 

621.396.61:621.314.7 1575 
Simple Transistor Transmitter for 1.8 

Mc/s—N. Waite. (RSGB Bull., vol. 33, p. 177; 
October, 1957.) Circuit and constructional 
details of a single-stage cw transmitter deriving 
its power supply from a 4.5-volt battery. 

621.396.712.029.62:621.523.8 1576 
The Automatic 3-kW U.H.F. Transmitter 

"Hoher Bogen"—P. G. Zehnel and J. Brose. 
(Elektronik, vol. 6, pp. 240-242; August, 1957.) 
Two 250-watt transmitters, one being in re-
serve, and a 3-kw amplifying stage are con-
trolled by means of the automatic equipment 
described. 

TUBES AND THERMIONICS 

621.314.63 : 621.318.57: 546.28 1577 
p-n-p-n Switching Diodes—A. K. Jonscher. 

(J. Electronics Control. vol. 3, pp. 573-586; 
December, 1957.) "The paper describes silicon 
diodes of p-n-p-n structure which exhibit rapid 
switching from a high-resistance to a low-
resistance state, similar to that described 
recently by Moll, et a/. [3899 of 19561. Two 
types of characteristics are shown, those 
switching on both the 'forward' and 'reverse' 
branches and those giving ordinary diode for-
ward behavior and switching on the 'reverse' 
branch only. A theoretical treatment is given 
accounting for this behavior and discussing 
the nature of the conduction mechanism in the 
low-resistance state for both directions of cur-
rent flow." 

621.314.63:621.372.632 1578 
Semiconductor Diodes Yield Converter 

Gain—A. Uhlir, Jr, and N. Bronstein. (Bell 
Lab. Rec., vol. 35, p. 412; October, 1957.) 
Gains up to 6 db (with adequate bandwidth 
for some applications) have been achieved with 
gold-banded germanium diodes when con-
verting from 75 mc to 6 kmc. In "down-con-
version" stages using diffused silicon diodes 
gains up to 45 db have been obtained. 

621.314.7 1579 
Injection Coefficient and Forward Current 

/Voltage Characteristic of a Spherical Contact— 
Z. S. Gribnikov and K. B. Tolpygo. (Zh. 
Tekh. Fig., vol. 27, pp. 625-629; April, 1957.) 
The injection coefficient of a transistor p-n 
junction is examined, and the effect of increas-
ing the radius of the metallic contact, and 
corresponding increase in donor concentration 
are discussed. 

621.314.7: 539.169 1580 
Analysis of the Effect of Nuclear Radiation 

on Transistors—J. J. Loferski. (J. Appl. Phys., 
vol. 29, pp. 35-40; January, 1958.) A descrip-
tion of the permanent changes produced in Ge 
transistors. Information on the effect of radi-
ation on semiconductors is reviewed, and the 
results are combined with transistor theory. 
The amplification factor of transistors and the 
effect of the fast neutron field of a reactor are 
discussed in detail. 

621.314.7:546.289 1581 
Germanium Junction Transistors—H. 

Frank. (Slab. Obz., Praha, vol. 17, pp. 680-
687; December, 1956.) The properties of 
Czech junction transistors with maximum 
power loss 20-50 mw and maximum operating 
frequency 500 kc are considered. 

621.314.7: 621.3.018.75 1582 
The Passage of Single and Periodic Current 

Pulses through a Transistor—V. G. Kolotilova. 
(Zh. Tekh. Fig., vol. 27, pp. 630-637; April, 
1957.) Two cases are considered: 1) transistors 
with earthed base and 2) transistors with 
earthed emitter or collector. 

621.314.7:621.317.3 1583 
Measurement of High-Frequency Equiva-

lent-Circuit Parameters of Junction and Sur-
face-Barrier Transistors—A. R. Molozzi, 
D. F. Page, and A. R. Boothroyd. (IRE TRANS. 
ON ELECTRON DEVICES, vol; ED-4, pp. 120-
125; April 5, 1957. Abstract, PROC. IRE, vol. 
45, p. 1163; August, 1957.) 

621.314.7:621.317.3 1584 
Measuring Transistor "Power Gain" at 

High Frequencies—M. Coffey. (See 1491.) 

621.314.7:621.396.822 1585 
Transistor Noise in Low-Frequency Region 

—J. Schubert. (Arch. elek. übertragung, vol. 
11, pp. 331-340, 379-385, and 416-423; 
August-October, 1957.) The validity of an 
equivalent circuit based on earlier work [see, 
e.g., 3393 of 1954 (van der Ziel)1 is confirmed by 
measurements of noise characteristics on 
p-n-p-type transistors in the frequency range 
86 cps-100 kc. The optimum operating con-
ditions for the minimum noise figure are de-
rived for the earthed-base, earthed-emitter, and 
earthed-collector circuits and the noise pa-
rameters of the equivalent noise quadripole of 
a transistor are given. Twenty-three references. 

621.314.7: 621.396.822 1586 
Behavior of Noise Figure in Junction 

Transistors—W. N. Coffey. (Paoc. IRE, vol. 
46, pp. 495-496; February, 1958.) Noise-figure 
expressions are modified to include the effect of 
partial correlation of the emitter and collector 
noise generators. 

621.314.7.002.2 1587 
Alloy-Diffusion: a Process for Making 

Diffused-Base Junction Transistors—J. R. A. 
Beale. (Proc. Phys. Soc., vol. 70, pp. 1087-
1089; November, 1957.) In the process de-
scribed the base width is determined by the 
difference in the diffusion depths of two im-
purities and is practically independent of the 
alloying depth. A reasonable substantial 

metal contact to the recrystallized emitter is 
automatically produced. Examples are quoted 
of the characteristics achieved in a group of 
transistors obtained using p-type Ge and a 
carrier metal, such as Pb, containing about 
1 per cent Sb and 2 per cent Ga. 

621.314.7+621.3851.012.8 1588 
High-Frequency Parameters of Transistors 

and Valves—J. Zawels. (Electronic Eng., vol. 
30, pp. 15-17; January, 1958.) The high-fre-
quency equivalent circuits of junction transis-
tors and tubes are developed; the exact open-
circuit, short-circuit, and hybrid parameters 
are tabulated. 

621.314.7.012.8 1589 
Equivalent Circuit of a Transistor Operating 

at High Frequencies—I. I. Litvinov. (Radio-
tekhnika, Moscow, vol. 11, pp. 25-29; October, 
1956.) Formulas are derived for calculating the 
parameters of the equivalent circuits which are 
valid over a wide frequency range. The ac-
curacy of the formulas is confirmed by experi-
ment. 

621.383.2.032.217.2 1590 
Photoelectric Emission of Oxide-Coated 

Cathodes—T. Yabumoto and S. Yamada. (J. 
Phys. Soc. Japan, vol. 12, p. 1163; October, 
1957.) A new peak at 4.6 ev was found in the 
photo-electric emission of Ba-Sr oxide-coated 
cathodes exposed at room temperature to an 
oxygen atmosphere at a pressure of 10-510-4 
mm Hg for about five minutes. 

621.383.27 1591 
Spectral Response and Linearity of Photo-

multipliers—H. Edels and W. A. Gambling. 
(Brit. J. Appl. Phys., vol. 8, pp. 481-482; 
December, 1957.) Spatial variations in spectral 
response are shown to change their form with 
wavelength. With suitably designed circuits, 
linearity of output with input intensity is 
achieved for output currents up to at least 10 
pa. 

621.333.27.032.21 1592 
Characteristics of the Dark Current of Un-

focused Secondary-Electron Multipliers with 
Cs3Sb Photocathodes—F. Eckart. (Ann. Phys., 
Lpz., vol. 19, pp. 133-144; December 29, 1956.) 
The temperature dependence of the thermionic 
emission of the photocathode was investigated 
in the temperature range from +20° to +50°C. 
The work function calculated from this is 1.2 
ev which is 0.2 ev less than the photo-electric 
energy derived from the cutoff frequency of the 
external photo-effect. See also 930 of 1956. 

621.383.4:535.371.07 1593 
Solid-State Image Amplifiers—G. F. J. 

Garlick. (J. Sci. Instr., vol. 34, pp. 473-479; 
December, 1957.) The large-area solid-state 
light amplifier is built up from sintered layers 
of photoconductor and phosphor, or from layers 
of microcrystalline material bonded in a suit-
able resin. A simple device uses a single 
evaporated phosphor layer. Image conversion 
may be possible in the infrared up to 6µ, in the 
ultraviolet and in the X-ray regions. 

621.385.029.6 1594 
Plug-In Reflex Klystrons for Microwaves— 

A. F. Pearce, K. H. Kreuchen, C. Baron, N. 
Houlding, and S. Ratcliffe. (J. Electronics Con-
trol, vol. 3, pp. 535-563; December, 1957.) 
Plug-in klystrons have the advantages of low 
replacement cost and improved consistency 
of characteristics. The design of the cavity is 
flexible and a smaller number of types is re-
quired to cover a wide frequency band. A dis-
cussion of the design of plug-in klystrons is 
included and details are given of the construc-
tion and characteristics of two British types: 
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CV2116 for the S band and CV2346 for the 
X band. Both these have useful performances 
over the range 2-12 kmc. 

621.385.029.6 1595 
Space-Charge Waves along Magnetically 

Focused Electron Beams—W. W. Rigrod: J. 
Labus. (PROC. IRE, vol. 46, pp. 358-360; 
January, 1958.) Comment on 2961 of 1957 and 
author's reply. 

621.385.029.6 1596 
Fabrication of Multicavity Magnetrons— 

A. Singh and N. C. Vaidya. (J. Sci. Indus. Res. 
vol. 16A, pp. 169-175; April, 1957.) Details of 
techniques and equipment used. 

621.385.029.6 1597 
Design and Performance of a High-Power 

Pulsed Magnetron—E. C. Okress, C. H. 
Gleason, R. A. White, and W. R. Hayter. (IRE 
TRANS. ON ELECTRON DEVICES, Vol. ED-4, 
pp. 161-171; April, 1957. Abstract, PROC. IRE, 
vol. 45, p. 1164; August, 1957.) 

621.385.029.6 1598 
Traveling-Wave-Tube Propagation Con-

stants—G. R. Brewer and C. K. Birdsall. (IRE 
TRANS. ON ELECTRON DEVICES, Vol. ED-4, 
pp. 140-144; April, 1957. Abstract, PROC. 
IRE, vol. 45, pp. 1163-1164; August, 1957.) 

621.385.029.6 1599 
Effect of Magnetic Field on Coupled Helix 

Attenuators—M. H. Miller, B. Hershenov, 
and J. R. Black. (J. Appl. Phys., vol. 28, pp. 
1363-1364; November, 1957.) In a traveling-
wave tube, a considerable variation of attenu-
ation with magnetic field strength was ob-
served, using a trifilar coupling helice wound 
from 0.002-inch Kanthal wire. 

621.385.029.6 1600 
Backward-Wave-Oscillator Starting Con-

ditions—R. D. Weglein. (IRE TRANS. ON 
ELECTRON DEVICES, vol. ED-4, pp. 177-
179; April, 1957. Abstract, PROC. IRE, vol. 45, 
p. 1164; August, 1957.) 

621.385.029.6 1601 
Backward-Wave Oscillators for the 8000-

18,000 Megacycle Band—H. R. Johnson and 
R. D. Weglein. (IRE TRANS. ON ELECTRON 
DEVICES, vol. ED-4, pp. 180-184; April, 1957. 
Abstract, PROC. IRE, vol. 45, p. 1164; August, 
1957. 

621.385.029.6 1602 
A High-Power Periodically Focused Travel-

ling-Wave Tube—O. T. Purl, J. R. Anderson, 
and G. R. Brewer. (PROC. IRE, vol. 46, pp. 
441-448; February, 1958.) The design consid-
erations, construction, and performance of an 
S-band, pulsed, kilowatt-level traveling-wave 
tube, focused by means of periodic permanent 
magnets are described. The results of studies 
on the electron-beam defocusing effect of strong 
RF fields and on the effect of attenuator design 
on power buildup and saturation level are 
reported. Factors affecting the design of a 
high-power traveling-wave tube using periodic 
magnetic focusing are described in order to 
show the design constraints imposed by the 
periodic focusing system. 

621.385.029.6: 537.533 1603 
Some Characteristics of a Cylindrical Elec-

tron Stream in Immersed Flow—G. R. Brewer. 
(IRE TRANS. ON ELECTRON DEVICES, Vol. 
ED-4, pp. 134-140; April, 1957. Abstract, 
PRoc. IRE, vol. 45, p. 1163; August, 1957.) 

621.385.029.6:537.533 1604 
Use of Scanning Slits for Obtaining the 

Current Distribution in Electron Beams—K. J. 
Harker. (J. Ape Phys., vol. 28, pp. 1354-
1357; November, 1957.) In axially symmetric 
electron beams, the current density is related 
to the current through a slit by an integral 
equation. This equation is solved and a tech-
nique for rapid numerical evaluation given. 

621.385.029.6:621.372.2 1605 
Analysis of Coupled-Structure Traveling-

Wave Tubes—N. Rynn. (IRE TRANS. ON 

ELECTRON DEVICES, vol. ED-4, pp. 172-177; 
April, 1957. Abstract, PROC. IRE, vol. 45, p. 
1164; August, 1957.) 

621.385.029.64:537.533:621.375.9 1606 
A Parametric Electron-Beam Amplifier— 

T. J. Bridges. (PROC. IRE, vol. 46, pp. 494-495; 
February, 1958.) An amplifier similar to the 
solid-state amplifier proposed by Suhl (3076 of 
1957) can be devised using an electron beam 
instead of the ferrite. Such an amplifier has the 
possibility of very-low-noise operation since the 
fundamental limitations of noise performance 
of conventional microwave amplifiers do not 
apply. An amplifier has been built and initial 
experimental results are given. 

621.385.029.65 1607 
Experimental 8-MM Klystron Power Ampli-

fiers—T. J. Bridges and H. J. Curnow. (PRoc. 
IRE, vol. 46, pp. 430-432; February, 1958.) A 
cw output of 75 w was obtained with operation 
limited by the maximum current density of 
1.5 a/cm2 that could be drawn from sprayed-
oxide cathodes. 

621.385.832: 621.397.621 1608 
90° Scanning—Morgan and Martin. (See 

1573.) 

MISCELLANEOUS 

061.6:621.3 1609 
Electronics Research Laboratory—(Engi-

neer, London, vol. 204, pp. 604-606; October 25, 
1957.) Review of work carried out at the Mul-
lard Research Laboratories, Surrey, England. 

621.3(083.74)(083.86) 1610 
Index to IRE Standards on Definitions of 

Terms 1942-1957—(Pkoc. IRE, vol. 46, pp. 
449-476; February, 1958.) Standard 58 IRE 
20.S1 containing an alphabetical list of ap-
proximately 3500 technical terms with the 
code number of the appropriate IRE standard 
and its date of publication. 


