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and Zeros

D-Day in Engineering Educa-
tion? This is written under a
cloud of discouragement cre-
ated by attendance at the an-
nual convention of the American Society for Engineering
Education at the University of California in Berkeley. The
dejection comes not from attendance at any of the sessions of
the Electrical Engineering Division (chairmanned by former
IRE Director Eastman), nor as a result of visits with E. E.
Department Head John Whinnery (present Director-at-
large) but from conversations with other engineering teachers
and administrators and attendance at certain sessions.

In Year I A.S. (After Sputnik) it seems appropriate to be
discouraged over the future of engineering and of our world
after attending a session of engineering teachers where it was
necessary ardently to argue the desirability of graduate work
for the engineer, and that a graduate degree should not be
based upon the development of specialized technical abilities,
but rather as a further deepening and broadening of the scien-
tific base of the student. To listen to other arguments justify-
ing the retention of a freshman course in surveying for all
engineers as training in measurement, without introducing
error theory or recognition that you may measure things you
cannot see, or arguments on the need for a lengthy drawing
course by stating that the student will then know the stand-
ard symbols for screw threads, or a shop course because he
will then learn to design parts that fit, is certainly dishearten-
ing. Especially so when we face this great and once-in-many-
lifetimes opportunity to uplift the whole profession by making
it a study of the science of nature as against training in tech-
nique. In the future it is not going to be enough to know how
it was done—the problems of tomorrow have never been
solved before.

While we admit our evolution from the early civil engi-
neers, we wonder how long it will be before some of our educa-
tors recognize that we are not ALL civil engineers; that
electronics, rockets, and research have introduced a whole
new dimension to the spectrum of engineering knowledge,
where conception and design of ideas may be of equal value to
visualization and design of structures.

The widening of this spectrum of engineering knowledge
is going hand in hand with increased utilization of mathe-
matics. The fields which are moving and solving the new
problems for tomorrow seem to be the fields in which mathe-
matical proficiency is at its highest level of advance—and we
venture a theorem without further proof: A field of engineer-
ing can advance only as fast as its members acquire mathe-
matical proficiency. How can members of a field be expected
to understand what mathematics can do for them when they
have no proficiency in mathematics? How can they realize
that the electronic computer can now solve insoluble problems

®
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of an earlier age? Or that a mathematical analysis can often
save kilobucks and kilominutes otherwise to be expended in
the wrong experiment?

Take mechanical engineering as an example (note: always
choose a field which is not your own) where in only recent
years has the differential equation been studied, and where
the partial derivative is still of scmewhat questionable an-
cestry. Theoretical progress is just now really beginning,
whereas electronics with its longer history of mathematical
study now has graduates who are mathematics majors as
well as engineers, and teachers ta whom Laplace, Fourier,
Bessel, Riemann, Cauchy, are old buddies.

Can the profession of engineesing long remain divided,
with members in one segment as unable to talk to other seg-
ments as if their languages were Aramaic and bebop, with
some schools well advanced in the teaching of the science
formerly contained in classical physics, and other schools
still concerned with the apparatus and hardware of a swiftly
passing day?

Are the enginecring teachers, the engineering schools, and
the engineering profession, at the point of decision—to choose
between surveyors of technique or purveyors of science as
teachers, hardware or ideas as our course material, drawing
or mathematics as our language, and technicians or engi-
neering scientists as our output? Which is it going to be?

Nothing Really New? Certain evidence indicates that history
may have a repetition rate of about 2.5 per century. Micro-
waves returned in 1940 after original investigation before
1900, the crystal diode lived in 1900 and again in 1940, and
now we are seeing a return of the battery almost forty years
after its heyday in the early 1920's.

Which reminds us that our first battery experience came
with the soldering of fifteen flashlight cells into a candy box
to beat the price of those 1920 B batteries. We learned that
battery life was inversely proportional to length of soldering
iron contact, which was inversely proportional to the cleanli-
ness of the iron, which was some never-determined function
of the gas burner adjustment on the kitchen stove.

Be that as it may, the review paper on batteries in last
month's issue is timely as we mowve into the transistor and
solar-cell era. Besides, you asked for it—more review papers,
that is.

Number Ninety-Nine! To show that the IRE is aware of
progress in all fields from polyethylene to polarization to
politics, may we remark that the Executive Committee
recognized the importance of Alaska four days before it was
approved as the forty-ninth state, by recommending the
formation of the Anchorage IRE Section as Number 99.
Greetings, polar bears'—].D.R.
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Donald B. Sinclair

Director, 1958

Donald B. Sinclair (J'30-A'33-M'38-SM'43-F'43) was
born in Winnipeg, Manitoba, Canada, on May 23, 1910. He
attended the University of Manitoba from 1926 to 1929, and
worked part-time as a radio operator for Western Canada
Airways. He then transferred to Massachusetts Institute of
Technology, where he received the degrees of S.B. in 1931,
S.M. in 1932, and Sc.D. in 1935. During this period he was
enrolled in a cooperative course in electrical engineering, and
worked at the New York Telephone Company, the Western
Electric Company at Hawthorn, and the Bell Telephone
Laboratories. While studying for his doctorate he was a re-
search assistant in the Department of Electrical Engineering
at M.I.T., and spent one year working on his dissertation at
the General Radio Company. He remained at M.L.T. for one
year after receiving his degree.

He was employed by General Radio Company in 1936,
and subsequently became Assistant Chief Engineer, and Chief
Engineer. In 1955 he was appointed Vice-President, and in
1956 was elected a Director. He is also a member of General
Radio’s Management and New Products Committees, chair-
man of the Patents and Development Committees, and a
trustee of the General Radio Profit-Sharing Trust.

During World War II he was in charge of the search-re-
ceiver work for radar countermeasures at the Radio Research

Laboratory at Harvard University, and was a member of Di-
vision Five of the National Defense Research Committee on
guided missiles. In 1943 he went to North Africa with the first
Ferret plane to be sent to the European theater of operations.
For his work on countermeasures and guided missiles he re-
ceived the President’s Certificate of Merit in 1948. From 1954
to 1958 he was a member of the Technical Advisory Panel on
Electronics of the Department of Defense.

Dr. Sinclair was President of the IRE in 1952, following a
term as Treasurer in 1949-1950. He served on the Executive
Committee in 1948-1950 and again in 1952-1953, and was
previously on the Board of Directors from 1945 to 1954. He
has represented the Institute on the Radio Technical Plan-
ning Board, the Joint IRE-AIEE Coordination Committee,
and most recently, at the 1958 meeting of the A. S. Popov
Society in Moscow.

In the Boston Section he has been a member of the Execu-
tive Committee, 1946-1948 and 1952-1958, member and
chairman of the Awards Nominating. Committee, and chair-
man of the Program Committee. This latter term of office in-
cluded the first NEREM meeting in 1947,

He is a Fellow of the American Indtitute of Electrical
Engineers, and a member of Sigma Xi and the American
Association for the Advancement of Science.
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. Analysis and Experimental Results of a Diode Configura-
tion of a Novel Thermoelectron Engine (Hatsopoulos and
Kaye, p. 1574)—One of the most interesting developments
now being worked on in any field of engineering concerns a
device which by means of thermionic emission will convert
heat directly into electrical energy without requiring any
moving mechanical parts. This paper describes the construc-
tion and operating results of one of the few such thermoelec-
tron engines to be built so far. The word “engine” aptly de-
scribes this device because it is a true heat engine in the same
sense that a steam power plant is. Heat is supplied to a work-
ing fluid at high temperature to produce a‘gas which per-
forms useful work and gives up heat at a lower temperature.
The cycle is completed by pumping the fluid back to the high-
temperature end of the system. The working fluid in this
case is an electron gas which is boiled out of a hot cathode
and passed through a vacuum to a cold anode. Useful work
is produced by the passage of the electrons through a retard-
ing field between cathode and anode. The experimental re-
sults show an efficiency of over 10 per cent is now attainable
and that considerably higher efficiency can be expected in
future models.

Sputnik I’s Last Days in Orbit (Kraus and Dreese, p.
1580)—Last March the PROCEEDINGS published three letters
to the Editor which 1) suggested that certain variations in
the observed signal from the transmitter of Sputnik I were

due to a bunching of ionized air molecules in front of the .

onrushing satellite as they rebounded from its nose, 2) re-
ported that this ionization could be detected by reflections
of signals from radio stations located on the ground, and 3)
by means of reflections of WWYV signals, traced the gradual
disintegration of Sputnik into a dozen or more pieces. These
reports, especially the latter, attracted world-wide attention
in the technical and lay press and among many scientific
groups engaged in satellite tracking and ionospheric investi-
gations for the IGY, because they offered the only evidence
in existence of when and how Sputnik I met its demise. This
paper is a complete description and interpretation of the
observations reported in brief earlier. The widespread interest
in this work is heightened by the fact that a divergence of
opinion exists in scientific circles concerning the suitability
of the statistical methods and extrapolations which were
needed to explain and interpret the results. This in no way
detracts from the value of this paper. On the contrary, this
paper will provide an exceedingly valuable reference point
for further investigation of the ingenious methods proposed
by the authors, as well as results which are of importance to all
those concerned with the problem of reentry of orbiting ob-
jects and with the physics of the upper atmosphere.

Noise in Maser Amplifiers—Theory and Experiment
(Gordon and White, p. 1588)—One of the liveliest subjects
in radio engineering at this time concerns low-noise micro-
wave amplification. Recent advances in traveling-wave tubes
have lowered their noise levels to well below earlier predic-
tions. Meanwhile, parametric-type amplifiers have been de-
veloped with even lower noise figures. The lowest of the
low, however, is the maser. Its low-noise properties have
already been put to important use in the field of radio astrono-
my to extend substantially the range of radio telescopes.
This paper presents an excellent theoretical analysis of noise
in maser amplifiers and the results of experimental measure-
ments of the noise of an ammonia beam maser, contributing
substantially to our understanding of this important sub-
ject.

The Spherical Coil as an Inductor, Shield, or Antenna
(Wheeler, p. 1595)—This paper considers a unique form of

inductor, a spherical coil, which because of its geometry lends
itself to unusually simple and exact mathematical formula-
tions of its magnetic and related characteristics. Since the
spherical coil is an idealized rather than a practical form of
inductor, these exact results will be of direct interest mainly
to teachers and students of field theory, who should find the
simplicity of the concepts quite intriguing. However, the
results can be useful to the practicing engineer, as well. The
principles of coupling, shielding, and the effects of core ma-
terials, for example, are reduced to such simple expressions
that from them the effects of nonspherical geometries can be
readily estimated.

Error Probabilities for Binary Symmetric Ideal Reception
Through Nonselective Slow Fading and Noise (Turin, p.
1603)—An excellent study has been made of the effects of
fading and noise on the accuracy with which a receiver will
guess which of the two known wave shapes was transmitted
over a binary data transmission system. The paper, while
somewhat specialized, will find quite wide application in the
fields of communications systems, information theory, and
wave propagation. The author shows, as an example, how
his results can be used to determine the effects of pulse shape
and frequency separation on the performance of a frequency-
shift-key teletype system working through a scatter propa-
gation link.

Diffraction by Smooth Cylindrical Mountains (Neuge-
bauer and Bachynski, p. 1619)—During the Korean War,
soldiers in the field found to their surprise that in some cases
the presence of a mountain between transmitter and receiver
caused better reception than if there had been no obstacle
at all. Studies of propagation over the mountainous terrains
of Japan, Hawaii, and Alaska confirmed this unexpected
result and the phenomenon, known as obstacle gain, was re-
ported in the PROCEEDINGS five vears ago. It was recognized
that the effect, which occurs at VHF and above, was caused
by diffraction of radio waves as they passed over the sharp
edge of a mountain. While the principles have thus been well
established, the detailed mathematical descriptions of what
occurs are at some variance with experimental evidence,
enough so as to make it difficult to design accurately a system
to take advantage of obstacle gain. This paper presents an
interesting combination of geometric-optical theory with
corroborative experimental measurements obtained with
models of mountains in the laboratory which make an im-
portant contribution to the solution of practical engineering
problems involving obstacle gain.

Refraction Anomalies in Airborne Propagation (Wong,
p. 1628)—Ray tracing techniques are used to explain the
irregularities of radio wave propagation caused by various
refractive index patterns of the etmosphere, determined from
airborne measurements. This is one of the first correlations
of refractive index structure and radio signal strength, and
opens up a new field of prediction of communication and
radar propagation characteristics that will be of wide interest
in those fields.

A Cathode Test Utilizing Noise Measurements (Dahlke
and Dloughy, p. 1639)—This paper describes a simple and
sensitive method for measuring the quality of oxide cathodes
by means of shot-noise measurements. The method proposed
is a fundamental contribution to tube testing techniques and
will probably be widely adopted by manufacturers.

IRE Standards on Definitions of Terms on Information
Theory (p. 1646)—This important Standard sets forth the
definitions of 34 basic terms relating to measures of informa-
tion that are central to the field of information theory.

Scanning the Transactions appears on page 1661.



1574

PROCEEDINGS OF THE IRE

September

Analysis and Experimental Results of a Diode Con-
figuration of a Novel Thermoelectron Engine”
G. N. HATSOPOULOS?} anp J. KAYE}

Summary—The direct conversion of heat into useful electrical
work without utilization of moving mechanical parts has been suc-
cessfully achieved in a novel device called the thermoelectron engine.
This device is a heat engine in the thermodynamic sense because
the working fluid, an electron gas, receives heat at a high tempera-
ture, rejects heat at a lower temperature, and delivers useful elec-
trical work to an external load. This heat engine is also a thermionic
device in that the electron gas is produced by emission from a hot
cathode in a vacuum and by absorption or condensation of the elec-
trons on a colder anode at a higher negative potential.

The basic principle underlying this heat engine is that a calculable
fraction of electrons emitted from a hot cathode possess sufficiently
high values of emission velocity to overcome a retarding electro-
static potential barrier between cathode and anode in a vacuum.
Thus these electrons can transform their high initial value of kinetic
energy into useful potential energy at the colder anode; this potential
energy can then be utilized by connecting cathode and anode ex-
ternally through a matched impedance in the form of a load. Hence,
this engine utilizes a selection process which results in a large value
of output voltage per unit cell compared with the output of a thermo-
electric generator per unit thermocouple.

The important engineering aspects of this successful heat engine
comprise, first, the use of emissive surfaces which can be machined
carefully to high tolerances and thus permit very small spacing
between cathode and anode, of the order of 0.001 inch or less, and
secondly, the heat transfer designs which can greatly reduce un-
necessary heat losses at the required high temperatures.

A brief analysis of the diode configuration of a thermoelectron
engine is given to predict the performance of several models. Out
of a total of ten successful models of the diode configuration, the
experimental results for one model have been selected for presenta-
tion here. A thermal efficiency of between 12 to 13 per cent has been
attained based on measured power output and calculated values of
heat input. Power outputs of the order of 1 watt/cm? of emissive
surface have been measured with this small feasibility model.

If the theory and the presently available data are used as a basis
of extrapolation it appears that thermal efficiencies greater than 15
per cent may be attained. The power output might reach values of
the order of 10 to 30 watts/cm? of emissive surface. Multiplate de-
signs also indicate the attainability of fairly large values of power
output per total volume or per total weight of equipment.

NOMENCLATURE

A =constant in Richardson’s (1), amp/(°K? cm?).
Jo=output current density, amp/cm? of emissive sur-
face*.
Js=saturation current density, amp/cm? of emissive
surface*.
k=Boltzmann’s constant, 0.8616X 10~ ev/°K.
P1=ohmic power loss in external leads, watts/cm?*,
Py=power output, watts/cm?*.
g=heat flux, watts/cm?*,
g.=heat flux by conduction, watts/cm?*,
g¢-=hecat flux by radiation, watts/cm?*.

* Original manuscript received by the IRE, May 1, 1958; re-
vised manuscript received, May 29, 1958.
1 Dept. of Mech. Eng., Mass. Inst. Tech., Cambridge, Mass.

T'=temperature.
Vo=output voltage, volt.

e=thermal emissivity of electron emissive surface.
¢=work function, volt.

n=thermal efficiency.

o= Stefan’s radiation constant, watts/(°IK* cm2)*.

Subscripts

o refers to output of engine.
1 refers to hot cathode.
» refers to cold anode.

Superscript

* refers to unit arca of emissive surface.

INTRODUCTION

METHOD for the efficient conversion of heat
A directly into useful electrical work without the

utilization of moving mechanical parts, which
shows promise of becoming a practical engineering
device, has been successfully tested. The conversion
device to be described is the result of a basic research
program started about four years ago at M.I.T. in the
Research Laboratory of Heat Transfer in Electronics.
Several different types of conversion devices have been
analyzed and feasibility models have been constructed
and tested. All are, in reality, heat engines which em-
ploy electrons or an “electron gas” as a working fluid
undergoing a cyclic process. These conversion devices,
which are based on thermionic emission, are labelled
herein “thermoelectron engines” to distinguish them
from conversion devices utilizing thermocouples in the
form of well-known thermoelectric generators. Al-
though several diverse forms of thermoelectron engines
have been analyzed, designed, constructed, and tested,
only one particular form, namely the diode configura-
tion, will be described herein.

Briefly, the thermoelectron engine is a true heat
engine in the customary thermodynamic sense, and is
comparable with the steam power plant as a heat en-
gine. In both heat engines, heat is supplied to a working
fluid at high temperature, producing a vapor or gas
capable of delivering useful work to the surroundings.
Heat is rejected from this working fluid at a lower tem-
perature, and then the fluid completes the cyclic process,
being finally pumped to the part of the device supply-
ing heat at the high temperature. In the case of the
thermoelectron engine, the working fluid is the electron
gas. Initially, this electron gas is in the metallic cathode
which is heated to maintain it at a high temperature,



1958

T:. The electron gas is then evaporated or boiled out of
the cathode and passed through a vacuum to the colder
anode. It is then condensed on the anode which is
cooled to maintain it at a lower temperature, 7, The
electron gas delivers useful work to the surroundings
as a result of its passage through a retarding electro-
static field in the vacuum between cathode and anode.
This useful work is, in fact, the electrical work delivered
to the external load.

The use of the Edison effect for the conversion of heat
into electric power has often been mentioned in the
literature on thermionic devices. Champeix! in 1951
gave a qualitative discussion of one such method and
concluded that this method was impractical. The first
detailed electronic and thermodynamic study on the
subject was given by one of the authors in 1956,2 who
analyzed the use of close spacings and of a crossed elec-
tric and magnetic field for offsetting the effects of space
charge. His diode analysis was based on the approxi-
mate Childs-Langmuir equation. Subsequently Moss? in
1957 analyzed the diode by means of the exact solution
of the Poisson’s equation.

OBJECTIVES

The objectives of this report are mainly twofold:

1) An analysis of the diode configuration of a novel
thermoelectron engine is given in detail.

2) The experimental results obtained with a feasi-
bility model of the diode configuration are given and
discussed briefly.

L]
ANALYsIS OF THE DIoDE CONFIGURATION

The analysis of this thermionic device operating as a
heat engine is based on the laws of thermodynamics,
statistical mechanics, and electrical phenomena, includ-
ing the results available from quantum mechanics. A
brief description of this analysis will be given first to
acquaint the reader with the basic assumptions used.

Consider a hot plane cathode opposite to a cold
plane anode, each being made from the same emissive
material. The distribution of electron velocities and
energies inside each metal is assumed given by Fermi-
Dirac statistics. As the electrons are evaporated from
the hot cathode, at say 2500°F, it is assumed that they
have a Maxwellian distribution of velocity and energy in
the vacuum just beyond the cathode surface. If a nega-
tive retarding potential is supplied to the anode, then a
calculable fraction of the emitted electrons possess
sufficient kinetic energy to overcome this retarding
potential barrier in the vacuum between cathode and
anode, including the space-charge barrier formed by

! M. R. Champeix, “Transformation of heat into electrical energy
in thermionic phenomena,” Le Vide, vol. 6, pp. 936-940; January,
1951.

2 G. N. Hatsopoulos, “The thermoelectric engine,” Sc.D. dis-
sertation, M.I.T., Cambridge, Mass.; May, 1956.

3 H. Moss, “Thermionic diodes as energy converters,” J. Elec-
tronics, vol. 2, pp. 305-322; January, 1957.
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the electron cloud just beyond the cathode surface. It
is evident that a selection process will then occur, in
that not all the emitted electrons will pass through this
retarding potential but only those which possess a
sufficiently high value of emission velocity normal to the
cathode. All those electrons which overcome this retard-
ing potential barrier condense on the colder anode sur-
face, if it is assumed that the reflection coefficient for
electrons arriving at the anode is zero; this assumption
is not quite true if the quantum-mechanical model of
electrons is used.

In addition to the emission of electrons from the hot
cathode directed towards the anode, there is also an
emission of electrons from the colder anode directed
towards the cathode. As in the case of the electrons
emitted from the cathode, only a calculable fraction of
electrons emitted from the anode will possess a suffi-
ciently high value of emission velocity to overcome the
retarding potential barrier from anode to cathode; this
barrier is, in general, smaller than that from cathode to
anode. Again, it is assumed that the reflection coefficient
of electrons reaching the cathode is zero. Hence the net
electron flow between cathode and anode is the difference
of the two streams described above.

When the cathode and anode are connected by an
external circuit through a load, useful electrical work
is delivered to this load. In effect, those high-energy
electrons which overcome the retarding potential barrier
between cathode and anode transform their kinetic
energy into useful potential energy at the anode. The
output current through the load depends on the tem-
peratures of the cathode and anode, the properties of
the emissive materials used, and the spacing between
cathode and anode. The thermal efficiency is dependent
on these same quantities and also on the heat losses due
to radiation and conduction processes.

The analysis of the operation of the diode configura-
tion of the thermoeclectron engine is presented briefly.

OuTtpPuT CURRENT

Consider two parallel plates of emissive material,
placed in a vacuum and separated by a distance y, as
shown in Fig. 1. For steady-state operation, the cathode
is maintained at a temperature, 71, by a steady input
of heat flux, ¢i, and the anode is maintained at a lower
temperature, 75, by a steady removal of heat flux, g..
The potential distribution from cathode to anode is
illustrated in Fig. 2, wherein ¢, is the potential barrier
for electrons within the cathode relative to its surface,
or its work function, & is the space-charge barrier, ¢ is
the work function of the anode, and V, is the output
voltage obtained when the cathode and anode are
connected externally through a load.

The saturation current demnsity of electrons emitted
from either cathode or anode in a vacuum is given
by the well-known Richardson equation,

Jo = AT* exp (—/kT), (1)




1576
L
qu ; :IY
; ANODE T
CATHODE T, LOAD

a Q

Fig. 1—Thermoelectron engine diode configuration.
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Fig. 2—Schematic representation of potential barrier including
space charge.

wherein it is assumed that the surfaces emit electrons
uniformly so that nonuniformities based on patch
effects are momentarily ignored.

The fraction of the cathode saturation current which
reaches the anode is equal to the product of the satura-
tion current and that fraction of emitted electrons which
have sufficient initial velocities to overcome the retard-
ing potential barrier of (6+¢2+ Vo—¢1); i.e.,

Ji.2 = A1T1% exp (— 1 /kTH)
rexp [~ (@ + ¢2 + Vo — ¢1)/kT]
= A,T:® exp (—¢o/kT:) exp (—8/kTH)
-exp (—Vo/kT). (2)

Likewise, the fraction of the anode saturation current
which reaches the cathode is equal to the product of
the saturation current and that fraction of emitted elec-
trons which have sufficient initial velocities to overcome
the retarding potential barrier equal to é; 7.e.,

Jz_.l = A2T22 €xXp (—¢2/kT2) €xp (—5/kT2) (3)

Hence the net current density from cathode to anode
is given by
Jo=Ji2 — J2a
= A:T12exp (—¢2/kT1) exp (—06/kT1) exp (—Vo/kT1)
— AT exp (—¢2/kT2) exp (—06/kT:). 4)

The physical significance of (4) is that the net flux of
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electrons from cathode to anode, or the net current per
unit area of emissive surface, depends on the tempera-
tures of cathode and anode, on the‘space-charge barrier
8, and on the work function of only the cold anode ¢,
provided that

64+ ¢+ Vo> o1

The net current density is independent of the work func-
tion of the hot cathode; this rather surprising result has
been known for a long time for the case of the anode cur-
rent collected from a hot cathode in a retarding field,
when the retarding field is sufficiently great (see
Becker*). This result has also been verified experimen-
tally by Davisson in 1924.5

Analysis of the space-charge barrier shows that its
effects could be completely eliminated for practical
purposes, for a given value of the net current, and for the
case of plane cathode and anode, as in Fig. 1, if the
plate separation, y, is made very small, of the order of
0.001 inch. However, the many difficulties of obtaining
smooth and uniform emissive surfaces with oxide coat-
ings precluded any practical solution to obtaining such
small plate separations. In the last few years, a new
engineering emissive material has been developed by
the Philips concern in Holland, namely the L cathode.
This material can be machined to very close tolerances,
handled in a rough fashion compared with the delicate
and meticulous handling required for oxide coated
cathodes, and activated after machining, cleaning, etc.,
in a fairly straightforward fashion. With this new emis-
sive material we have been successful, after many
arduous efforts, in producing engineering models cor-
responding to Fig. 1, in which plate separations of less
than 0.001 inch have been achieved.

If the space-charge barrier, §, is eliminated from (4),
as a result of the use of very small plate separation,
and if, as a further approximation, the back current from
anode to cathode is made negligibly small by proper
selection of 77 and 7%, then (4) is reduced to

Jo = A1T12 €xp (—¢2/kT1) exp (—Vo/le). (5)

The power output per unit area of emissive surface
is then given by

Po= JoVo — Py, (6)

where P; is the ohmic loss in the external electrical leads
per unit area of emissive surface.

THERMAL EFFICIENCY OF DIODE

The thermal efficiency of a true heat engine is de-
fined by the ratio of net power output to total heat sup-
plied and, for this case of a diode configuration, by

n=(JoVo— Pl)/Z qn (M

¢ J. A. Becker, “Thermionic electron emission and absorption,
part I, thermionic emission,” Rev. Mod. Phys., vol. 7, pp. 95-128;
April, 1935.

8 C. J. Davisson, “The relation between thermionic emission and
contact difference of potential,” Phys. Rev., vol. 23, p. 299; 1924.
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where D g; represents the sum of all heat inputs to the
cathode per unit area of emissive surface required to
maintain it at temperature, 71. For the small feasibility
model of the diode configuration, which was used to
obtain the measured output voltage and current, an
accurate measurement of this heat input was most diffi-
cult. Hence, the thermal efficiencies given herein are
based on measured output voltage and output current
and on a calculated value of the heat input to the
cathode using the following analysis.

Consider a well-designed engineering model of a
multiplate diode configuration of the thermoelectron
engine, illustrated schematically in Fig. 3. Such a de-
sign can be used as a basis for accurate estimation of the
total heat inputs to the hot cathodes. Furthermore, it is
evident that such a multiplate design, operating in a
vacuum, reduces all unnecessary heat losses to a mini-
mum, since each hot cathode is opposed by two cold
anodes. An additional advantage of such a design is that
almost any combination of voltages and currents be-
comes possible by using different ways of electrically
connecting cathodes and anodes.

For the engineering model represented by the multi-
plate design of Fig. 3, the total heat inputs to the cath-
odes can be given by

2o qi=Jopr+ Jolda+ Vo+ 8 — ¢y + 2ET)) + ¢+ ¢., (8)

where Jo¢ stands for the heat flux corresponding to
the latent heat of evaporation of the electrons from the
cathodes;

Jolds + Vo + 8 — ¢1 + 2kT))

represents the heat flux corresponding to the kinetic
energy of that selected fraction of electrons which can
overcome the retarding potential between cathode and
anode; ¢, represents the thermal radiation flux between
each cathode and the pair of adjacent anodes; g. repre-
sents the thermal conduction flux between each cathode
and pair of corresponding anodes due to heat conduction
along the necessary electrical leads. It should be re-
membered that the average kinetic energy of all elec-
trons emitted from the cathode surface is 2kT), but
only a selected fraction have a kinetic energy sufficient
to overcome the retarding potential equal to (¢:+ V,
+6—¢).

The thermal radiation flux can be shown, for the
geometry of two parallel metallic plates, to be given by

g = o(Tr* — To)(1/es + 1/ea — 1)71, )

where the emissivities of the cathode, €, and of the an-
ode, €, are to be evaluated at temperatures, 73 and
VT T,, respectively. The geometric mean tempera-
ture is used for calculations of € rather than the anode
temperature because the metallic surfaces of the cathode
and anode are not grey bodies.

The conduction flux can be calculated with the aid
of Fourier rule and the geometry of the electrical leads
between cathodes and anodes, and the resistivity of
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Fig. 4—Details of feasibility model of diode configuration of
thermoelectron engine.

these leads. It was found analyrically that for maximum

efficiency, the cross section of the electrical leads should

be selected so that the ohmic loss in these leads equals

approximately one-tenth of the thermal conduction.
losses in the internal electrical leads.

EXPERIMENTAL RESULTS
General Description of the Diode

The experimental results presented here are based on
the diode configuration described schematically in Fig.
4. Although ten successful models of this configuration
have been constructed and tested in this research pro-
gram, the preliminary data from only one of them will
be given here. In this feasibility model, the cathode
and anode were hollow molybdenum cylinders about
% inch in diameter.

The base of each cylinder was impregnated tungsten,
and only these bases of the cylinders, facing each other,
were used for electron emission and absorption. Each
cylinder was fitted carefully with a separate indirect
electric heater, wound to eliminate any magnetic fields.
The use of indirect electric heaters permitted us to ob-
tain true equipotential cathodes and anodes. Each
cylinder could be used interchangeably with the other
as cathode or anode, and each could be heated separately
to a given steady temperature. Hence the reproducibility
of the test results could be examined by simply inter-
changing the roles of the two cylinders. The cylinders
were mounted on supports, which are not indicated in
Fig. 4, so that the separation between the emissive
surfaces could be varied carefully and accurately during
operation of the diode and without breaking the
vacuum.

The results given here are based on use of the same
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emissive material for cathode and anode. This material
is made from tungsten which has been impregnated
with various combinations of oxides of barium, alumi-
num, and calcium. The activation process to get this
material to emit at high temperatures is fairly straight-
forward and requires only that it be heated to tempera-
tures higher than those used in the final tests.

The output voltage and current were measured sepa-
rately. The output voltage was also examined for ac
components or ripples with the aid of an oscilloscope,
but ac components were not present during the measure-
ments reported here.

The temperature of the surface of the hot cathode was
measured with an optical pyrometer which was cali-
brated against a standard source and which was care-
fully corrected experimentally for the deviations for
nonblack body emission of the molybdenum cylinder
by actually bringing both cathode and anode up to
the source temperature in a series of auxiliary experi-
ments. The temperature of the surface of the colder
anode was usually too low to use this optical pyrometer
for an accurate measurement; hence, its surface tem-
perature was estimated in this feasibility model from
known values of the thermal emissivities of the cathode
and anode and the view factor for radiative transfer
between them, including the conduction along the
leads. Since the temperature of the colder anode is of
secondary importance here, this estimation method
sufficed for this model.

The distance of separation of the two plates was
measured with the aid of an optical comparator in some
of the tests.

The work function of the hot cathode was measured
from auxiliary tests on saturation currents; its value was
about 1.7 v.

Output Current Density vs Voltage

Fig. 5 shows the experimental results obtained in
Run 17B from the feasibility model of the diode con-
figuration. The data indicate that the output current
density increases as the potential difference between
cathode and anode decreases. Note that this particular
model produced a maximum value of current density of
about 3 amp/cm?

Fig. 5 also shows two theoretical values of current
density. The dashed curve was computed for the meas-
ured temperature of the cathode of 2308°F, the esti-
mated value of the anode temperature of 1000°F, for
equal values of work function of cathode and anode,
and for a value of separation of the two plates, y, which
was obtained from the tabular values of the solution of
the space-charge problem. This solution is found in
Kleynen's article.® The theoretical dashed curve falls
considerably below the experimental points. During

¢ P. H. J. A. Kleynen, “Extension of Langmuir's (¢ ) tables
for a plane diode with a Maxwellian distribution of the electrons,”
Philips Res. Reps., vol. 1, pp. 79-96; October, 1945.
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Fig. 5—Comparison of experimental current density with
theoretical values for diode configuration.

the course of testing this model, it was found that the
change of work function with temperature of this emis-
sive material could be estimated fairly easily and the
results agreed roughly with variations of work function
in the literature; see review by Herring and Nichols?’
and Nottingham.8 Hence these variations were included
in the computation of a second theoretical curve, pre-
sented by the solid line in Fig. 5.

In thissecond theoretical prediction of current density,
the same values of temperature and of plate separation
were used, but the work function of the cold anode was
assumed to be less by 0.30 volt. This reduction agreed
with both our own estimates and with estimates of
change of work function with temperature found in the
literature.”8 The solid line in Fig. 5 shows excellent
agreement with experimental data. Furthermore, the
slope of the asymptote of both the solid and dashed
curves, i.e., that linear portion extending to high volt-
ages, can be shown to be equal to (1/kT1). The value
of the cathode temperature deduced from this asymp-
totic slope for the experimental data points agreed with
the measured value of 77 within + 30°F.

Output Power vs Voltage

Fig. 6 shows the experimental results for Run 17B for

7 C. Herring and M. H. Nichols, “Thermionic emission,” Rev.
Mod. Phys., vol. 21, pp. 185-270; April, 1949.

8 W, B. Nottingham, “Thermionic Emission,” Res. Lab. of Elec-
tronics, M.1.T., Cambridge, Mass., Tech. Rep. No. 321; 1956.
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Fig. 6—Experimental power output vs output voltage for
diode configuration.

power output vs voltage for the same temperatures as
in Fig. 5. The data indicate a maximum exists for a
voltage of about 0.5 volt. The optimum impedance
matching of internal and external load characteristics
will be discussed later in a separate publication. Like-
wise the theoretical predictions for comparison with the
experimental data are omitted.

Thermal Efficiency vs Voltage

For simplicity of construction of the experimental
models tested, there were no provisions made, such as
radiation shields and proper geometric design, to reduce
the heat input to a minimum. Hence the thermal effi-
ciencies given here were based on the measured voltage
and current and on a calculated heat input as explained
previously. Fig. 7 shows a typical set of data for thermal
efficiency vs output voltage. For this diode configuration
a maximum value of thermal efficiency of about 13 per
cent was attained for the cathode temperature of 2308°F.
Comparison of Figs. 6 and 7 illustrates that the maxi-
mum values of thermal efficiency and power output do
not occur at the same value of output voltage. Analysis
has also shown that the optimum voltage for thermal
efficiency does not coincide with the optimum voltage
for power output.

CONCLUSIONS

The analyses presented herein demonstrate that the
behavior of the diode configuration of a thermoelectron
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Fig. 7—Experimental results for sample diode configuration of
thermoelectron engine.

engine can be predicted accurately. The experimental
results show that an engineer:ng model of such a diode
configuration is feasible and that values of the thermal
efficiency greater than 10 per cent are now attainable
and considerably larger values are predicted for future
models.

It is also evident that this diode configuration of the
thermoelectron engine can be combined with other
presently available power plants to yield a value of
thermal efficiency of the combined heat engine which
will be considerably greater than 10 per cent.
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Sputnik I’s Last Days in Orbit”®

J. D. KRAUSY, rerLrow, e aAND E. E. DREESET

Summary—Observations during the last days of Sputnik I's
orbiting are presented. These observations were made at The Ohio
State University Radio Observatory using a simple CW reflection
technique. The data suggest that the breakup of an artificial satellite
upon its reentry into the denser atmosphere is a complex phenome-
non in which a sequential series of events may occur over a period of
days. Graphs of the average height of the satellite and its associated
fragments as a function of time are presented, and some conclusions
are drawn as to the details of the actual breakup phenomenon.

I. INTRODUCTION

RTIFICIAL satellite observations at The Ohio
A State University Radio Observatory were de-
scribed which suggested that significant changes
in the ionospheric electron density were produced by an
artificial satellite* and indicated that such changes could
be detected by means of a simple CW reflection tech-
nique.2?® Such a technique is valuable because it makes
possible detection of satellites or other objects travers-
ing the ionosphere, without requiring them to have
radio transmitters.

It is the purpose of this article to present observa-
tional data which appear to be related to passages of
Sputnik I and its associated fragments during their last
days in orbit. The systematic nature and internal con-
sistency of the data are considered justifications for
further analysis involving the drag characteristics of the
objects and their rate of fall. Although the results are
provisional, they have value as an attempt to recon-
struct the events related to the breakup of the first arti-
ficial satellite of the earth.

II. THE SATELLITE IoN1ZATION PHENOMENON

During observations of radio transmissions from
Sputnik I early in October, 1957 it was noted that dur-
ing the satellite’s approach the 20-mc signal was very
rough and unsteady. However, some time before the
satellite reached its closest point of approach, the signal
suddenly became very smooth and steady and remained
so during the rest of the pass. Oscillographs of the signal
before and after the transition and related data have
already been presented.?

This effect was observed on a number of passes with
the transition from rough to smooth signal occurring
when the angle between the satellite path and a line

* Original manuscript received by the IRE, April 24, 1958.

t Dept. of Elec. Eng., The Ohio State University, Columbus,
Ohio.

1], D. Kraus and J. S. Albus, “A note on some signal character-
istics of Sputnik I,” ProcC. IRE, vol. 46, pp. 610-611; March, 1958.

1 J. D. Kraus, “Detection of Sputnik I and II by CW reflection,”
Proc. IRE, vol. 46, pp. 611-612; March, 1958.

3 J. D. Kraus, “The last days of Sputnik 1,” Proc. IRE, vol. 46,
pp. 612—614; March, 1958.

from the satellite to Columbus, Ohio was about 60°. The
effect was observed only on 20 mc and never on 40 mc.
The fact that the phenomenon repeated itself from day
to day indicated that it could not be due to the satellite
transmitter or antenna. Although ionospheric reflections
were considered as a cause, this mechanism seemed un-
likely since the effect was observed only while the satel-
lite was approaching and not at all while it was receding.
The most plausible explanation was that the phenome-
non was caused by an anomalous condition of the me-
dium moving just akead of the satellite.

At an altitude of 100 miles the mean free path of air
molecules is of the order of 50 meters, and this path
lengthens rapidly with further increase in height.t For
example, at a height of 200 miles the mean free path is
estimated to be as large as 100 kilometers. Under such
conditions, when a fast moving object (such as an arti-
ficial satellite) encounters a gas particle, it may bounce
the particle far ahead in the same manner that a golf
ball is driven far ahead by a golf club. If the satellite is
travelling with a velocity v and the particle is at rest, the
impact can, for a perfectly elastic collision, impart a
velocity of 2v to the particle directly ahead of the satel-
lite. If the satellite bounces all the particles it encoun-
ters directly ahead in this manner, a column of the same
cross section as the satellite will be produced ahead of
the satellite having twice the ambient density. If the
average velocity after impact is less than 2v, the in-
crease in density would be more than doubled. In the
F, region, the residual nighttime ionization density may
be sufficient (of the order of 3 X105 electrons per cc) so
that a two-fold increase would be significant. However,
this is an oversimplified picture. Actually, the particles
may be scattered into a cone, instead of bunched in a
column, and the particles, if not already ionized, may
become so by impact. The satellite’s velocity (5 miles
per second) is sufficient to ionize air molecules (oxygen
and nitrogen in either atomic or molecular form) by
impact, although the probability of this mechanism
producing ionization appears to be low.

The above discussion is intended to be merely sug-
gestive of a possible ionization mechanism. What con-
stitutes the actual ionization mechanism and whether
the ionization is actually ahead of or behind the satellite,
or both, are not clear. However, as indicated in Section
VIII, some form of ionization phenomenon must be
involved.

4+ R. J. Havens, R. T. Koll, and H. E. LaGow, “The pressure,
density and temperature of the earth’s atmosphere to 160 km,»
J. Geophys. Res., vol. 57, pp. 59~72; March, 1952,
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III. CW REFLEcCTION METHOD

To determine if this ionization could be detected by
reflection, the method of Wylie and Castillo® was tried.
In accordance with this method, the receiver was tuned
to the 20-mc transmission of the National Bureau of
Standards time service station WWY near Washington,
D. C., a distance of about 330 miles from Columbus,
Ohio. During the day ionospheric ionization is sufficient
to reflect a strong signal from Washington to Columbus
on this frequency, but during the winter night, in par-
ticular between local midnight and 7 A.M., the ionization
decreases to the point where the signal is either unde-
tectable or extremely weak. Under these conditions,
any temporary localized increase in ionospheric ioniza-
tion may result in a detectable burst in signal. Meteors
produce brief signal bursts, the signal being reflected by
the temporary ion trails. A meteor-induced signal burst
is usually only a few seconds long and only rarely (once
or twice per night) more than 10 or 15 seconds in dura-
tion. In our experiment at The Ohio State University
Radio Observatory, more sustained signal bursts were
also detected at times corresponding closely with the
latitude crossing times for Sputniks I and II. These sig-
nal bursts often lasted for one or more minutes. Sample
records of such signal bursts have already been pre-
sented in the illustrations of Kraus.??

The receiving antenna has a maximum response in a
vertical east and west plane through Columbus along
the 40th parallel of latitude, and the signal bursts pro-
duced by a satellite or orbiting object appear to occur,
in general, within about two minutes of a latitude
crossing of the object. This is convenient, since succes-
sive latitude passes of a satellite differ in time by its
average period or an integral multiple thereof. Because
of the broad east-west response of the antenna, a signal
burst from a particular satellite object was obtained
nearly every day and on some days two successive
passes of the same object were recorded. The antenna
consists of two horizontal half-wave dipoles separated on
an east-west base line by 350 feet, as already described.!
Each dipole is oriented north-south.

The basic observational data are presented in Fig. 1.
Date is plotted as ordinate and time of day as abscissa.
The small circles indicate the time of occurrence of large
sustained signal bursts of WWYV 20-mc signal on a given
date. The area of the circle is approximately propor-
tional to the area under the burst deflection, this area
being a convenient criterion for the burst intensity.
Only bursts of about 15 seconds duration or longer are
shown on the chart. The circles indicate every large
sustained signal burst satisfying this requirement which
was observed during the time covered by the graph, that
is, between 0220 and 0620 from December 30 to January

5L. R. Wylie and R. T. Castillo, “Clustering of meteors as de-
tected by the use of radio technique,” Ohfo J. Science, vol. 56, pp.
339-347; November, 1956.
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Fig. 1—Observed bursts of WWV signal as a function of date
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16, inclusive. Examples of actual records covering por-
tions of the chart have already been presented.?

If all the circles in Fig. 1 were produced by a random
phenomenon, such as natural meteors, there would be
little tendency toward systematic trends in their posi-
tions. However, if the signal bursts were due to orbiting
objects, the circles should show a systematic trend. It is
significant that most of the bursts in Fig. 1 show a defi-
nite systematic trend.

Referring to December 30 on curve A in Fig. 1, there
was a large signal burst at 0452. On December 31 a
large signal burst occurred 24 minutes later, or at 0516.
The total elapsed time between the two signal bursts
was 1464 minutes, or the number of minutes in one solar
day (1440) plus 24 minutes. If both bursts were made
by the same orbiting object, it must have made an in-
tegral number of revolutions (in this case 16) during the
1464-minute interval. Hence, its average period, or time
for one revolution, was 91.5 minutes (1464/16). Extend-
ing the curve to circles corresponding to passages on
following days, it is possible to keep track of the prog-
ress of an orbiting object in the absence of any other
information.

Of course, to identify the curve with any particular
earth satellite, such as Sputnik I, it is necessary at
some point of the study to know the approximate
period and orbital position of the satellite. On dates in
December, earlier than those shown in Fig. 1, curve A
was tentatively identified with the spherical part of
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Sputnik I with whip antennas (designated 1957a2 by
the Smithsonian Astrophysical Observatory).

As a satellite falls closer to the earth, its period de-
creases. This decrease in period appears on the chart of
Fig. 1 as a change in the slope of the curve. For example,
a positive slope corresponds to a period of more than 90
minutes, a negative slope to a period of less than 90 min-
utes, and a vertical slope to a period of exactly 90
minutes. (Note that 16 X 90 = 1440 minutes.) The 3-digit
figures adjacent to the curves in Fig. 1 indicate the
period in minutes at that point of the curve. The ab-
sence of data for the first three days of January resulted
from an interruption in the observations.?

By extending curve A from day to day the progress of
the satellite was followed in this manner. Connecting the
other signal burst circles on the chart yields two other
curves, B and C, which follow a trend very similar to
that of curve A, suggesting that they also correspond to
parts of Sputnik I. For example, object B may have been
the nose cone or part of it.

Although only one signal burst had been anticipated
for curve A on January 4, three large bursts were noted.
(Actually, more were noted but to simplify the following
discussion attention will be confined to the three largest
ones. In Fig. 1, the three signal bursts correspond to the
circles joined by the three earliest or right-hand curves
of the A group.) On January 5 and 6 the three signal
bursts again appeared, but showed a significant tend-
ency to spread out in time. The early burst moved
farther ahead while the late burst dropped farther be-
hind. This is precisely what would be expected to happen
to three satellite bodies of slightly different density and
drag, the one with most drag getting farther ahead each
day and the one with least drag lagging farther behind.
Thus, on January 6, the first and third objects were
27 minutes apart, or separated by about 8000 miles
along the satellite’s orbit. On January 7 the middle
(second) object disappeared, and on January 8 the first
object was gone. Although the third object was not
noted on January 8, it was observed on January 9 and
10.

It would appear that the A object broke into no less
than six distinct pieces, each of which could be detected
as an orbiting object for several days. The progress of
the slowest moving object of the entire A group is shown
by the curve farthest to the left in Fig. 1. Since it was in
the highest orbit (longest period), it should have stayed
up longest, and this is what was observed to happen.
On January 9 or 10 it broke into three smaller fragments
which were last observed orbiting on January 12, one
day after the next slowest object of the entire A group
was last observed. Extrapolating the six group A curves
back to dates prior to January 4, it appears that the
original A object began to break into pieces between
January 1 and 3.

Curves B and C follow a similar trend in slope, but
show a generally more rapid decrease in period as would
be expected for objects running farther ahead (and
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lower) in their orbits. Between January 3 and 5 curve B
branches into four curves, suggesting a breaking up of
the B object between those dates into at least four dis-
tinct fragments. The fact that the B fragments show less
spread in period than the A fragments would indicate
that the B object fragments formed a more homogene-
ous group.

Referring to curve C, this object appears to have di-
vided on about January 6 into three parts which were
last observed on January 7. For a number of days there-
after it was thought that these objects had disappeared
entirely, since no bursts were noted which would form a
continuation of curve C. However, from January 10-14,
at least eight bursts were observed, including one at
0213 (a few minutes ahead of the chart limit) which can
be connected in a systematic manner by the curves D.
If these curves are significant, they are evidence of an
explosion of the C object on or about January 7 into a
number of fragments, two of which were raised into a
higher orbit where they continued to orbit around the
earth until about January 14. The fact that the bursts
for the D objects were not observed every day suggests
that they were small in size and were observed only on
passes with the most favorable signal path geometry. It
is also significant that if either object was observed on a
given date both were observed. The only other explana-
tion of the D curves is that they are distinctly different
objects, not related to the C group, which were noted
for the first time on January 10. However, if this were
the case, it is difficult to explain why the objects were
not observed on earlier dates, the area on the chart
where they should have appeared being nearly devoid of
signal bursts.

Since all the objects in Fig. 1 had periods between
about 87.3 and 91.6 minutes, the question may arise as
to why only a single pass of these objects was observed
on dates following January 4, whereas two successive
passes of the A and B objects had been noted in Decem-
ber (curve B’ in Fig. 1). One explanation is that in De-
cember the average height of the objects was sufficient
to enable their latitude crossings to be observed farther
to the east and west of Columbus than was the case later
in January, when the heights were appreciably less and
decreasing rapidly. The objects were presumably near
their average height when passing near Ohio during this
period (travelling NNW to SSE) rather than near the
perigee or apogee values. That single passes were ob-
served in January is evident from the observations
which show that on any given date no burst pairs, with
only one or two exceptions, were separated by the proper
period. In addition, since signal bursts from the curve C
object were not confused with those from the A object,
the 40th parallel crossing of the C object orbit must have
been some distance west of that for the A object orbit.

IV. StaTIsTICAL CONSIDERATIONS

Referring to the hypothetical date-time diagram
shown in Fig. 2, there are four dates with the time scale
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Fig. 2—Date-time diagram for discussion of probability
of occurrence of systematically related events.

divided into ten equal intervals. The probability that a
single random event will occur in any particular time
interval is one in ten. The probability of two events, one
on each date, occurring in specified time intervals is one
in one hundred. Hence, the probability that the events
indicated by the four circles would appear in the desig-
nated event interval on four days is only one in ten
thousand. Stated in another way, a typical random dis-
tribution of four events (one per day) might be as sug-
gested by the crosses in Fig. 2, while the distribution
given by the circles would occur on a purely chance or
random basis only once in ten thousand four-day inter-
vals. An orbiting object, whose period is decreasing a
certain fraction of a minute per day, must follow a defi-
nite trend like the event interval in Fig. 2, and any
deviations of the observed times of passage amounting
to more than a few minutes will obviously not fit such a
systematic trend. Applying this type of analysis to the
circles of Fig. 1, it follows that the probability of the
observed systematic pattern resulting from a random
phenomenon is extremely small.

Another important consideration is the self-consist-
ency of the data. This is even more evident from the dis-
cussion in later sections of the heights of the objects as a
function of time. All of the objects have a generally
downward trend in height, with the only abrupt
changes in slope occurring at the time of breakups as
would be expected. Furthermore, the height data of
December 30 and after are entirely consistent with
those obtained from other sources for earlier dates (see
Fig. 5). Lastly, the fragments were observed only down
to heights at which complete disintegration would be
expected to occur and no lower.

Another aspect of the data of Fig. 1 concerns the
number of bursts observed per night (four-hour period
from 0220 to 0620) as a function of date. These data are
presented in Fig. 3. Prior to January 5, the number
ranged between four and nine bursts, but on January 6
the number reached a peak of 15 bursts during the four-
hour period. January 6 was after the breakup of both
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Fig. 3—Graph of number of signal bursts
observed as a function of date.

the A and B objects. After January 6 the number de-
creased as the objects tended to disappear. However, a
small secondary peak appeared on January 10 and 11
following the detection of the D objects and the frag-
mentation of the slowest A object. After this the number
again decreased until January 15 and 16, when no signal
bursts whatever were detected during the four-hour
period. On January 17-19, an average of only one signal
burst per night was observed.

Altogether there are 85 signal bursts on Fig. 1, of
which at least 66 follow a systematic pattern. The re-
mainder may be meteor-induced signal bursts of unusu-
ally long duration. Over the entire period, December 30
to January 16, they averaged only 1.3 per night. During
the remainder of January, the number of large sustained
bursts was found to average about 1.5 per night (four-
hour period from 0220 to 0620). These bursts appeared
to have a random time distribution and, hence, prob-
ably were of meteoric origin. Accordingly, the back-
ground level of large sustained meteor-induced bursts
would appear to average about 1.4 per night, thus sug-
gesting that the large increases in bursts observed over
many days in late December and early January were not
due to meteors, but to artificial satellites as already
considered.

Although the general trends in Fig. 1 may be signifi-
cant, too much importance shculd not be attached to an
individual branch curve with only one or two signal
bursts. Actually, several branch curves in addition to
those shown could have been added to single bursts
which were treated as random: in the above discussion.

V. AVERAGE HEIGHT CALCULATIONS

The data of Fig. 1 become even more significant if
converted into a height-time ciagram. The slope of any
curve in Fig. 1 is a measure of the period of the orbiting
object at that time. When the period is known, the
height of the object can be calculated from Kepler's
third law.® Thus, for a circular orbit, the square of the
period T of a small object orbiting around the earth is

¢ C. A. Young, “General Astronomy,” Ginn and Co., Boston,
Mass., pp. 252-255; 1895.
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T =period (min)

g=acceleration of gravity at surface of earth (32.1 ft
second—?)

r=average earth radius (=3959 statute miles)?

h =average height of object (statute miles).

Evaluating (1) for various values of T (or %) a large
scale period-height chart was prepared. Then, from the
period of a given object as determined from Fig. 1, its
average height could be obtained. Actually, the average
period for a given object over a one-day interval was
used in this conversion, and was found by dividing the
total elapsed time between bursts on succeeding days
by 16.

The actual orbit of a satellite is elliptical with a point
of near approach (perigee) and a most distant point
(apogee) which may differ considerably from the aver-
age height. However, average height (equal to half the
sum of the perigee and apogee heights) is a significant
quantity which makes it possible to discuss the trends
in height as a function of time in a simple manner. The
height values calculated are good approximations of the
average height and are sufficient for this discussion of
the height vs time behavior of satellites and their as-
sociated fragments.

VI. HEiguT DaTta

The height data, obtained as described above, are
presented in Fig. 4. The average height (in miles or
kilometers) is given as a function of date for the A, B,
and C objects and their fragments. The A group is
shown by the solid lines, the B group by the dashed
lines, and the C (and also D) group by the dotted lines.
Each group exhibits a slightly different behavior which
presumably reflects a difference in its drag character-
istics. The original object of the A group has the greatest
initial height, and after breakup the fragments have the
largest dispersion in heights. This group presumably
corresponds to the 23-inch diameter, 184-pound spheri-
cal antenna-equipped satellite, with the large height
dispersion after breakup being due to the wide range of
composition of its constituent parts. The original object
of the B group has a somewhat lower initial height, and
after breakup its fragments show not only less spread in
height, but a tendency 1o fall more rapidly than the A
objects. This suggests among other things that the B
fragments were of a more homogeneous nature than
those of the A group. The original C object had the
lowest initial height, and after breakup its fragments

7 The statute mile (5280 feet) is meant wherever the unit mile is
mentioned in this article.
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Fig. 4—Average height of Sputnik I objects as function of
time as deduced from the signal-burst observations.
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Fig. 5—Average height of Sputnik I during its time in
orbit with approximate apogee and perigee heights.

(except for those of the D group) tended to come down
much more rapidly. The initial breakup of the A object
occurred between January 1 and 3, of the B object be-
tween January 3 and 5, and of the C object between
January § and 6. The D group appears to have con-
sisted of two quite similar objects which were raised
into a higher orbit about January 7 by an explosion of
one of the C objects. The two D objects are the last
orbiting objects observed which appear to have been
associated with Sputnik I.

The height variation of object A (presumably the
spherical part of Sputnik I) over its entire time in orbit
is presented in Fig. 5. The data for A from Fig. 4 appear
in Fig. 5 for the dates following December 30 as the
average height curve (with branches). The period at the
time of launching was 96.2 minutes, giving an initial
average height of 365 miles (note circle at left edge of
chart). The height circle for October 28 is based on or-
bital periods given by the Royal Aircraft Establishment,
Farnborough.® The fact that the height data for De-
cember 30 and thereafter, and those for launching and
October 28 all join on a smooth curve supports the
other evidence that object A corresponds to the spheri-

§ Staff of the Royal Aircraft Establishment, Farnborough, Eng.,
“Observations of the orbit of the first Russian earth satellite,” Nature,
vol. 180, pp. 937-941; November 9, 1957,
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cal antenna-equipped part of Sputnik I. Curves for
apogee and perigee heights are also presented in Fig. 5,
but these are intended more to suggest trends than to
give precise values. They are based mainly on the values
announced soon after the satellite was launched.

VII. DrRAG AND HEATING EFFECTS

One of the most interesting aspects of the data pre-
sented concerns its interpretation in terms of the drag
of the objects and the mechanism of the actual breakup
process. This has great significance in connection with
the problem of the reentry of an orbiting object into the
denser regions of the earth’s atmosphere.?~!?

An artificial satellite will, in general, have an elliptical
orbit. At apogee the satellite may be well outside the
denser parts of the earth’s atmosphere, but at perigee it
may dip close enough to the earth to encounter con-
siderable resistance from the earth’s atmosphere. Energy
lost by drag at perigee will not affect the perigee height
but will result in a decrease in the apogee height. Con-
versely, drag encountered at apogee will result in a re-
duced perigee height. Since initially the drag occurs
principally at perigee, the effect is to reduce the eccen-
tricity of the orbit by a reduction in the apogee height.
This situation is illustrated by the idealized orbits in
Fig. 6 with three satellite orbits shown of different
apogee but constant perigee height. For convenience,
the denser part of the earth’s atmosphere is shown with
a definite upper edge instead of the actual diffuse limit.
The height of the atmosphere and of the orbits is exag-
gerated for the sake of clarity.

Meteors enter the earth’s atmosphere at very high
velocities (7 to 45 miles per second) heating up to incan-
descence by the time they reach heights of 45 to 80
miles above the earth’s surface.* However, the process
is usually of very short duration, lasting only for a few
seconds. This is because most meteors enter the atmos-
phere at angles steeper than tangency. A typical meteor
path is shown in Figs. 6 and 4. Because of the long time
scale of Fig. 4 a meteor, even of many seconds duration,
will appear as a vertical line.

In contrast the satellite objects enter the earth’s at-
mosphere nearly tangent to its surface, but remain in it
for relatively long periods (hundreds or thousands of
seconds). The resulting heating at each perigee passage

9 J. P. Hagen, “The exploration of outer space with an earth
satellite,” Proc. IRE, vol. 44, pp. 744-747; June, 1956.

10 [ 'T. Mengel, “Tracking the earth satellite, and data trans-
mission, by radio,” Proc. IRE, vol. 44, pp. 755-760; June, 1956.

1 F., L. Whipple and J. A. Hynek, “A research program based on
the optical tracking of artificial earth satellites,” Proc. IRE, vol. 44,
pp. 760-764; June, 1956.

2] A, Van Allen, “The scientific value of the earth satellite
program,” Proc. IRE, vol. 44, pp. 764-767; June, 1956.

1 T, E. Sterne, B. M. Folkart, and G. F. Schilling, “An Interim
Model Atmosphere Fitted to Preliminary Densities Inferred from
U.S.S.R. Satellites,” Smithsonian Institution Astrophysical Observa-
tory, Cambridge, Mass., Special Rep. No. 7; December 31, 1957.

u B, Lovell and J. A. Clegg, “Radio Astronomy,” John Wiley
and Sons, Inc., New York, N. Y., p. 76; 1952.
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Fig. 6—Diagram illustrating decrease of apogee height of satel-
lite orbit with substantially constant perigee height.

may, accordingly, produce significant effects at perigee
heights well above that at which the meteors reach in-
candescence in their brief flight through the atmos-
phere. In fact, satellite objects with eccentric orbits are
subjected to a cyclical heating process which may cause
metal fatigue and cracking long before melting tempera-
tures are reached.

If the satellite were a solid homogeneous metal
sphere, the heating might produce little destructive
effect until carried to extremes. However, consider for
the purpose of discussion two solid homogeneous metal
spheres connected by a thin member, as in Fig. 7. As
this object moves broadside through the atmosphere, its
surface will be heated. Since, however, the thermal ca-
pacity of the thin member is less than that of the solid
spheres, its temperature will rise faster than the tem-
perature of the spheres. Conversely, in a cooling portion
of the temperature cycle (after leaving perigee), the
temperature of the thin member will fall faster than the
temperature of the spheres. Hence the temperature
fAuctuations will be greater for the thin member. As the
orbit descends, the heating will increase and the thin
member will reach destructive temperatures first and
the object will separate into two portions. Since the
Sputnik I sphere was a complex object fabricated from
many parts of different density, it is reasonable to sup-
pose that (with the metal skin removed) the framework
holding the heavy and denser components together may
have separated at its thinnest and weakest points by a
similar process resulting in a breakup into many pieces.
The pieces with large drag would fall rapidly, but the
more massive objects of lower drag might continue in
orbit for somewhat longer.

Specifically, drag is a force opposite to the direction of
motion of the object.’® It is proportional to the cross

16 1., M. Milne-Thomson, “Theoretical Aerodynamics,” MacMil-
lan and Co., Ltd., London, Eng., p. 3; 1948.
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first as assembly is heated by motion through the air.

sectional area of the object normal to its direction of
motion. It follows that the drag force per unit mass is
equal to the negative acceleration or deceleration of the
object, and further, that the energy lost by a satellite
object due to drag per orbital period is given by

W = f Ddl (2)

W =energy lost in one period (joules)
D =drag (newtons)
dl=elemental length along orbit (m).

where

The integration is carried out once around the orbit.

Of particular interest in interpreting Fig. 4, it may be
shown that at a given average height, the rate of change
of average height of an orbiting object is proportional
to its average drag per unit mass. Hence, at a given
height the objects with steeper slope have higher drag
per unit mass than those with smaller (or flatter) slope.
Actually, over the range of heights involved, the slope
at any height is a good approximation to the drag per
unit mass. Several special cases may be considered.

1) A hollow shell containing an assembly of massive
or high density parts would, in general, have higher
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drag per unit mass than the individual high density
components after separation. Since most of the A group
fragments had less drag per unit mass than the original
A object, it is likely that these fragments were some of
the higher density components (such as batteries). It is
significant that the object with the least drag per unit
mass or its three fragments remained in orbit longest
(until January 12). (Although the uppermost curve for
the three fragments may appear to have a positive
slope, it is actually negative.)

2) The fragments of a homogeneous object will, in
general, have higher drag per unit mass than the origi-
nal object. This would appear to be the case for the C
group after breakup about January 6.

3) The fragments of a nonhomogeneous object will,
in general, have both higher and lower drag per unit
mass than for the original object. Although both the A
and B objects were presumably nonhomogeneous, only
one fragment of each showed more drag per unit mass
than the original object, the remaining fragments hav-
ing less. This may be explained by the fact that an ob-
ject with high drag per unit mass falls faster, and unless
it remained in orbit for at least one day after the break-
up it would not be detectable at all by the method used.

It should be mentioned that although the general
trends in Figs. 1 and 4 are significant, too much im-
portance should not be attached to objects for which
burst data were observed on only one or two days. To
insure a high probability that the bursts corresponded
to an orbiting object, it is desirable to have burst data
for at least three days.

No direct evidence is available of the ultimate fate
of the satellite fragments, but it is likely that as a result
of the gradual disintegration process, some very small
or dust size particles may have been produced which
remained up for some time after all the larger fragments
had fallen. It is possible that this residual dust was
distributed completely around the orbit in a manner
analogous to the distribution of debris in a comet’s
orbit, forming the material of a meteor stream.

Although no reports were received which gave con-
clusive evidence of visual sightings of any Sputnik I
fragments falling to the ground, a number of observers
in the vicinity of Columbus, Ohio did report a bright
self-luminous orange-red object moving in horizontal
flight from NW to SE across the sky to the NE of
Columbus about two hours before sunrise on the morn-
ing of January 4. As already reported,® this object was
on the Sputnik I course and was observed at 0555, or
at the same time as the January 4 signal burst marked
with an X in Fig. 1. The object was observed for at least
15 seconds and was described by various observers as
trailing a thin short streak a few degrees long as though
shedding incandescent particles. Its color was described
as bright yellow or orange-red when first seen to the
north and changing to a dark red as it disappeared to
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the east. It is possible that this object was a Sputnik I
group A object and, when seen, sharp edges were burn-
ing off or connecting members burning apart with
visible effect during the object’s dip into the lower
atmosphere. However, the main body of the object
may have continued to orbit for some time longer.

VIII. EcHO AREA

In connection with the CW reflection method it is
of interest to calculate the order of magnitude of extent
of the ionospheric reflecting surface required to give the
strengths of W\VV signal bursts observed at Columbus,
Ohio. This may be done by assuming that the path con-
sists of two parts, one from the transmitter near Wash-
ington, D. C. to the point of reflection in the ionosphere,
and the other from this reflection point to Columbus,
Ohio. It will be assumed that at the reflection point the
signal from Washington is gathered over an effective
aperture 4, and then retransmitted without loss or gain
to Columbus through an aperture of the same effective
size. Applying the Friis transmission formula!® twice
to this two-link circuit yields the following value for the
square of the effective aperture of the ionospheric re-
flecting region:

T

A2 = PN ———— A3)
WtAetAer

6 7. D. Kraus, “Antennas,” McGraw-Hill Book Co., Inc., New
York, N. Y., p. 54: 1950.
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where

A.=effective aperture of ionospheric reflection region
(m?)
r =distance from point of reflection to Washington
or Columbus (m)
A =wavelength (m)
W,=transmitter radiated power (watts)
W.=received power (watts)
A, =effective aperture of transmitting antenna (m?)
A=effective aperture of receiving antenna (m?).

For the case under consideration, r =365 kilometers,
A=15 meters, W,=10® watts, W,=2.5X10"1% watts
(corresponding to 0.1 microvelt per meter at the an-
tenna), A..=0.25M2(m?), and A.,=0.5A2(m?). Introduc-
ing these values into (3) gives an effective aperture 4.
of the ionospheric reflecting region of about 600 square
meters. This area is nearly a minimum value, and for
less favorable path geometry or other factors the aper-
ture would be larger, suggesting that some ionization
phenomenon must be involved.
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CORRECTION

Stig Ekelsf has sent in the following correction to a
paper by Frank E. Jaumot, “Thermoelectric Effects,”
which appeared on pages 538-544 of the March, 1958
issue of PROCEEDINGS. The Ph.D. Dissertation by D.
Enskog, referred to in footnote 18, was published at
Uppsala University, Sweden, not at Upsala College,

East Orange, N. J.
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Noise in Maser Amplifiers—Theory and Experiment”

J. P. GORDONY anp L. D. WHITE{, MEMBER, IRE

Summary—This paper contains a theoretical treatment of noise
in maser amplifiers and the results of experimental measurements
of the noise of an ammonia beam maser. The concept of “effective
input noise temperature” is defined and used. The theoretical treat-
ment obtains an equivalent microwave circuit and derives expressions
for the gain and effective input noise temperature of both reflection
and transmission-type masers. The experimental measurements
yielded values of about 80°K for the effective input noise temperature
of a reflection-type ammonia beam maser. The experimental values
agree with those predicted by theory and the comparison of experi-
ment and theory gives an upper limit of about 20°K for the magnitude
of the “beam temperature.”

INTRODUCTION

T has been realized for some time that maser am-
J:[ plifiers should be capable of very low noise opera-

tion.! Recently, several papers have given theo-
retical calculations?—® of the noise generated by “nega-
tive temperature” media, and predictions®7 of the noise
figures of maser amplifiers. Also quite recently, experi-
mental measurements of the noise figures of ammonia
maser amplifiers®~'® and of a solid-state maser ampli-
fier! have been made. This paper reviews the theory of
maser amplifiers, using an equivalent microwave circuit.
This theory applies to two-level masers and also to
three-level types in which noise introduced by the
pumping source can be ignored. The term “effective
input noise temperature”'? is defined. This term is

* Original manuscript received by the IRE, April 3, 1958; revised
manuscript received, May 27, 1958.
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quite useful in describing very low noise amplifiers and
gives a more immediate idea of the quality of the am-
plifier than does the usual description in terms of noise
figure. Experimental values for the effective input noise
temperature of an ammonia maser are given and are
compared with those obtained from theory. From this
comparison an upper limit for the beam temperature is
obtained.

EFFECTIVE INPUT NOISE TEMPERATURE

The “effective input noise temperature,”? T,(f), is
defined here as the temperature of the input termination
which results at frequency f in output noise power per
unit bandwidth double that which would occur if the
same input termination were at absolute zero. The ef-
fective noise temperatureisrelated to the noise figure F(f)
of the amplifier with the same input by T(f) = [F(f) — 1]
290°K. The average effective input noise temperature
T, is defined as the temperature of the input termina-
tion which results in a total noise power output double
that which would exist if the same input termination
were at absolute zero. The average effective input noise
temperature is related to the spot effective input noise
temperature by

n

where G(f) is the power gain of the amplifier. Also,
T»=[F—1] 290°K, where F is the average noise figure.
This concept of effective input noise temperature be-
comes particularly valuable in applications in which
both the effective input noise temperature of the am-
plifier and the noise temperature of the input load (e.g.,
an antenna looking at the sky) are less than room tem-
perature.

For convenience, it is assumed in the following that
the input termination is matched to the input wave-
guide.

THaEORY OF NOISE IN A CAVITY MASER AMPLIFIER

In this section the noise output of a cavity maser
amplifier is considered in detail, using the approach of
the microwave circuit. The sources of noise include the

ized previously. In the analysis of noise in conventional amplifiers,
(F—1) has played an important part and has been designated the ex-
cess noise figure, and (F—1)-290°K has been termed the excess noise
(temperature). (For example, see D. T. McCoy, “Present and future
capabilities of microwave crystal receivers,” Proc. IRE vol. 46, pp.
61-66; January, 1958.) Also, in dealing with maser noise this concept
has been used, being called “noise temperature” by others?! and
“effective noise temperature” by the authors.10
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amplifying medium and a number of sources of thermal
noise; the cavity walls, the input circuit, the output cir-
cuit in the two-port case, and losses in the cavity caused
by the presence of the amplifying medium, e.g., di-
electric losses in the case of a solid sample or, as was
pointed out by Muller and Helmer,® absorption due
to background ammonia gas in the case of the ammonia
beam maser. Noise due to statistical fluctuations in the
number of amplifying particles is usually negligible.
For example, in the ammonia beam maser, fluctuations
amount to about one part in 10® (there are about 10'°
molecules in the cavity at any time), and this would be
expected to cause gain fluctuations less than 0.1 per
cent in a maser amplifier operating at about 20-db
gain. Both transmission and reflection-type operation
are treated theoretically, although experimental results
are given only for the reflection type. It is shown that in
most cases the reflection type is better in noise figure
as well as in gain-bandwidth product. Finally, the possi-
bility of a traveling-wave maser is mentioned. It is
superior to either type of cavity maser if the necessary
gain can be obtained.

Consider first the general maser amplifier (Fig. 1)
utilizing a resonant cavity. The cavity is coupled by two
waveguides, labeled 1 and 2 for input and output re-
spectively, and contains the “negative temperature”
amplifying medium. Let there be a circulator on the
cavity input so that the power returning from the cavity
in waveguide 1 is separated from the input signal power.
Furthermore, let there be an isolator in the output
waveguide so that a constant matched load is presented
to the cavity. Each of the circuit elements has some defi-
nite temperature and, if lossy, is a generator of thermal
noise. Let 01 and Q: be equal to the ratio of the energy
stored in the cavity to the energy per radian which
emerges from the cavity into the input and output
waveguides, respectively.

Consider now an equivalent circuit for the maser.
At the outset no circuit losses except that of the cavity,
represented by Q., and the backward loss of the isolator
are included. The losses of the circulator and other in-
put circuitry are taken into account later. First, replace
the lossy cavity by a lossless one of the same resonant
frequency to which a matched waveguide is appended
through a suitable coupling (Fig. 2). The temperature
of the load in this waveguide is equal to the temperature
of the cavity. As for the amplifying medium, it can be
shown directly from Maxwell’s equations that the ef-
fect of its complex susceptibility,”® x=x’'—ix"’, is to

18 The electric susceptibility, x(f), at frequency f is defined by
P(f)-exp i2aft=x(f)" e E(f)- exp i2nft, where P(f) is the polariza-
tion produced by the electric field E(f). x’ and x'’ are related to each
other through the Kronig-Kramers relations. See J. H. Van Vleck,
“Propagation of Short Radio Waves,” M.LT. Rad. Lab. Ser.,
McGraw-Hill Book Co., Inc., New York, N. Y., vol. 13, D. E. Kerr,
ed., p. 642; 1951.

H. Frohlich, “Theory of Dielectrics,” Clarendon Press, Oxford,
Eng.; ch. 1, sec. 2; 1949.

A. M. Portis, “Electronic structure of F centers: saturation of the
spir:3 resonance,” Phys. Rev., vol. 91, pp. 1071-1078; September 1,
1953.
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Fig. 1—Schematic diagram of a maser amplifier using a resonant
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Fig. 2—(a) A lossy cavity. (b) Equivalent circuit for lossy cavity.

change the apparent Q and resonant frequency of the
cavity. The impedance of the cavity plus medium
measured at frequency f is equal to that of a cavity
whose resonant frequency differs from that of the actual
cavity by the fractional amount Af/f.=37 x’(f), and
whose losses differ by an amount A(1/Q) =7 x""(f). f.
is the resonant frequency of the loaded cavity without
medium; 75 is the filling factor!* and is unity when the
medium completely fills the cavity.

According to the results of Slater’s!® analysis, an
equivalent microwave circuit may be obtained through
replacement of the amplifying medium by another
waveguide, whose coupling to the cavity is proportional
to the sample susceptibility. This waveguide is termi-
nated at the “plane of the detuned short” by an admit-
tance Y whose frequency dependence is that of the
sample resonance. Let x» be the maximum absolute
value of the imaginary part of the sample susceptibility,
and let g(f) and b(f) be line shape factors such that
X' =x=b(f) and x’'=xmg(f). The equivalent circuit

- [ mawa / f_wE'd(vol)

for the case of an electric dipole transition. For the magnetic dipole
case B replaces E.

B j, C. Slater, “Microwave Electronics,” D. Van Nostrand Co.,
Inc., New York, N. Y., ch. 4; 1950.
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(Fig. 3) is then obtained by letting the coupling be
Qo=1/1x» and the reduced admittance be Yo =g(f)
+1ib(f), where y,=Y/V,, and Y, is the characteristic
admittance of the guide. Positive values of g represent
absorption; negative values, emission. From the defini-
tion of x» note that the maximum absolute value of g is
always unity, and that this occurs at the center of the
sample resonance. The complete equivalent circuit,
then, is as given in Fig. 4.

The sources of noise in the maser amplifier now are
easily discernible. Noise power traveling toward the
cavity is generated by the load in each waveguide. The
output isolator is considered to be an integral part of the
amplifier, and therefore the noise it radiates toward the
cavity is included in the analysis. This noise power is a
full 2T per unit bandwidth, corresponding to the in-
finite attenuation in the backward direction which the
isolator is assumed to possess. T is the isolator’s tem-
perature. The circulator contributes noise only if it is
lossy and/or if it sees a mismatch looking toward the
input. Circulator loss is considered later; it is assumed
mismatches can be avoided. The amplifying medium
also contributes noise. It has been shown by Pound*
that the noise generator associated with a negative
resistance (in this case a negative admittance) follows
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the Johnson-Nyquist formulation just as for the posi-
tive resistance. Thus, for ITb|>>hf/k, noise power per
unit bandwidth of amount £7,g(f)' is incident on the
cavity from this noise source, where T} is the “tem-
perature” (negative) of the amplifying medium,? de-
fined by T, = —kf/k In (n,/n), where n, and n, are the
populations of the upper and lower quantum energy
levels responsible for the amplification. This is the
same relationship between the level populations and
temperature which holds for thermodynamic equilib-
rium at positive temperature. Dielectric losses in the
sample, if any, should be added to the cavity loss in the
types of maser in which the sample is permanently
affixed to the cavity and takes up the cavity temper-
ature. In the beam-type maser there is no dielectric
loss; however, background gas causes some absorption.
This absorption should be added similarly to the cavity
loss since the molecules responsible for it have bounced,
for the most part, at least once off the walls of the cav-
ity, and so have acquired nearly the temperature of the
cavity. The relative importance of each noise source is
determined by its temperature and the size of the cou-
pling by which it is attached to the cavity.

The calculations necessary to obtain gain and noise
figure are quite straightforward from this point. First,
however, it is convenient to define some useful symbols:

1 1 1\7!
E—+—+—> , loaded cavity
Ot (Qc oo oaded cavity Q

B=0QL/Qs beam strength parameter (this factor ap-
proaches unity for high gain),

D<f>s4QL2B (é + %—?)2+ (f;—f + Z%) ]

resonant term

_ 2 f—Je
= (1 + Be())* + ( =

+8D)

where Af.=fc/2Q. is the half width at half maximum of
the cavity resonance. The input power P, per unit
bandwidth, causes a reflection of amount?!?

mer[-Taat et e

and also a transmission into waveguide 2 of magnitude

Pt = P04QL2/Q1Q2D-

Similar equations obtain for the noise power originating
from each of the noise sources. Adding up the contribu-
tions from all the different independent sources, the
power P per unit bandwidth which emerges from the
input is

1 For | T, Shf/k the exact expression, g(f)- &f/[exp (hf/ETs) —1],
must be used.

I” The explicit frequency dependence of g(f), b(f), and D(f) is
omitted from here on, and the simple forms g, b, and D used.
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where T. is the temperature of the cavity. Similarly,
the power P; per unit bandwidth emerging into wave-

guide 2 is
4QL2( 1 1 g
R T T
DQ:\Q. (1 s )]

P, = PodQL2/01Q:D + kTi|:1 —

4QL2 [ch + kag]
DQZ Qc Qb

Now that the basic formulas have been obtained,
the gain, bandwidth, noise figure, and relative merit
for the transmission and reflection type masers can be
evaluated. Also, these results can be compared with the
experimental data.

Bandwidth of the amplifier, at high gain, is mainly
determined by the resonant term D. At frequencies near
the midband of the maser, g and  may be approximated
by g=—1 and b=(f—fo)/Afs, where f, and Af; are, re-
spectively, the center frequency and half width at half
maximum of the amplifying resonance. For both re-
flected power and transmitted power, the difference
B between half-power frequencies is approximately

B ~2(1—f) [K;—+ Xﬂf;]_

The effective input noise temperature T,.(f) is ob-
tained by setting Py equal to kT»(f) and equating the
part of P, or P, originating from this noise source to
the combined power per unit bandwidth from the other
noise sources. When dealing with the one-port maser,
Q. is set equal to infinity to eliminate the second wave-
guide.

The effective input noise temperature for the one-

port maser is
4021 T, Ty
0 D[G i 6]
1 (] b
Ta(f) = : (1
40,21 1 1
il = —+ g ——]
1 DLQ. 103
At resonance (f=f.=f;) the effective input noise tem-
perature, T 0, may be expressed as

+

(VGo + 1)? Q
o= YOIV S 8] o
GO Qc Qb
where Gy is the power gain at resonance, given by
P, 4Q L2 1 1
SN PO S s
Py 0:(1 —B3)2LQs Qo

For the transmission-type maser at resonance
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One further consideration is in order, namely the ef-
fect of loss in the input circuit. This loss has two bad
effects: it attenuates the signal and at the same time it
introduces some noise. The effective input noise tem-
perature T’ of the resulting amplifier is increased over
that of the maser proper, becoming

T, = [Ta+ To(L — 1)/L]L (4)

where L is the loss (reciprocal of the gain) and T’ is the
temperature of the element which introduces the loss.
The effect of input loss may be important in maser
amplifiers, especially the reflection type where the re-
quired circulator may introduce as much as a few tenths
of a db of loss.

Contemplation of the above results reveals the fol-
lowing facts, assuming the same sample in both re-
flection and transmission-type operation.

1) For the same value of the loaded cavity Q, and
thus the same bandwidth. the gain of the reflec-
tion type is 6 db greater than the maximum gain of
the transmission type, which is obtained by set-
ting Q1= Qs. Also, contributions to the effective in-
put noise temperature from the amplifying ma-
terial and the cavity walls are higher for the trans-
mission-type maser; they are about twice as large
in the case Q1= Q..

2) For reasonably low noise operation and at the
same time high gain, it is essential to cool the
isolator of the transmission-type amplifier to a
low temperature, whereas the circulator of the
reflection type need not be cooled if its loss is kept
small.

3) For minimum noise operation, it is necessary to
cool the input circuit and the resonant cavity for
either type of maser.

A word about the possible operation of a traveling-
wave maser amplifier is appropriate at this point. The
instability and loss in bandwidth, which are common
to all types of regenerative amplifiers at high gain, are
largely overcome by this method, and its noise proper-
ties are similar to those of the cavity maser. However,
for some types of amplifying media, e.g., gases, it is
very difficult to produce the high concentration of
field which is necessary in such a device to obtain useful
gain in a reasonable volume.

EXPERIMENTAL PROCEDURE

The aim of the experiment was to measure the ef-
fective input noise temperature of an ammonia maser
and to compare this experimental value with theory.
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A block diagram of the apparatus used in making the
noise measurements is shown in Fig. 5. With the excep-
tion of the liquid nitrogen cooled load, all of the micro-
wave plumbing, including the masers’ cavities, was at
room temperature. Each maser was similar to that de-
scribed by Gordon, Zeiger, and Townes! and was of the
reflection type. The cavities were operated in the
TMoio mode. A circulator separated each maser’s out-
put from its input. The effective input noise temper-
ature to be measured was that of the first maser. The
coupling of its cavity was increased until sufficient gain
was achieved with the strongest available beam. A con-
siderable overcoupling, (Q1/Q.<1), resulted, giving an
expected effective input noise temperature much less
than the cavity temperature [see (2)]. The amplifica-
tion of the first maser was modulated!® on and off
at 35 cps by a square-wave transverse electric field
within the cavity. To obtain this field the cavity was
split longitudinally and a voltage was applied between
the two halves. The resulting inhomogeneous field
turned the maser OFF by broadening the ammonia
resonance and shifting its peak to the extent that the
effects of the beam became negligible. The second maser
functioned as a CW low noise RF amplifier. The local
oscillator klystron was stabilized with a dc Pound
stabilizer circuit.’® The IF amplifier operated at 70 mc
and had a bandwidth of 2.5 mc. The time constant of
the dc filter following the lock-in amplifier was about one
second.

Measurements were made of the change in RF at-
tenuation A that followed the second maser required
to keep the recorder deflection constant as the tem-
perature of the nonreflecting input termination was
changed from one known temperature T/ to another,
T'. This change in termination temperature was ac-
complished by inserting 20 db of room temperature
attenuation between the cold load and the circulator.
From these measurements alone an approximate value
(within a few per cent) for the effective input noise
temperature of the maser plus its input circuitry may be
calculated. Measurements also were made of the loss
L and the temperature Tz of the loss between the input
termination and the maser cavity. From the combined
measurements, an approximate value T,* may be ob-
tained for the effective input noise temperature of the
maser itself. A more exact determination of the effective
input noise temperature T, requires a knowledge of the
relative amount of power leaving the maser when off.

18 R. H. Dicke, “The measurement of thermal radiation at micro-
wave frequencies,” Rev. Sci. Instr., vol. 17, pp. 268-275; July, 1946.
This method of modulating the desired signal has a theoretical sensi-
tivity for given IF bandwidth and dc filter time constant comparable
to that obtained by making CW measurements. However, in practice,
better sensitivity usually is obtained with the modulation technique
because it is less sensitive to slow gain fluctuations in the superhetero-
dyne receiver.

1¥ R. V. Pound, “Frequency stabilization of microwave oscilla-
tors,” Proc. IRE, vol. 35, pp. 1405-1415; December, 1947.
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Fig. 5—Block diagram of apparatus.

The difference between T, and T,* is of the order of
T./Go, and was obtained from measurements of the
maser gain?® when on Go, the maser gain when off G°,
and the temperature of the cavity T..

INTERPRETATION OF DATA

Before considering the actual case, consider an ideal
case which yields a simpler relationship betweén the
effective input noise temperature and the measured
quantities. Assume that there was zero noise power
leaving the maser when it was off, that the second
maser’s gain was high, and that the bandwidth of the
second maser was much narrower than that of the
first. In this case, the change 4 in RF attenuation fol-
lowing the second maser required to keep the recorder
deflection constant as the temperature of the first
maser’s input termination was changed from 77/ to T”
is related to the effective input noise temperature
T.'(f2) of the combination of the maser and its input
circuitry by

T,.'(fz) + 7™
T.'(fa) + T

where f; is the center frequency of the second maser.
The effective input noise temperature T.(fa) of the
maser itself would be related to the above quantities
and to the loss L and temperature T of the circuitry
between the input termination and the maser by (4),
or by

Tu(f) + T"/L+ To(L — /L _
Talfs) + T'/L + To(L — 1)/L

(6)

% The signal used for the gain measurement was derived from that
of the local oscillator by a 70 mc modulator and a sideband filter.
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Though not stated explicitly, (5) and (6) also assume
that both masers were acting as linear amplifiers, which
assumption should be valid at the power levels of opera-
tion.

The assumptions that the noise leaving the maser
when off was zero, and that the second maser’s
bandwidth was much narrower than that of the first,
were only approximately correct. As a result, (5) and
(6) are no longer exact. However, for purposes of com-
paring experiment and theory it is convenient to use a
quantity T.* defined by a relation similar to 6):

T+ T"/L+ To(L — 1)/L
T + T'/L + To(L — )/L

(™)

Thus, T.* is a number which may be experimentally
determined with no knowledge of the maser’s character-
istics.

A theoretical value for T,.*¥ may be obtained from
measurements of the maser’s characteristics and the
frequency dependence of the amplification between the
(first) maser and the IF detector. The recorder deflec-
tion was a function of the difference between the power
arriving at the detector when the maser was on, P, and
that arriving at the detector when the maser was off,
P°. This difference is

P— P = kfw([rn + T/L + Tu(L — 1)/L]G

— [T + T/L + T (L — 1)/L]G°)G/df.

T is the temperature of the input termination, T.° and
G°, respectively, are the effective input noise tempera-
ture and gain of the maser when it is off, and Gy’ is the
power gain between the output of the first maser and
the IF detector. Equating this power difference for the
case of the input termination at the temperature T/
with that for the input termination at T’ and the RF
attenuation changed by 4, and arranging the terms into
the form of (7), yields for the theoretical value of Ta*

f o [T.G — Tl — G)]G:ds
T.* =

- : ®)
f (G — G°)Gaudf

where Gy has the frequency dependence of the amplifi-
cation between the first maser and the IF detector. 4
is assumed constant over the frequency range of interest.
In (8), T.(1—G°) has been substituted for T,.°G°. This
is a valid substitution because the effects of the beam
were negligible when the maser was off and thus G° is
the reflection coefficient of the cavity. In our case, a
sufficiently accurate evaluation of (8) is possible, even
though the exact frequency dependence of G and G
is unknown. In the frequency region where the gain
of the first maser is a few db or more, the ratio of
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T.G—T.(1—G°) to G—G° is very nearly independent
of frequency. Furthermore, the contribution to (8) from
outside this region is negligible (see Appendix I). Thus,
(8) reduces to

TG — T(1 — G°)

n

G—-G°
TnoGo — To(l — G°)
= . €
Go — G

with an estimated uncertainty in T.* of about 1 per
cent, arising from lack of exact knowledge of the shape
of the ammonia resonance. For these equations to hold,
it is required that the resonant frequency of the maser
cavity, the resonant frequency of the ammonia beam,
and the center frequency of the second maser be iden-
tical; it is sufficient if these frequencies are close enough
to each other for good operation.

Eq. (9) combined with (2) yields a theoretical value
of T,* depending only upon the maser’s characteristics.
This theoretical value may be compared with the ex-
perimental value given by (7). However, since the ef-
fective input noise temperature is of more interest than
T.*, (7) and (9) were combined to give the following
expression for the experimental value of T e:

AT —T" 1 L—-1 G°
e [ 2 n 20
1—-4 L L Go
L= (10)
¢ Go 3

and this experimental value was compared with the
theoretical value of T, as given by (2).

REsuULTS

Three separate sets of measurements were made. The
results are summarized in Table I as follows.

TABLE 1
RESULTS
T I 100

Date |"5™ A L G° Go |Experi-| Theo-
mental | retical
June 10, | 300 | 2.00 1.172 0.473 50 81 77
1957 +0.05 +0.027 +0.011 +5 +18 +3
June 25, 307 | 2.04 1.177 0.505 45 78 75
1957 +0.14 +0.014 +0.030 7 +30 +7
July 18, | 304 | 1.95 1.232 0.513 171 74 68
1957 +0.05 +0.020 +0.013 &7 +16 +3

T =(Troem—2) °K
T'=77°K
TL= Tc= Tmom

The results of June 10, 1957, and July 18, 1957 have
been reported previously.!® In that report, the experi-
mental and theoretical values of the effective input
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noise temperature were only approximate; the experi-
mental numbers were the T,* of the present paper, and
the theoretical numbers did not include the contribu-
tion of the background ammonia.

The experimental values given in Table I for the
effective input noise temperature T, of the maser, i.e.,
cavity plus medium, were obtained from (10).

The theoretical valuesof the effective input noise tem-
perature were calculated from (2) with 1/Q. representing
the losses both in the cavity walls and in the background
ammonia. The “temperature” of the beam was negative
and probably much smaller in absolute magnitude than
kf/k. As a result, in (2) | T| should be replaced by kf/k
=1.1°K. The contribution to the effective input noise
temperature by the background ammonia was esti-
mated to be 3.4°K (see Appendix II). The calculation
of the theoretical value was based on measurements
of the cavity temperature, the reflection coefficient of
the cavity with no beam, the midband maser gain, and
the pressure of the background ammonia.

The experimental and theoretical values for the ef-
fective input noise temperature of the maser agree well
within the experimental error. The contribution of the
beam to the maser noise was too small to be measured.
However, an upper limit of approximately 20°K can be
placed on the absolute value of the beam temperature.

ApPPENDIX I

The difference in power per unit bandwidth between
maser on and maser off is much larger in the fre-
quency region of high gain than in the “tail” of the am-
monia resonance. However, the effect of the tail on 7,*
may be significant, depending upon the frequency de-
pendence of the gain G, following the maser. For
example, if G: is constant over a frequency region which
is large compared to the width of the cavity resonance,
evaluation of (8) yields

(Qe/Qs) — 1
(Q:/Qs) — B

where it is assumed that the ammonia resonance has a
Lorentz shape, i.e., g=—1/[14((f—fs)/Afs)?]. Using
values of B(~0.8) and Q./Qs(~S5) appropriate to the
maser as operated gives 7,*~(3/4) T, . The frequency
region responsible for most of this difference between
T.* and T, is the tail of the ammonia resonance. The
exact line shape of the actual resonance is not known.

Tn*= Tn,OB
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However, enough is known to be able to state that the
relative contribution to T,* from the tail of the reso-
nance is the same order of magnitude as the contribution
from the tail of a Lorentz-shaped line. In the actual
experiment G, determined by the product of the second
maser and the IF amplifier gains, was strongly peaked.
In the vicinity of the ammonia resonance G, was more
than 30 db larger than in the tail. Thus the contribution
to T,* from the tail was negligible.

ApPENDIX II

Eq. (2) can be extended to include the contribution,
AT, 0, to the effective input noise temperature from
the background ammonia gas. The loss, 1/Q,., due to
these stray ammonia molecules is simply added to the
cavity loss, giving AT,.o= [(vGo41)2/Go]Te01/ Quus.
An estimate of 1/Qs may be made from the known
absorption coefficient of the ammonia 3-3 line, @=7.9
X107 cm™!; the background pressure p of ammonia in
the cavity chamber; the gas pressure p, at which mole-
cule-molecule collisions and molecule-wall collisions
make equal contributions to the line width, and the free
space wavelength Xo. The appropriate relationship for
the case p<Kpy is

1 ~ ahop

Ous  27p0

Taking values approximating the experimental condi-
tions,

po=1X 107 mm Hg
#=3X10"®* mm Hg

Ao = 1.25 cm,

yields 1/Qgs=21.8X107¢. The resulting contribution to
the effective noise temperature is AT, ¢=23.4°K, where
the values Q1 =1800, Gy =50, and T,=300°K have been
assumed.
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The Spherical Coil as an Inductor, Shield, or Antenna’

HAROLD A. WHEELERT, FELLOW, IRE

Summary—The spherical coil is an idealized form of inductor
having, on a spherical surface, a single-layer winding of constant
axial pitch. Its magnetic field inside is uniform and outside is that of
a small coil or magnetic dipole. Its properties exemplify exactly some
of the rules that are approximately applicable to practical inductors.
Simple formulas are given for self-inductance, mutual inductance,
coupling coefficient, effect of iron core, and radiation power factor in
free space or sea water. This coil is the basis for evaluating the
shielding effect of a closed conductive (nonmagnetic) metal shell. A
special winding is described which enables simple and exact com-
putation of self-resonance (the length of wire being just 4 wavelength
in some cases).

I. INTRODUCTION

SPHERICAL coil is an inductor similar to the
A solenoid but spherical rather than cylindrical in
shape. Its internal magnetic field is constant
and its external field is that of a small magnetic dipole.
The spherical coil was described by Maxwell in his
monumental treatise [1] but it has been ignored by sub-
sequent workers. It has little practical value in its
literal form but its study leads to relationships that
have qualitative significance in many practical situa-
tions. The present purpose is to present some of these
relationships in a form that will suggest their practical
implications.

This is an example of one philosophy of approxima-
tion, the one that seeks for idealized forms that are
susceptible of simple and exact formulation. These
forms are then perceived as approximations of practical
forms. Being exactly formulated, any relationships are
likely to indicate real trends.

The writer first developed some concepts of the
spherical coil in 1941 while studying the problems of an
electromagnetic detector for buried metal objects [3].
A spherical coil on short-circuit was used to simulate
the reaction from an object made of a conducting shell.
(The outcome of this work was the SCR-625 mine de-
tector which was the one used by our armed forces in
World War I1.)

More recently, the writer formulated the ideal prop-
erties of a spherical radiator that can be approximated
in a loop antenna on a spherical iron core. Also, there
will be presented here a set of idealized conditions in
which a coil of wire is self-resonant at a frequency such
that the length of wire is just § wavelength.

After a preliminary description of spherical coils,
there will be formulated their various properties of self
and mutual inductance, shielding, radiation and self-

* Original manuscript received by the IRE, February 13, 1958,
1 President, Wheeler Labs., Inc., Great Neck. N. Y.

resonance. Attention will be paid to the core space, in-
cluding a magnetic or antimagnetic sphere partially
filling the coil.

[I. SymBOLS
MKS Rationalized Units

L=inductance (henries).
C = capacitance (farads).
R =resistance (ohms).
po=1.257X10~%=magnetivity (permeability)
of free space (henries/meter).
€ =8.85X 1012 =electrivity (permittivity) of
free space (farads/meter).
R.=377=wave resistance of free space (ohms).
w=radian frequency (radians/second).
A =wavelength (meters).
A/2w =radianlength (meters).
o =conductivity (mhos/meter).
8 =skin depth (meters).
a =radius (meters).
c¢=pitch of winding (meters).
d =thickness of conductor winding or shell
(meters).
l=length of wire on coil (meters).
r =distance between centers (meters).
A =total area of turns (meters?).
V =volume of spherical coil (meters?).
V.= volume of radiansphere (meters?).
n=number of turns.
k, k', k1, k. =magnetic ratio (relative permeability).
k.=electric ratio (dielectric constant).
k12 =coefficient of coupling.
p=R/Lw=power factor
unity).
P2 =leakage fraction of spherical shell (free of
skin effect).
p.=leakage fraction of spherical shell (subject
to skin effect).
E =voltage between ends of coil (volts RMS).
I=current at middle of coil (amperes RMS).

(much less than

III. THE SpHERICAL CoIL

Fig. 1 shows some of the properties of the spherical
coil. It is to be wound in such a way that the internal
magnetic field is uniform, as indicated in Fig. 1(a). This
requires a current sheet with the turns pitched uni-
formly along the axis, as shown in Fig. 1(b). The varia-
tion of the length of wire per turn is such that its average
is 7/4 of the middle turn at the equator. The varying
area of the turns is graphed in Fig. 1(c). The parabola

e
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Fig. 1—The spherical coil and its properties.

shows the variation of the area per turn, such that its
average is % of the area at the equator. The other curves
(d) and (e) will be discussed later.

The concept of the current sheet is familiar in the
study of inductance. Ideally it requires many turns of
small wire, rather closely spaced but in accordance with
the prescribed variation of pitch. As a result, the in-
ductance is mainly obtained by interaction of the turns
and is nearly independent of the fine structure of the
turns.

Among all forms of inductors, the spherical coil yields
the simplest formulation of its properties. The basic
reason for this is that its field pattern involves spherical
harmonics of orders zero and one, which correspond to a
uniform field and to that of a small dipole. Unlike the
closed-core or toroidal inductors, the spherical coil has
the external field required for radiation or other exte-
rior coupling.

IV. SELF-INDUCTANCE

The inductance formula will be derived in a succes-
sion of easy steps relying only on simple rules, referring
to Fig. 1.

The starting point is a cylindrical coil of radius e,
length 2a, and # turns. The cylindrical volume has an
air core and is surrounded by a perfect magnetic me-
dium; the respective magnetic ratios are k=1 and
k' = = . The interior field is uniform. The inductance is

wain? T . .
2a 2 M )

Cy] L(lr w) = Ko

Taking next the spherical coil with corresponding air
core and magnetic surrounding, the volume is % as great
so the magnetic energy and the inductance are multi-
plied by this factor. The inductance of the sphere, with
E=land k=, is

L(l, ©) = -:— Hoan?, (2)

This inductance is limited by the internal reluctance,
with no external reluctance.

In order to learn the relative reluctance of internal
and external paths for magnetic flux, some computations
are made with the spherical coil in air. By integration
over the turns of the coil, the magnetic field along the
axis is found to follow two laws, graphed in Fig. 1(d).
Inside the coil, the magnetic field is uniform. Qutside
the coil, the field varies inversely with the cube of the
distance from the center (as in the case of a small coil or
magnetic dipole). Integrating this field along the axis,
we obtain the magnetic potential, graphed in Fig. 1(e).
The total potential difference along the axis is #I for n
turns carrying current I. It is found that % of the poten-
tial is inside the coil and } is outside. Therefore the path
reluctance outside is 1 as great as that inside. The in-
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ductance of the spherical coil in air is § as great as (2)

above:

2r
= 0l wnoan?. 3)

The general formula, for any magnetic ratios inside and
outside, is
27 1

an2 —
9 2/3k+ 1/3k

27 \ 3 “
9 X e+ 1k )
The resistance of the spherical coil is of interest in
some applications. In Fig. 1(b), the conducting shell is
indicated as having a thickness d much less than the
radius a. The conducting cross section of this shell is
assumed to determine that of the wires in the current
sheet. It is also assumed that this thickness is much
less than the “skin depth” in the conducting material
at the operating frequency. The resistance per turn is
less toward the poles because the turns are shorter and
wider; the variation follows the parabola in Fig. 1(c) so
the average per turn is % of the resistance of the longest
turn at the equator. On this basis, the resistance of the
coil is

Lk, k) =

|
|
T
)

R 2wnt . )
3do
The power factor of this inductor (in air) is:
I N
wpocad  2ad

The condition that d <8 is still in effect, so this formula
is limited to p>3d/2a. The last form is simplified to a
ratio of length dimensions by introducing the skin
depth (though this case is not subject to the skin effect).

1f the winding on the spherical coil is subject to the
skin effect, no simple evaluation is apparent because
the magnetic flux links the winding.

Fig. 2 shows a simple solenoid that has certain proper-
ties of the spherical coil exactly, and some other proper-
ties approximately. The following properties are the
same:

Radius (at equator)

Axial pitch of turns

Total area of turns (and resulting far field)
Total resistance of turns.

The following properties are different:

Greater maximum dimension (radius of circumscribed
sphere is greater in ratio V13/9=1.20)

Lesser axial length (2/3)

Lesser number of turns (2/3)

Lesser field intensity on axis

Lesser inductance (approximately 0.917 or 11/12).
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Fig. 2—Solenoidal coil for comparison.
as, Ny, Lz
G al‘ ni‘ LI }le‘ klz
(a)
R a4
- - P U R A
(b)
Fig. 3—Two coaxial spherical coils.
The inductance of this solenoid is given by
wa2(3n)20.595 2=« 3
sol L = Bo— = — poan? ——0.595)
5(20) 9 2
27
= —9— 1oan?(0.893). @)

The last form shows the ratio by which this inductance
is less than that of the spherical coil.

V. MUTUAL INDUCTANCE

Fig. 3 shows the two cases of mutual inductance be-
tween two spherical coils, the smaller coil being inside or
outside of the larger coil.

In Fig. 3(a), the smaller of two coils is inside the
larger, with parallel axes. They need not be concentric or
even coaxial. The mutual inductance is computed easily
because of the uniform field inside the larger coil.

ma? 27 posiining

L12=L2 =—-—— " (8)

n2a22 9 as

Their coefficient of coupling is

kiz = le/\/m = (01/02)‘”2 (9)
klz2 = (01/02)3 = VI/V2 (10)



1598

in which V; and V; are the volumes of the spheres.

A practical application of a spherical coil (somewhat
different from the ideal) isfound in theso-called “variom-
eter.” This device is an inductor made of two concen-
tric spherical coils of nearly the same size, the inner one
rotating about a transverse axis. The two coils are con-
nected in series (or parallel) to form an inductor that
has a wide ratio of variation obtained by changing the
mutual inductance from “opposing” to “aiding.”

In Fig. 3(b) the two coils are mutually external and
coaxial. Since the external field of each coil follows ex-
actly the pattern of a small coil or magnetic dipole, the
mutual inductance is expressed by a simple formula
(derived from principles given by Harnwell [9]).

27r poal"’ag’nlnz

12 = —

9 rd

k12 = (0102/72)312.

(11)
(12)

The ultimate simplicity of this formula is attributable
to the simple properties of the spherical coil.

If instead, the equators of the two coils are coplanar,
the values of Li; and &y, are % as great.

The greatest coefficient of coupling between two coils
mutually external is obtained with two coaxial coils of
the same size in contact:

r = 201 = 202 ki = 1/8 (13)

If each of two coaxial coils is filled with a magnetic
core (k; or kg), their mutual inductance is increased
more than their self-inductance, so their coefficient of
coupling is increased approximately as follows:

3k,

<a1ag 3/2 3k, 1/2
e () (2 )
r? 24k 2 4 ke

This formula is based on the assumption of a separation
far from contact. Perfect magnetic cores increase the
coupling by a factor of 3.

Comparing two coaxial coils of the solenoid form
(Fig. 2) located far apart, we find that their mutual in-
ductance is the same and their coefficient of coupling is
greater approximately in the ratio 1/0.893=1.120.
This increase is attributed to the larger maximum di-
mension of each coil.

(14

VI. SpHERICAL CORE

There has been some mention of a magnetic core
completely filling a spherical coil. Fig. 4(a) shows the
more general case of a concentric spherical core par-
tially filling the coil. It is regarded as a coaxial smaller
coil filled with a core of magnetic ratio ;.

Several simple rules enable the computation of the
effect of the inside core and coil. First, L; and therefore
Ly, are multiplied by 3%,/(2+4k:). Second, the “leakage
inductance” Lj(1—%;,?) is unaffected by the core; it is
the inductance of the outer coil with the inner coil on
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(b)

Fig. 4—Spherical core or external object.

short-circuit. With the core, the properties involving the
outer coil are changed to the following:

3k1(al/az)3
24 b1+ 2(k1 — 1)(a1/a2)?

/o] 9
ai/as a

b2

The last factor (in brackets) is the ratio in which the
inductance of the outer coil is increased by a magnetic
core inside, or decreased by an antimagnetic core. The
latter might be realized by a conducting core that ex-
cludes magnetic flux by virtue of the skin effect, in
which case &, =0:

kit =

(15)

2w
L, = —9— HoGona® I:l + 2

27

Lz = 3‘ ﬂodzn22[1 = (al/ag)a]. (17)
This value is reduced in the ratio of the volume outside
the antimagnetic core.

As an example, take an iron-dust core of k; =4, filling
3 the volume of a spherical coil. The inductance is in-
creased in the ratio 3/2. A solid copper core of the same
volume, shielded by the skin effect, would reduce the
inductance to 1.

Referring again to the solenoid of Fig. 2, and inserting
a cylindrical core of the same shape as the solenoid, the
change of its inductance would be somewhat less than
that computed for the spherical coil.

VII. EXTERNAL OBJECT

Fig. 4(b) shows a spherical object (of magnetic ratio
k1) external to a spherical coil. The reaction of this ob-
ject on the inductance of the coil forms one basis for the
detection of metal bodies, exemplified by the mine de-
tector.

The formulas for this effect are the same as for the
internal core, except for the different coefficient of
coupling. In (15)-(17) above, we can change:

from (ai/a2)? to (a1aq/7%)3.
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The inductance of the coil becomes
By — 1
ki+ 2

27
Lg = F #0021122[1 + 2 (0102/72)3]. (18)

The last factor shows the change of inductance caused
by the external object; the change is inversely propor-
tional to the sixth power of the distance.

As an example, take the external object to be an
antimagnetic (conducting) sphere, and take the dimen-
sions a; =a;=r/10. The change of inductance is 1 part in
a million.

VIII. SPHERICAL SHIELD

Fig. 5(a) shows a spherical coil (a;) enclosed by an
external spherical shield (a;) that is both coaxial and
concentric. The shield is essentially a spherical coil on
short-circuit. Its purpose is to confine the magnetic
field of the coil inside, that is, to act as a magnetic
shield between the inside space and the outside space.
The magnetic field that penetrates the shield and
reaches the outside space is sampled by the coaxial out-
side coil (as).

If the shield has a conductor thickness less than the
skin depth (d;<#,), the shielding action can be repre-
sented by the equivalent network shown in Fig. 5(b).
(See [2].) In this network, the coupling among three
inductors is uniquely reduced to a single transformer
with unity coupling, supplemented by a “leakage in-
ductance” in each circuit. The leakage inductance of L,
becomes zero if kikes =Fkis. This is found to be true for
the three spherical coils in Fig. 5(a). Therefore the leak-
age inductance of L, is zero, leaving its resistance R, as
a direct shunt on the coil L; of the coupling transformer.
If this resistance were zero, there would be zero coupling
between L; and L, and hence zero magnetic field out-
side the spherical shield L,.

There is a small amount of leakage through the shield
if Ry<KwL,, or p<K1. Assuming that L; and L; are not
too close to the shield L,, the short-circuit on L, reduces
the coupling therebetween by the factor p,. Therefore
this factor may be denoted the “leakage fraction,” and
its value is given by (6) applied to L.

By ordinary circuit theory, it is easy to compute the
properties of the inside coil L, as modified by the pres-
ence of the shield effectively decreasing the inductance
and increasing the resistance. The modified properties
are:

L = Li(1 — k) (19)
RolL;
R = Rl(l b hg? ) = Rl + kipo/p)  (20)
RiL,
1 4+ ki?po/p1
. 21
j 21 j 21 1 — bip? (21)
bt = Vi/Va:  hape/pn = -0 (22)
12° = Vi/ Vo, 12°p2/ P1 ar'dad
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Fig. 5—Spherical shield.

The last expression shows how much the power factor
of the shield is coupled into the coil inside.

A spherical shell of conducting material behaves like
a spherical coil on short-circuit, so the formulas are
valid for this kind of a shield.

If the thickness of the shield is greater than the skin
depth (d;>8;), the leakage is reduced by the skin effect.
The modified leakage fraction becomes

_ d2 d2 _352 d2
p,=p2(2\/2)5—exp—5—=\/2——exp—5—-
2

2 as 2

(23)

It is noted that the formulas give nearly equal values of
p2 and p,, as they should, if d =4.

If completely subject to the skin effect, the shield
appears to have a higher power factor as follows, sub-
stituting & for d in (6):

p2=—"1 (24)

2(1-_5

Substituting this for p; in (21) and (22), but leaving p;
the same (no skin effect in L;):

0.14(1152

6245 12

ki’pe/pr = (25)

As an example, take a spherical shell of copper, oper-
ating at 15 kc.
dz = §g = 0.5 mm.

a2 = 25 mm;

This is a case of marginal skin effect. The leakage frac-
tion is:

p2 = 0.03 [see (6)]
pe = 0.03(1.04) = 0.0312 [see (23)].

The shielding by a closed metal shell is noncritical to
the shape, whereas the shielding by a coil on short-
circuit is critical to both shape and orientation.
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(a) In free space. (b) In sea water.

Fig. 6—Spherical coil as small antenna.

IX. SPHERICAL ANTENNA

A spherical coil that is much smaller than the radian-
sphere in space has radiation properties that are easily
computed. Fig. 6(a) shows such a coil in relation to the
radiansphere. (See [14].)

The reactance may be expressed in terms of the wave-
length:

47  an? 3

WL = ~—R,— ————

: 26
9 "N 1+ 2/k (26)

The radiation resistance is computed from the basic
formula for a small coil:

2 R, [2n/A\* 2/ A\
r-5 2 (57) - =(5):
3 ar\ )

(27)

This is in terms of the total effective area of turns,
which is, in the spherical coil,

3
A = —gan (28)

3 1+ 2/k

One property of a small antenna is the radiation
power factor, which depends primarily on the size and
is independent of the number of turns [6]. For the
spherical coil, the radiation power factor is:

R 2ma\? 3 Vv
SERE

— = . (29
w N/ 1+2/k V, 14 2/k &

The greatest value would be obtained with a perfect
magnetic core (k= »), in which case the radiation
power factor would equal the volume ratio of the two
spheres. This is an upper limit that may be used as a
standard of comparison for practical antennas. The
formula for this ideal is the ultimate in simplicity, and
this power factor can nearly be realized in practice.

Fig. 6(b) shows another case, in which a spherical
coil is used as a small antenna submerged in sea water.
The water surrounds a spherical radome (of radius a’)
enclosing the coil. The radome is assumed to be much
smaller than the radianlength or skin depth (') in the
water. Then the nearby conduction in the wateris
limited by its conductivity rather than the skin effect
[18].

The currents induced in the water are computed for
a continuous series of spherical shells. The resulting dis-
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Fig. 7—Self-resonant spherical coil.

sipation in the water determines the radiation power
factor, which is found to have the following value:

a? 2

— = 30
o 1+ 2/k (30)

p:

The principal factor is the ratio of the coil volume over
another volume determined by the radome size and the
skin depth in the water.

Submersion of this antenna reduces its interception
area, as referred to the wave power density above the
water. The free-space interception area is 3/2 of one
radiancircle in free space. If this antenna is submerged
to a depth several times the radome radius but much
less than the skin depth in the water, its interception
area is reduced to

3—7_r a'd.

: (31)

This depends not on the coil size, but on the radome
size and the skin depth.

X. SELF-REsonanT CoIL

A certain form of winding on a spherical coil leads to
a self-resonant inductor with the same pattern of mag-
netic and electric fields. By this we mean that each field
inside the sphere is uniform, and outside has the field
pattern of a small dipole.

Fig. 7(a) shows such a spherical coil, with its core
having magnetic and electric ratios k, and k,. All the
current in the winding is the capacitive current in the
inner and outer space. The middle turns carry maximum
current, while the current tapers off toward the end
turns in proportion to the decreasing area per turn. The
uniform fields inside require that the current density
be the same as in the simple spherical inductor with
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constant current (and constant axial density of current).
Therefore the pitch of winding must be reduced in the
ratio of the area per turn. This rule leads to an indefi-
nitely large number of turns but a finite length of wire.

Fig. 7(b) shows the basis for computing the total
length of wire on a coil of tapered pitch. For reference,
the lower curve gives the axial distribution of length
of wire for constant pitch. In this case, the axial density
ratio (91/dr) is proportional to the radius of the turns,
hence the semicircular shape. For the self-resonant coil,
the pitch is reduced in proportion to the area per turn,
or the radius-squared, so the length of wire has an axial
density inversely proportional to the radius of the
turns; this is shown by the upper curve. The total length
of wire is proportional to the area under these curves.
Since the upper curve has twice the area of the lower
curve, the self-resonant coil with tapered pitch has a
total length of wire twice as great as the simple coil with
constant pitch (assuming the same pitch in the middle).

As a measure of the varying pitch, we may write the
formulas in terms of the pitch (¢) of the middle turns.
The simple spherical coil of uniform axial pitch (¢ =2a/n)
has its inductance given by substituting this relation in
(4), also changing symbols & to k. and &’ to 1.

n = 2a/c (32)
w3 gr & 3 -
= — poan? ———— = —po— ————°
9 M Y 2k 9 1+ 2/k

In the modified spherical coil with tapered pitch of
winding, the same maximum current in the middle
turns is associated with the same magnetic field, so it
sees the same amount of inductance.

In the simple spherical coil, the axial gradient of the
voltage along the winding varies with the area per turn,
in the manner of Fig. 1(c), so the average gradient is
2 of the middle gradient.

The tapered pitch changes the voltage distribution,
making the axial gradient constant, because the smaller
area per turn toward the ends is just compensated by
the greater density of turns. Therefore the average
gradient is equal to the middle gradient and the total
voltage from pole to poleis 3/2 asgreat for the same maxi-
mum current in the middle turns. This voltage is

E = % ILw (34)
in terms of L given by (33).

The capacitive current inside the coil has its maxi-
mum value (I) in the middle turns, equal to that
caused by the total voltage (E) in a cylindrical condens-
er of area wa? and spacing 2a. This capacitance is

Ta? T

Cyl C = k¢60 —27 B =2 k,an.

(35)

The current in this internal capacitance is
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™
I(in) = Ew(cyl C) = Eweo Bl ak,. (36)
Just as the magnetic flux path outside the coil has an
effective length % as great as inside, the same is true of
the electric flux path. But the two electric flux paths are
in parallel, not in series. Therefore the total capacitive
current (in the middle turns) is
T
= Ew507 a(ke + 2). 37)
In the tapered winding, as explained with reference
to Fig. 7(b), the length of wire is found to be twice as

great for the same middle pitch of winding. This length
is

T 2a
l=—27ra— = 27%?%/c (38)
2 c
¢ = 2n%a?/I. (39)
Substituting in (33),
L2 B3 )
T 9 e 1+ 2/km

To determine the condition for resonance, eliminate
E and I from (34) and (37), then express w in terms of
\, and finally substitute for L from (40):

La
(2+ k) (41)
poA?

3 T
1 ? Lw?eo 7 a2 + k,) = 3°

; A /‘/ 1+ 2/km

2 1+ k/2
This shows that a coiled length of wire is self-resonant
at a frequency such that its length is about } wave-
length, which is the well-known rule for a straight wire.
An ideal self-resonant spherical coil is conceived to be
one having no energy stored inside (k,=0, kmn= =). Its
resonance corresponds exactly to a wire length of %
wavelength. Its external electric and magnetic fields
store equal amounts of energy in the same pattern so
they radiate equal amounts of power. They combine to

radiate a wave that is circularly polarized [7].

The radiation power factors of the magnetic and
electric fields, for any core properties, are

A 71/
T4 2k 14 k2

For an air core (k,=k,=1) it appears that the electric
field radiates twice as much power as the magnetic field.
However, if kmk.=4, the two fields radiate equal
amounts of power; this is therefore a general condition
for circular polarization of the radiation. This is realiz-
able, for example, with a dtelectric core such that
ko=4, kn=1.

This same condition is one which causes the coil to
resonate with a half-wavelength of wire, as indicated

(42)

om pe (43)
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by (42). In this type of coil with an air core, resonance
corresponds to [=\/+/2.

In a self-resonant coil having I=\/2, a dimensional
relationship from (38) and (39) is

Ac = 4xn%a? = (67V)2/3 (44)

If such a coil has enough turns to be recognized as a cur-
rent sheet (¢<&2a), its volume is much less than the
radiansphere so its radiation power factor is very small.

XI. EqQuivaLENT SpHERICAL CoIL

Any coil in a certain class has an equivalent spherical
coil that may be specified on a logical basis. This class of
coils includes every coil that has an air core and is
made up of any number of turns wound in the same
direction and located in parallel planes. The simpler
cases include ordinary coils with coaxial circular turns,
such as the helix of one or more layers.

A spherical coil is said to be equivalent to any coil in
this class if it has the same inductance (L) and the same
far field, the latter requiring the same total area of
turns (4). In terms of these two properties, the equiva-
lent spherical coil is formulated from (4) and (28) by
solving for the following dimensions:

(ﬂoA 2)1/3
a =
2L
6L2 1/3
n = .
(1rp02A>

The diameter (2a¢) of this equivalent spherical coil will
always be less than the maximum dimension of the
space occupied by the nonspherical coil.

As an example, we may take the familiar case of a
long solenoid. The equivalent sphere is found to be one
that has a volume slightly greater than % of that of the
solenoid. Therefore its diameter is greater than the
solenoid diameter but much less than the solenoid
length.

The equivalent spherical coil, as specified, has the
same radiation power factor when regarded as a small
antenna. In the case of two coils coupled in either co-
axial or coplanar relationship, at a distance much

greater than their radii, the two equivalent spherical
coils have the same coefficient of coupling.

(45)

(46)

XII. CoNncLUSION

The spherical coil is an interesting idealized inductor
whose properties can be expressed exactly by remark-
ably simple formulas. Its field configurations are the
simplest conceivable, as are also its formulas for coeffi-
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cient of coupling and power factor of radiation. It is a
basis for computing the shielding effect of a closed con-
ducting shell (nonmagnetic). A special winding yields a

corresponding simple form of self-resonant coil, whose
length of wire is near 3 wavelength at resonance. Re-
ferring to the spherical forms in general, the exact
formulas for various properties yield simple rules that
are approximately applicable to practical inductors

such as short solenoids.

XIII. REFERENCES

[1] Maxwell, J. C. Electricity and Magnetism. New York: Oxford
Uni\)/ersity Press, 3rd ed., Vol. 2, 1892. (Spherical coil, pp. 304-
308.

[2] Wheeler, H. A., and MacDonald, W. A. “Theory and Operation
of Tuned-Radio-Frequency Coupling Systems,” PROCEEDINGS
ofF THE IRE, Vol. 19 (May, 1931), pp. 738-805. (Leakage in-
ductance of 3-coil transformer.)

[3] Wheeler, H. A. “The Properties of Spherical Coils and Objects,”
Hazeltine Electronics Corp., Little Neck, N. Y., Rep. No.
1230W, August 8, 1941.

[4] . “Formulas for the Skin Effect,” PROCEEDINGS OF THE
IRE, Vol. 30 (September, 1942), pp. 412—-424.

[5] Burgess, R. E. “Iron-Cored Loop Receiving Aerial,” Wireless
Engi;teer, Vol. 23 (June, 1946), pp. 172-178. (Spherical coil and
core.

[6] Wheeler, H. A. “Fundamental Limitations of Small Antennas,”
ProceEDINGSs oF THE IRE, Vol. 35 (December, 1947), pp. 1479~
1484. (Radiation power factor.)

[7] . “A Helical Antenna for Circular Polarization,” Pro-
CEEDINGS OF THE [RE, Vol. 35 (December, 1947), pp. 1484-1488.

[8] Chu, L. J. “Physical Limitations of Omnidirectional Antennas,”
Research Laboratory of Electronics, Massachusetts Institute of
Technology, Cambridge, Mass., Tech. Rep. No. 64, May 1, 1948.
(Radiation Q of space outside of sphere around electric dipole.)

[9] Harnwell, G. P. Principles of Electricity and Electromagnetism.
New York: McGraw-Hill Book Co., Inc., 2nd ed., 1949. (Mutual
inductance between coaxial coils, p. 329.)

[10] Smythe, W. R. Static and Dynamic Electricity. New York:
McGraw-Hill Book Co., Inc., 2nd ed., 1950. (Coils on spherical
forms, pp. 314-315.)

[11] Wait, J. R. “The Magnetic Dipole Antenna Immersed in a Con-
ducting Medium,” PROCEEDINGS OF THE IRE, Vol. 40 (October,
1952), pp. 1951-1952. (In a spherical cavity.)

[12] Wheeler, H. A. “Universal Skin-Effect Chart for Conducting
Materials,” Electronics, Vol. 25 (November, 1952), pp. 152-154.
(Including sea water.)

[13] Wait, J. R. “The Receiving Loop with a Hollow Prolate Sphe-
roidal Core,” Canadian Journal of Technology, Vol. 31 (June,
1953), pp. 132-137. (Ratio of increase of induction by core.)

[14] Wheeler, H. A. “The Radiansphere Around a Small Antenna,”
Wheeler Laboratories, Inc., Great Neck, N. Y., Rep. No. 670,
March 8, 1955. Presented at The Johns Hopkins University,
Baltimore, Md., December 2, 1954. (Radiation power factor of
spherical coil.)

[15] Rumsey, V. H., and Weeks, W. L. “Electrically Small, Ferrite-
Loaded Loop Antennas,” 1956 IRE CoNVENTION RECORD, Part
1, pp. 165-170. (Radiation Q of prolate spheroid.)

[16] Wheeler, H. A. “The Spherical Coil as an Inductor, Shield, or
Antenna,” presented at staff meeting, Wheeler Laboratories,
Inc., Great Neck, N. Y., September 25, 1956.

[17] Cruzan, O. R. “Radiation Properties of a Spherical Ferrite An-
tenna,” Diamond Ordnance Fuze Laboratories, Washington,
D. C., Tech. Rep. No. 387, October 15, 1956. (One-turn loop
around spherical iron core.)

[18] Wheeler, H. A. “Fundamental Limitations of a Small VLF
Antenna for Submarines,” presented at National Bureau of
Standards VLF Symposium, Boulder, Colo., January 23-25,
1957. IRE TRANSACTIONS ON ANTENNAS AND PROPAGATION,
Vol. AP-6 (January, 1958), pp. 123-125.

CTNEET O



1958

PROCEEDINGS OF THE IRE

1603

Error Probabilities for Binary Symmetric Ideal
Reception through Nonselective
Slow Fading and Noise’

G. L. TURINT, MEMBER, IRE

Summary—One of two correlated, equal energy, equiprobable
waveforms is transmitted through a channel during a given time in-
terval. The signal is corrupted in the channel by slowly-varying,
frequency-nonselective fading and by additive, Gaussian noise. On
reception, the corrupted signal is processed by an ideal receiver,
which guesses that the transmitted waveform was the one which it
computes to be a posteriori most probable. Expressions for the prob-
ability of committing an error in making such a guess are derived for
both coherent and noncoherent receivers; these are studied in de-
tail, and some general trends and system design considerations are
noted. In an illustrative example, the results are applied to binary
frequency-shift keyed (FSK) systems with various pulse shapes and
frequency separations.

I. INTRODUCTION

HE problem we consider here is of a restricted
T nature (binary, symmetric system; nonselective, slow

fading); yet, despite this, the results of our analysis
will have fairly wide application to practical systems.
For instance, in an illustrative example, we use a special
case of one of the results to determine the effects of
pulse shape and frequency separation on the perform-
ance of an FSK teletype system working through a
scatter-propagation link.

A block diagram of the communication system stud-
ied is shown in Fig. 1. We postpone a detailed descrip-
tion of the various blocks until the next section; a brief
description will suffice to give a statement of the problem.

At the transmitter, a choice is made between two
narrow-band signals, £(¢) and £(f), and one is trans-
mitted into the channel. We assume that both signals
are zero outside of some time interval, say 0<t<T.
Within this interval, however, the waveshapes of the
signals are essentially arbitrary: they may be simple
sine wave pulses of different frequencies, or they may be
of considerable complexity. The two signals may be
uncorrelated or they may be highly correlated. In fact,
the only restrictions we place on the signals, aside from
requiring finite time durations, are that they have
equal probabilities of transmittal, and that they have
the same energy. These are the requirements of sym-
metry, for it turns out that when they are satisfied,

* Original manuscript received by the IRE, December 30, 1957;
revised manuscript received, March 6, 1958. This paper is based
heavily on previous work done by the author at Lincoln Lab.,
and at the Dept. of Elec. Eng., Mass. Inst. Tech., Cambridge, Mass.,
with the joint support of the U. S. Army, Navy, and Air Froce.
The new results presented here were obtained at Hughes Aircraft
Co., Culver City, Calif., and were supported in small part by the
U. S. Air Force.

t Hughes Res. Labs., Culver City, Calif.
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Fig. 1—The system under consideration.

the probability of mistaking signal 1 for signal 2 at the
receiver is the same as that of mistaking signal 2 for
signal 1.

The transmitted signal first passes through a linear
medium which fades in a frequency-nonselective way.
That is to say, the whole band of frequencies occupied
by the two signals is acted on uniformly by the medium;
there is no possibility of simultaneous constructive
interference at one frequency and destructive inter-
ference at another. Put another way, if there is more
than one transmission path, the difference of delays
of any pair of paths must be much less than the recipro-
cal of the width of the band of frequencies occupied by
the signals.

The amount of fading at any instant is, of course, a
random quantity. It is assumed, however, that it does
not vary appreciably for the duration of the transmitted
signal, and this is what we mean by slow fading.

After passing through the fading medium, the trans-
mitted signal is further perturbed by additive noise,
which we assume is white, stationary, Gaussian, and
statistically independent of the fading medium. The
resultant signal we call {(#); it is the received signal.

The task of the receiver, which has available replicas
of the two possible transmitted waveforms but does
not know which was actually sent, is to guess, with mini-
mum probability of error, which signal was trans-
mitted. (We shall call a receiver which does this an
ideal receiver.) It does this by operating on {(2),
and it can be shown! that this operation consists
of computing the a posteriori probabilities, Pr[£/{]
and Pr|&/¢], of the two signals, and choosing the one
with the larger probability. That is, the receiver always

i D. Van Meter and D. Middleton, “Modern approaches to re-
ception in communication theory,” IRE TRANS. ON INFORMATION
THEORY, PGIT-4, pp. 119-145, sections 3.1and 3.2; September, 1954.
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guesses that the transmitted signal was the one which
seems most probable on the basis of analysis of the
received waveform.

We are mainly concerned with the evaluation of the
probability of committing an error in making such a
guess. In fact, the principal new result of this paper
is (16), which is a general expression for this proba-
bility of error. The expression differs from previous
results in that a broader class of fading phenomena
(which includes, as extremes, the nonfading case and
the Rayleigh-fading case) is postulated, and nonzero
correlation between the two signals is allowed. The
expression of course reduces to previous results in
special cases, and these special cases will be pointed
out.

A second goal we set is that of studying the general
error probability expression in the hopes of extracting
from it general trends and design rules. We shall, for
example, find that the incidence even of what is nor-
mally only a moderate amount of fading markedly
deteriorates the performance of the system and also
makes inadvisable the use of such techniques as co-
herent reception and negative correlation between the
two signals.

II. DETAILED MODEL OF SYSTEM

Let us now, having stated the problem, go back and
consider the various blocks in Fig. 1 in more detail.

A. The Signals

We have assumed that the two signals are narrow-
band waveforms which are zero outside the interval
0<t<T. A representation of these signals which is
most convenient for our purposes is the complex repre-
sentation described by Woodward.? We represent the
two signals as products of complex low-pass modulation
waveforms and cisoidal carriers:

El(t) = x,(t)ei? /ot
£2() = ma(t)ei?r/ot (D

where fo is a suitably defined carrier frequency. It is
the real parts ot the representations in (1) which cor-
respond to the actual physical signals; these real parts
are in the form of a more familiar representation of
narrow-band signals:?

Ea(t)

Em(t) cos 2mfol — Zn(l) sin 2wfot
Zm(2)
En(t)

| 2a(?) | cos(27rfot+tan—1 )(m=1,2) (2)

2 P. M. Woodward, “Probability and Information Theory, with
Applications to Radar,” McGraw-Hill Book Co., Inc., New York,
N. Y.; 1953.

3 S, O. Rice, “Mathematical analysis of random noise,” Bell Sys.
Tech. J., vol. 23, pp. 282-333; July, 1944, and vol. 24, pp. 46-157,
January, 1945. [See section 3.7.] This paper also appears in “Selected
Papers on Noise and Stochastic Processes,” ed. N. Wax, Dover
Publications, Inc., New York, N. Y.; 1954,
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where we have used “~” to denote “real part of” and
“~» to denote “imaginary part of.” Note that the com-
plex modulation waveforms, xm(t), contain both am-
plitude and phase modulations of the carrier in the
form of lxm(t)| and tan~!%,(t)/&.(¢), respectively. For
an FSK system, as an example,

m(t) = A(t)eisre,
xa(t) = A(einare, ©)

where A(¢) is some (real) pulse envelope waveform
and Af is the frequency separation of the “mark” and
“space” channels.

The energies of the two signals are assumed equal
and may be related to the complex representations of

(1) by?
1 T i T
E=;fo Izl(z>ldt=7fo RO @

An important quantity which relates the two signals
is the complex correlation coefficient. We define it as

1 r 1 T
A= oY fo §*(DE()dt = OG fo x*(Dxz()dt.  (5)

The real part of this, 2, is the value of the normalized
cross-correlation function of the signals at the origin.!
The magnitude, |\, is the value of the envelope of this
function at the origin.* It is easily shown by means of
the Schwarz inequality that |A| <1.

\ is a key parameter in the expressions for error prob-
ability which we shall derive; it describes the amount of
“sameness” of the signals, 7.e., the difficulty the receiver
has in telling them apart. For example, for the FSK
signals described by (3), we have from (4) and (5):

T
f A2(Hei2martqy
0
Arsg = . (6

f TA2(t)dt

The cross-correlation coefficient is thus directly related
to the frequency separation of the “mark” and “space”
channels; for Af=0 we have A =1, the case of indistin-
guishable signals.

B. The Fading Medium

The model for the fading medium perhaps can be de-
scribed best by indicating what happens to a signal
which passes through it. Suppose £n(f) =xn(f)e?! is
transmitted. The output of the fading model we are
considering may then be represented as

1m(t) = azn(t — 7)eiC2e0t=0), )

That is, the fading medium comprises a frequency non-
selective path which is characterized by three quanti-
ties: a, the strength; r, the modulation delay; and 6, the

4 Cf. Appendix I, letting v =0,
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Fig. 2—Relationships among strengths and phase shifts
of the fading medium.

carrier phase shift.® These quantities are random, and
must therefore be described in terms of probability
density distributions. Since we have assumed slow
fading, a, 8, and 7 do not change appreciably during the
transmission interval. Hence, the first-order joint den-
sity distribution, pr[a, 6, 7], of the three path parame-
ters will suffice to describe the fading medium.®

We assume here that 7 is known to the receiver, either
a priori or as a result of measurements.” Then, assum-
ing that a and 6 are statistically independent of 7, only
the distribution pr[a, 6] is necessary to complete the
description of the medium.

We further assume that the transmission path is
composed of a fixed component and a random compo-
nent, so that (7) may be written as

() = xm(t — 7)[aei® + seie]ei?Iot;

)

a and & are the strength and phase shift of the fixed com-
ponent, respectively, while s and e are the same quanti-
ties for the random component. The relationships among
the quantities , 8, s, €, a, and 8 are depicted vectorially
in Fig. 2.

For the joint density distribution of s and e we postu-
late:

e[ -55) o2z ad
—exp| —— .
pr[s, €] = {2ra? 20? 0<e<L 2n (9)

0 elsewhere

s Considering the modulation delay and carrier phase shift of the
path as independent entities is a convenient device and is, moreover,
justifiable on a physical basis: most nonselective transmission paths
(e.g., nonselective scatter paths) which fluctuate randomly do so
because of the alternate constructive and destructive interference
of a large number of “subpaths” whose delays differ from one an-
other by amounts which are small compared to the reciprocal of the
transmission bandwidth. As far as the modulation is concerned, all
of these subpaths have very nearly the same delay; this delay we
call . As far as the carrier is concerned, however, the subpaths have
delays which are greatly different. Thus, small fluctuations in the
subpath delays will not noticeably affect the modulation delay, but
may greatly change the carrier phase. Therefore, we may speak of
changes in 8 for a “fixed” . For further discussion of this point, see
footnotes 15 and 16.

¢ Fast fading has been considered in a special case (no fixed com-
ponent) by R. Price, “Optimum detection of random signals in
noise, with application to scatter-multipath communication,” IRE
TRANS. ON INFORMATION THEORY, vol. IT-2, pp. 125-135; December,
1956. Part 11 of Price’s paper, to be published, contains error prob-
ability analyses of the ideal receiver in this special case. Also see R.
Price and P. E. Green, Jr., “A communication technique for multi-
path channels,” Proc. IRE, vol. 46, pp. 555-570; March, 1958.

7 G. L. Turin, “On the estimation in the presence of noise of the
impulse response of a random, linear filter,” IRE Trans. oN IN-
FORMATION THEORY, vol. IT-3, pp. 5-10; March, 1957.
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That is, s and € are independent quantities, the first
being Rayleigh distributed with mean-square 2¢?%, and
the second uniformly distributed over the interval
(0, 27). It is easily shown?® that the joint distribution of
the length and angle of the sum of the fixed vector
(e, 8) and the random vector (s, €) described by (9) is

a I: a2+a2—2aacos(0—6):|
exp| —

2wa? 2q2
prla, 6] = 0<a< ™ (10)
{0 <6-35< 21r} '
0 elsewhere

The marginal distribution of the strength a, obtained
by integrating (10) over 6, is given by

a 2 + 2
prle] = {—exp [—“——a] Io(ﬂ> 0<a< w,
a? 202 a?

0 a<0

(11)

where I is the zeroth-order modified Bessel function of
the first kind. Rice® gives (normalized) curves of this dis-
tribution with parameter ¥ =a/o; these curves are re-
produced in Fig. 3. Curves of the marginal distribution
pr[0], given by Middleton,® are reproduced with modi-
fications?® in Fig. 4. As is to be expected, the smaller the
random component of the transmission path is com-
pared to the fixed component (¢—0), the more sharply
the ¢ and 8 distributions cluster around the values « and
8, respectively.

The joint distribution of (10) appears to be a good
description of many “single”-path!® propagation con-
ditions which are encountered. For ionospheric radio
links above the muf!! and for tropospheric radio links,!?
experimental results indicate that the fading is Rayleigh
distributed and quasi-stationary for time intervals of
the order of minutes; this corresponds to letting =0
in (10), and considering that ¢ changes slowly over
many minutes (very much longer than the transmission
interval, T). For ionospheric radio links below the muf
there is evidence that both fixed and random compo-
nents are present (a0, o0),1%14 although the physi-

8 S. O. Rice, 0p. cit., sec. 3.10.

¢ D. Middleton, “Some general results in the theory of noise
through non-linear devices,” Quart. Appl. Math., vol. 5, pp. 445-498;
Fig. 4(a); January, 1948. L. A. Rondinelli has called the author’s
attention to inaccuracies in Middleton’s curves; these have been
corrected in Fig. 4.

10 However, a single path may caonsist of many subpaths (see
footnote 5); hence, the quotation marks.

1 R, A. Silverman and M. Balser, “Statistics of electromagnetic
radiation scattered by a turbulent medium,” Phys. Rev., vol. 96,
pp. 560-563; November, 1954.

13 K, Bullington, W. J. Inkster, ard A. L. Durkee, “Results of
propagation tests at 505 mc and 4090 mc on beyond-horizon paths,”
Proc. IRE, vol. 43, pp. 1306-1316; October, 1955.

13 R, W. E. McNicol, “The fading of radio waves on medium and
high frequencies,” Proc. IEE, vol. 96, pt. 3, pp. 517-524; Novem-
ber, 1949. Also see D. G. Brennan and M. L. Phillips, “Phase and
Amplitude Variability in Medium-Frequency lonospheric Trans-
mission,” M.LT., Lincoln Lab., Lexington, Mass., Tech. Rep. 93;
September 16, 1957.

14 R, Price, “The autocorrelogram of a complete carrier wave
received over the ionosphere at oblique incidence,” Proc. IRE, vol.
45, pp. 879-880; June, 1957.
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cal nature of these is not completely clear at present;
the two components are often called, respectively, the
specular and the scatter components.

The three parameters, «, ¢, and é§ of the distribution
(10) have useful interpretations. « is the strength of the
fixed component and +/2¢ is the rms strength of the
random component; if average power P is transmitted,
the received average power is (a?42¢?)P.2 We define
the ratioy =a/e;v?is thus twice the ratio of the average
power received via the fixed component to the average
power received via the random component. 6 is the mean
or expected phase shift of the path.

C. The Additive Noise

We assume that the additive noise is Gaussian, sta-
tistically stationary, independent of the fading medium,
and has a flat (single-ended) power density, No (watts
/cps), at least over the transmission bandwidth.

D. The Receiver

It is assumed that the receiver has a knowledge of the
time base and, in the coherent case considered below, of
the phase base of the transmitter. In previous work?®-18

15 G, L. Turin, “Communication through noisy, random-multi-
path channels,” 1956 IRE NaTioNAL CONVENTION RECORD, pt. 4, pp.
154-166; March, 1956.

8 G. L. Turin, “Communication Through Noisy, Random-
Multipath Channels,” M.L.T., Lincoln Lab., Lexington, Mass.,
Tech. Rep. 116; May 14, 1956. This is a more detailed report than
footnote 15.
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it was shown that the basic operation performed by the
ideal receiver in computing the a posteriori probabilities,
Prl£/¢] and Pr[g/¢] is that of cross-correlation of the
received signal with the stored replicas of each of the
two transmitted signals. In complex notation, the basic
cross-correlation functions are

1
0 fg O En(t — u)dt

(m=1,2)

Pm(u)

= rm(u) e—jzl'fo“

(12)

where {(f) =z(t)e*/ot is the complex representation of
the received signal, the asterisk denotes “complex con-
jugate,” and the integral is taken over all intervals of
nonzero integrand. Note that p,(u) is, like &(¢) and
£(¢) of (1), a product of a complex low-pass modulation
function,
1

rm(u) = 7[ Z*(Dxa(l — u)dt, (13)
and a cisoidal carrier of frequency fo. That is, p.(%) is
an amplitude and phase modulated waveform with
carrier frequency fo. It can be shown,!” using the usual
narrow-band approximations, that the real part of
pm(#) is the cross-correlation function of the physical sig-
nals, ¢ (¢) and £n(f), and the magnitude of p.(%) is the

envelope of this physical cross-correlation function.
That is,

Pm() = Re {rn(u)eizfe} = f t(OE(t — w)dt (14a)
and
[om@| = 1| = emo| [ EO8C—wai]. am)

In the previous work just referred to, it is shown that
for the binary, symmetric, “single”-path case we are
considering, the ideal receiver decides whether Pr[£/¢]
or Prl&/t] is the larger by performing the following
operations.

1) Coherent Receiver: When the mean path phase, 8, is
known to the receiver, it makes its decision according
as!®

| ra() |2 + a Re {ra(r)e )

No (15)

is larger for m=1 or m=2. Notice from (14b) that the
first term of (15) contains the envelope of the cross-

17 See Appendix 1.
18 See (34) of footnote 15, in which let L=1, E;=E; and then
note that An is @ monotone increasing function of

oy’ .
— | gm |* + 21 Re [gme®].
No

Identify oy, a1, 8 and gm: with o, @, 8, and 2r,(7) of the present paper.
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correlation of the received signal and the mth stored
signal, evaluated at delay 7. Similarly, by comparison
with (14a), one can identify the factor Re{r,,.(f)e"“} of
the second term of (15) as the cross correlation of the
received signal and the mth stored signal, evaluated at
modulation delay 7, in phase 8.1 Several methods of
actually obtaining these quantities are reviewed in
Appendix II.

Note from (15) that in addition to knowing 8, the
coherent receiver generally must know the channel-
parameter ratio ¢%/aN,.

2) Noncoherent Receiver: If the receiver does not know
the value of & (or equivalently does not know the trans-
mitter phase), it makes its decision on the basis of sam-
ples of cross-correlation envelopes alone. That is, it de-
cides that signal 1 or signal 2 has been sent according as
Ir,,,(r)| is greater for m=1 or m =2.2% Note that in addi-
tion to not knowing 8, a noncoherent receiver need not
know ¢2/aN, either, in order to make a decision; this is
a great practical advantage over a coherent receiver,
which must know both quantities.

III. PROBABILITY OF ERROR

We are now in a position to derive expressions for the
probability that the receiver makes an error in its de-
cision. The details of the derivations are left to the
Appendices; here we merely set down the expressions
and special cases of these, and then consider an illus-
trative application to a practical system.

The generic form of the probability of error, P,, for
both the coherent and noncoherent cases, is:?!

P, = Q(ac, bc)

1[1+
2

where we have

pV1— |22

Vi_a|A ];] e (01 o(abe),  (16)
—u

Q(x, v) =f e~ () dl, an
v
B
= — 18
K 542 (18)
B 202E o« (19)
= Vo ’ Y = ’

and A is given by (5). The Q-function, Q(x, v), has been
tabulated by Marcum.?? The quantities a, 5, and ¢ of
(16) differ for the coherent and noncoherent cases.

1 Again we make use of the vast difference in the period of the
highest modulation frequency in £.(f) [and hence in pn(#)] and the
carrier period to justify speaking of any carrier phase of pm (%) for a
given modulation delay.

20 See (26) of footnote 15 in which let L=1, E, =E,, and then note
that A’ is a monotone increasing function of |gmi].

2 Note that the a in (16) is not the same as that in (7).

2 J. 1., Marcum, “Table of Q@ Functions,” Rand Corp., Santa
Monica, Calif., Rep. RM-339; January 1, 1950. Machine computa-
tion using a series representation for Q was used in the present paper,
however.
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A. Coherent Receiver
IFor this case we have?3
Vi—[alr
= — #—.- _'—‘l_l‘ 3 (20)
V1 — pz| A2
Vi— |A[r
M |
b = 21
V1= @Al (21)
By [B(1 — [A]5) + 2(1 — A
@ = 1/?7 [E(_ __l_l_)j__(_)]_ . (22)
468°(1 — | ]3)

Two special cases of interest are worth noting. The
first is for ¢ =0(y = = ), or a fixed path of known phase.
Here =0 and x =0, while

202E o 20t

No o N,

gy =

stays nonzero and finite. In order to evaluate P, in this
case, we note the following asymptotic expressions:

To(x) ~ — for large =, (23)
X
(. 7) 1[1 f(y—x):lf 1 dy (24)
~S —— —_— r — - A
Q(x, ¥y 5 e Vi orlarge xand y,
where
(@ == [ era (25)
erf (2) = —= | e *dl. 5
Vrd
Hence for ¢—0,
1 b— a)c 1 eGaes2
P.N—I:l—erf {( _a)-}_l——T (26)
2 V2 2 2 A27abe
But for ¢—0,
/Br(1 =3
(b — a)c — 1 S and ¢— =, (27)
So, finally,
1 2B — 1)
P, = —[1 — erf( - 4—>]. (28)
2 2N,

This result agrees with previously derived expressions.?

The other special case of interest is that for
a=0(y=0), or Rayleigh-distributed fading [see (10)
with @=0]. Here the criteria for coherent and non-
coherent detection become the same, i.e., a comparison
of correlation envelopes. Putting ¢=0 in (16) and noting
that Q(x, 0) =1, we have for this case

2 See Appendix III.

# C. W. Helstrom, “The resolution of signals in white, Gaussian
noise,” Proc. IRE, vol. 43, pp. 1111-1118, eq. (60); September, 1955.

% C. W. Helstrom, op. cit., (13). Also see (55) of footnote 15.
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iw]

= 29
\/l—p,zl)\l2 &

1
P,=—|:1—
2

This agrees with a previously given result.?

The difference of the performances with increasing
signal-to-noise ratio of the two special cases of the ideal
coherent receiver considered above is striking. Consider

(28) as we let the ratio E/N,, increase to large values.
Then?

1 . ~
__ ga’E(-N)/2N,

[

Py~ (30)

Thus, when o0=0, P, decreases approximately expo-
nentially with E/N, for large E/Nj,.

Now, as a comparison, let us consider the behavior of
P, for large E/Nqy when a=0. Using (18), let us first re-
write (29) as

_VI+K-1

P, —
2v/14+ K

) 31)

8 See (57) and (58) of footnote 15. For the special case of x| =0,
also see M. Masonson, “Binary transmission through noise and fad-
ing,” 1957 IRE NaTioNaL CONVENTION RECORD, pt. 2, pp. 69-82,
(20), in which identify Masonson's 2u with 8 of the present paper.

27 W. Magnus and F. Oberhettinger, “Formulas and Theorems
for the Functions of Mathematical Physics,” Cheslea Publishing
Co., New York, N. Y., p. 96; 1954,

—_-\<o
x>0
002
AR
0.01 AR \
o AR
0005 AN
0.002 \
A
0,001 \
\=%095 \\\\
0.0005 +o09
to,ej\
tOSN\
00002 o4
0
1 A\
o000t i ; 10 2 ; |ozlz ; 102 5 102 5 10°
£ aP+20%E
Mo No
(b)
where
4B + 1
_ 4B+ -
g1 — |A[?
As (E/Ny)— », we have B— «, and
4
Ko— " .
8L — | A ]y
Further,
1 1
P,—»—K— = (33)
B(L — [X[»  22E(1 — | A[Y)
Ny

Thus, for a=0, P, decreases only inversely with E/N,
for large E/N,o. This is a far cry from the exponential
behavior shown by (30) for the fixed-path case!

P, is shown in Fig. 5 as a function of

Eww (o + 209)E
No Ny

which, as we have seen, is the ratio of the average
received energy to the noise power density.?® Three

28 The quantity E../N, is related to the average received signal-
to-noise power ratio in the band of either signal in the following way.
Let B,, be the noise bandwidth of the mth signal (m=1, 2), or equiv-
alently of its matched filter (see Appendix I%); then B, Ny = N, is
the noise power in the mth band. E,,/T =P, is the average power
of the received signal. Thus, Pav/Nm=(1/BnT) (Eaw/No) 1s the
average received signal-to-noise power ratio in the mth band when
signal m is transmitted.
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sets of curves are given: y =0(a=0), v =2(a=20), and
¥=®(¢=0). The family parameter in the first set is
|)\| ; » does not appear explicitly [¢f. (29)]. In the second
set, we let A=0 since it can be shown?® that this value
minimizes P, with respect to X; hence, for y=2 we set
IN|2=X2 The parameter of the third set is X, since X
does not appear in (28).

We have seen how greatly deteriorated the large-
Eu/No performance of a Rayleigh-fading channel
(y=0) is, compared to that of a nonfading channel; this
is well illustrated in Fig. 5(a). Note from Fig. 5(b) that
the deterioration is almost as bad for the case y=2.
Since r=2 apparently does not correspond to an ab-
normally large amount of fading in actual physical
cases when both fixed and random path components are
present (e.g., in below-the-muf ionospheric transmis-
sion’®), we may state as a rough general conclusion that
the incidence of fading is accompanied by markedly
deteriorated performance; that is, in those physical
situations where fading is generally encountered, we
may expect relatively high error rates. This conclu-
sion is not so surprising when one considers the cata-
strophic effect of deep fades on the error probability. In
a deep fade, the signal for all practical purposes dis-
appears, so that the error probability in this condition
is near 1/2. Thus, even if such deep fades are fairly
improbable, the contribution of deep-fade errors to the
over-all error probability still may well be considerable,
and cause a very much larger error probability than if,
as in the nonfading case, deep fades did not exist at all.

Note from Fig. 5 that for y= o, A= —1 yields the
minimum value of P, for all signal-to-noise ratios. Now,
A= —1 obtains when & (f) = —£(f) [see (4) and (5)],
that is, when the two signals are the same except for a
180° difference in carrier phase. Thus, as we should ex-
pect for a coherent receiver and a fixed path, we can
make use of phase differences between the signals in the
reception process.

At the opposite extreme, when ¥ =0, A =0 is optimum
for all E/N,. In this case, the phase is completely ran-
domized by the fading medium, so phase relationships
between the two signals cannot be exploited in the re-
ception process; uncorrelated signals are best.

For intermediate values of ¥ the optimum value of \
is a function of signal-to-noise ratio. In general [see,
e.g., Fig. 5(b)], Xope=—1 for small E,,/N, (roughly,
when noise is the more important of the two channel
disturbances), while Aops =0 for large E../N, (roughly,
when fading is the more important disturbance). There
is a transition region for which 0 <Ap < —1.

Note, however, that even for y=2, the optimum
value of X is essentially zero in the region of interest,
P,<0.01. Now, for ionospheric and tropospheric scatter
transmission (y =0), the fading is of course always more
severe than that for y=2. For below-the-muf iono-
spheric transmission, as we have noted, empirical data??

2 See chapter V of footnote 16.
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indicate that fading is usually more severe than that
for y =2. We are thus led to the following loose gener-
alization: when fading does exist, uncorrelated signals
are normally optimum in the operating region of inter-
est. In this case, the phase coherence of the fixed com-
ponent, even when dominant, cannot be exploited by
making X negative; in particular, setting A = —1 would
be almost as bad as setting A=+41 (for which P,=%).

B. Noncoherent Receiver

For this case we have??

V(A= A1) = e[
= 4/ - YO-ABA—wp
1—;1.|)\l2
_ V= A = w2 A ]
5—1/1 , (35
+ T a[A (33)
21— p| A
¢ = 1/&.___’4 I (36)
21— 2|22

Note that here a2+52=2.

Again the two special cases 5 =0 and o =0 of interest.
For the first of these, i.e., for a fixed path and phase-
noncoherent receiver, P, reduces to

P, = Q(V%—(I—VI— |}\|T)’

1/377’(1+\/1——IXI2>)

- % PRGN <BT‘Y2 | A |)

37

This expression checks with one derived by Helstrom.
On letting (E/No¢)— in (37), and using (24) and the
asymptotic expression for erf(x), it is easy to show that
for a noncoherent receiver, as for a coherent receiver,
P, drops off approximately exponentially with increas-
ing E/N, for ¢ =0.

When a=0, the noncoherent receiver and the co-
herent receiver are identical, and as we should expect,
P, reduces to the coherent-receiver expression for the
a=0 case, (29).

Another special case of interest is that for |\| =0.
In this limit, we have a=0, b=+/2, and ¢=+/uv¥/2.
Since Q(0, ) =¢ V12, then,

e B2+

(38)

¢

T B+ 2

This checks with a previous result.3?

3 See Appendix IV.
# C. W. Helstrom, op. cit., (37). Note that Helstrom uses the
symbol ) in two senses: in reference to a coherent receiver, it stands

for our A; in reference to a noncoherént receiver, it stands for our|Al.
2 See (36) of footnote 15.
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Families of curves of P, for noncoherent reception for
¥=0,v=2,and y= « are given in Fig. 6, with |)\| as a
parameter in each family. Note that |\| =0 (uncorre-
lated signals) is optimum for all v and all E/N,. A com-
parison of Fig. 6 with Fig. 5 will show that for each ¥
the curves of P, for the coherent and noncoherent cases
are approximately coincident for large E,,/No, with the
approximation getting better for large I)\|

For comparison purposes, various curves from Fig. §
and Fig. 6 are replotted in Fig. 7. Inspection of Fig. 7
reveals a generalization which is corollary to our previ-
ous generalization about A.p:: when fading does exist,
normally little is gained by the use of a coherent re-
ceiver (see curves 1, 2, and 3 in Fig. 7). Of course, for a
a fixed path, the use of a coherent receiver can result
in up to a 4-db improvement over a noncoherent re-
ceiver (see curves 4, 5, and 6 in Fig. 7). But the per-
formance of a noncoherent receiver for vy = « is already
so excellent that the extra power advantage may not be
needed.

One is led, on the basis of our discussions of Fig. 5-
Fig. 7, to the practical conclusion that a system which
is to operate through botk fixed and nonselectively fading
paths will be essentially optimal if it is designed to use
uncorrelated signals and noncoherent reception ex-
clusively. The use of noncoherent reception also has the
benefit, as seen, of obviating the need for knowledge of
the channel parameters é and o2/aN, at the receiver.
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1V. AN EXAMPLE

To illustrate the application of the previous results
to a practical system, we consider the FSK system char-
acterized by the modulation waveforms of (3). These
waveforms are sinc wave pulses, both having the pulse
shape 4(¢), but one having carrier frequency fo—(Af/2)
and the other having carrier frequency fo+(Af/2). The
complex correlation coefficient of these waveforms is
given by (6). We shall consider only the noncoherent
case, so we require only |\|. We now derive expressions
for the functional dependence of |)\| on the frequency
separation, Af, for some particular pulse shapes.

A. Rectangular Pulses

For a rectangular pulse, 4(¢) is

1 0<t<T
a0 = 4
0 elsewhere, (39)
|A| is then, from (6),
sin TAfT
A = _T—f' (40)
T AfT
B. Gaussian Pulses
Here we take
g’ (=TI2) 0<t<T
A0 - 4 (41)
0 elsewhere.

If a sufficient amount of the tails of the Gaussian pulse
are included in the interval (0, T), i.e., if say (e*T%/4) >3,
then the limits on the integrals in (6) and the tails of
A(t) may for approximate computational purposes be
extended to (— », «), and |)\| is easily evaluated as

(42)

Here W=0.375a is the half-power bandwidth of the
spectrum of the infinitely extended Gaussian pulse, and
very nearly the half-power bandwidth of the finite dura-
tion pulse.

| )\| = g0-692(AS/W)?,

C. Exponential Pulses

Now we consider

€ 0<:<rT
a0 = 4
0 elsewhere.

—~xW e

(43)

Again, if a sufficient amount of the tail of A(¢) is in-
cluded in (0, T)[WT>1, say] then we may infinitely
extend the limits in (6) and the right tail of A(f) to
obtain as a good approximation

1

W is very nearly the half-power bandwidth of the spec-
trum of A(z).

A = - (44)

D. Rectangular Spectra
Finally let us evaluate |A| for an 4(¢) of the form
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sin #W( — T/2)
W — T/2)

0 elsewhere

0<:<T/2

A(f) = (45)

If (WT/2)>3, say, we may again extend the limits on
the integrals of (6) and the tails of A(¢), and write

_Y

IN| = w
0 Af > W.

Af < W )

The two signals, E.(t) and %.(t), have very nearly rec-
tangular spectra of bandwidth W centered on fo— (Af/2)
and fo+(Af/2), respectively. The spectra become more
and more rectangular as TW-» .

The four correlation coefficients derived above are
plotted as functions of Af in Fig. 8. Using these curves in
conjunction with the curves of Fig. 5 and Fig. 6 one may
answer such questions as, “How much must transmitter
power be increased in order to keep the same error rate
for a given reduction in frequency separation (or over-
all bandwidth)?” For example, consider a system which
operates through a scatter-propagation link (y=0).
From Fig. 5 or Fig. 6 and Fig. 8 one can plot the re-
quired E./N, as a function of frequency separation for
any given value of P,. This is done in Fig. 9 for P,=0.01,
where the reference value (0 db) of E,./N, is that for
|)\| =0 (Af= «). From this figure we note, for instance,
that in the case of rectangular spectra a change from
adjacent but nonoverlapping bands (Af/W=1) to
bands which overlap each other by 50 per cent (Af/W
=1), requires a 1.2 db increase in transmitter power to
maintain a 1 per cent error probability; that is, a 25 per
cent reduction in over-all bandwidth in this case re-
quires a 30 per cent increase in power.

We may also compare the performances of systems
with different pulse shapes. Suppose, for example, we
wish to compare two FSK svstems which are to work
through a scatter link: one with rectangular pulses, the
other with Gaussian pulses. For a fair comparison we
assume equal time durations of the different pulses, so
as to have equal information rates. That is, letting the
Gaussian pulse duration, T,, extend to say the 5 per
cent points on the tails (a?T,2/4=3 in (41)), and
equating T, to the duration of the rectangular pulse, T+,
we get

1

In terms of the half-power bandwidths of the pulses

0.88
W, = —,

W, = 0.375q,
T,

we have

W, =~ 1.47TW,. (48)

We also equate the energies (and, hence, average
powers) of the two types of pulses [¢f. (4)]:
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Fig. 8—The magnitude, ||, of FSK correlation coefficients for several
pulse shapes. 1) Exponential pulses: half-power bandwidth, W.
2) Gaussian pulses: half-power bandwidth, W. 3) Rectangular
pulses: duration, T. 4) Rectangular spectra: bandwidth, W.

POWER RATIO, db

Af/W OR AfT

Fig. 9—The effect of FSK frequency separation, Af, on power required
for one per cent error probability, =0 (0 db corresponds to
Af = =). 1) Exponential pulses: half-powerbandwidth, W.2) Gaus-
stan pulses: half-power bandwidth, W. 3) Rectangular pulses:
duration, T. 4) Rectangular spectra: bandwidth, W.

1 Tl 1 T2

—f ket dp = —f dt.

2J 1, 2J 7,02
Here k is the height of the peak of the Gaussian pulse
relative to that of the rectangular pulse. Using the ap-
proximation of extending the limits of the left-hand in-
tegral to (— «, «), and using (47), we get k2=2.76;
that is, 2.76 times as much peak power must be used in
the Gaussian case for the same average power. This
situation is depicted in Fig. 10.

Now suppose that at the receiver 2¢2E/Ny=130,* and
we require P,<0.01. From the vy =0 curves of Fig. 5 and
Fig. 6 we have then the requirement |)\| <0.5. Choosing
|)\| =0.5, we have from Fig. 8: Af,=WW, and

(49)

3 This corresponds to an average received signal-to-noise power
ratio of about 21 db per band for rectangular pulses and about 20
db per band for Gaussian pulses. (See footnote 28.)
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Fig. 10—The “equivalent” Gaussian and rectangular pulses
of the example in the text.

0.6
Af, =

r

= 0.682 W,.

If we define the over-all bandwidth of each system as the
difference between the upper half-power frequency of
the upper band and the lower half-power frequency of
the lower band, we have the over-all bandwidths

Woo = 2W
[{] [ } , (50)
W,, = 1.682W,
so, from (48),
Wi =2 1.75W,,. (51)

That is, under the conditions described above, the
penalties attached to using the Gaussian pulse shape of
Fig. 10 instead of the rectangular pulse shape are 4.4
db greater peak power and 75 per cent greater over-all
half-power bandwidth.

AprPENDIX I. THE CoMPLEX CORRELATION
FuncTtioN

Suppose we have two narrow-band complex transient
waveforms u(f) =m(t)ei?*0! and »(f) =n(t)es?*/ot, Their
complex cross-correlation function is defined as

1
Vo) = — f WOt — 1)t (52)

where the integration is over all intervals of nonzero
integrand. The real part of Y/(7) is

~ 1.
o) = [ 6wse—» + 5036 - a9

in which
a(t) = m(t) cos 2mfot — () sin 2xfol
() = m(t) sin 2xfot + m(t) cos 2ufot

(54a)
(54b)

and similar expressions hold for »(¢{) and %({). From

(54a)
~ 1 . 1 7
“(t_a>_m<t_a>sm e

1
+ m (t — ?> Cos 27rfot

0

(59)
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Now, it has been assumed that u(¢) represents a narrow-
band waveform. This implies that m(¢f) remains essen-
tially constant over many cycles of carrier, so we may

write
1
m <l — 4—fo—) = m(t),

and hence from (55) and 54(b)

a(e-5o) = 0. (56)
Similarly
i<t - Flo) = p(f). (57)

Using (56) and (57) in (53), we notice that the integrals
of both terms on the right are equal, so

¥ = [ a6 - da (58)

That is, the real part of ¥/(7) is the cross-correlation func-
tion of physical waveforms 2(¢) and 7(¢).

By inserting expressions for () and 7(¢) in the form
of (54a) in (58) one obtains, after some trigonometric
manipulations and the use of the narrow-band assump-

tion to eliminate integrals of double-frequency terms,
¥(r) = A(r) cos 2nfor + B(r) sin 2xfor, (59)

where

1
A(r) = - f [mtyal — r) + m()a(t — r)]de, (60a)

1
B(r) = 7[ [m()A(t — r) — m(t)a(t — 7)]dt. (60b)

The envelope of ¥(7) is just
VAT T B,

But one can easily show from (52) that

¥ | = V) + P2(r) = VA + B
so we have
o) | = env (). (61)

That is, the magnitude of the complex cross-correlation
function is just the envelope of the physical cross-
correlation function.

AprPENDIX II. CROSS-CORRELATION TECHNIQUES

Here we review methods of obtaining the terms in
(15) by physical operations. In particular, we con-
sider three techniques: multiplication and low-pass filter-
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ing, %" multiplication and band-pass filtering,3” and
matched filtering.’®

A. Multiplication and Low-Pass Filtering

In order to obtain Re[ra(r)e=#], one multiplies the
received signal by the stored replica of the mth trans-
mitted waveform, which has been delayed by such an
amount that its modulation is delayed by 7 (within a
fraction of a carrier period), and its carrier phase is
shifted by 8.3 The multiplier output is fed into a low-
pass short-time integrating filter whose output is then
(¢f. Appendix I):

1 ¢
eo(t) = —E- Ref i'*(t)x,,.(t - T)ei(zr/o:—s)dl’
—T

1 t
— Re {e""f F(Daa(l — r)dt} . (62)
2 T
T, the integrating time of the filter, is taken to be equal

to the duration of £,(f) [and hence x,(¢) ]. Thus, we have
from (62) and (13),

eo(r + T) = Re {rn(r)eit}. (63)

The required quantity is, therefore, the output of the
integrating filter sampled at t=7+4T (where =0 corre-
sponds to the start of the transmission interval3?).

In order to obtain |r.(r)|?, it suffices to obtain
Im {r.(r)e=*}, square it, and add this to the square of
Re{7.(r)e~*} obtained above. To obtain Im {r,,.(-r)e""}
physically, one gives to the delayed replica of £(2), de-
scribed above, an additional phase shift of 90°. This
quadrature waveform is then multiplied by the re-
ceived waveform, the product passed into a low-pass
short-time integrating filter, and the output of the filter
sampled at ¢t=7-+T. This sample value is, by direct
analogy with the previous derivation,

e (r + T) = Re {rn(r)e i@} = Im {r,(r)e=} (64)

which is what we require. The last equality in (64) is
readily proven by expressing both sides in terms of the
real and imaginary parts of 7,(r) and of the exponen-
tials.

uY, W. Lee, T. P. Cheatham, and J. B. Wiesner, “The Applica-
tion of Correlation Functions in the Detection of Small Signals in
Noise,” M.I.T., Cambridge, Mass., Res. Lab. of Electronics, Tech.
Rep. 141; October 13, 1949.

® R. M. Fano, “Signal-to-Noise Ratio in Correlation Detectors,”
M.I.T., Cambridge, Mass., Res. Lab. of Electronics, Tech. Rep. 186,
February 19, 1951.

% \W. B. Davenport, Jr., “Correlator Errors Due to Finite Ob-
servation Intervals,” M.I.T., Cambridge, Mass., Res. Lab. of Elec-
tronics, Tech. Rep. 191; March 8, 1951.

37 P E. Green, Jr., “The output signal-to-noise ratio of correlation
detectors,” IRE TRANs. oN INFOFMATION THEORY, vol. IT-3, pp.
10-18; March, 1957.

8 R. M. Fano, “Communication in the presence of noise,”
M.L.T., Cambridge, Mass., unpublished lecture notes; 1951.

# [t is to be remembered that the (coherent) receiver is assumed
to know 7 and §, and to have time and phase bases which are syn-
chronous with those in the transmitter.
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B. Multiplication and Band-Pass Filtering

In order to eliminate the additional multiplier and
integrator needed to obtain l 7m(T) I 2 with low-pass filter-
ing, the following method may be used.

The mth stored waveform is delayed by such an
amount that its modulation is delayed by 7 (within a
fraction of a carrier period), and its carrier is in phase
with that of the undelayed waveform. Before multipli-
cation of the delayed stored waveform and the received
waveform, one or the other is shifted in frequency by an
amount A cps. If the product waveform, whose spectrum
is centered at A cps, is integrated by a short-time band-
pass integrator with impulse response

fRe{eﬂ"“} 0<:<T

| R

the integrator output is

k(1) = (65)

elsewhere

t
eo(t) = i Re {eiﬂ”‘“ { 2Z*(Dan(t — r)dl} . (66)
2 Jior )
The sign of the exponent is positive if the received signal
is shifted down by A or the stored signal shifted up, and
negative if the received signal is shifted up or the stored
signal down. If we sample eo(¢), which is a band-pass
waveform centered on A cps, at (modulation) time
t=7+7T, in phase F6, we then get the required
Re { m(T)e=7} ; the phase is of course measured here with
respect to that of the shifting oscillator, which goes
through zero phase at £=0. Note that the envelope of
the waveform eo(t) is just

1 t
—-f Z*(Nam(l — 7)dt|,
2J 7y

) |rm(r)| is just the envelope of ¢g at t=74T.

C. Matched Filtering

If we have a filter with impulse response
hu(f) = Re Em(—1)

the response of this filter to the received signal is just

(67)

eolt) = % Re {e—ﬂm f 2(0) mlo — I)da} (68)

where the integral is taken over all intervals of nonzero
integrand. Thus

eo(t) = Re {rm(ei2nre], (69)

so Re{r.(r)e=} is eo(t), sampled at (modulation) time
7, in phase 8. Similarly, |7.(r)| is the envelope of e,
sampled at ¢t =7.

The filter of (67) is called the filter which is
“matched”® to Re &(¢); its transfer function is the com-

40 J. H. Van Vleck and D. Middleton, “A theoretical comparison
of the visual, aural, and meter reception of pulsed signals in the
presence of noise,” J. Appl. Phys., vol. 17, pp. 940-971; November,
1946.
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plex conjugate of the signal spectrum. As written in (67)
it is unrealizable, since %,(¢) is not zero for £ <0. How-
ever, by inserting a delay T, i.c., by letting h.(!) =Re
§n(T —1), the filter is made realizable; the output sam-
ples are now taken exactly T seconds later than indi-
cated above,

Note from (69) that the matched filter output is the
complete crosscorrelation function of the received signal
and the mth stored waveform as a function of time;
introduction of the parameter r does not take place
until after the matched-filter processing of the received
signal. On the other hand, the correlation techniques
described by (62) and (66) give the required crosscorre-
lation function evaluated only for a particular value of
the parameter 7, which is introduced before the process-
ing of the received signal.

APPENDIX I11. PROBABILITY OF ERROR,
CoHERENT CASE

We may assume, without loss of generality, that
7=0and § =0 since in any case these are both known to
the receiver. Then, letting

D= [7 [ + a7, |

- [7 | ra(0) |* + afz(0>] (70)

we see from (15) that the receiver guesses signal 1 as
the transmitted signal if D>0 and signal 2 if D<0.
Because of the symmetry of the system, there will be the
same probability of error when signal 1 is sent as when
signal 2 is sent. Thus we can compute the over-all prob-
ability of error by assuming that signal 1 was sent, and
finding the probability that D <0.
We first define four new variables:

g 21
w; = — Re fz*(l)xl(t)dl + —
No g
g
Wy = 7\7: Im fz*(t)x,(l)dt
g 21
w; = —— Re fz*(t)xz(l)dt + —
No g
g
wy = — Im fz*(t)xg(l)dt. (71)
Ny
Then, from (13) and (71), D <0 implies
w2 + we? — w3 — w,? <0, (72)

Now, the hypothesized received signal is the sum of a
Gaussian noise waveform and the output of the fading
medium assuming signal 1 was sent. Thus in terms of
modulation waveforms [¢f. (7)],
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3(t) = exr()e~® + n(l), (73)

where n(#) is the modulation waveform of the noise. a
and @ share the joint distribution of (10); using this it is
easy to show that the real and imaginary parts of the
first term in (73) are Gaussianly distributed.® The real
and imaginary parts of n(¢) are also Gaussianly dis-
tributed.® Hence the two parts of z(¢) are Gaussianly
distributed. It then follows that the real and imaginary
parts of [z*(t)x:(f)dt (i=1, 2), and hence wi, ws, w;, and
w,, share joint Gaussian distributions.*! Thus R=1w,?
+w,?— w32 —w,? is a quadratic form of correlated Gaus-
sian variables.

It is easily shown that the characteristic function of a
quadratic form, R, of Gaussian variables is given by*?

. Mo [— WM~ {I—- (I—2juMQ@)~"| W]
= | 1= 2jumg|'

(74)

where I is the unit matrix, @ is the matrix of the quad-
ratic form, M is the moment matrix of the variables,® W
is the (column) matrix of the means of the variables,*
“” denotes “transpose of,” and I S | denotes “deter-
minant of.” The probability density distribution of R is
the Fourier transform of Fg:

1 i
pr[R] = — Fr(s)e—*®ds. (75)
275 J o
Hence, the probability of error is
0
P,=Pr[R<0] = f pr[R]dR
1 7o Fgr(s
SR =) g (76)
2rfd Zjo S

The path of integration of the last integral in (76) is
taken to be indented to the left at all j-axis singularities.

In order to evaluate (76), we must know Fg(s), and
this entails finding the matrices of means and second
moments of the w variables, (71). Using (73), and then
(4) and (5), we have

f g*(t)x1(f)dt = 2aEe’® + f w*(t)x1(t)dt,

f g*(8)xo(f)dt = 2aENe?® + f w*(t)xo(t)dt. (77)

Once we have found the matrices of means and second
moments of the real and imaginary parts of the random
variables in (77), we can easily obtain these matrices for
the w variables of (71). Let

s H, Cramér, “Mathematical Methods of Statistics,” Princeton
University Press, Princeton, N.J., sec. 24.4; 1951.

42 See footnote 16, Appendix V. For W =0 this result also appears
in P. Whittle, “Hypothesis Testing in Time Series Analysis,” Alm-
quist and Wiksells AB, Uppsala, Sweden; 1951.

4 The elements of M are m;=w; w;—w; ;.
# The elements of W are w;.
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p = 2aEe?,
g = f wOxdt =1, 2 (78)
Then
Re f FOn)dt = b+ 0,
Im fz*(t)m(t)dt =5+ q,
Re fz*(t)xz(t)dt = pi — P+ g,
Im fz*(t)xz(t)dt =P\ + f): + Ga. (79)

Since we have assumed that ¢ and @ share the joint dis-
tribution of (10) with § =0 we get easily®

2
I

-

(a® + o) EY,

Q
~N
o]
‘_N

g;l “»'| 'Q»’l )
]
S B O N

(80)

From (78) we have

4 = f [4()&:0) + A2 e
i=1,2. (81)
1= [ B0z — 20a0k

Noting that A(f) =ﬁ_(t—)—=0 (the noise has zero mean), we
have

Gi=§:=0 =1, 2. (82)

Since the noise has been assumed white, we have for the
two quadrature components:

#()A(s) = #(DA(s) = Nob(t — 5),
a()a(s) = 0, €83)

where N is the noise power density and d(x) is the Dirac
delta-function. Using (4), (5), (82), and (83), we obtain

@*=q

Q1= §ofz = O,

G142 = §1G2 = 2AEN,,

01gz = — 1§ = 2AEN,. (84)

Finally, because of the assumed independence of the
noise and the multipath medium, we find

4 See Fig. 2, in which let §=0, and multiply all vectors by 2E.
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Poi=5¢: =0,
P2:i=$2:=0,
53 =p 4 =0,
3 =58:=0. (85)

The moments in (80), (82), (84), and (85) suffice for
the evaluation of the means and the various second self-
and cross-moments of the four variables on the left of
(79). Using these latter, it is an easy step to compute the
matrices of the means and second moments of the w
variables, (71). These are

Y8+ 1)
_ 0
W= N ( 86)
v(BX +I1)
vBA
and
8+1) 0 AB+1)  AB+1)
. (B+1) —X(@B+1) AB+1) &)

XB+1) —AB+1) B[A|*+1 0
MB+1) R+ 0 g A1

The matrix of the quadratic form R =1w;2+4 wy?—w;?
—wl is

1 0 0 0
0 1 0 0

@=10 0-1 ol (88)
0 0 0-—1

Using (86) through (88) we may evaluate the charac-
teristic function, Fer(ju), of (74). The two matrices, M
and (I—2;uMQ@), in (74) which must be inverted are
both of the form

a 0 b ¢
0 a —c b ’ (89)
b —¢c d O
c b d
which has the inverse
d 0 —b —c‘l
1 0 d ¢ —b
—— . (90)
ad—b*—¢*|—b ¢ a O
—c —=b 0 aJ

The determinant of the matrix of (89) is (ad —bd*—c?)2.
After some matrix manipulations, we obtain, replacing
Jju by s,

[: kls(l + sz) ]
exp
1 — k3s(1 + kes)

F =
#(s) 1 — kas(1 + kas)

(1)
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where
k= Bv?[B(1 — | A D) +2(1 = V),
ks = 2(6 + 1):
ks = 282(1 — |\ [?). (92)

On placing (91) in (76), we note that the resulting
integrand has singularities at the origin and at

1 ( - /‘/1_*_ 4kz)
2k, - ks /)

The path of integration is along the j axis, indented to
the left at the origin. We may simplify the integral in
the following way. First we move the path of integra-
tion to the left by 1/2k;; no singularities are crossed by
the path in this process, so the value of the integral re-
mains the same. The new limits of integration are

(==~ ¥~ %)
—joo — —, o — —J.
g 2 T

Next we make the change of variable s =(1/2ks)(jz—1);
the limits on the z integral are then (— w, 4+ ). On
separating the new integrand in the z variable into its
real and imaginary parts, we note that the real part is
even and the imaginary part odd about z=0. The in-
tegral of the imaginary part thus disappears, and the
integral of the real part can be evaluated by doubling
its integral over (0, = ). After a little algebra, we obtain

ka(zz + 1)
exp |:— 22 4 kg’ ]

ki —1 ©
P, = f dz, (93)
™ 0 (Z2 + 1)(22 + k42)
where

ke = 4/ 1

4 ka
P (94)

5 = Ta

We next change the integral into trigonometric form by
letting

21—cos<{>

2t =k —m-—
14 cos¢
Using this in (93) and noting that 2 can be expressed as

sin ¢

1+cos¢’

z2 = kstan— = Ry
2
we obtain

A x
r.-Z f F(8)eB 05 4d, (95)
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where
k22— 1 [ ks(1 + kf)]
A= exp| —————— |
2 4 2k42
B = (k2 — 1) (96)
%3
and
1+ cos ¢
() = (97)

(Bt + 1) — (bt — 1) cos ¢

The integral in (95) may be evaluated by first ex-
panding f(¢) in a Fourier cosine series:*

f(¢) = —‘;E + :Z_:l an COS 1, (98)
where
On = —:r— f ’ f(¢) cos npds. (99)
Then, noting that
—lr— fo T o8 w016 cos ndd = In(B), (100)

where I, is the nth-order modified Bessel function of the
first kind, we have from (95) and (98)

Po=4 [323 I(B) + 3 a,.I,.(B)].

ne=l

(101)

From (97) and (99) we can evaluate the a,’s; they
turn out to be:*’

2
n=20
e+ 1
TN 2k ke — 1\
. -
‘( > n>0.  (102)
B —1\k + 1

In order to put (101) into the form of (16) we use the
following identity :48

> (i>"1n(xy> = e H0(x,y),  (103)

n=0 \ Y

where Q(x, y) is given by (17). Putting (102) and (103)
into (101), we get

P,=A|:—
1 (k4—1 ks k4+11/E>}
VA 2.k 2/

If we let

I(B
k4—1°()

(104)

# [ am indebted to Dr. W. L. Doyle for this suggestion.

41 W. Grobner and N. Hofreiter, “Integraltafel,” Springer-Verlag,
Vienna, pt. 11, p. 112; 1950. See eq. 24. .

# ], I. Marcum, “A Statistical Theory of Target Detection by
Pulsed Radar,” “Mathematical Appendix,” Rand Corp., Santa
Monica, Calif., Rep. RM-753, p. 5; July 1,