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The Communication of 
Ideas. The basic and, perhaps, 
most important function of 
scientific and engineering jour-

nals and periodicals is to promote the interchange of ideas on 
the part of a particular science or profession. It is essential 
that the several investigators or practitioners of an art or 
science become intimately aware of the progress of their col-
leagues. Duplication can be avoided and advance accelerated 
through the expeditious interchange of timely analytical and 
experimental successes or failures. 

Before the establishment of professional societies and the 
days of rapid communications, the leaders in particular areas 
of scientific endeavor found it difficult to know what others 
were accomplishing. They either took recourse in private cor-
respondence or were forced to travel to attain personal con-
tact for the exchange of information. The earliest scientific 
publications, the precursors of today's journals, were truly 
journals of correspondence. 

The formation of professional societies was, therefore, in a 
large measure engendered by the necessity for a better means 
of communicating ideas. The societies provided for the publi-
cation of the results of scientific investigations, and for the 
holding of meetings to facilitate the dissemination and the 
interchange of ideas. The foundation of the Royal Society 
(London), and the publication of its first Transactions in 1665 
marked the inception of the scientific journal as such. 

The Eighteenth Century saw the establishment of the first 
periodical limited to a particular branch of science; Transac-
tions of the American Philosophical Society appeared first in 
1771, The Annales de Chemie et de Physique appeared in 1789 
and the Journal der Physik followed in 1790. 

Scientific journals in the modern sense were born in the 
Nineteenth Century. Typical were the Proceedings of the 
Royal Society of Sciences of Amsterdam. The American Journal 
of Science (Silliman's Journal) which later became the Pro-
ceedings of the American Philosophical Society, and the Pro-
ceedings of the American Academy of Arts and Sciences. The 
specialized journal devoted to a single, often very narrow 
branch of science began its great development in this century. 
Journals devoted to the many branches of physics grew at the 
rate of eight new journals per year in the century beginning 
with 1810. The abstracting journal made its first appearance 
in the Nineteenth Century. 

The late Nineteenth Century and the early Twentieth 
Century saw the beginnings of the development of the pro-
fessional engineering societies in the United States. The Amer-
ican Society of Civil Engineers was founded in 1867, and the 
first volume of its Transactions appeared in 1872. Transactions 

of the American Society of Mechanical Engineers appeared 
initially in 1880. those of the American Institute of Electrical 
Engineers in 1884. and of the American Society of Chemical 
Engineers in 1908. IRE was founded in 1912 and Volume I of 
the PROCEEDINGS was published in 1913. None of the initial vol-
umes of these publications exceeded 400 pages, and the page 
size was approximately 6 by 9 inches rather than the present 
84 by 11 inches. Even as early as 1940, published pages had 
increased roughly four times without accounting for the in-
creased page size. 

As science and technology have progressed, the Twentieth 
Century has been marked by a remarkable increase in the 
number of journals published by each society. This increase 
was mandatory to attain adequate publication facilities for the 
expanding output of the growing society memberships. For 
example, the American Institute of Physics publishes 13 
journals, ASN1E has 7 publications, AIEE publishes Electrical 
Engineering and three bi-monthly Transactions, and IRE 
publishes 28 Transactions in addition to the PROCEEDINGS. 
Using IRE as an indicator of the colossal growth in the num-
ber of printed pages, one may compare the 297 pages of 1913, 
the 586 pages of 1940, and the 1,480 pages of 1950 with the 
17,968 pages of 1959! 

From the early days of lack of publication and the meager-
ness of communication, we are now faced with a new problem 
in attempting to cope with a plethora of material. Complaints 
abound that there is so much now published that it is almost 
impossible to keep informed even in narrow areas of a par-
ticular interest. The overlapping of activities in societies 
makes it doubly or triply difficult to be assured that adequate 
coverage of a particular subject has been accomplished. One 
might conjecture, for example, that if an individual did noth-
ing else but read in the area of his interest for an entire year. 
he might well find himself ten years behind at the end of his 
year of reading. 

Selected reading has become a must. Techniques for selec-
tion are becoming more essential. Proper indexing, such as 
the newest IRE cumulative index, and comprehensive ab-
stracting, which the PROCEEDINGS provides in the Abstracts 
and References Section each month, are important aids. Even 
these techniques are no longer completely satisfactory. The 
use of electronic scanning techniques, together with com-
puters, presents a challenge to those interested in solving the 
problem under discussion. Someone will surely rise to the 
challenge and make a great contribution to the progress of 
science and engineering by solving the current and future 
problem of too little time for too much to read in too many 
scattered and uncorrelated publications.—F.H., Jr. 
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Scanning the Issue  

A Study of the Charge Control Parameters of Transistors 
(Sparkes, p. 1696)—Many types of semiconductor and vac-
uum tube devices have in common the fact that their opera-
tion depends on the motion, control, and storage of charges. 
This charge approach to device analysis has aroused consider-
able interest lately because it provides a very useful common 
ground for characterizing and comparing the behavior of a 
wide variety of active devices. In this paper the author is 
interested specifically in investigating the concept of charge 
control as it applies to describing the action of transistors. He 
develops an important new method of specifying the charac-
teristics of switching transistors that will be of interest to a 
large number of people using such transistors for electronic 
computation. It is not unlikely that an international standard 
method of measurement of switching-transistor performance 
will be based on this material. 

Synthesis Techniques for Gain-Bandwidth Optimization 
in Passive Transducers (Carlin, p. 1705)—This paper is con-
cerned with the problem of arriving at a design for an equalizer 
or matching network which will closely approach the ideal 
optimum in gain-bandwidth performance. The author evolves 
a technique which bypasses a complication which in the past 
has made this a very formidable problem to solve. The result 
is a paper which provides an effective and simple solution to 
a very difficult and significant network design problem. It is 
worth noting that this paper was originally considered for 
publication in the IRE TRANSACTIONS ON CIRCUIT THEORY. 
While it is relatively rare that TRANSACTIONS papers are re-
ferred to the PROCEEDINGS, the PGCT and IRE editors felt 
that this paper would be of fundamental and timely interest 
to a large segment of the PROCEEDINGS audience. 

Properties of Phased Arrays (Von Aulock, p. 1715)— 
Although the majority of all operational radar systems use 
mechanically scanned antennas, there is greater interest today 
in electrical scanning because of the greater antenna rigidity, 
size and scanning speeds required by newly emergmg radar 
systems. This interest goes well beyond methods of scanning. 
It also involves important differences in antenna beam char-
acteristics which arise when electrical scanning is employed. 
The nature of these differences, and the resulting advantages 
and disadvantages, are made quite clear in this review of the 
scanning properties of electrically scanned arrays. The novelty 
of the author's approach and the manner in which he simplifies 
the visualization of the mode of operation of such antennas 
will be of interest to systems engineers as well as antenna 
designers. 
A Vacuum Evaporated Random Access Memory (Broad-

bent, p. 1728)—The procession of important first papers on 
thin-film devices, which started in July. continues in this issue. 
Here again we are dealing with the evaporation of thin films 
of appropriate materials to form extremely compact structures 
of potentially great usefulness in microminiaturizing digital 
computers. However, in this paper the basic material em-
ployed is magnetic rather than superconductive. The struc-
ture described here consists of four layers of magnetic films 
interspersed with additional layers of insulators and of con-
ductors for performing addressing and read-out functions. In 
fact, the total structure contains no less than 19 layers of 
magnetic, dielectric and conducting films. This multiple-layer 
deposition process is in itself a technological achievement of 
great interest. 

Shot and Thermal Noise in Germanium and Silicon Tran-
sistors at High-Level Current Injections (Schneider and 

Strutt, p. 1731)—During the past five years the PROCEEDINGS 
has published a number of papers and letters which have pro-
gressively developed a theoretical representation of noise in 
junction diodes and transistors, first for germanium and later 
for silicon. These studies were all made for the case of small 
current densities. The present paper complements this series 
by considering the case of high current densities. An interest-
ing feature of the analysis is that at high current densities the 
equivalent circuit of a p-n junction includes an inductor as 
well as resistors and capacitors. 

Analytical Studies on Effects of Surface Recombination on 
the Current Amplification Factor of Alloy Junction and Sur-
face Barrier Transistors (Sugano and Yanai, p. 1739)—This 
paper provides analytical foundations for an area of transistor 
design which until now has been pretty much an empirical 
art. The authors develop a good approach to the computation 
of a, the survival factor of minority carriers, which gets 
around many difficulties that have stopped other investigators 
in the past. From this, the authors are able to develop much 
useful design data concerning optimum electrode geometries 
for transistors. 

The DC Pumped Quadrupole Amplifier—A Wave Analysis 
(Siegman, p. 1750)—The quadrupole amplifier in the forego-
ing title takes its name from a low-noise parametric electron 
beam device described here just a year ago. Amplification was 
achieved by connecting an RF pump source to a four-pole 
structure to produce a transverse field which rotated synch-
ronously with the spiralling motion of the electrons (i.e., the 
cyclotron wave) as they proceeded along the beam path. In 
the present paper, the RF pumping field is replaced by a dc 
field applied via a twisted quadrupole structure. Thus the 
field, instead of rotating with time, rotates with distance along 
the beam axis. There is no idler frequency involved, nor does 
energy for amplification come from the pump. The result is a 
very promising form of microwave amplifier which, although 
it superficially resembles its earlier namesake, differs in a 
number of fundamental and interesting aspects. 

High Selectivity with Constant Phase over the Pass Band 
(Rihaczek, p. 1756)—All types of linear networks that are 
highly selective introduce phase shifts which vary with fre-
quency. In systems that use the phase of a signal as a carrier 
of information, this can cause troublesome distortions or er-
rors. This paper describes a simple and novel technique for 
compensating for the phase shift in a filter so that the output 
phase will be independent of frequency. In essence, the signal 
is sent through two like filters, but in one case the signal fre-
quency is inverted first by means of a mixer so that the phase 
change will be exactly opposite to that which the noninverted 
signal will experience in going through the second filter. 

Automatic Phase Control: Theory and Design (Rey, p. 
1760)—Automatic phase control serves to synchronize an 
oscillator with a sinusoidal reference signal of low power. The 
technique has a variety of uses, such as maintaining the phase 
close to that of the reference, tracking frequency changes, and 
purifying the oscillator spectrum. This study makes a very 
worthwhile contribution to a subject which is of considerable 
current interest in several fields, e.g., binary data transmis-
sion, satellite tracking, radio interferometry, and TV. 

IRE Standards on Solid-State Devices: Definitions of 
Semiconductor Terms (p. 1772)—This timely Standard de-
fines over four score terms which are now among the most 
frequently used words in our technical language. 

Scanning the Transactions appears on page 1795. 
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A Study of the Charge Control Parameters 

of Transistors* 

J. J. SPARKESt 

Summary—The present status of the concept of charge control 
of transistor action is considered, and what appear to be the most 
significant performance parameters for circuit design purposes are 
defined; also methods of measuring them surveyed. These param-

eters are the collector time constant Tc, the saturation time constant 
r, the "on demand current gain" is, the collector capacitance charge 
Qv and the dc current gain j3. The manner in which these parameters 
may be expected to vary with dc current level is analyzed, as far as 
possible, for homogeneous base transistors, and is considered quali-
tatively for graded base types. 
A distinction is drawn between the technique of charge analysis 

of transistor action, and the concept of charge control of transistor 
performance. It is pointed out that only devices whose performance 

is determined by charges which are under the control of external 
circuitry can be regarded as charge controlled devices. This dis-
tinction strictly speaking excludes from the class of charge controlled 
devices those exhibiting the "wiggle" effect or possessing carrier 
storage in the collector region during operation in saturation. Al-
though charge parameters can still be used for such devices, other 
parameters may be desirable as additions or alternatives. 

IN the past few years, the description of the activity of active elements in terms of charge has been 
arousing a good deal of interest [ 1], [2] since it 

offers a method of unifying the analysis of all such 
electronic devices. Although a number of workers have 
independently studied the application of this principle 
to transistors [3], [4], the first explicit treatment of a 

transistor as a charge controlled device was published 
by Beaufoy and Sparkes [5], [6] in 1957. Since then, 
Sparkes [7] has defined those parameters which appear 
to be of most significance in circuit design and has out-
lined methods of measuring them. Beaufoy [8] has de-

scribed a technique of circuit design using them. Further 
contributions to the subject have been made by Early 
[9], Grinich and Noyce [10], Kruithof [ 11] and 
Neeteson [12]. In most of these papers, it has been im-
plicitly assumed that the parameters considered were 
constants of the devices although it was known, and 
the fact usually acknowledged, that they were in prac-
tice slowly varying functions of the de conditions of 
operation. Furthermore, most of the work on transistors 
has been concerned with transistors possessing homo-
geneous base regions. The present paper is an attempt 
to consider the status of the concept of charge control 
of transistor action as applied to all types of present-day 
transistors, to define the significant parameters and show 
how their values may be expected to vary with operating 
conditions, and finally to point out the possible limita-

* Received by the IRE, January 6, 1960; revised manuscript 
received, August 1, 1960. 
t British Telecommunications Research Ltd., Taplow Court, 

Taplow. Nr. Maidenhead, Berks., England. 

tions to the concept of charge control when applied to 
devices whose activity is not wholly under the control 
of charges accessible to external circuitry. 

In previous articles, the time constants have been 
symbolized by the letter T ( Tc, Ts, etc.). But since this 
letter is normally reserved for temperatures, and since 
also the letter t is reserved for times, the symbol r is used 
throughout this paper to denote switching time con-
stants. There is, of course, no change in meaning in-
volved here, only a change of symbolism. 

TRANSISTOR SWITCHING PARAMETERS 

Before a transistor is switched ON, the minority 
charge in the base region is approximately zero. Thermal 
generation leads to the presence of a small number of 
minority carriers and therefore also to a finite OFF col-
lector current of the order of leB0. The actual value of 
the current is dependent upon ICBOt but also upon the 
impedance and the reverse bias, if any, between the 
emitter and base terminals of the transistor [ 13]. 
The turn ON process consists in producing a forward 

bias across the emitter base junction. When the forward 
bias is applied to a p-n-p transistor, electrons flow into 
the base region via the base lead. These are majority 
carriers in the n-type base so that they transfer the 
applied potential immediately to the emitter junction 
and draw into the base a quantity of holes almost equal 
to the quantity of excess electrons which have been in-
jected, since the condition of space charge neutrality 
must always be satisfied. 

The quantity of holes is not exactly equal to the 
quantity of electrons because some of the electrons are 
used to charge up the emitter depletion layer capaci-
tance, and the holes involved in this process remain in 
the emitter region. When the emitter junction is forward 
biased, the depletion layer gets narrower, so that some 
donors which were in the depletion layer move into the 
base region and require electrons to neutralize the 
charge they bring with them. Similarly, an equal number 
of acceptors emerge into the emitter region and require 
holes. This charge associated with charging the emitter 
depletion layer is called QvB and depends, of course, on 
the magnitude of the voltage swing on the emitter junc-
tion during turn-on. The total charge QB to turn on a 
specified collector current (at constant collector-base 

voltage) includes Q17E, but also includes the magnitude 
of the minority charge which enters the base region. In 
homogeneous base transistors, the charge configuration 
shortly after switch-on is as shown in Fig, 1, and for 
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11-

these transistors, QV E is usually a small fraction of QB 
at normal current levels. In graded base transistors the 
charge configuration is somewhat different (see, for 
exacpple, Kruithof Pp, and since emitter capacitances 
tend to be relatively large in these devices, QI• E may be 
a significant proportion of Q,. 

11111CTED 11011S no,EC110 (1.1C 1•011S 

Fig. 1—Charge distribution in the base of a transistor after turn-on 
into short-circuit load. Dashed lines show the position of the 
emitter depletion layer before turn-on. 

When the base charge has been set up and has 
reached equilibrium distribution (in a time of the order 
of the steady-state transit time [131), the collector cur-
rent /e is proportional to the base charge gradient at the 
boundary of the collector junction. In homogeneous 
base transistors (as illustrated in Fig. 1), the charge 
gradient is nearly linear throughout the Wise region and 
is proportional to the total base minority -charge so that 
the collector current is approximately proportional to this 
base charge. In diffused base transistors, this latter 
proportionality still holds although the charge gradient 
is not linear. (Johnson and Rose [ 1] have shown that for 
this to be true, the carrier transit time should be sub-

stantially independent of current level.) The ratio of 
base charge to collector current is therefore a funda-
mental time constant of the transistor, and is called the 
Collector Time Constant re. 
Thus 

TC = QB/Ic (1) 

and if Qv E can be neglected, re is equal to the mean 
carrier transit time across the base. 

In general, QV E cannot be neglected so that the charge 
per unit collector current depends upon the current 
level in the ON state. It also depends to some extent 
upon the voltage at which the collector is held during 
turn-on as a result of collector depletion layer widening. 
The variation of QB with current level is considered 
later, but the effects of voltage can be taken into ac-
count for the purposes of definition by choosing a par-
ticular value of collector junction voltage. In practical 
applications, the most common ON state is one of 
saturation, so that at the edge of the saturation region 
when the collector base junction voltage is zero is a con-
venient ON state to regard as a standard test condition. 
Accordingly, the symbol reo is reserved for this state 

and is defined as 

reo = Nile (2) 

at zero collector junction voltage, and at specified col-
lector current. This is the first switching parameter of 
importance. 
The above discussion has been confined to short-

circuit output conditions; in other words, it has been 
assumed that the turn-on of collector current has not 
resulted in a change of collector-base junction voltage. 
In practice, it usually happens (though not always) that 
a load resistance is present in the collector lead and that 
the turn-on process is accompanied by a drop of col-
lector-base voltage. When this happens, further charge 
must be injected into the base region to charge up the 
collector-base capacitance in a manner exactly analo-
gous to the charging of the emitter capacitance described 
earlier. In this case, however, the charge involved, to 
be called Qv, is not usually negligible. It is shown later 
that 

Qv = M•Cfc• A V CB (3) 

where M is a numerical factor between 1 and 2, Ce, is 
the small signal depletion layer capacitance of the col-
lector junction at the OFF collector voltage and 11(.8 

is the change of collector junction voltage. ( If extrinsic 
resistances are not negligible, VcE is not equal to the 
collector junction voltage and corrections have to be 
made.) 
The turn-on process into a finite load is illustrated for 

homogeneous base transistors in Fig. 2. Evidently, the 
charge 120N necessary to turn on a collector current le, 
if the OFF current is zero and if the transistor just 
bottoms, is given by' 

QON = Qn ± Qv 

or 

QoN = Icreo Qv• 

Qv is the second design parameter of importance. 

DEPLETION LAM\ 

(4) 
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Fig. 2—Charge distribution in the base of a transistor after turn-on 
into finite load (active region only). Dashed lines show the posi-
tion of the depletion layers before turn-on. 

The third important parameter involved in active 
region operation is the common emitter dc current gain 

Thus, if M e is the change in collector current as the 
base current is taken from zero to I B 

' If the emitter is biased off turn-on, QEE is larger since charge is 
required to bring the emitter to the "just off" condition. This charge 
is related to the magnitude of the reverse bias and to Cu by an equa-
tion similar to ( 3). This charge has been neglected in subsequent 
analysis in the paper, as it is usually small. 
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0 = mc/IB (5a) and 

at specified lc. 
It should be noted that QB/Ic is only slightly de-

pendent upon temperature, because as QB increases 
with temperature as a result of thermal generation, so 
also does je. ja, on the other hand, decreases as the 
temperature rises, and /c//B increases markedly and 
can even change sign, so that for this reason e, as a near 
constant of the transistor is defined in terms of an in-
crease in /c. An alternative way of making allowance 
for thermal generation is to define e as 

le-- less 
e = 

HF ICAO 
(5b) 

at specified /c. 

To a good approximation, (5a) and (5b) are identical. 
For circuit design purposes the value of 13 at zero col-

lector junction voltage, a°, is of primary importance, 
and in this condition ICBO is zero so that 

00= IIFE0 = IC/Ig (6) 

at zero collector junction voltage and specified lc. It 
should further be noted that in the measurement of 
TC=QB/Ic, the charge injected to turn on a specified col-
lector current is determined and this quantity is af-
fected by temperature. Any charge in the base generated 
thermally is deducted from that which has to be in-
jected to give rise to a predetermined Ic. 

Saturation Region 

When the transistor is driven into saturation, the col-
lector current is circuit controlled so that an increase in 
base charge cannot lead to an increase in collector cur-
rent. What happens is that a saturation charge accumu-
lates in the base until its recombination rate exactly 
equals the rate at which extra current is supplied to the 
base. The saturation charge which accumulates in the 
base of a homogeneous base transistor is illustrated in 
Fig. 3. 

»MIN LAM 
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Fig. 3—Additional charge QBS which accumulates in the base after 
the transistor has been driven into saturation. 

If the quantity of base charge in excess of that re-
quired to just bottom the transistor is Qgs and if the 
base current required to maintain this saturation charge 
is Igs, then 

total base charge =- /ere° ± Qv+ Qes (7) 

Ic 
IB(total) = — Ins 

00 
(8) 

and a saturation time constant rs can be defined as 

rs = Qes/les (9) 

at specified collector and base currents. 
The turn-off process differs from turn-on because to 

turn on a transistor it is only necessary to take it from 

the OFF state to the edge of saturation, but to turn it off 
after it has been driven into saturation, it is necessary 
to remove QBS in addition to Q0B. Thus (neglecting 
¡ceo) 

QOFF QON QBS 

= QV ± ICTCO + JESTS 

= Qv + 'ere, Ts(le 

(10) 

(12) 

The charge extraction necessary to turn the transistor 
off can evidently be calculated from the parameters de-
fined above. 

Ts is the fourth and last independent parameter of 
importance. However, it is sometimes convenient to ex-
press this time constant as a multiple of rc. 

It often happens in transistorized equipment that a 
transistor is turned on with very small collector current, 
but that subsequently, a much larger current is suddenly 
required from it without additional input to the base. 
This, for example, can happen if gates are connected to 
the collector of the transistor which are opened by other 
parts of the circuitry and thus require additional current 
from the transistor. 

If the base current supplied is /ciao (where here /c is 

the maximum current that will be required from the 
transistor), this will be sufficient to hold the transistor 
ON when in equilibrium, but will in general be insuf-
ficient to provide the required transient current. This 
can be understood as follows. 
When a transistor is ON and just bottomed with /c 

flowing, the active base charge is 

If now the collector current is reduced to zero without 
altering the base current, then all the base charge be-
comes saturation base charge QBS and QB.S= IBTS. 
The condition that the maximum collector current is 

immediately available again when required is simply 
that sufficient base charge should be present in the base 
region, and this is satisfied only if Qgs >QB. 
Thus 

or 

IBrs > IerCO 

IB > leas (13) 
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whc‘-e 

13E is called "on demand" current gain and is defined as2 

collector current instantly available on closing the circuit 
Os= 

the steady base current 

while the transistor remains bottomed, and as shown 
above is theoretically given by 8s = rs/rco. (Experi-
mental data are shown later indicating that this theo-

retical equation is not always well obeyed in practice.) 
If 8s is less than tio, it is, of course, necessary to provide 
a larger base current to obtain a specified collector cur-
rent than would be required for equilibrium conditions 

only. 
as is the fifth parameter of importance, but is not 

an entirely independent one. 
In practice, all types of transistor possess extrinsic re-

sistances in at least one of their electrodes. The base 
resistance is always present and sets an upper limit to 
the rate at which charge can be injected into or ex-
tracted from the base region, and thus slows down the 
rise and fall times of the output current. In general, 
however, except at high current levels, and particularly 
if allowance is made for it, this does not significantly 
modify the remarks made in this paper. 
The series collector resistance exhibited by certain 

Mesa structures and grown junction types may cause 
"premature saturation" [ 10] since the collector junction 
voltage may fall to zero while collector base voltage is 
still significant. Again, however, if allowance is made 
for it, this consideration does not modify the discussions 

which follow. 
For transient switching purposes, therefore, there-

fore, five parameters may be regarded as of importance, 
namely e., TCOr TS1 aS and Qv. These parameters will 
now be considered in more detail. 

DETAILED DISCUSSION OF THE PARAMETERS 

Current Gain, 00 

The subscript zero specifies that this parameter is re-
stricted to the conditions of zero collector junction volt-
age. For any other junction voltage, the subscript is 
omitted. The variation of 13 at any specific reverse volt-
age on the collector with current level has been studied 
by a number of authors [ 151- [ 17] and will not be con-
sidered further here, except to note that its value nor-
mally passes through a maximum at some intermediate 
value of collector current. 

Collector Depletion Layer Charge Qv 

The small signal collector depletion layer capacitance 
C. of a transistor varies, as is well known, with the 
magnitude of the applied bias voltage. The charge re-

2 A very brief transient of collector current in excess of ets/B 
usually appears before the current fish is observed. It lasts for ap-
proximately the base transit time and results from the high carrier 
density adjacent to the collector just before turn-on. This transient 
is neglected in the definition of Os. 

quired to change the potential across the junction is not 
therefore a linear function of voltage. If Vein is the OFF 
collector base voltage and Vc82 is the ON voltage, then 

vcE2 
Qv = f Cec•dVca. 

vCBI 
(14) 

For abrupt junctions, Cie = const ( Vcs)-1/2, where 
it, is the contact potential between the collector and 
base regions and the sign convention is that reverse bias 

is negative, whence 

Qv = 2C1,1 [ — 4) — VCBI 1/(43 VCB1)(4, VCB2)] (15) 

where C¡,1 is the small signal collector depletion layer 
capacitance at the OFF voltage. It is convenient to 
write ( 15) as 

where 

and 

= 

Qv = M • C AVCB 

,CIVCB = VCRI 

2 [ — c1.1 — V C 111 — /(11, VCB1)(4) 

VCBI VCB2 

(3) 

Vein)]  
(16) 

If I VCBI— Vein <<IVeBil , small signal conditions apply 
and, of course, M =1. If, however, VCI22 is zero, as is com-
mon in switching circuits, M varies with Vcin as shown 
in Fig. 4, assuming a value of — 0.4 volts for 0. This figure 
also shows Qv for various values of Vein when Ctc at 
VCB= —6 volts equals 10 pf and when V82= 0. With 
graded junctions, Cic varies inversely as the cube of the 
voltage so that M varies between the limits of 1 and 1.5. 

Y.. • . 1111 
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Fig. 4—The variation of Qv and the factor M with the value of the 
OFF collector-base voltage, when the ON voltage is zero. 

The calculation to determine Qv, the charge on the 
emitter junction, is, of course similar to the above. 

Since both Qvs and Qv are charges on the depletion 
layer capacitance, they are both independent of the cur-
rent switched, except in so far as this current is related 
to the change of junction voltage, as for example under 
forward bias conditions of the emitter. 
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Collector Time Constant re 

The collector time constant re as defined earlier is the 
base charge per unit collector current, when the col-
lector junction voltage is held constant. (Teo refers to 
the special case of zero junction voltage.) Part of this 
base charge is QVE, the charge on the emitter depletion 
layer capacitance, and since QVE is not directly propor-
tional to Ir, if follows that re is not quite independent 
of /r.3 In transistors with homogeneous base, the effect 
of conductivity modulation of the base region at high 
injection levels leads to a further decrease of re with in-
creasing collector current. For the purpose of analyzing 
this effect and the influence of QVE upon re, it is con-
venient to define an intrinsic time constant re equal to 
QE—QvE/Ic, which expresses the ratio of base charge 
to collector current involved in the diffusion process 
only. Meyer [ 18] has shown that this charge for a ho-
mogeneous base transistor with current gain equal to 
one is given by 

QB QVE = qANW[Yo(1+ yo)  1 (17) 

where 

z = 2yo — ln ( 1 -I- yo) (18) 

and where q is the electronic charge, A is the emitter 
junction area, N the density of donors in the base 
region, W the base width and yo pi/N where pi is the 
density of holes at the emitter end of the base region. 
This charge is not significantly changed if the current 
gain is less than one. 
Meyer also shows that 

so that 

JEW  

AqDN 
(19) 

Qs — QVE W2[yo(1 yo) 1 
rc = + 1. (20) 

D Z2 

Curve A of Fig. 5 shows re normalized to W2/2D 
plotted against z and it can be seen that theoretically 

le 
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Fig. 5—Normalized intrinsic collector time constant, 
rc, and 1 bag vs Z (theoretical). 

3 If QVg were regarded as a separate parameter, as suggested, for 
example, by Grinich and Noyce POI, this would result in a more con-
stant value of re, but would render re extremely difficult to measure. 
For this reason, Qg has been defined as including QVE. 

re decreases by a factor of 2 as the current increases from 
low to high values. 

The parameter which is measured, and was defined 
earlier, is re, and evidently 

re QB  
(21) 

re QB — QVE 

The variation of this ratio with emitter current can 
be evaluated using the following relationships. Eq. ( 15) 
can be written for the emitter junction thus 

QVE = 2C 101 [_45 — V EB1— V(C1)-1- V ER1)(4) + VER!)] (22) 

where Ctel is the emitter junction capacitance at the OFF 
emitter base voltage VER,, and VEB2 is the emitter base 
voltage in the ON state. 

In the OFF state with h zero, V81= 0. The ON 
value of emitter base voltage can be determined from 
the low-level expression 

/E = const. (exp (qVE82/kT)-1) (23) 

since in practice QVE is only a significant fraction of QB 
at low current levels. Thus, assuming also that r, is con-
stant at low levels, the ratio of rr/re can be evaluated 
at any specific value of /E. For example if r, = 0.05 µsec, 
Cie= 10 pF at —3 V,0= —0.4 volts and IE = 1 mA when 
VEB =0.15 volts, the variation of rdre as derived from 
(21)—(23) is as shown in Fig. 6, curve A. 
To a first approximation, curves A of Fig. 5 and 6 

can be superimposed once the relationship between IE 
and z has been established. For the case in which 
IE = 2z nia corresponding to a donor density of 1.5 X10'5 
per cc in the base for the above value of Cie, curve A of 
Fig. 7 results. 

Qualitative experimental confirmation of the above 
theory has been obtained and is illustrated for a typical 
alloy transistor in curve A of Fig. 8. Precise quantitative 
agreement requires an evaluation of z/iE and this has 
not been attempted. 

It may be concluded, therefore, that re should be 
specified at a particular value of ON and OFF current, 
and in particular it may be noted that the method of 
determining re() which involves measuring Qolq at two 
values of ON current [7] will always lead to a value of 
re0 which is too low. 
The method here referred to is based upon [see (4)] 

Q0N1 = IC1rC01+ QV1 

QON 2 = le2re02 QV2. 

If the collector voltage swing during turn-on is the same 
in both cases, then Qv' = Qvz. If /r2= 2/ri and it is as-
sumed that rem = TCO2 = re°, then 

Teo = (QoN2 — QoNi)//ct. (24) 

However since T -0O2<re05C011 the value of rre obtained 
from (24) is less than either reo, or rm. For example, 
if rrol = 0.054 µsec at 5 ma and rro2= 0.051 at 10 ma, as 
is the case for the transistor whose values are shown in 

Fig. 8, then the value of reo obtained is 0.048 µsec. 
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It has been pointed out previously [7] that a measure-
ment of fr (or (or --- 27117.) can be used to determine TC 
since re = 1/cor (fr is the frequency at which l hiel = 1). 
The following analysis, however, indicates that this 
method of determination will almost always be some-
what in error. Defining cot as the angular frequency at 
which the modulus of the common emitter internal 
short-circuit current gain is equal to one, so that the 
effects of emitter depletion layer capacitance are not 
involved, the following expression applies 
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Fig. 6—re/r,• and co,/wr vs h ( theoretical) for rg = 0.05 
msec and (7,2= lop F at l'Es= —3 volts. 
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Fig. 7—Collector time constant re, and 
/c.or vs h assuming Z=Ihl /2. 
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Fig. 8—Experimental variation of rco and 1 bur with collector cur-
rent ( normal transistor showing no wiggle effect). on measured 
with Fez= —1 volt. 

where Cie, is the emitter-base capacitance in the hybrid 
ir equivalent circuit [ 19], at a particular value of emitter 
current, and Cte is the depletion layer capacitance at 
that current. At low currents 

Cb'e Cte = qIe/kTcot• 

Misawa [ 16] has shown that 

WI = 
2D[  
11-2L2(1 yo)(1 — yo/z)] 

(26) 

(27) 

where the parameters are as stated under ( 18). 
From (23) and (25)—(27), the variation of 1/col as a 

function of z, the variation of coi/cor as a function of In 
and the variation of cor with assuming I = 2z can be 
plotted as shown in curves B of Figs. 5-7. Again quali-
tative experimental confirmation is shown in curve B of 
Fig. 8. It can be seen that the variation of co7 is less than 
that of re, and that the value of 1/cor is always less than 
Tc except at high current levels.' For example, for the 
transistor whose values are shown in Fig. 8 the value 

of Teo is 0.054 at 5 ma, whereas 1/cor is 0.047. It should 
be pointed out, however, that cor was measured at 

Veu= —1 volt since a small signal measurement at 
VCR= 0 is impracticable, a fact which leads in practice 
to a further reduction in thoT as compared with rec). 
The above analyses apply strictly only to transistors 

whose dc current amplification factor is equal to one in 
common base. In practical transistors, a further phe-
nomenon sometimes appears which overrides much of 

the foregoing calculations. 
The phenomenon is characterized by a departure 

from the 6 db per octave fall of l I at high frequencies 
and by the appearance of a distorted wave during QON 
or QoFF measurements. 
The circuit of Fig. 9 is a basic circuit for the meas-

urement of QON or QoFF, and when RB is set so that 
/B=/030, and CB is set so that I'„CR=/erco-FQ1,, a 
square-wave output is obtained with normal junction 
transistors. However, when a transistor is exhibiting 
this additional phenomenon, the output waveform is as 
shown in Fig. 10. A "wiggle" appears in the waveform 
so that a good square-wave is not observed. For sim-
plicity, the effect is called the Wiggle Effect. The author 

has noted this effect previously [7] and has also offered 
an explanation of it [20]. It apparently arises from some 

technological defect in manufacture and will probably 
cease to appear as techniques advance. The importance 
of the effect in this context is that when waveforms 
similar to those shown in Fig. 10 are observed it is 
necessary to adjust CB for a rapid fall of collector cur-

rent and for no subsequent rise above the equilibrium off 
value [that is, the waveform of Fig. 10 (c.) rather than 
that of Fig. 10 ( 3) should be observed when CB is set]. 

4 In practice it has been found that far.-- 1.22 fr passes through 
a maximum and decreases again at the highest current densities [ 181, 
and a theoretical explanation for this has been put forward by Matz 
[281. Measurements by several workers (unpublished) indicate that 
1/1-c also goes through a maximum as IE is increased. 
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Fig. 9—A basic circuit for the measurement 
of transient switching parameters. 
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Fig. 10—Output waveforms obtained using the circuit of Fig. 9 
(when Re=i1oRL and CB takes different values) for an abnormal 
transistor showing the "wiggle" effect. 

The transistor must be turned off and held off, and this 
requires considerably more charge than is required 
simply to turn the transistor off. In other words, the 
measured value of Te is being affected by charges not 
immediately under the control of the external circuitry, 
and these charges are not considered in the above 
theoretical analysis of re. 

In transistors with graded base regions, the behavior 
is more complicated. In the first place, Qv E is a much 
larger proportion of QB, so that re shows a significant 
decrease with current up to higher current densities 
[21]. Second, there is the possibility that the effect of 
the drift field may be swamped by the injection into the 
base region of minority carriers at higher current levels 
leading to an increase of re. Third, since carriers move 

by diffusion over the final portion of their transit across 
the base, conductivity modulation of this part of the 
base region will probably to some extent counteract the 
effects of swamping the drift field. Finally, in some dif-
fused base structures the collector depletion layer moves 

away from the graded portion of the base at low values 
of collector-base voltage, causing a marked increase in 
base width and of transit time and leading to values of 
Teo several times larger than re at VCB of a few volts. 

The Saturation Time Constant 

On the basis of a one-dimensional analysis of a transis-
tor in the saturation region, it can be shown [5] that 

WTO WTIO 

TS =   (28) 
corn • corro(1 — aoaro) 

where the subscript I indicates inverse connection and 
the subscript zero indicates zero output junction volt-
age. Fairly satisfactory correlation between this expres-

sion and the measured quantities can be found at inter-
mediate current levels for transistors of homogeneous 
base which do not exhibit the wiggle effect. A solution 
of the one-dimensional diffusion equations for such tran-
sistors, however, leads to the conclusion that roro= (»pro 
since both are approximately equal to 2D/ W2, but in 
practice, cur() is almost invariably several times greater 
than cono (except in symmetrical transistors), indicating 
that the one-dimensional theory is inadequate in the 
saturation region. Indeed, this can be readily understood 
since a significant proportion of saturation charge dif-
fuses away from the region of the base which lies be-
tween emitter and collector, thus invalidating one-
dimensional theory. 

Qualitatively, it is to be expected that the variation 
of Ts with current level is fairly complicated. There are 
three principal factors affecting it. First, at low current 
levels it is to be expected that the change of collector 
depletion layer thickness as a transistor is taken from 
the just bottomed state into saturation should necessi-
tate the injection of extra base charge leading to higher 
values of T. Second, the increase of current gain 
which occurs as the current level increases will tend to 
lead to values of r8 which rise with increasing current 
[see (28)1, and third, the increase in cur and call as a 
result of high injection levels will cause a decrease in T. 

Typical experimental curves of the variation of Ts 

with /Bs at constant collector current for a transistor 
with homogeneous base are shown in Fig. 11. The 
tendency of rs to fall initially, then rise and finally fall 
again is to be seen in these curves. 
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Fig. 11—The variation of the saturation time constant, rs, with ex-
cess base current Is (collector current as parameter). 
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The wiggle effect, when it occurs (and here, too, it is 
not always present), tends to be more pronounced than 
in the active region, a fact which can again be qualita-

tively understood since more charges are being stored in 
the base remote from the junctions. 

Diffused structures which possess comparatively large 
collector regions with high resistivity and lifetimes 
often exhibit minority carrier storage in this region when 

the transistor is driven into saturation. This has the 
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effect of producing very large measured values of Ts. 
The phenomenon arises because in saturation, the 
collector junction is forward biased and minority car-
riers are emitted into the collector region from the base. 
By making the resistivity of the collector region lower. 
the proportion of the collector forward current consist-

ing of emission into the collector can be reduced; in 
alloyed structures, for example, the collector is so 
heavily doped that the collector forward current consists 
almost entirely of emission into the base. Alternatively 
the collector region can be filled with traps (e.g., by gold 
doping in silicon) so that the carrier lifetime in the col-
lector region is small and the minority carrier storage 
there is so short-lived as to be unimportant. In one of 
these ways, the measured value of rs can be kept less 
than aoreo, but in the absence of these techniques. Ts 

may well exceed 1000 reo. 
These high values of Ts are measured values in the 

sense that they represent the charge which has to be re-
moved from the base terminal in order to turn off the 

collector current abruptly. In fact, of course, they do not 
represent the stored base charge QRS per unit excess base 
current Igs since the charge in question is in the collec-

tor region. The fact that in many instances the collector 
current can be induced to fall off abruptly as a result of 
base drive probably results from the reverse biased col-
lector junction clearing the collector region of minority 
carriers, but it sometimes happens that this does not 
occur, and no matter how hard the base is driven off the 
fall time of the transistor remains significant. Such 
transistors cannot any longer be regarded in their satu-
ration region of operation as charge controlled devices. 
(See final section for further discussion.) 

The "On Demand" Current Gain Os 

It was stated in an earlier section that as is the col-
lector current immediately available on closing the col-
lector circuit per unit steady base current. On the basis 
of a simple one-dimensional analysis which is applicable 
to all transistor types, as was also shown to be equal to 

Ts/Teo. These two expressions for as are not identical 
and it is of interest to determine whether or not direct 
measurements of Os, Ts and Teo confirm the relation 
8s -= Ts/Teo. In Table I are shown some typical results for 
alloy RF transistors. The correlation between as and 
Ts/Tco is good for transistors .4, B and C, but is poor for 
the remaining types. The reason for the unsatisfactory 
correlation is not known. Those transistors which show 
good correlation do not exhibit the wiggle effect, but 
some of those that show poor correlation do not exhibit 

the effect either. 
Transistors which exhibit the carrier storage in the 

collector region described in the previous section seldom, 
if ever, suffer from low values of es. As pointed out 
earlier, the difficulty with these transistors is not that 
collector current is unavailable when it is wanted, but 
rather that it cannot be turned off when it is not wanted. 
Preliminary experimental evidence seems to indicate, 

moreover, that even diffused structures which do not 
exhibit carrier storage in the collector do not suffer from 
low values of fis either, that is to say the current immedi-
ately available on closing the collector circuit is always 
at least as great as fol s, or in other words (3s>,30. The 
reason for this has not yet been investigated. 

TABLE I 

Transistor Types Ts/Teo Os tio 

A 23.5 21.5 80 
B 42.5 43 82 
C 26.5 26.5 102 

D 65 49 70 
E 73 43 110 
F 19.5 15.5 4' 
G 56 50.5 65 

M EASUREMENT TECHNIQUES 

A number of measurement techniques for determining 
the values of the switching parameters have been out-
lined by the author [7]. A comparative study of various 
methods of measurement of r5 has been carried out by 
Nanavati [221 in which reference is made to the tech-
niques used by Simmons [23] and by RCA [24 ]. An addi-
tional method for the measurement of Ts has been pro-
posed by Hilbourne [25]. The method proposed makes 
use of equipment normally used for measuring the 
charge stored in a diode. His technique involves con-
necting emitter and collector together to one terminal 
of the diode test circuit and the base lead to the other 
terminal. During the forward conduction period, charge 
is stored in the base region according to the magnitude 
of the base current, and on application of the reverse 
voltage, the charge is removed and measured directly 
on an integrating meter. Evidently, rs in microseconds 
is simply the picocoulombs removed per microampere of 

forward current. This method must, of course, be used 
with care with diffused base transistors owing to the 
limited reverse emitter voltage they can withstand. 
The degree of correlation obtained using the various 

techniques depends on the inherent accuracy of the 
equipment and to some extent upon the transistors used. 
Any techniques which involve an oscilloscopic display 
introduces some indeterminacy with transistors ex-
hibiting the wiggle effect but those methods which do 
not display this abnormal waveform conceal it, so that 
they may be in error while being quite repeatable. In 
addition, however, not all the techniques measure the 
transistor under precisely the saine conditions. For 
example, the methods of Simmons and Hilbourne for 
measuring r s measure the transistor with zero collector 
current prior to turn-off, whereas Nanavati's methods 
and those of the author have finite collector currents, 
so that the base contains some active region charge Qg 
in addition to the saturation charge Qgs, although only 
Qgs is being measured. (The RCA technique does not 
measure ro; it measures (Qs -FQ8s)//B and requires ad-
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ditional information for the evaluation of rs). Again, 
Hilbourne's method imposes the condition of Vcc = 0 
which means that the forward bias of the collector is ab-
normally large. This may lead to somewhat low values 
of rs compared with other methods. 

For transistor performance characterization, the kind 
of conditions encountered in practical circuit design 
have a bearing on the choice of measurement method. 
For example, the value of rco normally required is that 
related to the charge necessary to turn off a particular 
value of Ir and not to the charge needed to change the 
value of Ir, whereas the value of rs usually needed is the 
ratio of Qss//ss when /c has a value greater than zero. 
All these considerations make the choice of preferred 
test method somewhat difficult at this stage. However, 
it remains true that the charge control parameters vary 
only slowly with operating conditions and all of the 
methods of measurement, including those involving 
small signal techniques should not be much in error, and 
are likely to lead to more useful results than the normal 
rise time, fall time and storage time measurements, 
whose values are highly dependent on operating condi-
tions and can only be adapted to other conditions with 
difficulty. 

Concerning the measurement of es , the only available 
technique at present appears to be that described by the 
author [7].5 

DISCUSSION AND CONCLUSION 

Investigations of the behavior of charge in active de-
vices is useful in two aspects of the study of the per-
formance of semiconductor devices. First, there is the 
concept of charge control of activity considered in this 
paper, and second, there is the charge analysis of device 
characteristics as considered for example by Moll [26] 
or by Baker, et al. [27]. The difference between these two 
treatments is that charge control is only a valid concept 
if the charges which are significant in describing the 
activity of the device are accessible to some control 
terminal of the device, whereas charge analysis considers 
the behavior of charges within the device whether or not 
they are under the direct control of some terminal of the 
device. 

This distinction is important since, strictly speaking, 
it excludes from the class of charge controlled devices 
p-n-p-n devices, transistors which exhibit minority car-
rier storage in the collector, and even those devices 
which exhibit the wiggle effect, since each of these de-
vices in operation carry charges which are not immedi-
ately accessible to the control terminals. It follows, 
therefore, that to characterize these devices for transient 
performance, parameters additional to the charge 
control parameters may have to be required. In prac-

6 An error appears in paragraph 5.3.2 of the author's previous 
work [7]. In measuring fis, the value of RR should be reduced until 
the off going transient at the collector does not take the transistor 
out of saturation. It is not necessary to decrease R8 until the tran-
sient disappears. 

tice however, it may be that the charge co itrol parame-
ters are the most suitable even for those devices which 
are not strictly charge controlled. For example they can 
still be used for transistors which exhibit the wiggle 
effect, but in such cases QoFF becomes the charge neces-
sary to turn off the device and hold it off, although in an 
ideal charge controlled device, removal of the control 
charge to turn off the output current necessarily entails 
the subsequent condition that the output current re-
mains off until another control input is applied. 

In conclusion, therefore, it may be said that the con-
cept of charge control cannot necessarily be applied to 
all kinds of transistors, although for most it offers a con-
venient and useful method of performance characteri-
zation. 
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Optimization in Passive Transducers* 
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Professional Group on Circuit Theory.—The Editor 

Summary—This paper is concerned with an approximating tech-
nique for realizing the design of broad-band equalizers and matching 

networks which approach optimum gain bandwidth performance. 
Given an arbitrary load impedance, it is possible, by methods of 
Bode, Fano, LaRosa and Carlin, to derive the limiting constraints for 
optimum flat power or voltage transfer over a prescribed band. The 

synthesis of equalizer networks to approximate this optimum re-
sponse is a difficult matter, particularly when the load has some de-
gree of complexity. This is because methods proposed up till now pre-
scribe an approximating transfer function which includes the load 
characteristics, and the problem of adjusting the parameters of such 
an approximating function is quite formidable. The technique pro-
posed here bypasses this problem by producing from the idealized 

gain-bandwidth constraints a set of functions which specifies the 
equalizer alone. All load dependence is removed from the specifica-
tions as an initial step in the synthesis. The final transducer is then 
synthesized from the approximating functions which are obtained. 
Examples of one-port and two-port equalizer network designs utiliz-
ing this technique will be given. 

* Received by the IRE, May 2,1960. The investigation reported 
herein was prepared for the Joint Services Technical Advisory Com-
mittee and made possible through the support of the AF Office of 
Scientific Res.' the U. S. Army Signal Res. and Dey. Lab., and the 
ONR, under Contract AF-18(600)-1505, Expenditure Order No. 
4-4750, Task No. 47501. 
t Microwave Research Institute, Polytechnic Institute of Brook-

lyn, Brooklyn, N. Y. 

I. THE GAIN-BANDWIDTH SYNTHESIS PROBLEM 

r 11-IE PROBLEM considered in this paper is that in 
jJ which an arbitrary complex load (i.e., one consist-

ing of an assemblage of reactive and resistive ele-
ments rather than just a pure resistor) is fed from a pre-
scribed source through an equalizer. The equalizer is to 
be designed so that the amplitude scale factor (or 
factors) of a prescribed shape of transfer characteristic 
(i.e., voltage, current, power transfer) between source 
and load is maximized. 

All such equalizer problems divide into two general 
parts. First, one must determine the parameters of an 
idealized transfer amplitude characteristic, and second, 
an equalizer must be synthesized so that the system ap-
proximates the idealized transfer characteristic shape. 
The specification of the transfer characteristic of a 

system terminated in a complex load is rigidly con-
strained by the properties of the load. The amplitude 
characteristic of the entire system (including load) must 
be so prescribed that when a final network is synthe-
sized, the given load may be separated out as the ter-
mination, and the remaining structure (the equalizer) 
is physically realizable. 
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Thus, if a transfer characteristic is required to be flat 

over a frequency band, the load constraints determine 
the maximum gain-bandwidth product which may be 
achieved. It should further be pointed out that except 
in very simple cases (e.g., a pure capacitance or induct-
ance termination), the relation between achievable gain 
and bandwidth is not a simple linear one leading to a 
unique gain-bandwidth product constant. Rather, gain 
and bandwidth are generally related by a transcendental 
equation containing the constants of the load, and 
parameters describing the shape of the idealized trans-
fer characteristic. 

The usual approach to such problems [ 1]— [3 ] has 
been to determine first all the scale factors of the ideal-
ized transfer characteristic of the over-all system (in-
cluding the load) by suitably taking into account the 
load constraints. This over-all idealized transfer char-
acteristic is then approximated by a rational function 
which must have its parameters determined so as to 
simultaneously satisfy the following conditions. 

1) The parameters of the rational function must be 
chosen so that all the constraints introduced by 
the load are satisfied. 

2) The parameters of the rational approximating 
function must be chosen to maximize the scale 
factors of the transfer characteristic. 

3) The shape of the rational function approximating 
the transfer characteristic must retain its pre-
scribed form as the parameters are varied to sat-
isfy 1) and 2). 

Fano [2] has solved this problem in the case of power 
transfer from a finite source to a load through a reactive 
equalizer for a few simple loads, but points out that the 
solution is difficult to obtain if the load is moderately 
complex. It is the purpose of this paper to describe a rel-
atively simple modification of the synthesis technique 
which utilizes straightforward computing methods and 
permits a solution for complicated loads. 

In the technique described above, many of the diffi-

culties ensue because of the problems entailed in han-
dling the rational approximation to the over-all opti-
mum system characteristic. However, in the method to 
be described here, the transfer characteristic is left as 
an idealized response and the load is extracted from this 
response, leaving a set of characteristics in numerical 
form which describes the equalizer alone. The rational 
approximation is now made for the equalizer network. 

This is a straightforward process, for no load con-
straints or optimization of parameters are involved 
(these have been taken care of previously in determin-
ing the idealized over-all system response). 
The general approach proposed here for solving the 

equalizer problem is therefore broken down into the fol-
lowing steps. 

1) Determine the parameters of an idealized over-all 
system transfer amplitude response characteristic 

by optimizing a prescribed shape, taking into ac-
count the constraints imposed by the load. A 
simple idealized amplitude shape, for example one 
made up of straight lines, may be used to facili-
tate the evaluation of scale factors. 

2) Use the phase-amplitude relations (see Bode' and 
Thomas [4]) to determine the phase associated 
with the optimum amplitude function. 

3) Compute the characteristics of the equalizer from 
the numerically determined [in step 2)] complex 
transfer function; i.e., phase and amplitude are 
known, by extracting the prescribed load char-
acteristics. 

4) Approximate the numerically determined data [in 
step 3)] for the equalizer by realizable rational 
functions. This approximation may, if desired, be 
carried out in a manner which permits realization 
of the equalizer in some special structural form, 
e.g., as a ladder network without coupled coils. 

5) Synthesize the equalizer as a network from the 
approximating rational function description. 

The remainder of the paper will discuss some applica-
tions of this general technique to specific problems. 

II. THE DESIGN OF ONE-PORT EQUUIZERS 

As an example of the application of the general 
method, a system will be considered which consists of 

an infinite current source feeding a load as in Fig. 1. It is 

Y • Y. • YL •••••• 

LOAD 

EQUALtZER 1- PORT 

(a) (b) 

Fig. 1—(a) One-port equalizer. (b) Specific RC load. 

desired to place a shunt two-terminal network (one-
port) across the load so that maximum voltage transfer 
amplitude occurs at the load over a specified band of 
frequencies. The consideration of this type of system is 
motivated by certain types of wide-band transistor 
equalization problems. In this system, in addition to the 
usual load constraints, it is necessary to optimize the 
transfer characteristic so that the equalizer is realizable 
specifically as a physical one-port netuork. To the 
author's knowledge, the analysis of the particular con-
figuration of Fig. 1 has not been published elsewhere.2 

In order to apply the steps outlined at the end of Sec-
tion I, it is first necessary to relate the transfer charac-

1 Reference [ 11, pp. 301-302, 329. 
2 This problem has been treated in detail by W. Ku, "Design of 

Optimum Equalizers," M.E.E. thesis, Polytechnic Inst. of Brooklyn, 
Brooklyn, N. Y.; 1958. See also, W. Ku and H. J. Carlin, "Optimum 
Two-Terminal Interstage Design for High-Frequency Transistor 
Amplifier," Polytechnic Inst. of Brooklyn, MR! Rept. R-679-58; 
February 13, 1959. 
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teristic of the over-all system to the load, so that the 
constraints of the load may be properly introduced. 

Since a constant current source is assumed, the gain 
of the system may be simply described as the total 

impedance amplitude ZI 

Gain = =j Z(jco)I = G(w2). (1) 

Maximizing I Z(jco) I over a band of frequencies opti-
mizes the voltage transfer to the load. 
The load constraints and the fact that the equalizer 

must be a one-port are contained in the statement that, 
with YL(p) and Y(p), respectively, the admittances 
of load and equalizer, 

1 
Z( = 17(P) = 1 L(P) ± 17 31(P) 

p) 

is a positive real function, e.g., 

1) Y(p) is a real, rational function of p, 

2) Re Y(jco)≥0, 
3) Y(p) is analytic in Re p> 0, 
4) poles of Y(p) along p= fie are simple with positive 

residues. 

The admittance Y(p) is the function to be determined 
and must contain the prescribed load YL(p). Hence, to 

satisfy proviso 2) above, 

Re V(jco) ≥ Re YL(jw)• (2) 

Thus 

I MO I cos 0(co) ≥ Re YL(jw) 

1 
 cos fl(co) ≥ Re YL(jco). 
G(w2) 

Eq. (3b) completely relates requirement 2) to the 
gain function of the system, for it must be noted that 
since Y(p) is a one-port, it is a minimum phase func-
tion [proviso (3)], hence 0(w) is uniquely determined 
from I Y(jw)I by the Bode phase-amplitude relations.' 
The residue requirement 4) provides additional load 

constraints for Y(p), for, since Y(p) consists of YL and 
Y., in parallel, it must contain all the real frequency 

(jco) poles of the load admittance. These poles cor-
respond to the zeros of the gain function G(w2) = I & ft.)) I • 
For any pole at jcok the residue must therefore satisfy 

Res Y (p)I„_;„,, ≥ Res YL(P) ip=jwk. (4) 

This constraint equation may be related to the gain 
function by noting that the several Taylor series for 
z(p) at the various cok zeros of zL(p) must have first 
Taylor coefficients which are identical with those of 
zL(p). Using integral relations for these Taylor co-

efficients [5] 

fo 
e fk(w)R(co'ldco = f eft(w)G(w2) COS 0(w)dcu ≥ A. 

(3a) 

(3b) 

(5) 

where fk(co) are suitable weighting functions and the Ak 

are determined from the first Taylor coefficients of the 
load, zL(p), obtained by expanding z L(p) at the zeros 
of gain wk. 

Eqs. (3) and (4), [or (5)], assure that the system will 
satisfy provisos 2) and 4) of the realizability require-
ments. It is readily apparent that if these are satisfied, 
v(p) may then always be chosen so that all four restric-
tions are satisfied, and thus when the load is extracted 
in parallel from such a Y(p), the remaining network is 
physically realizable as a physical passive one-port. As 
an example, an idealized optimum low-pass character-
istic will be obtained for the specific RC load of Fig. 
1(b). As a guide to determining a suitable shape for the 

gain characteristic in both pass and stop bands, con-
sider first the limiting case in which R= co and the load 
is just a capacitor.' Then (5) becomes 

fo o 2G 
R(w2)dw = G(w2) cos 0(4.0 dw= (6) 

and it is clear that for G to be as large as possible over a 
low-pass band of frequencies, 0(co) should be + 7/2 out-
side the band so that the entire gain bandwidth area is 
concentrated in the pass band. This leads to an idealized 

optimum which is specified as: 

G(w2) = K 0 < w<cd, 

— r 
0(w) = coc < w< 

2 

where wc is the low-pass cutoff frequency, and K is a 
constant which must be maximized. 
The details of this case will not be given here but are 

treated elsewhere.' Instead, we will be guided by ( 7a) 
and (7b) to choose a suitable gain characteristic. With 

the pure capacitor load, it was possible to hypothesize 
an idealized gain function whose phase was — 7/2 every-
where in the stop band. For the case of a load with a 
finite shunting R (a usual situation in transistor rather 
than tube equivalent circuits), we choose the phase in 
the stop band (the pass band is normalized to oh = 1) to 
deviate from the 90° characteristic as follows: 

m ir 
e(w) = — 

co 2 
1 < < oo (8a) 

with flat gain in the pass band 

G(w2) = K O < w < 1 (8b) 

and the parameter in must be chosen to permit the 
maximization of K consistent with (3) and (4).4 The 
gain for 1 <co < oc, and the phase for 0 <co < 1 may be 

3 Reference [ 11, pp. 408-411. 
4 This choice of transfer characteristic is by no means unique. In 

the report referred to previously,2 other choices were investigated and 
it was found that the one used here gave the highest scale factor of all 
those computed. 
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determined from the integral relations already referred By a "cut and try" numerical procedure, m is deter-

to.' mined to just satisfy requirements of ( 11), with the 

r
In G(X2) equal sign, and ( 12) and maximize K. A result is given i 

below for typical transistor parameters: 
ir J. 0,2 _ _ 

C = 6.5 X 10-31.cfd 

R = 1000 ohms 

B = 0.5 X 106 rad/sec. 

± '222 f  0(co) dx 
7, _ w2).,vx2 _ 1 

«co) 
< CO < 1 

V1 — CO2 

— G(w2) 
00 > > 1. 

(9) 

The values of 0(w) and lnG(co2) for the entire fre-
quency band 0 <co< 00 are then readily obtained: 

I 4.io1)1 = G(e•02) = K 

co< 1 ( 10a) 
0(co) =- — — k/1 — (42 — 1] — 

Z( = G(w2) = K   
-VW 2 — 1 ± co 1 (10b) 

11-
O(jW) = —2 • 

Then 

m = 0.42 

K = 408 

1.314 
K • B — (C numerically as above). 

The value of K • B may be compared to the result 
with no resistor present. This is 

2 
K • B = — (for all C; and R = 00). 

These values are plotted in Figs. 2 and 3 for several val- . 
ues of m. 1 

---2 The residue restriction of (4) corresponding to the -,-7 
pole in YL(jco) at infinity is now determined from (10b) . • 

Res Y(p)1 
p... 

1 2 
--1 Y(jco)I 
co Kern 

and since the residue for the actual load YL(co) is C, 
we have by (4) 

2e-m 
K < 

C • B 

where the bandwidth factor, B, instead of unity has 
been introduced. 
The second restriction given by (3) is now applied by 

again utilizing ( 10a) and ( 10b). Thus 

Rw2C2 
Re VL(jco)   < Re YUco) 

1 ± co2C2R2 

1 
— cos [— — (V1 — w2 — 1)] — sin-i co, 

co 

0 < co < 1 
1 rvw, _ 1 + 1 cos r,n _ Ti 

V 2 
K L em w -ilw L co 2 J' 

co > ci, > 1. (12) 

01. 05 

Fig. 2—Ideal one-port gain characteristics for 
phase parameter m=0, 0.5. 

rn no 

10 35 

m • 0.5 

m • I 

05 10 20 25 

Fig. 3—Ideal one-port phase characteristics for 
phase parameter m=0, 0.5, 1.0. 
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The next step in the design technique is the extraction nated in a one-ohm resistor. Since the system is loss-
of the load from the idealized representation of z(p). less, the scattering matrix is unitary on p = jw and 
The amplitude and phase of this function are given by 
(10a) and ( 10b), and the appropriate values of m and K 
may be inserted into these relations. The idealized 
description of Ym(p) is then readily determined as 

1 
Ym(P) = — YL(P) 

and one may then readily find I Ym (jw)1 . This is shown 
plotted on Fig. 4, and because of the manner in which 
this amplitude was determined, the fact that it corre-
sponds to a physical, i.e., positive real, Ym (p) is as-

sured. 
The final step in the procedure is to find a PR ra-

tional approximation for Ym (p) and then synthesize 
the network. In this case, since a realizable driving point 
impedance is a minimum phase network, one merely 
approximates the amplitude and the phase must fol-
low. (The phase error as a function of amplitude ap-
proximation error is not easy to assess, but in the limit 
of zero amplitude error the phase will be automatically 
correct.) A potential analog computer gave the follow-
ing PR rational function approximation Ym '(p) for the 
idealized representation Ym (p). 

p3 4.5p2 12.8p ± 15.5 
Ym(p) Ym'(p) = 0.328 

e + 2.69p2 --I- 5.05p -I- 3.50 

The amplitude I Y m ' ( jw) is plotted on Fig. 4, where 
it may be compared with I Y m(jco) . The final network 
to represent Y,v'(p) is synthesized by a Brune process 
and is shown in Fig. 5. Fig. 6 shows a plot of the pre-
scribed ideal gain characteristic of the over-all system, 
i.e., IZ(jw)1, as well as the actual gain which results 
when the physical network shown in Fig. 5 is used. The 

agreement is good. 

III. TWO-PORT REACTIVE EQUALIZERS 

The general problem to be considered in the re-
mainder of this paper is the synthesis of a two-port re-
active network to match a given load to a pure re-
sistance generator impedance over a prescribed fre-
quency band. The lossless matching network or 
equalizer is to produce approximately maximum scale 
factor for the stipulated power transfer characteristic 
shape (that is minimum reflection loss or mismatch) 
over the frequency band. Fig. 7 shows the system con-

sidered. 
The first step in the procedure is the determination 

of the parameters for the prescribed amplitude of 
transfer characteristic. Referring to Fig. 7, with sik the 
scattering coefficients of the over-all network consisting 
of equalizer and load, the transfer function of interest is 
sizuco)1 2 which gives the ratio of power divided by 

available generator power when the load is represented 
in Darlington form [6] by a lossless two-port E termi-

s22(p) sn(— p) = 1 — si2(P) si2( — p) 

I s.(iw)1 = I sii(i.) I 

(13a) 

(13b) 

and the load constraints on the transfer characteristic 
or the input reflection factor may be described in terms 

01 05 07 lO 20 30 40 130 00 

ANGULAR FREQUENCY w 

Fig. 4—Desired and approximated amplitude characteristic 
for one-port equalizer. 

Fig. 5—One-port equalizer network. 

.7 • 3 05 
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o 07 

oes 

005 
• 

IDEAL 

•••••o..- APPROXIMATE 

LOAD -.5 

2 3 4 5 7 0 10 2 

ANGULAR FREQUENCY o 

4 5 4 7 o 

Fig. 6—Ideal and approximated gain characteristic of 
one-port equalizer system. 

DARLMGION REPRESENTATION 
OF LOAD 

EQUALIZER 
NETWORK 

OVERALL SYSTEM NETWORK -8 

Fig. 7—Two-port equalizer system. 
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of 522(P), the load end reflection factor of the system 
consisting of D (matching network) and E (load react-
ance two-port) in cascade. These constraints are most 
conveniently expressed in terms of integral relations in-
volving 

in 

and take the form 

foefh(co) ln dco Ak 

k = 1, 2, • • • , n. (14) 

One such equation is written for each of the n zeros of 
transmission of the Darlington two-port associated with 
the load. These are the zeros of e12(p) in the complex p 
plane. The constants A k are essentially Taylor coeffi-

cients of e22(p) when this function is expanded at the 
zeros of transmission of en(P), but Ak is modified by 

appropriate constants found from right-hand zeros 
which are inserted into s22(p) in order that all n equa-
tions of ( 14) be satisfied simultaneously. The fk(co) are 
appropriate weighting functions which select the cor-
rect Taylor coefficients in the Cauchy integral expres-
sions for such coefficients. 

In order to simultaneously satisfy the system of ( 14), 
one has at one's disposal the possibility of modifying 
the prescribed shape 

in I 1 I, 
s22(jco) 

by introducing right-hand zeros into s22(ico), and if 
boundary zeros of transmission occur in e12 by changing 
the Taylor coefficients of s22 at such zeros by introduc-
ing these zeros into the matching network. With these 
adjustments available, the scale factor of s22(jco) is 
minimized and at the same time all the equations in ( 14) 
at the various zeros of transmission are satisfied. This 
gives the appropriate load parameters. The perform-
ance of this process is not an easy matter, but if the 
function 1 s22(jco)1 is a simple curve so that the integra-
tions can be performed readily, the solutions are simpli-
fied. If, however, s22(jco) is in rational function form 
(i.e., a rational approximation to the prescribed trans-
fer curve is made at the outset) and contains constants 
which must be adjusted to optimize the scale of 1 s22(jco)1 
at the same time as the equations in ( 14) are satisfied, a 
solution is generally quite difficult if the load consists 
of a number of elements. The essential feature of the 
technique described here is that s22(jco) is left in ideal-
ized form, and an approximation is only made directly 
to the functions which describe the equalizer alone. 
The first step in the design procedure is then to use a 

simple representation for 1 s22(jco)1 and for this idealized 
shape choose parameters which minimize this reflection 
amplitude in the pass band such that the equations in 

(14) are satisfied. Referring to ( 13a), this maximizes the 

power transfer function 1 si2(jco)1 2 over the pass band. 
The next step is to compute numerically the idealized 

complex function 522(p). The function 522(P) may be 
written 

522(p) -- s22_0(p)B(p) (15) 

where s22_0(P) is a minimum phase function with 

1 s22-o(j(e) 12 = 1 322(iW) 12 (16) 

and B(p) is a Blaschke product, that is the product of 
all-pass factors of the form 

er k —  Pk —  Pk p Pk * — p 

(Tk + p Pk + P pk* + p 

«lc real and o.Jk > 

Pk complex and Re Pk > 

Pk * the complex conjugate of pk. 

The function B(p) is known, since the right-half-
plane zeros crk and Pk can be chosen in the following man-
ner. First observe that in terms of the D and E net-
works, the over-all function s22(p) satisfies the following: 

e122(p)d22(p) 
s22(P) = e22(p) + 

1 — d22(p)en(P) 

Then if the load functions e22(P), e12(p) have a coinci-
dent right-half-plane zero, this zero must appear in 
s22(p) and is therefore inserted into the Blaschke prod-
uct B(p). The second way in which an all-pass factor is 
selected for B(p) is if, in the process of satisfying ( 14), 
it is necessary to choose right- half-plane zeros for s22(p). 
In this second case, such zeros only appear in the match-
ing network, not in the load. 
With B(p) determined, the phase of 522(P) is readily 

computed, for the minimum phase, arg s22_0(P), may be 
found by the Bode integral relations utilizing a graphi-
cal procedure (the Thomas tables [4] are particularly 

convenient), and this has added to it arg B(p). Thus 

arg s22(p) = arg s22...0(p) -1- arg B(p). 

The complex function s22(jco) is now known numeri-

cally and it is a simple procedure to completely calculate 
the scattering parameters of the equalizer. From ( 17), 
one may determine the function d22(p) of the equalizer 
alone as 

(17) 

522(P) — en(P)  
d22(P) = (18) 

e122() en(P)E•s22(P) en(ft) I 

Since all the complex functions of ( 18) are known either 
analytically or numerically on jco, the idealized ampli-
tude and phase of d22(jw) may be determined completely 
in numerical form. In a similar manner, one may find 
du(p) as a function of the scattering parameters of the 
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over-all network S and those of the load E. Thus 

si2(P)en(P)  
du(P) = • (19) 

e122(p) e„(p)[sr2(P) — e22(P)] 

Note that right- half-plane and jco zeros of eu(p) are 
chosen for s12, and because ( 17) is satisfied, s22 — e22 has 
these zeros with double multiplicity.' Hence these zero 
factors cancel from numerator and denominator and do 
not appear in d12. The only points at which d12(p) is 
zero for real co is where a zero is inserted in s12 but is not 

present in the load. 
All the complex functions of ( 19) are known on jco 

except si2(jco) and this too is readily calculated. The 
amplitude I si2(j(0) I may be numerically determined by 
(13) but the phase, arg si2(jco) needs some additional dis-

cussion. Recall that 522(p) may require certain right-
hand zeros, either to satisfy the integral relations ( 14) 
or because they are in the functions ei2 (p), e22(p) of the 
load. Since the system of D and E is unitary, the follow-
ing relation must be satisfied 

Using ( 15), 

Sit(P) = 522( P) 
42( — P) 

512(p) 

M(P) B1( — P)  
S22(P) = 

Q0(p) Bi(p) 

with B1( — p) representing right-half-plane zeros [the 
zeros of B i(p) are in the left-half plane] and with 

(20) 

P (P) 

S12(P) = 

[Q(p), Q.(p) have no right-half-plane zeros], (20) be-
comes 

Now if 

and 

sii(P) = 
Q0( - 1)) B1( — Q(P) P(-1)) 

M(p) Bi(— 
s22_o(P) B(P) = 

Qo(P) Bt(P) 

M( - 1)) Bi(P)  P(P) Q( — I))  

Q(p) = Q0(p) 

P(P) = P0(p)B1(—p), 

where Po(P) has no /eft-half-plane zeros, then sil(p) is 
analytic in the right-half plane, hence realizable. Then 

rm(-p) Bi(p) 
su(p) — 

L Q.( -p) B1( — 

[Po(p)131( — p) 420(— p)  

120(p) Po( — P)Bi(P) 

(— p) Po(P)  

Q0(p) P0(— p) 

5 For special case, see footnote 7. 

(21) 

Q0(p), Po(— p) have no right-half-plane zeros (boundary 
zeros cancel in Po(p)/P0(—p) so that sci(p) is analytic 
in Re p> 0). Thus we conclude that if s22(p) has a right-
half-plane zero as part of an all-pass pair, that right-
half-plane zero must appear in 512(p) though not neces-
sarily as an all-pass pair. 

Returning to the numerical calculation of 512(p) repre-
sent this function as 

su(p) = si2-0(p)Bi(—p) (22) 

where s12....0(p) is a minimum phase function' whose am-
plitude is 

sn(i.) 
Isi2_0(.ii0) I = Bi(ico) I (23) 

and B1( — p) are the right-half-plane zeros of the known 
all-pass factors of s22(p). The phase of 42_0(p) is hence 
readily computed by the Thomas tables using the am-
plitude data of (23). Thus the phase of s12 (p) is given as 

arg su(p) = arg 512-0(P) arg B1( — p). (24) 

With si2(jco) known, the function di2(jco) is completely 
determined numerically by (19), and d11(p) then follows 
by (20). 

If D is to be synthesized as a physical network di2(p), 
d22(p) must be approximated by rational functions 
which are analytic in the right-half plane, satisfy the 
unitary relations, and result in a d12(p) function which 
has prescribed zeros which may lie on the boundary or in 
the right-half plane if the solution of the integral con-

straints calls for such zeros. Note, however, that for-
tunately the zeros of d22(p) are not fixed in advance as 
are those of d12(p) and may fall anywhere called for by 

the approximation. 
In order to perform this multiple approximation in a 

practical manner, represent the rational function 
d22'(P)d22'( —p), which approximates the numerically 

prescribed d22(jco)d22( —jco) function, as 

F(P)F( — P)  
d22'(P)dn'(— (25) 

R(P)R( -1) F(P)F( — p) 

where F(p) is a polynomial to be determined by the ap-
proximation process and R(p) is the product of all the 
prescribed right-half-plane and boundary zero factors 
which are known in advance to lie in dn'(p), the rational 
function which approximates di2(p). The denominator 
of (25) is an even polynomial which may be factored 
into its left- and right-half-plane root as 

R(p)R(— p) F(p)F(— p) = D(p)D(—p) (26) 

where D(p) has only left-half-plane root factors. Then 
d22'(p) has the representation 

F(p) 
(27) 

Referring to the discussion of (20) and (21), s12_0(p) has no leí t-
half-plane zeros. 
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Using ( 13a) for a lossless, hence unitary, equalizer, 
di2'(p)d 22'( —p) is given as 

(112'(p)di2'(— 

and 

R(p)R(—p) 

R(p)R(— p) + F(p)F(— p) 
(28) 

R(p) 
d121(p) = D—F -p) (29) 

with R(p) the required zeros of di2'(p), i.e., on the 
boundary and in the right-half-plane. 
The problem may now be reduced to the approxima-

tion of a polynomial for 

d22'(p) F(p) (122(p)  

7-1,2,(1;)- R(p) =  d12 (p) 

and since R(p) is known, with d22(jw), di2(jco) numeri-
cally determined 

d22(p) 
R(p) — 

di2(p) 

(30) 

(31) 

Substituting ( 18) and ( 19), (31) becomes 

se(p) — e22(p) 
F(p) R(p) (32) 

si2(p)ei2(p) 

It was previously shown in connection with ( 19), that 

zeros of e12(p) must appear in s12(p) and are found in 
double multiplicity in s22— e22 so that all right-hand-
plane and jce zeros of e12 cancel from the right-hand-side 
of (32).7 Real frequency transmission zeros which for 
any reason are intended for the equalizer but do not 
appear in the load are common to s12 (p) and R(p) and 
hence again cancel. 

Thus F(p) may be computed as a polynomial which 
approximates to the numerically specified function on 
the right side of (32) and di2'(p) and d22'(P) are com-
pletely specified by (27) and (29). 

It must be emphasized at this point, however, that 
the phase, arg F(jw), is the difference in phase between 
d22' ( p) and di2'(p), whereas if the amplitude I F(jw)1 is 
approximated satisfactorily, the amplitudes I di2i(jc0)I 
and I d22i(jco)I are assured as close fits to the prescribed 
amplitude characteristics. In order that the absolute 
phase of di2'(p) be a satisfactory approximation, it is not 
sufficient that its amplitude be correct in the pass band, 
but rather that its amplitude be correct over a much 
wider band, since amplitude deviations outside the 

band contribute phas errors in the band. This means 
that F(j0)1 must behave outside the pass band in the 
same manner as the prescribed functions. Thus if 

7 It is possible for (s22—e22) to have a ¡co zero of order (2n — 1) if 
this zero occurs in e12 with order n. In this case this zero is of order 
(n-1) in 512 and cancellation still occurs. 

d22(jco) dii(jw) varies as co" at large frequencies, so too 
must F(jco), and therefore the degree of F(p) is dictated 
in advance by the shape of the idealized I sio(jco)I and 
s20(jco) I functions at large frequencies. With this in 
mind, the polynomial F(p) may be approximated by 
any convenient technique. 
Complex interpolation, for example, is particularly 

useful if a computer is handy, for the realizabflity of the 
D network functions is automatically assured in ad-
vance once F(p) is determined. This may be seen in the 
following manner. Note first that the factorization 
process makes the polynomial D(p) Hurwity, so that 
di2'(p), d22'(p) are analytic in Re p> 0. In addition, the 
unitary relations are satisfied on p=jco for 

dn'UOI 2 + I d22V 0)1 2 = 1. 

Further du») always satisfies the other unitary equa-
tion (20) 

F(— p) R(p) D(— 

du' (P) —  D(— p) D(p) R(— p) 

F(— p) R(p) 
(33) 

D(p) R(— p) 

The function dii'(p) is analytic in Re p>0 for R( - 1,) 
does not contain any right- half-plane factors, and any 
real frequency zeros in R(p) are cancelled by the same 
factors which must occur in R(— p). The D network is 
hence physically realizable and may be synthesized by 
well-known procedures [6]. 
The method described is quite flexible, for the ap-

proximation procedure may be controlled to yield de-
sired configurations for the equalizer network. Thus, 
suppose that the integral constraints are satisfied by 
appropriate choice of I s22(jw) I without the need of right-
half-plane zeros of transmission in D. Then the tech-
nique described can be manipulated to assure a con-

stant K configuration ladder network representation 
of the equalizer. To do this, the function R(p) is chosen 
as unity and the result from (31) is 

with 

S22(P) — en(P)  F(P) [ (p) = 1] (34) 2t 
si2(P)c12(P) 

1 
dn'(p) = --

D(p) 

F(P) 
(122'(p) = D(p) 

(35a) 

(35b) 

The forms of (35a) and (35b) are necessary and suffi-
cient for a ladder network representation of D contain-

ing at most one ideal transformer. If the further restric-
tion is made that the constant term of F(p) is zero, then 
the ideal transformer is eliminated. 



1960 Carlin: Synthesis Techniques for Gain-Bandwidth Optimization in Passive Transducers 1713 

Restrictions of this kind may, of course, limit the 
closeness of approximation to the originally prescribed 
shape, but it may be desirable to trade optimum per-

formance for simplicity of final network design. 
Another example of the flexibility the procedure af-

fords is in the design of cascaded transmission line 
matching networks for microwave loads. In this case, 
the functions are transformed by a change of frequency 

variable [7] 

X = tanh -yp. 

In the X domain, the necessary and sufficient condition 
for the D network to be representable as n cascaded lines 
is that dc2'(X)d12'( — X) have the form 

(1 — X2)" 
d121(X)d12'(—X)— 

P(X)P,.(— X) 

where Po(X) is an nth degree polynomial without zeros 
in Re X > 0. The nth order right-half-plane zero at X = 1 

is first taken into account in computing the parameters 
of the idealized function I s22(j(e) I • Then one chooses 

R(X) = (1 — X)" 

and approximates F(X) as an nth degree polynomial. 

F(X) rA' ( 1 — X)" 
Sn — en 

512e12 

Note that this implies that the functions s22, s12 must be 
chosen so that the factor s22 — e22/sizei2 approaches a 
constant as co becomes infinite. If this can be done, the 
matching network is then guaranteed in advance to be 
synthesizable as a cascade of lossless transmission lines. 

It must be emphasized that the general procedure 
described here is essentially a numerical method ideally 
suited to be carried out on a computer. A shortcoming 
of the technique is that although the result will con-
verge to the prescribed response as the approximation 
to F(p) is improved, at this time there is no simple way 
of estimating the error in advance. The final approxi-

mating response I si2'(jco)1 2 should therefore be com-
puted from 

I.512"(4(0) 12 = 
ei2(jco)di2i(jco) I 2 

1 — en(i(e)dri(i/.0) 1 

Fig. 8—Ideal and actual gain characteristics for 
RRC load equalizer. 

The idealized transfer function amplitude chosen is 
shown in Fig. 8. 

Also 

Isi2(fr») 12 = 
so2, 0 < < 1 

So2 

(08 

502 

snow) 12 = 1 502 

I. CO8 

1 < < co 

< co < 1 

1 < co < oo 

(36a) 

(36b) 

The scattering parameters of the load two-port are 

p p (1/V2 — p) , 
en = , en —  

3p + 2 2 + 3p (1/N/2 + p) 

_ 11-0 — p 
= 2-V2 

2 + 3p 
(37) 

There is a right-hand zero of transmission in the load 

at 1/.0 and the first Taylor coefficient of 

1 1/-0 — p 
In  
e22(p) 1/-V2 + p 

expanded about this zero is ao = In (3+2-0). There is 
only a single integral constraint, so no additional right-
half-plane zeros are required in the equalizer network; 

the constraint is 

(36) I  1 I 
In 

sr2(jco) IT In (3 + 2N/2) 

and checked against the prescribed idealized function 

I sl2(1) 1 2' 
As an example of the procedure described above, con-

sider the RRC load shown in Fig. 8. This is not an ex-
tremely pathologic network, but the structure is simple 
and has a right-half-plane zero in its e12(P) and en(P) 
functions. Further, the synthesis will be carried out to 
eliminate ideal transformers. Thus, many facets of the 
synthesis technique described here can be illustrated. 

f: co2 (1/.V2)2 
(38) 

For the low-pass characteristic of (36b), the integral 
of (38) may be numerically evaluated for various choices 

of so2 and the equality is satisfied when 522 = 0.94. 
Since e12, e22 have a coincident right-half-plane zero, 

this zero is chosen as an all-pass factor in s22(p) so as 
not to affect the amplitude shape I s22(jco)I given in 

(36b). 
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Thus 

1/N/2- — p 
s22(p) = s22-o(P) 1/V-2 p 

Further, s12(p) must contain this zero (not necessarily 
as an all- pass) so that 

si2(p) = 42-0(P)(1./V2 — p). (40) 

If the equalizer is to be designed as a constant K con-
figuration, the function F(p) is to approximate may 
then be written using (34), (37), (39), (40) 

s22-0(2 j3c0) — jto 

2V2s12_0(0.5 cor) (41) 

The phases arg arg .s12_0 are computed from the 
Thomas tables and with this information, plus the am-
plitude data of (36), as well as 

512-0(jW) 12 1 S22(iw) 12 

0.5 c.)2 

(39) 

(42) 

the real and imaginary parts of the function on the right 
side of (41) are readily tabulated. These are shown 
plotted in Fig. 9. Because of the choice of 1 si2(jco)1 2 as 
a function which rolls off as VW, F(jw) must be ap-

proximated as a 4th degree polynomial to assure a 
reasonable fit to 1 si2(jco)1 2 at high frequencies. This con-
strains the number of equalizer elements to be 4 and 

does not provide the possibility of a really close approxi-
mation for F(jco). An approximation was made by inter-
polation to obtain the function 

F(p)•= — 0.835p — 0.945p2 — 1.71p3 — 0.369p4 (43) 

and the real and imaginary parts of this are shown on 
Fig. 9. It should be noted that in performing the ap-
proximation of F(p), its constant term was chosen to be 
zero so that no ideal transformer would be needed. This 

forces .512'(0) = 1.0 and contributes to the over-all error. 

From the polynomial F(p) of (43), di9.») and d22'(P) 
are readily compute& [see (35) with D(p)D(—p) 
=1+F(p)F(—p)] and the ladder network is then syn-
thesized as in Fig. 10. The actual response with this net-
work as the equalizer is shown in Fig. 8. The approxi-

mation to the prescribed curve is reasonable considering 
the small number of elements and the fact that the ap-

proximation was made to exclude an ideal transformer. 

cf.r2'(P) is chosen as F(p)/D(p) for best results. 
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Fig. 10—Ladder equalizer for RRC load. 
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Properties of Phased Arrays* 
WILHELM H. VON AULOCKt, ASSOCIATE MEMBER, IRE 

Summary—This paper discusses in some detail the scanning prop-
erties of planar and linear phased arrays consisting of a large num-
ber of equispaced radiators, either omnidirectional or directive. As-
suming that a suitable beam shape and sidelobe level in the broad-
side direction have been attained, it is shown how scanning of the 
array through introduction of a phase delay into the wave front dis-
torts this pattern and introduces new sidelobes. The study uses con-
tour maps of the antenna pattern in "sin 0-space," which is a projec-
tion of the unit sphere on the plane of the array. In this space the 
antenna pattern remains invariant with scan angle and merely under-

goes a translation proportional to the phase delay between adjacent 
radiators. Using a parallel projection of the unit sphere onto the plane 
of the array, the actual antenna patterns are then readily obtained in 
conventional spherical coordinates. This method also permits ready 

evaluation of the influence of the directivity of the radiating ele-
ments, including a slight shift of the beam maximum with respect to 
that of an array of isotropic radiators. Furthermore, a pictorial repre-
sentation of the coverage of a tilted planar array of given scanning 
properties can be obtained in terms of an earth-fixed coordinate sys-
tem. Finally, it is shown how the beam-pointing error in a phased 
array is related to systematic errors in the phase delay. 

I. INTRODUCTION 

NIECHANICALLY scanned antennas were em-
ployed almost exclusively in the radar systems 
of World War II and are still being used in the 

majority of all operational radar systems. However, 
new requirements for radar systems, including rigidity 
and shock resistance of the antenna structure, volumet-
ric rapid scanning of large antennas, and avoidance of 
any mechanical motion in the radar system, have led 
to an ever-increasing interest in electrically scanned an-
tennas in which the antenna stays fixed in space and 
the radar beam is moved by introducing a phase delay 
into the radiated wave front. Such an antenna is called, 
briefly, a "phased array." Its properties are well under-
stood and readily amenable to numerical and graphic 
analysis. 

Although the purpose of a two-dimensional phased 
array is the same as that of a parabolic reflector in a 
two-gimbal mount, namely, to scan a radar beam, the 
characteristics of these two antennas have some fun-
damental differences, thus making it impossible simply 
to substitute one for the other in an existing radar sys-
tem. Phased arrays can provide scanning patterns and 

scanning rates which are impossible to attain with me-
chanically scanned antennas. Conversely, a parabolic 
reflector can be turned and tilted to radiate an identical 

* Received by the IRE, October 30, 1959; revised manuscript 
received, March 4, 1960. 

Bell Telephone Labs., Inc., Whippany, N. J. 

antenna pattern toward every point in a hemisphere, a 
task which is inherently impossible with a planar phased 
array. Furthermore, the scanning properties of a me-
chanically scanned antenna are readily described in a 
spherical coordinate system with its origin at the phase 
center of the antenna, whereas scanning of a phased ar-
ray can be discussed more conveniently in a different 
coordinate system. 

This paper presents a brief review of the scanning 
properties of phased arrays. The discussion is restricted 
to arrays of equispaced radiators located in a plane. 
Further, it is assumed that the variation of scan angle 
O„ of these arrays,' hereinafter referred to as "scan sec-
tor," is large compared to the beamwidth. This as-
sumption implies that the phased arrays consist of 
many radiating elements, possibly 50 to 100 radiators 
for a linear array and 2500 to 10,000 elements for two-
dimensional arrays. 
The introduction of a phase delay across the wave 

front radiating from an array has many consequences 
besides the obvious shift of the beam maximum. 

1) The beamwidth increases as one scans away from 
broadside. 

2) The beam shape changes slightly as one scans 
from broadside to moderate scan angles and is 
modified drastically for extreme scan angles close 
to 90° from broadside. 

3) New sidelobes may appear at moderate to large 
scan angles. 

4) The beam direction is slightly different from that 
computed by standard formulas. 

All these effects are well understood. They have to be 
taken into account if one attempts to approximate the 
precise performance of a mechanically scanned antenna 
with a phased array. This discussion therefore deals 
with beam direction, beamwidth, and beam shape as 
functions of phase delay. Furthermore, the sensitivity 
of array performance to systematic excitation errors is 

reviewed. 
As a result of this study, it is possible to state ac-

curacy requirements for the phase delay of practical 
arrays. The capabilities and limitations of this type of 
scanning antenna will be apparent, and techniques for 
the design of such an array will emerge. 

I The scan angle 0, is defined as the angle between the array nor-
mal ¡Ind the beam maximum. 
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The deterioration of array characteristics with ran-
dom excitation errors has received considerable atten-
tion in the literature. 2-6 It is not to be discussed here 
because it is believed that systematic errors, rather 
than random errors, will limit the performance of multi-
element phased arrays. 

Whereas mechanically scanned antennas are ade-
quately described by giving two antenna patterns in 
orthogonal planes, this method of presentation is en-
tirely unsatisfactory for a phased array whose pattern 
changes appreciably as the beam is scanned away from 
the array normal. To appreciate fully the characteris-
tics of both linear and two-dimensional phased arrays, 
their patterns must be studied in a hemisphere rather 
than in two planes, and a pattern representation which 
permits the study of pattern changes as a function of 
scan angle must be found. Thus, the hemisphere, rather 
than two orthogonal planes, becomes the preferred 
space to be considered, and the planar, rather than the 
linear, phased array emerges as the principal object of 
this discussion. In particular, the two-dimensional array 
of isotropic radiators is used to show the variation of 
beam position, beam shape, beamwidth, and secondary 
beams with phase delay. Directive radiating elements 
will be introduced later to demonstrate their contribu-
tion to beam distortion, sidelobe level, and beam-
pointing errors. 

II. Two-DIMENSIONAL PHASED ARRAYS OF 
ISOTROPIC' RADIATORS 

Consider a two-dimensional array of Af•N equi-
spaced isotropic radiators in the xy plane ( Fig. 1). The 
radiators are excited by individual currents I„,„ and 
provisions are made to introduce independent progres-
sive phase delays in the x and y directions, so that 
the delay between adjacent radiators is 4/, and 
(radians), respectively. We want to examine the motion 
of the radar beam as a function of the phase delays and 

to study the variations of beam shape with the scan 
angle. Hence, we are not concerned with the classic 
problem of array theory which attempts to correlate 
the antenna pattern with the complex excitation co-

efficients /„,„, but we simply assume that this problem 
has been solved and that means exist to produce an ac-
ceptable amplitude pattern in the z direction normal to 
the array when all array elements are excited in phase 
('=' =O). 

2 L. A. Rondinelly, " Effects of random errors on the performance 
of antenna arrays of many elements," 1959 IRE NATIONAL CON-
VENTION RECORD, pt. 1, pp. 174-189. 

3 L. A. Kurtz and R. S. Elliot, "Systematic errors caused by the 
scanning of antenna arrays: phase shifters in the branch lines," IRE 
TRANS. ON ANTENNAS AND PROPAGATION, vol. AP-4, pp. 619-627; 
October, 1956. 

4 D. K. Cheng, " Effect of arbitrary phase errors on the gain and 
beamwidth characteristics of radiation pattern," IRE TRANS. ON AN-
TENNAS AND PROPAGATION, vol. AP-3, pp. 145-147; July, 1955. 

6 R. S. Elliot, " Mechanical and electrical tolerances for two-
dimensional scanning antenna arrays," IRE TRANS. ON ANTENNAS 
AND PROPAGATION, vol. AP-6, pp. 114-120; January, 1958. 

Fig. 1—Planar array of equispaced current elements. 
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A. The Antenna Pattern 
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The amplitude pattern of an array of isotropic radi-
ators is given by6 

31-1 N-1 

E 
mO n-=.0 

where 

I nisi) (1) 

Af, IV= number of elements in x and y direc-
tions, 

I = amplitude of excitation coefficient, 

d,=2.7rd /X0= spacing between radiating elements 
in radians, 

X0= wavelength in free space, 

COS ay, cos 

Ty = COS cos ax„, 

r„ = cos a„ — cos ay„, 

ay = direction cosines of radius vector 
specifying the point of observation, 

cos ax„ cos a,, = direction cosines of radius vector 
specifying beam maximum (scan di-
rection). 

The conventional pattern representation of this ar-
ray uses a spherical coordinate system with azimuth 

and elevation angles 4) and O (Fig. 1). These angles are 
related to the direction cosines as follows: 

sin' O = cos2 az ± cos' av, 

COS at, 
tan 0 = --- • 

COS ax 
(2) 

S. Silver, "Microwave Antenna Theory and Design," M.I.T. 
Rad. Lab. Ser., McGraw-Hill Book Co., Inc. New York, N. Y., vol. 
12, pp. 104-106; 1949. 
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After fixing the direction of the beam maximum by 
specifying ai„ and aim and computing 0, and ck. from (2), 
one selects a plane 4) = const and computes the pattern 

S. = f(0) (0,, 0.„ 4, = const). 

Similarly, one may compute the pattern 

S„ = f(4)) (0,, s, O = const). 

Clearly, this pattern representation has two disadvan-
tages. 

1) The pattern depends on the position of the beam 
maximum 0,, e.. 

2) The pattern representation is valid only for one 
particular plane (4)=-- const) or conical surface 
(0 = const). Hence, a complete representation of 
the antenna pattern in the hemisphere requires 
many curves for many different planes. 

Both these difficulties can be overcome by using the dif-
ferences of direction cosines T. and r„ as variables and 
plotting a contour map of the amplitude pattern, 

f(rx, r„) — S. = O (S. = const) (3) 

in direction cosine space. 
Here we will assume that this particular contour is a 

circle for M =N and an ellipse for MON. It is interest-
ing to note that this assumption is justified in the case 
of uniform illumination (/„„,--=/0). The amplitude pat-
tern of an M • N array with uniform illumination7 is 
given by 

sin 43fd,ri sin ¡Ndrry 
S. = 

M sinldrrx N sin Idrr„ 

The contour map of the main beam can be approxi-

mated by 

sin x sin y 
= 

X y 

X = -DIfdrrx, 

y= 

(4) 

(5) 

This map is shown in Fig. 2. It is apparent that the con-
tour is an almost perfect circle at the half-power point 
but approaches a square as S. approaches zero. Hence, 
one may talk of a beam broadening in the diagonal. 
This beam broadening amounts to less than 2 per cent 
at the half-power point and may be neglected (Fig. 3). 
Thus, the half-power beamwidth of a uniformly illumi-
nated square array (M =N) is given in r space by 

CO 
M T - y 

APto 

where Co= 0.888 and A = Nd (aperture). 

(6) 

7 J. D. Kraus, "Antennas," McGraw-Hill Book Co., Inc., New 
York, N. Y., ch. 4; 1950. 
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Fig. 2—Constant amplitude contours of the beam from 
a uniformly illuminated M• N planar array. 
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4--Beaniwidth of a Dolph-Tchebycheff array vs sidelobe level 
Ls relative to a uniformly illuminated array of equal aperture. 

For a narrow beam array whose beam is oriented 
normal to the plane of the array, 2,Cer can be interpreted 
directly as half-power beamwidth in radians. The beam-
width is related to the sidelobe level of the array in 
such a manner that the beam broadens when the exci-
tation coefficients I„,„ are tapered to satisfy specific 
sidelobe requirements. For a Dolph-Tchebycheff ex-
citation function8 (Fig. 4), the beamwidth can be ex-
pressed by 

(C1,\ é Co \, 

\Co) \A /X0) 
(7) 

where Cb/Co expresses the beans broadening with respect 
to uniform excitation and as a function of design side-
lobe level. Note that a design sidelobe level of 40 (lb 
introduces a beam broadening of 41 per cent for a given 
aperture. 

B. Scanning of the Beam 

The direction of the beam maximum is a function of 
the two phase delays 1//z and ipt, so that the direction 
cosines are proportional to the respective phase delays: 

cosaz.= — 
d, 

cos ay. = — • 
d, 

(8) 

This fundamental property of phased arrays makes it 
desirable to discuss pattern shape and beam motion in 
a coordinate system which has cos az and cos a, for the 
two axes. 

For ease of manipulation, let us then define a com-
plex T plane with coordinates cos az and cos ay. This 
permits description of the point of observation by a 

8 L. B. Brown and G. A. Sharp. "Tschebyscheff Antenna Dis-
tribution, Beamwidth, and Gain Tables," Naval Ord. Lab., Corona, 
Calif., NAV-ORD Rept. No. 4629; 1958. 

— ARBITRARY SCANNING CONTOUR 

--- SCANNING AREA 

Fig. 5—Scanning in the complex T plane. 

COS 4. 

single complex number T and locates the beam maxi-
mum in the T plane by another complex number, T.. 

T = cos az i cos «,, 

T. = cos az8 i cos a„„ = —  
dr 

(9) 

where sji=sPx-Fiski, (phase delay). 
Similarly, we can define a complex r plane, which is 

suitable for contour maps of the amplitude pattern, by 

= T — T5 = rz ± irk. (10) 

The antenna pattern, which is a function of the com-
plex variable r, is invariant in the T plane. Scanning 
the antenna by introducing the complex phase delay 
4,=e,-Fie„ simply translates the pattern in space so 
that the pattern center moves to T. = 4//d, ( Fig. 5). If 
the phase delay is chosen so that t T„I > 1, the half-
power contour moves outside of the unit circle and be-
comes imaginary, i.e., unobservable. 
Two definitions are helpful in discussing array prop-

erties: 

The scanning contour—a closed curve in the T plane, 
traced by the beam maximum when the beam is 
scanned through the largest required deviations from 
the array normal (Fig. 5): 

The scanning area—the area whose boundary is the 
outer envelope of all the half-power contours of the 
main beam when the beam is scanned along the scan-
ning contour. 
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Fig. 6—Secondary maxima of a scanned array with 
one-wavelength element spacing. 
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C. Secondary Maxima 

Let us now consider the effects of scanning on the 
beam pattern. The first is the occurrence of secondary 
maxima. An array of isotropic radiators has an infinite 

grid of these maxima spaced Txo =To — Xo/d. The larger 
the element spacing, the closer the spacing of the max-
ima. Whenever the spacing is greater than X0/2, these 
maxima may become visible as they wander into the 
unit circle with each scanning of the array. If the ele-
ments in the array are spaced one free-space wave-
length apart, the main beam and four endfire beams 
will be visible at zero scan angle (Fig. 6), and any scan-
ning away from broadside will move a multiplicity of 
beams over the hemisphere. For example, if such an 
array is scanned by a phase delay 4,=(1+i)tr, four 
beams will be seen on the circle 0=450. However, 
narrower spacing of the radiating elements (e.g., 
d= U 0/3) will essentially suppress all secondary beams 
as long as IT (Fig. 7). 

Thus, the proper spacing of radiating elements is the 
first step in eliminating secondary beams in the array 
pattern. The second step is concerned with the proper 
choice of radiating elements (see Section IV). 

D. Scanning of a Phased Array in a Spherical Coordinate 
System 

All previous computations have been made in a co-
ordinate system which was fixed with respect to the ar-
ray, and it has been found that the antenna pattern re-
mained invariant in direction cosine space (T plane). 

e MAIN BEAM 
0 SECONDARY MAXIMA 

Fig. 7—Secondary maxima of a scanned array with 
two-thirds-wavelength element spacing. 

To examine the scanning characteristics of a phased ar-
ray in its associated spherical coordinate system (Fig. 
1), we have to project the orthogonal coordinates 
0=constant and 0— constant onto the T plane. This 
projection permits immediate interpretation of the an-
tenna pattern for any desired scan angle in terms of the 
spherical 0, ck system. 

Expressing the complex direction cosine T in polar 
coordinates 

T = cos az i cos a, = sin 0(cos 4, i sin 0), 

T = sin Be', (11) 

immediately yields the desired projection which can be 
described as the parallel projection of the unit sphere 
on the equatorial plane (Fig. 8). Each circle sin 0= con-
stant corresponds to two values of O. Let us therefore 
define 0 ≤r/2 as the positive hemisphere and re-
strict our discussion to it. 

E. Scanning Distortions in a Spherical Coordinate System 

The resolution of a radar system is limited by the 
width of the radar beam. If this beantwidth depends on 
beam direction, then the resolution becomes a function 
of scan angle. To illustrate the magnitude of beam dis-
tortion in a phased array, consider a beam which is cir-
cular at the half-power points in T space. If this beam 
is scanned away from the array normal, it is then neces-
sary to differentiate between two beamwidths in the 0 
and ck directions, respectively (Fig. 9). The reference 
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Fig. 8—Projection of unit sphere on T 

Fig. 9—Beamwidth and eccentricity of the scanned beam. 

beamwidth is defined as 14f., (7)1: 

COSa 

Bo = 2 sin-1 (sr) (radians), (12) 

where àr ='O1/40/2A. The beamwidth in the cit direction 
is constant and equal to Bo. 
When the beam is directed away from the array nor-

mal, then the beamwidth Bo in the 0 direction is ob-
tained from 

2àr = T2 — T1 = sin 02 sin 01. 

Thus 

( àr Bo = 02 — 01 = 2 sin-1 ) (radians). ( 14) 
cos 4(02 + 0) 

Eqs. ( 12) and ( 14) can be simplified for narrow-beam 
antennas in the usual manner, provided the scan angle 
0.-..>(01+02)/2 is not larger than, say, 45°:9 

Bo = 2àr (radians), 

2àr Bo 
Bo =  , (radiaus). ( 15) 

cos 4(02 + 01) cos 0. 

As the beam is scanned away from the array normal, it 
broadens in the O direction. Hence, its contour at the 
half-power points changes gradually from a circle to an 
ellipse. 

F. Beam Eccentricity 

The assumption in ( 15) that (02+01)12=0. is inaccu-
rate because the beam maximum is not centered be-
tween the two half-power points at 02 and 01. Thus, a 
beam eccentricity ( Fig. 9) can be defined as 

(02 — 0.) — (0, —  2e =   (16) 
(02 — 0,) (0. — 01) 

Use of a trigonometric identity and ( 15) as applied to 

02-0. and 0„-01, the two "half" beams, in ( 16) yields 

2e = tan 4(01 + 02 + 20.) tan 4(02 — 00. (17) 

As we are dealing with a second-order effect, ( 17) may 
be approximated by 

Bo 
e = — tan 0.. 

8 
(18) 

Note that the center of the beam moves relative to the 
contour by (B02/8) tan 0. radians. For a narrow beam, 
this eccentricity is very small and may be neglected; 
however, for a broad beam, it can be appreciable. 

Additional beam eccentricity is observed when the 
isotropic radiators are replaced by actual radiating ele-
ments which exhibit a particular element pattern. This 
effect is discussed in Section IV-A. 

G. End fire Beam 

It has been shown that two phenomena limit the size 
of the practical scan sector, 

1) the appearance of secondary maxima, 
2) the broadening of the beam. 

Both effects suggest maximum scan sectors of the order 
of + 30° ( I 71 111:1X = 4) • If an array with 2X0/3 spacing is 

9 R. \V. Bickmore. "A note on the effective aperture of electrically 
scanned arrays," IRE TRANS. ON ANTENNAS AN1) PROPAGATION, vol. 

(13) AP-6. pp. 194-196; April, 1958. 
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scanned this far from its normal, maximum beam broad-
ening in the 0 direction is about 13 per cent and second-
ary maxima begin to appear at 0=90°. It is this ap-
pearance of secondary maxima which requires a brief 
discussion of the beam shape close to 0=90°. 
The secondary maximum of an array of isotropic 

radiators appearing at 0=90° is, in effect, an endfire 
beam directed parallel to the array. Its beamwidth in 
the (1) direction is equal to Bo, whereas its beamwidth 
Bee in the 0 directionn' is obtained from ( 13) by noting 
that 02=r/2 and Bi— (r/2) —Bo. and that tir, rather 
than Mr, applies (Fig. 10). We obtain the following 
approximation for a narrow-beam array: 

Bee = V2tàr = Vi3i (radians). (19) 

Thus, an array with a reference beamwidth of 1° 
(0.017 radian) has an endfire beamwidth of Be,.= 7.5°. 
Should the secondary maximum move just one-half 
beamwidth farther into the positive hemisphere, then 
its beamwidth increases by 41 per cent and is given by 
N/2130. This substantial broadening of the endfire beam 
shows the importance of suppressing secondary maxima 
at 0=90° in a practical phased array through selection 
of appropriate radiating elements. 

III. SPECIAL CASES OF TWO-DIMENSIONAL 
PHASED ARRAYS 

A. The Linear Array 

The discussion of two-dimensional phased arrays (see 
Section II) includes linear arrays as a special case. Put-
ting N=1 in ( 1), we obtain the amplitude pattern of a 
linear array of isotropic radiators, 

sa = E /m eidenTz. 

m=0 

(20) 

The contour map of the pattern of a linear array in di-
rection cosine space is just a grid of lines parallel to the 
y axis (Fig. 11). In particular, the beamwidth between 
half-power points is again given by 

C6 
= — 

"4/X0 
(7) 

where A = Md (aperture). Scanning of a linear array 
means moving a strip of width Mrx across the T plane 
so that 

T„ = sin Be cos « =— • 
d, 

(21) 

10 Consistent with our statement that we restrict our attention to 
the positive hemisphere, the endfire beamwidth is defined as 
Be,„=( Fig. 11—Linear phased army. 

Fig. 10—Beam approaching endhre position. 

MAIN BEAM 
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If we again confine our attention to the positive 
hemisphere, then the actual beam of a linear array of 
isotropic radiators is a conical half shell. As the beam 
is scanned away from the array normal, the cone angle 
decreases and the cone contracts, much like an um-
brella being folded, until at 0=90° it becomes a single 
endfire beam. The discussion of the endfire beam in Sec-
tion II-G is readily adapted to the linear array and 
secondary maxima have the same spacing as before, 

Xo 
= 
d 

but have the appearance of strips in the T plane ( Fig. 
12). Their suppression through proper element spacing 
and suitably chosen radiating elements is guided by the 
considerations outlined in Section 11-C and Section IV. 

B. The Stacked Beam 

A two-dimensional array of 111.N radiators permits 
formation of a stacked beam ( Fig. 13) by applying a 
multiplicity of fixed phase delays in the y direction. The 
stacked beam is then scanned by applying a variable 
phase delay in the x direction. There is a close similarity 
between the deformation of the stacked beam and of 
the beam of a linear array as a function of phase delay 
ex. Here again, the aggregate of beams can be com-
pared to a folding umbrella. 

COS ay 

MAIN BEAM 

SECONDARY MAXIMA 

C. The Four-Beam Cluster 

In conventional radar systems, a four-beam cluster is 
employed to obtain monopulse information." Such a 
four-beam cluster can readily be formed with a phased 
array by appropriate antenna feed structures with 
multiple outputs. In a phased array, the interpretation 
of the signal obtained from beams A, B, C, D (Fig. 14) 
must take into account the fact that the beam cluster 

cannot be rotated in the spherical coordinate system. 
Hence, the signals derived from (A — C) and (B — D) pro-
vide information relative to the O direction when the 
cluster is scanned along the x axis (0=0). The same 
beam combination supplies information pertaining to 
the cto direction when the cluster is scanned along the 
y direction (4,=90°). Similar reasoning applies to the 
difference signals (A — B) and (C—D). 

" D. R. Rhodes, " Introduction to Monopulse," McGraw-Hill 
Book Co., Inc., New York, N. Y.; 1959. 

Fig. I2—Scanning of a linear array with one-wavelength 
element spacing. 

Fig. 13—Scanning of a stacked beam. 

Fig. 14—Scanning of a 4-beam cluster. 
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IV. THE RADIATING ELEMENTS 

In general, a phased array consists of identical direc-
tive radiators adjacent to a large reflecting ground 
plane. The pattern of such an array can be obtained by 
multiplying the pattern of the equivalent array of iso-
tropic radiators S. [see (1)] with the representative pat-
tern of a single radiating element Se, taking into account 
the effects of the ground plane and of mutual coupling 
between radiating elements. For the purpose of this 
discussion, let us assume that it is possible to find a 
single representative element pattern S.. This implies 
that the array has many elements, thus providing a uni-
form environment for all elements except for a few at 
the very edge of the array. As the latter usually receive 
less illumination than the elements closer to the array 
center, their contribution to the over-all pattern is 
small. 

Radiating elements assume many forms and shapes, 
such as dipoles, slots, open-end and tapered wave-
guides, polyrods, and helices. The free-space patterns of 
these radiators are reported in the literature and will 
not be discussed in detail. Rather, the requirements of 
an ideal radiating element will be stated, and the limita-
tions of phased arrays will be discussed when the actual 
radiating elements fail to approximate this ideal. 

First, the representative pattern Se of the radiating 
element remains fixed in T space. It is, in effect, a win-
dow through which the scanned beam radiates into 
space. The ideal element factor Se is therefore given by 
S,=1 over the entire scanning area (Fig. 15) and Se -≤L, 
everywhere else (Le is the highest acceptable sidelobe 
level). 

Such an ideal pattern would permit scanning without 
introducing any additional distortion and would sup-
press all secondary maxima outside of the scanning 
area. In practical cases, the element pattern will drop 
from Se=1 at 6=0 to a prescribed value, such as 
S,= 0.707 (3 db), on the scanning contour. It is highly 
desirable to provide for a rapid decrease of Se to 0 out-
side of the scanning area and for Se=0 on the unit circle 
(0 = 90°). As an example, the pattern of a half-wave 
dipole at a distance of X0/8 from the ground plane is 
shown in Fig. 16. 

Other radiating elements, such as horns or polyrods, 
can be designed to provide a better approximation to 
the ideal pattern. However, these radiators may not 
meet the fundamental requirement, namely, that their 
physical size permits close spacing of the radiating ele-
ments to suppress secondary maxima. 

A detailed contour map of the representative pattern 
S. of the array elements is required to determine the 
largest possible scanning contour (generally, the half-
power contour) and the necessary element spacing. For 
example, the dipole pattern (Fig. 16) will permit scan-
ning to 40.5° and 48.5° in x and y directions, respec-
tively. This pattern has a sharp zero at 0=90°. Hence, 
element spacing should be close to X0/2 to insure that 

secondary maxima stay outside the unit circle even at 
the largest practical scan angles. 

If better radiating elements with steeper slopes of the 
pattern outside of the scanning area are available, the 
secondary maxima can be spaced closer to the main 
beam, thus permitting wider spacing of the radiating 
elements with attendant savings in hardware and cir-
cuitry. The theoretical maximum for element spacing is 
obtained from 

COS a „ 

1- = 2(sin Os Ar). 

d 

Se 

SCANNING AREA 

Fig. 15—Ideal element factor. 

(22) 

cos or 

— 3 DB CONTOUR 

— — 20 DB CONTOUR 

re 

Fig. 16—Contour map of the pattern of a half-wave dipole located 
one-eighth wavelength above an infinite ground panel. 
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Hence, in special cases where only a small scan angle 

is desired, considerable savings can be realized by de-
signing radiating elements which closely approximate 
the ideal pattern. If, for example, a -1-degree beam were 
scanned + 15°, the radiating elements could be spaced 
2X0 apart, provided that the element factor Se closely 
approximated Fig. 15. 

For linear arrays, which are scanned in the x direc-
tion, the radiating elements determine the pattern 

shape in the y direction. Here, special requirements may 
have to be met, such as a squared cosecant pattern. 

A. Correction for Beam Direction 

The beam direction of an array of isotropic radiators 
was previously given [see (9)] as 

sin (tee. = T, = — • 
d,. 

It can be shown that the scan angle T, must be cor-
rected by a small quantity AT to account for the beam 

distortion ( Fig. 17) which is introduced by the pattern 
S. of the radiating elements. If Se does not exhibit cir-
cular symmetry (e.g., if S, is a dipole pattern of the type 
shown in Fig. 16), then AT is a complex quantity; i.e., 
it contains corrections for the O and 4, directions. If Se 
is independent of 4, or is circularly symmetric, the cor-
rection applies only to the O direction. Restricting this 
study to the latter case, let us assume scanning along 
the real axis, where Ts = sin Oa. The radiated amplitude 
pattern is given by 

S = S„Se. (23) 

The correction for the beam maximum can be found by 
solving 

dS 

—dT 
= 0 

TT,—aT 

(24) 

for A T. 12 To simplify computation, the logarithmic pat-
terns F=log S, =log S„, and F,=log S, are intro-
duced. Then the first derivative of (23) is 

F'(T) = Fa'(T — T.) + Fe'(T), (25) 

where T, is assumed constant. Expanding the right-
hand side of (25) into a power series about Ts, we can 
solve (24) for AT, 

àT — 
F,'(T„) F,'(T,) 

F (0) F,"(T„) ,,"(0) 
(26) 

In general, the curvature of the element pattern F,"(Ts) 
is much smaller than that of the array factor F,"(0) 
and may be neglected. 

" The minus sign is chosen because the expected shift of the beam 
maximum is toward the array normal, i.e., in the direction of decreas-
ing T. 

'TI Ts 

Fig. 17—Correction for beam direction of arrays 
consisting of directive radiators. 

Thus, (26) permits ready evaluation of the correc-
tion factor AT from measured or computed antenna 
patterns. As an example, consider an array where both 
the array factor and the element pattern can be approxi-
mated by S= (sin x)/x. Using the logarithmic pattern 

F = log sin x — log x, 

where x tildrT/2, we find 

dF 1 
T ( 1 — x cot x), 

(27) 

(28) 

d2F 2 
— -I1 —.  1] = . (29) dT2 T2 al a sin ) --  

Using (29) to obtain the curvature of the array factor 
at T=0 and introducing the beamwidth 2:17-„ from (6), 
we find that 

x2 2.6 
F."(0) = (30) 

3T2 (2r,) 2 

The quantity F,"(0) is inversely proportional to the 
square of the beamwidth. Using ( 28) to obtain the slope 
of the element factor at the half-power point and intro-
ducing the beamwidth 2Ar,, then 

1.5 
Fei(T„) = — 

2.Are 
(31) 

The slope F,.' is inversely proportional to the beam-

width. Thus the maximum correction term A T,„„a, 
which applies to the maximum scan angle, can be ex-
pressed in terms of array and element beamwidth, 

(2Ara) 2 
aàTrns. = 0.57 

2Ar, 
(32) 

For a narrow-beam array, A T„,„a is quite small and of 
the order of 10-3 to 10-4. However, A T,„„a increases with 
the square of the beamwidth and cannot be ignored for 

phased arrays which have a relatively broad beam. 

Thus, the radiating elements may introduce beam 
distortion, sidelobes, and a small shift in beam direc-
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tion. It may be concluded that proper design of radiat-
ing elements for phased arrays is of crucial importance 
to insure optimum performance. Despite substantial 
information on free-space patterns of a large variety of 
radiators, there is not yet enough information on the 
representative patterns of such elements as part of mul-
tielement phased arrays, and further investigations are 

needed. 

V. ACCURACY OF PHASED ARRAYS 

In this study, the accuracy of a phased array is de-
fined as the accuracy with which the direction of the 
beam maximum can be determined and reproduced by 
measuring and adjusting the phase delay between radi-
ating elements. Using the conventional method of ex-

pressing beam position and its accuracy, it can be stated 
that the radiated beam maximum is determined by the 
spherical coordinates 08+,A0 and 0,, + AO, with AO and 
AO designating the 2a•-values of a normal distribution 
around O. and <Pa. If the antenna were mechanically 
scanned around two or more orthogonal shafts, it 
would be reasonable to give values for ,à0 and Aci) which 
would apply to scanning throughout the entire hemi-
sphere. It is readily seen, however, that no such num-
bers AO and AO can exist for phased arrays. If it can be 

assumed that all necessary phase delays between zero 
and 4,„„„ can be produced with equal accuracy, then the 
two direction cosines cos az. and cos a„„ will have con-
stant tolerances but [10 and AO will depend upon the 
scan angle 0. From Section I I- B, we obtain 

d(cos az„) = — dez 
d,. 

1 
d(cos a„.) = — de„. 

d, 

These statements can be combined into a single equa-
tion in the complex T plane, 

1 
dT = — de 

d, 

A small change in complex phase shift is given by 

de = idel eie. 

(33) 

(34) 

The differential dT can be expressed as an arc d'y on 
unit sphere ( Fig. 18) by rewriting it in spherical co-
ordinates 

dT = d(sin 8„e'..) = (cos MO i sin 0.do)eio., (35) 

and computing dO and deP 

cos (e —) sin (e — es) 
dO = I de Id =   I de I • (36) 

d, cos 0, d, sin Oa 

Then the tolerance for a phased array can be stated in 
terms of the angle 3À-y: 

fry ,v(ae)2 + sin2 0.(à0)2 
13'1.0  

N/1 tan2 O. cos2 E — e„). 
d, 

(37) 

Fig. 18—Accuracy of phased arrays. 

This result has the following significance: 

1) Given a change in phase delay alp in the 8 direc-
tion (€= 0.), the beam motion is proportional to 
ed// in T space. Hence, for relatively small 08, the 
tolerance fry is proportional to 4. However, fry 
increases with 0. as 1/cos 0. in exactly the same 
way as the beam broadens (Section II- E). 

2) Given a change in phase delay Ali, in the ck direc-
tion (e = r/2+0,), the beam motion along the 
arc fry is proportional to Alp and hence independ-
ent of the scan angle 0„. 

3) The tolerance .6ey is generally smaller than the 
tolerance ILW/1 because the constant of propor-
tionality 1/dr=X0/27rd is smaller than unity. For 
practical aises, > 1/dr> Tie: typically, 1/dr=. 
This implies that a systematic error in phase de-
lay of, say, 134/1 = 1° produces a beam-direction 
accuracy of the order of .1 degree, or less than 
0.005 radian. This accuracy is not so good as that 
of modern, mechanically scanned antennas. 

It is beyond the scope of this paper to discuss the de-
sign of accurate phased arrays, but we can point out 
here that the main problem appears to be the develop-
ment of accurate methods to measure phase delay across 
the aperture of an array and of feedback and control 
circuitry which permits precise adjustment of phase 
shifters to the required values. Mechanical and elec-
trical phase shifters are available for introducing the 
required phase delay. 13- 's Both appear to be capable of 

13 G. C. Southworth, " Principles and Applications of Waveguide 
Transmission," D. Van Nostrand Co., Inc., New York, N. Y., pp. 
325-335; 1950. 

F. Reggia and E. G. Spencer, "A new technique in ferrite 
phase shifting for beam scanning of microwave antennas," PROC. IRE, 
vol. 45, pp. 1510-1517; November, 1957. 

13 F. E. Goodwin and H. R. Serif, "Volumetric scanning of a radar 
with ferrite phase shifters," PROC. IRE, vol. 47, pp. 453-454; April, 
1959. 
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generating phase delays with an accuracy of =1°. 
These phase shifters may be used in parallel and series 
feed structures as well as in combinations of both 

(Fig. 19). In a series feed, all phase shifts 4/i are equal 
to 4/; hence, programming is simple but errors in 4, show 
up directly as beam-direction errors. In a parallel feed, 
ei+i-ei,p; this implies that all are different, requir-
ing elaborate programming, but systematic errors in 

have a tendency to compensate each other, at least 
partially. Furthermore, phase shifters in a parallel feed 
can be designed with considerably lower peak-power 
rating than phase shifters in a series feed. Thus, each of 
these feeds has its own peculiar problem with respect to 
systematic errors, frequency dispersion, complexity, and 
power-handling capability. 

VI. SCANNING OF PHASED ARRAYS IN A GROUND-
BASED COORDINATE SYSTEM 

So far, the scanning characteristics of a phased array 
have been described in a spherical coordinate system 

which is fixed with respect to the array (Fig. 1). If the 
array were horizontal and oriented so that its x axis 
pointed north and its y axis pointed west, then the 
same coordinate system could be used as a ground-
based system and the beam position and pattern shape 
could be interpreted immediately in terms of the angles 
O and 4> of a ground-based coordinate system. In gen-
eral, this will not be the case; the array normal will be 
inclined by an angle Oa from the vertical, and the plane 
of the array will not be horizontal. In fact, if the array 
were mounted on a ship or airplane, neither its x nor its 
y axis would normally be horizontal. Then the interpre-
tation of beam direction in terms of a ground-based sys-
tem would require a rotation of the array coordinate 
system through the Eulerian angles and a suitable co-
ordinate transformation to find the beam direction and 
describe scanning distortions in a ground-based system. 

This general case,'6 which is perfectly straightforward 
but somewhat involved and cumbersome, will not be 
treated here. But a simpler case, that of the ground-
based tilted array, is given in some detail to show how 
its scanning performance can readily be studied by a 
parallel projection of a unit sphere belonging to the 
ground-based system on the T plane, which is fixed 
with respect to the array. 
As an example, let the y axis of the array remain hori-

zontal and point west. The array normal is then tilted 
forward through an angle Oa so that the normal points 
north ( Fig. 20). The array coordinates are primed to 
distinguish them from the coordinates x, y, z of the 
ground-based system. Rotating the array in the xy 
plane to obtain a principal direction (that of the z' axis) 
different from north does not introduce any complica-
tions and therefore will not be considered. 

16 H. Goldstein, "Classical Mechanics," Addison-Wesley Publish-
ing Co., Inc., Reading, Mass., ch. 4; 1950. 

END- FEED 
ANTENNA 

PARALLEL- FEED 
ANTENNA 

October 

e s WAVE FRONT 

es r WAVE FRONT 
•••¡ 

\ T /  

tkx i< 

Fig. 19—Parallel-feed and series-feed antenna systems. 

Fig. 20—Coordinate system of a tilted planar array. 

Y, y• 

—> —> 
Let x and x' be radius vectors in the ground-based 

and array coordinate systems, respectively: 

x =- Yx = 

—> —> 
Then x and x' are connected by the orthogonal trans-
formations 

x =-- 

Ax, (38) 

(39) 
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where the rotation matrix A is given by 

r cos 0„ o —sin 00 
A = t 0 1 0 (40) 
4--) 

sin 0. 0 cos 0. 

and A is the transpose of A. 
Two computations can be carried out, noting that on 

unit sphere 

x = sin 0 cos cp 

y = sin O sin 4, 

z = cos 0 

= COS a., 

= COS ay, 

= COS a., 

x 2 _1_ y2 .z2 = x t2 2; ,2 = 1. (41) 

First, for a desired beam direction 0,, 0, in the ground-
based coordinate system, the required phase shift is 
derived immediately from (38), (41), and (8), 

cos O. sin 0, cos (p, — sin O. cos 0,, 

sin 0, sin 4),. (42) 

Second, a mapping of the ground-based 0, qt• system on 
the T plane is obtained by expanding (39), 

sin 0 cos 4, = xi cos 0, Z' sin 00, 

sin 0 sin 4, = y', 

cos 0 = — x' sin 0,, z' cos 0.. (43) 

Using (41) and rearranging terms, the equations for 
lines of constant longitude 4, and latitude 0 are, respec-

tively, 

(y' cot 4, — x' cos ga)2 = (1 — 27'2 — y'2) sin' 00, (44) 

(cos 0 ± x' sin 0„)" = (1 — — y'2) cos2 00. (45) 

The latter cati be rewritten to show that the lines of 
constant 0 are ellipses with centers on the x' axis (see 

Fig. 21), 

(s' ± sin O, cos 0)2 Y"  
= 1. (46) 

(cos Oa sin 0)2 sin' 0 

The north pole (0=0) is located at x' = — sin Oa. We are 
interested only in that part of these ellipses which cor-
responds to the projection on the positive hemisphere. 
Hence, the intersection of these ellipses with the unit 
circle is located at x' = — cos 0/sin 0„. 
The lines 4,—. const appear as ellipses whose main 

axes are rotated with respect to the x' and y' directions. 
By rearranging terms in (44) and applying addi-
tional algebra, the equation of an ellipse in polar form 
(r' =p cos e; y' =p sin e) is obtained, 

1 cos' (e — fo)  
+ sin! (e — eo), (47) 

p2 sin' Oa sin' cl) 

in which cot en = — tan 4, cos Oa. 

L111/11 

SCANNING CONTOUR FOR 
I OF 4 ARRAYS WHICH 
PROVIDE COMPLETE 
COVERAGE OF A HEMISPHERE 

Fig. 21—Mapping of a ground-based spherical coordinate system 
onto the plane of an array whose normal is tilted 45° from the 
vertical. 

The mapping given by (46) and (47) is very useful in 
determining the optimum tilt angle and scanning con-
tour for a given scanning task. In general, a compromise 
will be needed between the scanning contour which 
gives the least beam distortion (see Sections I I-E 
through II-G) and the scanning contour which provides 

the best coverage of the desired solid angle of the hemi-
sphere. In the case of a phased array whose normal 
points straight up ( Fig. 8), a circular scanning contour 
provides the best coverage. However, if complete cov-
erage of a hemisphere is desired, then the scanning con-

tours of several tilted arrays must be combined. If rela-
tively large scanning distortions are permissible, then 
it is possible to cover the hemisphere with four phased 
arrays tilted 45° ( Fig. 21). In this instance, a maximum 
scan angle of 45° would permit complete coverage to 
0=70°, down to 20° elevation, whereas a maximum scan 
angle of 60° would be required to cover all points down 
to zero elevation. A circular scanning contour would 
provide considerable overlap at the north pole. This 
could be avoided by suitable programming of the phased 
arrays to obtain triangular scanning contours. 
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A Vacuum Evaporated Random Access Memory* 
K. D. BROADBENTt 

Summary—The basic multiple-layer magnetic thin film structure 
described here has been shown to have special and desirable proper-
ties in coincident-signal switching applications such as those em-
ployed in binary random access memories. Its demonstrated ad-
vantages in this application include: 1) magnetic turnover times as 
low as 30m msec; 2) wide latitude in selection currents, with greater 
than twelve-fold variations giving no appreciable change in the 

compensated signal-to-noise ratio of the cell's output; 3) extremely 
small volume of, typically, 0.025 inch X0.010 inch X0.0007 inch per 
complete cell; and 4) automated, microminiaturized production 
and assembly based on vapor phase handling techniques. 

INTRODUCTION 

NUMBER of applications of evaporated magnetic 
materials to computer memory systems have 
been realized ;1-3 however, the lack of reproduci-

bility and uniformity in the characteristics of vacuum 
evaporated ferromagnetic films has in general imposed 
serious restrictions on attempts to use these materials as 
computer elements. This situation is further complicated 
by the difficulty experienced in sorting or selecting in-
dividual elements from within a complex deposited com-
posite. The configuration to be described makes a mini-
mum of stringent demands upon the evaporated mag-
netic material involved in a large system, but still pro-
vides a superior memory which takes advantage of 
vacuum processes and materials. These features are 
realized through the use of a complex, multiple plane, 
evaporated magnetic structure in conjunction with 
multiple evaporations of insulating and conducting ma-
terials. The approach places much of the critical em-
phasis in the matrix on configuration and geometry 
rather than on extremely uniform coercivity in the mag-
netic materials. 

MAGNETIC STRUCTURE AND BASIC CHARACTERISTICS 

The structure employed to accomplish the selection 
and storage functions, within the deposited matrix, is 
comprised of four superimposed evaporated ferromag-
netic films appropriately interlaced with evaporated 
selection and readout conducts. Fig. 1 is a schematic 
representation of the four magnetic planes as viewed in 
the plane of the substrate. In practice, the magnetic 
films which comprise these "planes" may actually be 
curved in some regions, but with extremely large radii 

* Received by the IRE, November 9, 1959; revised manuscript 
received, May 9, 1960. 

t American Systems, Inc., Inglewood, Calif. Formerly with 
Hughes Research Labs., Culver City, Calif. 
' A. V. Pohm and S. M. Rubens, "A compact coincident-current 

memory," Proc. Eastern Joint Computer Conf., New York, N. Y., pp. 
120-123; December 10-12, 1956. 

2 J. I. Raffel, "Operating characteristics of a thin film memory," 
J. Ape Phys., vol. 30, pp. 60S-61S; April, 1959. 

3 D. O. Smith, "Thin magnetic filins for digital computer mem-
ories," Electronics, pp. 44-45; June, 1959. 

of curvature compared to their thickness. Fig 1(a) is a 
view perpendicular to the quiescent direction of the 
magnetic vector M within the films, and Fig. 1(b) is a 
view in the direction of M. This schematic represents 
four single domain ferromagnetic films having different 
widths as shown in Fig. 1(a), and having equal magnetic 
cross sections as shown in Fig. 1(b). The scale ratio of 
the vertical to the horizontal dimensions has been in-
creased several hundred times. 
The four magnetic planes are disposed such that the 

magnetostatic energy for the over-all complex may be 
very high or relatively low depending upon the sense 
of the M vectors within the films. The lower magneto-
static energy levels, which correspond to statically 
stable configurations, can be obtained only with the 
condition that any two single domain films in Fig. 1(a) 
have their M vectors pointing right and the remaining 
two have their M vectors pointing left. Any other con-
figuration, i.e., with three or four of the M vectors point-
ing the same direction, results in excessively high mag-
netostatic energy levels which are unstable and quickly 
decay to the stable condition. 
The difference in the widths of the various films de-

picted in Fig. 1(a) sets a control on the mode of decay 
or transition from the high to the low magnetostatic 
energy state. This decay will proceed by a path involv-
ing the least expenditure of energy. Because of the differ-
ence in the volume of magnetic material involved in 
each of the four films of Fig. 1, this minimum energy 
transition path is represented by the reversal of the 
narrowest or uppermost film which is available for re-
versal. To further insure this energy relationship, the 

lower film may be of magnetic material having a char-
acteristically higher coercivity; however, in practice 
this has proved to be unnecessary. 

This use of the magnetostatic energy relationships of 
complex magnetic structures is similar to that employed 
in the operation of " multiple path" ferrite devices. 4-6 

O 0 0 

O 0 0 

O 0 0 

I® 00 

(a) (b) 

Fig. 1—Schematic representation of the four plane magnetic system. 
(a) End view, normal to M vector. (b) Side view, parallel to M 
vector. 

' J. A. Rajchman, "The transfluxor," PROC. IRE, vol. 44, pp. 321-
332; March, 1956. 

L. P. Hunter and E. W. Bauer, "High speed coincident-flux 
magnetic storage principles," J. A ppl. Phys., vol. 27, pp. 1257-1261; 
November, 1956. 

U. F. Gianola and T. H. Crowley, "The laddic—a magnetic de-
vice for performing logic," Bell Sys. Tech. J., vol. 38, pp. 45-71; 
January, 1959. 
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OPERATING MODE 

A typical excursion of the four-plane magnetic com-
plex will serve to illustrate the operating mode of this 
cell. Fig. 2 shows the sequence of stable states of the 
magnetic complex through such an excursion. The indi-
cated magnetic coercing fields H are produced by pass-
ing current through vacuum deposited conducting 
sheets which enclose the top ("X winding") and next to 
the top (" Y winding") magnetic films. The state of the 
cell is indicated by the magnetic sense of the lowest film, 
and for the purpose of discussion will be represented as 
"zero" when pointing left and "one" when pointing 
right. The reversal of the M vector in the lower film is 
registered to the output circuitry by an evaporated in-
ductive pickup loop deposited about the lower film. 

Fig. 2(a) represents a stable configuration in which 
the M vectors of the two upper films point right and the 
two lower films point left. The cell is in the zero state in 
this figure. Fig. 2(b) shows the resulting state after driv-
ing the X select winding with a current sensed to re-
verse the magnetization in Film 1. Initially, such a re-
versal results in Film l's complementing Film 2 to a 

low energy state, but leaving Films 3 and 4 in a non-
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complementing configuration by reason of their parallel 
and similarly directed magnetizations. The resultant 
high energy state of these two lower films is unstable, 
requiring reversal of one of the films for stability to be 
obtained. Since the decay from the initial high energy 
state will proceed by a path involving a minimum en-
ergy expenditure, Film 3 will reverse, leaving Film 4 in 
its initial state, or from a readout standpoint, leaving 
the memory cell unaltered. 

Fig. 2(c) shows the magnetic state resulting from 
driving the Y winding with a current required to re-
verse Film 2. Reversal of Film 2 initially places Films 
1 and 2 in a high energy configuration, which by de-
sign is unstable. Decay to the equilibrium state pro-
ceeds by reversal of Film 1, since this represents the 
reversal involving the minimum switching of material 
and results in a complemented low magnetostatic en-
ergy configuration. Films 3 and 4 are not affected by 
this transition because of their existing mutual interac-
tion and their longer lengths. Again, no alteration of the 
information content of the memory cell was accom-
plished. It can be seen that there now exist two essen-
tially decoupled magnetic systems comprised of Films 1 
and 2, and Films 3 and 4. Any single drive operations 
involving X and Y alone will affect only the system of 
Films 1 and 2. In order to change the state of the mem-
ory cell, that is, in order to reverse Film 4, X and Y must 
be driven simultaneously as shown in Fig. 2(d). This re-
sults in a high energy state of Films 1 and 2, which can-
not be mutually complemented, but requires the re-
versal of Films 3 and 4 to provide the appropriate flux 
return and consequent stable low magnetostatic energy 
state. Thus, only with the excitation of X and Y simul-
taneously can the reversal of Film 4 or the lower layer 
be affected. This reversal represents a change of state 
of the memory cell from state zero to state 1. 
The operational features described here provide all 

that is necessary to employ this memory cell in a two-
dimensional random access memory. This mode of 
operation requires that the state of a storage site be 
changed only upon the simultaneous excitation of two 
address lines. In single film systems such a change is 
generally accomplished by a critical field threshold 
mechanism involving stringent material requirements as 
well as close control in peripheral instrumentation. No 
such stringent requirements are made on the material 
involved in this evaporated cell, but by reason of the 
special geometry-dependent energy characteristics, wide 
variation in both the coercive force of the magnetic films 
and the X and Y drive currents may be tolerated. Ma-
terials of a much greater latitude than the usual few per 
cent maximum deviation placed upon the coercivity 
in conventional systems may be used, and much less 
stringent demands are made upon peripheral equip-
ment. 

Calculations are being made of the magnetostatic 
energies involved in the various M configurations of this 
cell. The results of this work will be presented in a future 

Fig. 2—A typical memory cell excursion. paper. 



1730 PROCEEDINGS OF THE IRE October 

CONSTRUCTION AND OPERATION 

Fig. 3 is a distorted view of a section taken through 
a complete memory cell. For clarity, the height-to-
width ratio has been increased several hundred times, 
and all radii of curvature have been severely reduced 
and distorted. The view corresponds to that of Fig. 
1(a). As shown in Fig. 3, the complete cell requires 19 
superimposed vacuum depositions involving insulating, 
conducting, and ferromagnetic materials. 

Sequential vacuum evaporations such as these are 
performed without breaking vacuum between successive 
evaporations by the 21-stage mask and source changer 
shown in Fig. 4. This apparatus and its associated vac-

Fig. 3—Schematic section of an evaporated memory cell. 

I 

Nibs 

Fig. 4- 21-stage mask and source changer. 
Fig. 5—Voltages in the memory cell output circuit and the 

associated test current program cvt les. 

uum system, including liquid nitrogen traps, allows 
sequential operations to be performed at pressures down 
to 10-6 mm of Hg. 

Fig. 5 shows oscillograms of voltages in the output 
circuit of an experimental evaporated memory cell of 
the type described. These signals were obtained using 
driving pulses on the X and Y windings which rose to 
400 ma in 0.1 µsec. The relatively slow rising drive 
signals employed here began their rise at point To on the 
time base. When the switching threshold for this cell of 
approximately 250 ma per select conductor was 
reached, the cell changed state in just under 0.1 µsec. 
Using faster rising pulses and higher currents, cell re-
versal times as low as 30 mµsec have been observed. 
The 250-ma minimum selection current could be in-
creased by a factor of twelve (the limit of our existing 
equipment) without causing any malfunction of the 
cell. For some applications, use of selection currents 
lower than 100 ma appear possible. The signals were ob-
tained from a cell employing 7000-A thick magnetic 
layers of 80 per cent Ni, 20 per cent Fe composition. 
The effective magnetic widths, as shown in Fig. 1(a), 
ranged from 0.011 inch to 0.025 inch, and the length, 
as shown in Fig. 1(b), was 0.200 inch. Conducting and 
insulating materials employed were aluminum and sili-
con oxide. 

TEST CURRENT 
PROGRAM 
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DISPLAY 
PERIOD 

1 -- X 

4 
Y 
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Fig. 6 shows a random access memory matrix of one 
hundred sixty 0.100-inch long cells deposited on a 1 inch 
X3 inch glass substrate. This matrix includes evap-
orated interconnected selection and readout conductors. 

11)11111111111111111111111111111111111 

11111111111111111iiiiiiiiiiiiii11111111 

Fig. 6—A 160-bit random access memory Inatri‘ on a 3-inch 
by 1-inch substrate." 

In applications involving large numbers of cells, a 
reduced cell length and reduced magnetic film thickness 
is used. One of the virtues of the cell is that, where de-
sirable, thicker films and longer lengths may be em-
ployed to achieve substantial outputs, such as with the 
0.200-inch cell in obtaining the voltages of Fig. 5. How-
ever, in large systems the problems of power dissipation 
per cell, back EMF per cell, output signal delay per 

cell, and maximum storage density per surface area dic-
tate the use of a smaller cell. Smaller size is feasible be-
cause of the vacuum techniques employed, and the use 
of a reacting system such as this, where flux may be 
switched at any location, becomes practical because of 
the minute amounts of magnetic material that can be 
employed using vacuum, vapor-phase processes. 
An example of a practical reduced-size cell appears 

to be one having a length of 0.010 inch. Such a cell 

would be capable of providing several millivolts of out-
put signal; and, considering conductor resistance and 

maximum back EMF on the drive line, approximately 
1000 of these cells could be driven in series by a driver 
capable of supplying 30 volts at 0.2 a. The delay per 
bit in getting the read signal out of such an array, using 
straightforward series techniques, would be less than 
0.05 mbisec per bit (based on analysis of the evaporated 
structure's transmission line characteristics). These 
numbers are based on existing cells and materials. A 
shortening of the cells in the transverse direction and an 
improvement in magnetic material characteristics 
would allow a further reduction in power requirements. 
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Shot and Thermal Noise in Germanium and Silicon 
Transistors at High-Level Current Injections* 

B. SCHNEIDERt AND M . J. O. STRUTTt, FELLOW, IRE 

Summary—In previous papers, shot noise of germanium junction 
p-n diodes and transistors was calculated and measured as depend-
ent on frequency at small current densities, where good coincidence 
was obtained. At high current densities, when the density of mi-

nority carriers becomes comparable with the density of dotation, 
measured shot noise was higher than calculated values. In later 

papers, shot noise in silicon junction diodes and transistors was cal-
culated and measured at small current densities, again obtaining 
good coincidence. In the present paper, the case of shot noise at 

high current densities is tackled for the first time, obtaining formulas 

in good agreement with experimental values. The crux of the new 

theory is the introduction of an equivalent circuit for p-n junctions, 
containing an inductance besides resistances and capacitances. 

* Received by the IRE, January 4,1960. This work was supported 
by the Swiss Federal Fund for the Advancement of Economy by 
Scientific Research. 

t Dept. Adv. Elec. Engrg., Swiss Federal Institute of Technology, 
Zurich, Switzerland. 

I. INTRODUCTION 

THEORY of shot and thermal noise of ger-
manium p-n diodes and of germanium junction 
transistors has been published and was found 

to be in satisfactory agreement with experimental 
values" at sufficiently small current densities. In the 
case of silicon diodes and transistors this theory had to 

' W. Guggenbuehl and M. J. O. Strutt, "Theory and experiments 
on shot noise in semiconductor junction diodes and transistors," 
PROC. I RE, vol. 45, pp. 839-854; May, 1957. 

2 A. van der Ziel, "Shot noise in junction diodes and transistors," 
PROC. I RE, vol. 43, pp. 1639-1646; November, 1955. 

A. van der Ziel, "Shot noise in junction diodes and transistors," 
PROC. I RE, vol. 45, p. 1011; July, 1957. 

4 A. van der Ziel, " Noise in junction transistors," l'soc. IRE, vol. 
46, pp. 1019-1038; June, 1958. 
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be extended, in order to account for the influence of car-
rier generation and recombination in the depletion 
layer on the noise values." When this generation. 
recombination noise was taken into account, satisfac-
tory agreement with experimental values was also ob-
tained in these cases,5." when the current densities 
were sufficiently small. 

At higher current densities, appreciable deviations 
of experimental from the said theoretical values occur. 
These deviations may be easily observed with transis-
tors' and are due to high level injection. High level 

injection occurs when the density of injected minority 
carriers in a p-n junction becomes equal to or larger 
than the density of dotation. This paper is devoted to 
the case of high level injection noise, which is narrowly 
connected with the fact that p-n junctions then become 
inductive. 
The mean square noise current of Germanium junc-

tion diodes is at small current densities represented by" 

= [4kT Re (Y) — 2ql]Af (1) 

This equation may be adapted to the case of silicon 
junction diodes, if the shot noise, represented by the 
second expression in brackets, is divided by the factor 
m, which accounts for the recombination-generation in 
the depletion layer." It is relatively difficult to obtain 
satisfactory figures, showing the deviation of experi-
mental values from ( 1) at high level injection, as the 
impedance of the junction decreases at increasing cur-
rent density. Thus, the impedances of the p-region and 
of the n-region become relatively more important. At 
the same time, flicker noise, which is approximately 
proportional to the square of the forward current, makes 
itself increasingly apparent and renders the exact de-
termination of shot and thermal noise sources increas-
ingly difficult. 

With junction transistors, conditions are more fa-
vorable. The noise figure F of germanium transistors 
for the grounded base and grounded emitter connections 
may be obtained from 

4kTRoF = 2qIE 

1 
Rb+ ZO± — 

yn 

— 2qI El Ro Zo12, 

2 

(2) 

at small current densities.' With silicon transistors, 
generation-recombination in the space charge layer 

6 B. Schneider and M. J. O. Strutt, "Theory and experiments on 
shot noise in silicon p-n junction diodes an transistors," PROC. IRE, 
vol. 47, pp. 564-554; April, 1959. 

6 A van der Ziel, "Shot noise in transistors," PROC. IRE, vol. 48, 
pp. 114-115; January, 1960. 

7 E. R. Chenette, "Frequency dependence of the noise and the 
current amplification factor of silicon transistors," PROC. IRE, vol. 
48, pp. 111-112; January, 1960. 

7 B. Schneider, "Ueber einige spezielle Probleme beim Rauschen 
von Halbleiterdioden und Transistoren," M.S. thesis, Swiss Federal 
Institute of Technology, Zurich, Switzerland, nr. 2985; 1959. (In 
German.) 

may be accounted for by division of the second right-
hand term of ( 2) by mE." 

Fig. 1 shows typical deviations of measured noise 
figures at high current densities from those, calculated 

by (2), with germanium transistors of alloyed type. 
The deviations are small at low frequencies, if the de-
crease of yno at high current densities as compared with 
the value qIE/kT is taken into account. The experi-
mental increase of F at higher frequencies begins earlier 
at high current densities than is obtained from (2). The 
deviations between (2) and experimental values are 
considerable at higher frequencies. 

The ac current amplification factor afb of transistors 
at high level injection shows a dependence on frequency 
which is different from the case of low level injection. 

Fig. 2 shows measured values of I crib! at two current 
values with a germanium p-n-p transistor of alloyed 
type. The value IR =0.5 ma is still in the low level re-
gion, but the value 1E-4.0 ma is certainly in the high 
level region. At high level injection I afbi remains equal 
to its low frequency value ail() up to much higher fre-
quencies and then drops much more steeply. The dif-
ferences between afb-curves at low level and at high 
level injection are not always as pronounced as in Fig. 2. 
The general behavior of this Fig. 2 could, however, be 
observed with all transistors measured. The cut off fre-
quency fab of the grounded base connection (see Fig. 2) 

remains practically equal at low and at high level injec-
tion. 

II. EQUIVALENT CIRCUIT OF JUNCTION DIODES 
AT HIGH LEVEL INJECTION 

Experimental investigations have shown that the 
impedance of p-n diodes at sufficiently high forward 
currents always turns inductive."° This behavior has 
not yet been satisfactorily investigated theoretically. 
The reason for this is that the system of differential 
equations, arising from the current and continuity 
equations for electrons and holes, has as yet only been 
solved under special assumptions. In some papers"-'s 
the dc solution for special p-n junctions is treated. The 
most important result of these papers is, in our case, 
that the ac differential resistance of the junction at 
high level injection becomes larger than the theoretical 
value at low level injection, which is kT/qI. 

7 T. Einsele, "Ueber die Traegheit des Flussleitwertes von Ger-
manium-dioden," Z. angels). Phys., vol. 4, pp. 183-185; May, 1952. 
(In German.) 

G. Kohn and W. Nonnenmacher," Induktives Verhalten von 
p-n-Uebergaengen in Flussrichtung," Arch. elektr. Ubertragung, vol 
8, pp. 561-564; December, 1954. (In German.) 
n A. Herlet, " Das Verba ken von p-n-Gleichrichtern bei hohen 

Durchlassbelastungen," Z. Naturforsch., vol. I la, pp. 498-510; June, 
1956. ( In German.) 
" W. Guggenbuehl, M. J. O. Strutt, and W. Wunderlin, " Hal-

bleiter-Kontaktgerâte," vol. 1, Birkhâuser, Bâle, Switzerland, to be 
published in 1960. ( In German.) 
" C. T. Sah, R. N. Noyce, and W. Shockley, "Carrier generation 

and recombination in p-n junctions and p-n junction characteristics," 
Peoc. IRE, vol. 45, pp. 1228-1243; September, 1957. 
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Fig. 1—Values of noise figure F as dependent on frequency for a ger-
' manium transistor in grounded base connection ( Telefunken, 

type OC 603, with ap,o=0.980, R = 59 ohms. lhao=6.5 ohms). 
Broken curve—calculated according to ( 2). Full curve—measured. 
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Fig. 2—Measured values of ap, as dependent on frequency for a 
germanium p-n-p transistor. 

The only ac solution of the said differential equations 
at high level injection is given by E. Spenke." This 
solution, however, pertains to the case of a completely 
symmetrical diode, which is of little practical impor-
tance. Of special interest is the development of the bor-
der case at low frequencies from the formal complete 
solution using Bessel functions. Spenke successfully 
makes use of the equivalent circuit at high level injec-
tion, which was derived by G. Kohn and W. Nonnen-
• macher" from their measurements. The equivalent cir-
cuit of a p-n contact of considerable asymmetry, in 
which the resistance of the strongly dotated semicon-
ductor region is negligible with regard to that of the 
less dotated semiconductor region on the other side of the 
space charge layer, is shown in Fig. 3. Measurements 
with strongly asymmetrical germanium junction diodes 
have confirmed this equivalent circuit. 

14 E. Spenke, " Das induktive Verhalten von p-n Gleichrichtern 
bei starken Durchlassbelastungen," Z. angew. Ph ys., vol. 10, pp. 
65-88; February, 1958. ( In German.) 
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Fig. 3—Equivalent circuit of a strongly unsymmetrical p-n junction 
diode at high current densities. The dotation of the p-region is 
considerably higher than that of the n-region. G3un Co is approxi-
mately equal to the diffusion capacity. 

Fig. 4(a) and (b) show the real and the imaginary 
parts respectively of the impedance of a specially manu-
factured germanium diode (from Telefunken ('ompany, 
Inc.) as dependent on frequency. The data and dimen-
sions of this diode are shown in Fig. 5. The five elements 
of the equivalent circuit of Fig. 3 may be best deter-
mined from four points of the curve of Fig. 4(b) and 
from one additional point of the curve of Fig. 4(a). The 
elements of the equivalent circuit, calculated in this 
way, are shown in the following table for three differ-
ent current values of the diode of Fig. 4(a) and (b). 

According to Spenke'4 the time constant r2 = L2/R. of 
a symmetrical diode should be independent of the for-
ward current. Table I shows that this property holds 
also with an asymmetrical diode. If the equations of 
Spenke are used for the calculation of the elements of 
the equivalent circuit, the resulting values show had 
coincidence with those of Table I. The measured values 
of 72 are independent of the current. The corresponding 
calculated value of T2 is 2 µs, and this does not deviate 
very strongly from the measured values. As, however, 
the theory was derived for symmetrical diodes, these 
deviations are not unexpected. 

III. NOISE OF DIODES AT HIGH LEVEL 
CURRENT INJECTION 

The equivalent noise circuit of diodes at high level 
injection is shown in Fig. 6, in accordance with Section 
II. The noise voltage source u„ corresponds to the noise 
contribution of the semiconductor region of low dota-
tion outside the space charge layer, the equivalent cir-
cuit elements of which are R1, R2 and L2. W. Guggen-
buehll5 has shown that the noise of nondegenerated 
semiconductors, through which a current flows, is only 
negligibly different from Nyquist noise. Therefore, we 
may assume thermal noise for the above semiconductor 
region, the impedance ZR of which becomes increasingly 
important as compared with the impedance of the junc-
tion at increasing forward current: 

= 4kT Re (Z8)f. (3) 

15 W. Guggenbuehl, " Beitrâge zur Kenntnis des Halbleiterrau-
schens mit besonderer Berücksichtigung von Kristalldioden und 
Transistoren," M.S. thesis, Swiss Federal Institute of Technology, 
Zürich, Switzerland, nr. 2515; 1955. ( In German.) 
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Fig. 4—(a) Measured (full curves) and calculated (broken curves) 
values of the real part of the complex impedance of an unsymmet-
rical germanium diode as dependent on frequency. Length of n-
region outside the junction is b = 250 microns (see Fig. 5). (b) The 
imaginary part of the impedance. The full curves correspond to 
measured values. The broken curves are calculated, using the 
equivalent circuit of Fig. 3 and the values of Table I. 

The noise of the junction of impedance Z., is accounted 
for in Fig. 6 by the noise current source i„. The ques-
tion as to whether and how the junction noise at high 
current densities deviates from ( 1) has been treated 
only tentatively up to the present. A. van der Zie1,4 ex-
pects a considerable space charge outside the junction, 
caused by the injected carriers. This space charge would 
result in a certain correlation between the carriers at 
their entrance into the junction. The supposition was 
put forward by Guggenbuehl and Strutt' that the num-
ber of carriers drawn into the junction might be influ-
enced by voltage variations, which were caused by 
variations of the carrier concentration outside the junc-
tion. In both cases the shot noise term (second right 
hand term) of ( 1) would decrease, thus causing an in-
creased total mean square noise current of the diode. 

In all previous papers on high level injection the as-
sumption has been that complete neutrality of charge, 
or at least a very small space charge as compared with 
the density of dotation, occurs in the regions outside 
the junction. Following this notion, we shall base this 
paper on the assumption that the said decrease of shot 

P4'ellA'nkm 
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r 
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Fig. 5—Dimensions and da ta of germanium junction diode, specially 
manufactured by the Telefunken Company, 171111, Germany 
(Dr. W. Engbert). 

TABLE I 

Element of 
Equivalent 
Circuit 

R, 
R. 

L2 

R3 
C3 
T2 

Diode Current 

2 5 10 

19.7 
1.7 
5.8 
5.1 
0.058 
3.37 

8.7 
2.6 
9.2 
1.9 
0.17 
3.55 

4.8 
1.8 
6.3 
0.85 
0.37 
3.45 

nia 

z3 

zB-f 

'n 

Fig. 6—Equivalent noise circuit of strongly unsymmetrical p-n 
junction diodes at high current densities. 

noise is negligible with respect to the over-all noise. 
Hence, the noise source has a mean square noise cur-
rent 

;72 = 4kT Re (MAJ. — 2q1Af. (4) 

The experimental determination of the junction noise 
at high current densities, i.e., of the noise current in of 
(4), is rather difficult, due to flicker noise, which makes 
itself felt even with selected junction diodes. 
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The measurements of diode noise of Fig. 7 were car-
ried out using a set-up which was described in a previ-
ous paper.5 The resulting measured absolute values of 
the impedance of the junctions of the two germanium 
diodes drop to about 0.5 ohm at frequencies above 
0.5 inc. The noise of the junction is hence negligible 
with respect to total noise. Thus, these measurements 
confirm the assumption that the regions outside the 
junction contribute pure Nyquist noise. Due to flicker 
noise, it is not possible to draw valid conclusions as to 
the noise of the junctions. 

IV. EQUIVALENT CIRCUIT OF JUNCTION TRANSIS-
TORS AT HIGH LEVEL INJECTION 

No papers have hitherto been published on high level 
injection behavior of transistors with a view to deduce 
their corresponding noise. The relative minority carrier 
density as compared with the density of dotation ap-
proaches unity and higher values primarily in the base 
region, if the emitter current is increased. Hence, this 
base region primarily determines the high level injec-
tion properties of transistors. If the Shockley theory is 
assumed to be valid for the emitter and collector junc-
tion, the boundary conditions for the theory of the base 
region are given. However, the theory of high level in-
jection conditions is very difficult and has hitherto only 
been approached under very simplified conditions22.16.17 
Especially, no papers are available treating the ac case. 
As a starting point for the practical treatment of the 

high level injection properties of transistors we shall 

use the frequency dependence of the ac current amplifi-
cation factor an,. The frequency dependence of an, at 
high current densities according to Section I ( Fig. 2) 
may be understood from the equivalent y-circuit of the 
intrinsic transistor in grounded base connection (Fig. 
8). The difference from the corresponding equivalent 
circuit at low level injection manifests itself in the repre-
sentation of Ymi by four frequency independent ele-
ments. Of these, R3 corresponds to the resistance and 
C3 to the diffusion capacitance of the emitter junction 
at low level injection. The ohmic resistance R2 and the 
inductance L2 may be similarly accounted for as the 
impedance of the region outside the junction of a diode 
at high forward current (see Fig. 3). The seat of R2 and 
L2 is in the base region. The capacitance C3 is not in 
parallel to the emitter resistance R3. It is shunted to the 
intrinsic base connection. The reason for this is as fol-
lows. 
We consider a slight increase of emitter current with 

a p-n-p transistor of alloyed type at high current densi-
ties. Some of the holes, which have passed the emitter 
junction, must be stored in the base region as a result 
of this current increase. The charge neutrality is re-

18 E. S. Ratner, "Extension of the theory of the junction tran-
sistor," Phys. Rev. vol. 94, pp. 1161-1171; June, 1954. 

17 K. E. Mortenson, " High-level transistor operation and trans-
port capacitance," IRE TRANS. ON ELECTRON DEVICES, VOL ED-6, 
pp. 174-189; April, 1959. 
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Fig. 7—Measured curves for the equivalent noise resistance (crosses) 
and for the real part of the impedance (circles) of germanium 
diodes as dependent on frequency. Data of the diodes as in Fig. 
5. Length b of n-region is 500 microns. 
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Fig. 8—Equivalent circuit of intrinsic junction transistors in 
grounded base connection at high current densities. 

stored by a corresponding electron current, which flows 

from the base contact into this region. These carrier 
motions result in the capacitance C3. The part of the 
emitter current, which reaches the collector junction, 

flows transversely to the above electron current. As the 
base region is represented by R2 and L2, the series con-
nection with R3 may be understood. 
The most important result of the equivalent circuit 

of Fig. 8 resides in the fact that only a part of the ca-
pacitive storage current has to be delivered by the 
emitter input current. This is due to the said inductance 
L2. The current flowing through R3 is transferred to the 
output. This output current, at ac short circuit, is 

= alb0 1723111. (5) 

The ac current amplification factor albo at LF accounts 

for the emitter efficiency and for the recombination in 
the base region. By (5) and i1 =y33 v1, the current am-
plification factors become 

Y23 

afb = albo — • 

/1 yii 

Introducing the time constants, 

112 

= — and r3 = R3C3, 
R2 

(6) 

(7) 
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aft.0 

the amount of afb may be written as 

[(I «Ill = alb() 1 

R3 1 + W 2T22 

R2 ler2T3 )2 

R 2 0)21.22 \2-1-1/2 

+ 0,2,32 ( 1 ± 
• 

R3 1 -I- co2r22) 

From the measured curve of I afbi as dependent on fre-
quency the values of R2/R3, r2 and r3 may be deter-
mined. This determination requires the solution of a 
system of equations of higher order, which leads to 
complicated formulas. It is therefore preferable to seek 
an approximation to this solution by means of an 
equivalent circuit, serving as an analog computer, which 
is shown in Fig. 9. 

• 1 
.7, f 

O• 20 kcis 

(8) 

VTVM 

c2. Ion* 

Fig. 9—Analog computer circuit for the determination of yn of junc-
tion transistors at high current densities. RI', Re and Re are 
precision resistance decades of small inductance. C2* is a precision 
capacitance decade. The transformer is screened and of General 
Radio type 578 A. The resistances RI* and Re are always made 
equal. Furthermore, R26 = L2Ver2, = R2* R3/14, and 7'3= C36 
Re/a. 

In order to facilitate the application of this computer 
circuit, the frequency is divided by a, and a fixed in-
ductance L2* is used instead of L2. These simplifications 
are made possible by the fact that only the ratio R2/R3 
and the time constants r2 and r3 have to be determined 
and not the values of R2, 1,2, R3 and C3 separately. 
The effective values of the ac through R2* and R3* 

(Fig. 9) are indicated by and /3* respectively. The 
effective values of i1 and i2 of Fig. 8 are indicated by It 
and /2 respectively. Then we may deduce from (6) and 
from the relationship I = /1/ VI, 

afbI 117231 117231 V I3 * 

Yill 1, I,* (9) 

As the resistances RI* and R3* are of equal value, the 
ratio of the voltages at the switch positions 2 and 1 is 
equal to the ratio 

Iafb I /a.m. 
By a suitable choice of R2/R3 and of r2, the values 

R2* and R3* = R1* of the computer circuit are given. The 
capacitance C3* is adjusted so as to make the current 
amplification factor, obtained from the computer, co-
incident with the measured value of I afbi/albo of the 

transistor in question in the vicinity of the cut off fre-

quency. If this is accomplished, the frequency curve of 
aibl obtained from the computer circuit in general 
shows deviations from the measured curve of the tran-
sistor. This means that the values of R2/R3 and of r2 
have to be corrected, in order to obtain a better approxi-
mation. By applying this procedure three to ten times, 
if necessary, a set of values R2/R3, r2 and r3 may be ob-
tained, which gives close coincidence between the meas-
ured I afbi -curve of the transistor and the corresponding 
curve of the computer circuit. As an example, Fig. 10 
shows the measured curve of I aft,' for a germanium 
p-n-p transistor of alloyed type together with the cor-
responding curve, obtained from the computer circuit. 

1, 

57 

0,6 

' ri “s xi; o 

,,..,- 7à .400toi 

rq°2 

klefunken OC 

1,—.4.4 

603 Nr  4 

\ I 

VCE e -2 v 

I 
\ 

1 I 

f fond 

Fig. 10—Measured points of afb I as dependent on frequency for a 
germanium transistor of Telefunken type OC 603. The full curve 
was obtained by the equivalent circuit of Fig. 8, using the values 
shown here. The values of r2, r3, and R2/R3 were obtained by the 
use of the analog computer circuit of Fig. 9. 

The absolute values of the equivalent transistor cir-
cuit (Fig. 8) elements R2, L2, R3 and C3 cannot be ob-
tained from the measured 1a/1,1-curve. By the applica-
tion of a further experiment, yielding, e.g.. the input im-
pedance // II of the transistor at shorted output, the 
above values may be determined. In the grounded base 
connection, /il l is approximately given by 

hn Rb(1 — 1121'). (10) 

The measured curve of h11 as dependent on frequency 
yields, therefore, approximately the value of Rb, if the 
frequency f is large compared with the cut off frequency 
jab, h21' = 0. If Rb is known, we may also determine 
the low frequency value of h11', assuming h21' =aft. Ac-
cording to the equivalent circuit of Fig. 8 the value of 
h11' at low frequencies coincides with R3. 

V. NOISE OF JUNCTION TRANSISTORS AT 

HIGH LEVEL CURRENT INJECTION 

Under equal assumptions as for junction diodes at 
high current densities, i.e., Nyquist noise in the regions 
outside the junctions and complete shot noise of the 
junctions, we obtain the equivalent noise circuit of Fig. 
11 for junction transistors at a grounded base connec-
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tion. The two noise current sources i„2 and in3 corre-
spond to the emitter diode and are given by 

= 4kT Re (Y2)4f, (11) 

1 
= 4kT — Af — 291- sAf, 

R3 

(12) 

if the admittance Y2 indicates the parallel connection of 
R2 and L2. These two noise current sources are supposed 
to be uncorrelated. A single noise current source i,,„ con-
nected in parallel to yii may be substituted for both of 
them, 

¡Re yii 
1 + jw(':¡Z23 

in3R3 in2Z2 

Furthermore, we assume 

ya I >> I y12 , I v211 >> I y22 I I y22Rb I « 1. (18) 

The noise figure for the grounded base and the grounded 
emitter connections is then given by 

4kTRoF = 2qIc 
at b 

2q1E I Rb + ZOI 2R32 I Y23 12, (19) 

1 
— + R,, + Zo 
yil 

2 

where 

1 -I- co2r22 (13) 
R32 1 V23 12 =   (20) 

2 R2) 2 

1 ± cae2r2 ( 1 ± — 
R3 

Fig. 11—Equivalent noise circuit of junction transistors in 
grounded base connection at high current densities. 

This equation, taking into account (6) and the relation 

Yu = 1723 -1-jcoCa, yields 

crib 
ine = Yii(in3R3 io2Z2). 

alb() 

(14) 

The base lead resistance contributes Nyquist noise, as 

previously, and the noise of the collector diode is repre-
sented by a noise current source according to ( 1). [See 
Guggenbuehl and Strutt' and van der Zie1.] We obtain 

v„b2 = 4kTRoilf; (15) 

= 2q1cilf — 4kT Re (y22)Af. (16) 

The derivation of an equation for the correlation be-
tween in, and may be carried out similarly as in Gug-
genbuehl and Strutt.' We obtain 

= 2k7stv j 21 ye*)af. (17) 

For the calculation of the noise figure F we connect a 
source impedance Zo to the input terminals of Fig. 11 
and in series to this impedance the noise voltage source, 

— 4kT Re (Zo)zf. 

As F is independent of the impedance connected to the 
output terminals, we may apply a short-circuit to these. 

The formal difference between ( 19) and (2) at low cur-
rent densities consists in the multiplication of the sec-
ond right-hand term by Re1 y2ei . The frequency curve 
of this multiplier at R2/R3= 0.5 is shown in Fig. 12 as 
an example. 

qpàew 
QS 

0,6 

2 

- 

,,27à2 

Fig. 12—Multiplier R°j Yn2I of eq. (19) as dependent on co2r22. The 
asymptotic value corresponding to on-2— >o° is shown by a broken 

line. 

As long as we stay within the frequency-independent 
region of the y,,-curve; i.e., if R321 112321 -- 1, ( 19) is identi-
cal with (2). The low-frequency value of F, barring 
flicker noise, is indicated by Fo. The value of Fo at high 
current densities differs from the corresponding value 
at low current densities by the fact that yti is smaller 
than q1E/kT in the former case, whereas yil is equal to 
this value in the latter case. The multiplier R321 l'2321 
causes an increase of F at increasing frequency, even if 
afi, is still independent of frequency. The influence of 
R321 y2321 is weakened at frequencies above the cut off 
frequency, as the second right-hand term of ( 19) does 
not affect F strongly in this range. 

In order to check the validity of the equivalent noise 
circuit of Fig. 11 and of ( 19), measurements were car-
ried out using germanium and silicon transistors of al-
loyed type and of small flicker noise. The setup has 
been described earlier." At low current densities, Ii', 

" W. Guggenbuehl, B. Schneider, and M. J. O. Strutt, "Messun-
gen ueber das Hochfrequenzrauschen von Transistoren," Nach-
richtentech Fachberichie, vol. 5, pp. 34- 36; 1956. ( 1 n German.) 
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Ic, Rb, 1/y 11, and afb are required for the calculation of 
the noise figure F. At high current densities, r2 and 
R2/R3 are also required. The latter quantities have been 
determined as described in the preceding section. 
As examples of these measurements, Fig. 13 shows 

the measured and the calculated curve of F as depend-
ent on frequency for a germanium transistor. The F-
values, obtained by the new formula, ( 19), which is 

valid at high current densities, are in satisfactory agree-
ment with the experimental values. Especially, the ex-
perimental increase of F at higher frequencies, which is 
different at high current densities from the increase at 
low current densities, is checked very well by the new 
theory. The emitter current density of the transistor of 
Fig. 13 is 1.1 A /cm' at IE = 2 ma. 

From measurements and calculations of F which have 
been quoted, and from other analogous ones, the follow-
ing trend may be stated. The calculated values of F in 
the frequency range, where F is independent of fre-
quency, are often somewhat larger than the experimental 
values, if the calculations are based on the experimental 
value of 1/ylio = R3. Due to the base lead resistance it 
is rather difficult to determine 1/yno with a better ac-
curacy than within about + 10 per cent, as the base 
lead resistance is usually large compared with 1/3/110. 
The said discrepancy is slight only at values of the 
input source resistance Ro above 200 ohms. It cannot 
be explained by an eventual space-charge noise sup-
pression at the emitter diode. This would cause a de-
crease of the second right-hand term of ( 19); F would 
therefore be increased. Thus, an eventual discrepancy 
between experiment and calculation would also be in-
creased. 

Teletunken OC 603 M. /0 

R0 20012 

/• 

05 

If .2ne.4 

Fig. 13—Noise figure F as dependent on frequency for a germanium 
p-n-p transistor. The emitter current I E is used as a parameter 
for the separate curves. Full curves are calculated by ( 19). 
Broken curves are calculated by ( 2). Points are measured values. 
The values underlying the calculations are shown in the table. 

IE IC Rb 
R2/R.1ms T2 Ta 1 /yilo 

ma ma al" ohm ¿os ohm 

2 1.978 0.983 165 0.10 0.30 0.130 12.5 
4 3.943 0.980 150 0.18 0.22 0.125 6.0 
8 7.848 0.976 134 0.25 0.15 0.139 2.7 

The noise behavior of transistors hence confirms the 
assumption of Section III, according to which the shot 
noise term of ( 1) with diodes is not appreciably influ-
enced at higher current densities. 

Some noise curves of silicon transistors at high cur-
rent densities are shown in Fig. 14. A value I E = 0.2 ma 
of the type OC 470 still lies within the low current den-
sity range. The experimental values are not very diff-
erent from the values, calculated by taking into account 
recombination and generation of carriers in the emit-
ter space charge layer.' At high current densities, 
recombination and generation may be neglected 
(mE =1.01). In principle, this silicon transistor shows a 
similar behavior to the behavior of germanium transis-
tors. The coincidence between theory and experiments 
at high current densities seems to be worse. The reason 
for this may be found in the difficulties of the determi-
nation of several quantities entering ( 19), due to the 
high base lead resistance. Thereby the accuracy of the 
calculated curves is appreciably lower in Fig. 14 than 
with corresponding germanium transistors. 

LIST OF SYMBOLS 

a = factor for reduction of frequency in 
analog computer. 

b =length of the p- or n-region in diodes. 
Ca= total capacitance in the equivalent 

circuit of diodes and transistors at 
high level injection. 

f mb= cut off frequency of the ac amplifica-
tion factor of transistors in grounded 
base connection (f for oefb=afbo/N/2)• 

Fo = LF noise figure without flicker noise. 

Interrnel'all 0C470i I  

V,B.- 2V 

20011 t 

10L 

—AE .3mA 

0.01 0.1 10 

Fig. 14—Noise figure F as dependent on frequency for a silicon p-n-p 
transistor of alloyed type. Curves are indicated as in Fig. 13. 

ma: 

IE =3 ma: 

Rb=320 ohms, 
Cr/b0=0.962, 

mE = 1.07; 

= 220 ohms 
oefbo= 0.957, 
mE = 1.01, 
12=0.1 ¿os, 
T3 = 0.0435 ¿os, 

R2/R3= 0.15. 
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hu , • • • , /122= h-parameters of the nonintrinsic tran-
sistor in grounded base connection. 

hu', • • • , h22'=h-parameters of the intrinsic transis-
tor in grounded base connection. 
noise current of the collector diode. 

i„,= noise current of the emitter diode. 
i,,3= noise currents of the emitter diode at 

high level injection. 
I = total current in a p-n junction. 
/c = collector current. 
I E = emitter current. 
L2= inductance in the equivalent circuit of 

diodes and transistors at high level in-
jection. 

mE= multiplication factor of the emitter 
junction in silicon transistors, ac-
counting for generation-recombina-
tion of carriers in space charge layer. 

R= Re (Z)= total resistance of a p-n junction. 
Rb= base lead resistance. 
R,„= equivalent noise resistance. 

Ro= Re (Zo) = source resistance. 
RI, R2, R3=resistances of the equivalent circuit of 

diodes and transistors at high level in-
jection. 

zr„ = noise voltage. 
yu, • • • , y22=y-parameters of the intrinsic transis-

tor in grounded base connection. 

ytto= LF input admittance of the intrinsic 
transistor at shorted output. 

Y= 1/Z = total admittance of a p-n junction. 
Yj =1/Zi =diffusion admittance. 
Y2 = 1/Z9 = admittance of the parallel connection 

of R2 and L2. 
Y23 = 1/Z.3 = admittance of the series connection of 

Z2 and R3. 
ZR = impedance of the p- and n-region. 
Zo = source impedance. 
afo =ac current amplification factor in 

grounded base connection. 
«rim= LF ac current amplification factor. 

r2=L2/R2= time constant of the parallel connec-
tion of R2 and L2. 

r3=R3C3= time constant of the parallel connec-
tion of R3 and C3. 
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Analytical Studies on Effects of Surface Recombination 
on the Current Amplification Factor of Alloy 

Junction and Surface Barrier Transistors* 
T. SUGANOt AND H. YANAIt, MEMBER, IRE 

Summary—The survival factor of minority carriers is one of the 
important factors which determine the current amplification factor of 
a junction transistor, and is generally known to be much more 
affected by the surface recombination of the minority carriers than 
by the volume recombination in the base region. It is therefore quite 
necessary in the design of transistors to get an expression of the 
survival factor 0 in terms of the surface recombination velocity, the 
dimensions of the emitter and the collector electrodes, and the 
thickness of the base region. 

Because of the complexity of their geometries, however, analytical 
expressions of H have not yet been obtained for alloy junction and 
other similar types of transistors. 

In this paper, analytical formulas for various idealized geometries 
are derived by means of approximating methods. From these results, 

* Received In the IRE, August 25, 1959; revised manuscript re-
ceived, May 17, 1960. 

1' Faculty of Engrg.. University of Tokyo, Japan. 

many useful design data such as the optimum radius ratio of the 
emitter electrode and the collector are obtained and the effect of 
curvature of the electrode surfaces is made clear. It is also pointed 
out that the survival factor can be expressed by four dimensionless 
quantities, thus establishing the principle of similitude among tran-
sistors having different surface recombination velocities and different 
geometrical dimensions of electrodes. 

The values of i calculated from these formulas are in good agree-
ment with the experimental values previously obtained by Stripp and 
Moore from an analogy of three-dimensional electrolytic conductance. 

I. INTRODUCTION 

/N designing the junction transistor, the considera-tion on the alpha cutoff frequency and the emitter 
current dependency of current amplification factor 

are different, whether the transistor is a high frequency 
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device or a high power device, but in all cases it is de-

sirable that the survival factor of minority carriers fi be 
nearly equal to unity. 
And fi is generally known to be much more affected by 

the surface recombination of the minority carriers rather 
than by the volume recombination in the base region." 
Therefore, e is closely related to the surface recombina-
tion velocity and the geometry of the electrodes, and it 
has become known empirically that it is desirable that 
the radii of the emitter electrode and the collector be 
much larger than the thickness of the base region and 
that the area of collector be made twice as large as that 
of the emitter for the case of alloy junction transistors. 
On the other hand, theoretically, Ratner' made the 

analysis for grown junction transistors and estimated 

the effect of surface recombinations on the current 
amplification factor, but for alloy junction transis-
tors only experiments by an electric analog method" 
were carried out because of the complexity of their 
geometries. 

However, the results of the experiments are not uni-
versal; i.e., the experiments must be repeated whenever 
the geometries of electrodes are altered, and the magni-
tudes of influences of each factor cannot be estimated 
easily. Therefore, we have made an analysis for alloy 
junction transistors by approximating methods and 
have obtained analytical formulas. 

In our equations, 13 is expressed in terms of the geo-
metrical dimensions of the electrodes and the surface 
recombination velocity; and the optimum emitter ra-
dius, when the base thickness and the collector radius 
are given, is determined. Also it is pointed out that the 
principle of similitude among transistors having differ-
ent surface recombination velocities and geometrical di-
mensions of electrodes is established, and that this is 

convenient in order to understand systematically the 
current amplification factor experimentally obtained 
from various transistors. 

Experimental verification of the analytical formulas 
has not been attempted because of the difficulty of meas-
uring the surface recombination velocities of completely 
assembled alloy junction transistors, but the values of 13 
calculated from the formulas are in good accordance 
with the experimental values previously obtained by 
Stripp and Moore' from an analogy of three-dimensional 
electrolytic conductance. 

II. PRESUPPOSITION OF ANALYSIS AND 
APPROXIMATING METHOD4 

Recently some experiments to make uniform planar 

E. S. Rittner, "Extension of the theory of the junction transis-
tors," Phys. Rev., vol. 94, pp. 1161-1171; June, 1954. 

2 A. R. Moore and J. L Pankove, "The effect of junction shape and 
surface recombination on transistor current gain," PROC. IRE, vol. 
42, pp. 907-913; June, 1954. 

3 K. F. Stripp and A. R. Moore, "The effect of junction shape and 
surface recombination on transistor current gain—part 2," PROC. 
IRE, vol. 43, pp. 856-866; July, 1955. 
' Hereafter, we will consider only p-n-p transistors for simplicity. 

For n-p-n transistors, only the symbol must be changed. 

alloy junctions have been attempted, but generally it is 
characteristic of alloy junction transistors that the junc-
tion surfaces are curved and that the radii of the emitter 
and of the collector are different. Consequently, it is 
desirable for e to be calculated for arbitrary electrode 
constructions such as the one illustrated in Fig. 1(a) ; 

unfortunately, it is too complicated to analyze. 
Therefore, in this paper two ideal cases are treated 

and a real construction is approximated by them. The 
first case is of the planar collectors such as illustrated in 
Fig. 1(b) and 1(c), and the second is of the emitter and 
collector with apparently equal radii such as in Fig. 1(d). 
The former resembles a transistor with a planar collector 
or with a slightly curved collector; the latter resembles a 
transistor with a heavily curved collector of diameter 
nearly equal to that of emitter. 

(a) 

(c) 

(b) 

( d) 

Fig. 1—Idealized electrode constructions of alloy junction 
and surface barrier transistors. 

The process of calculation is as follows: the curved 
surfaces of electrodes are approximated by the coordi-
nate surface of a prolate spheroidal coordinate; the base 
region of a transistor is divided into three regions; and 
in each region the hole distribution is solved under the 
proper boundary conditions. 
The region under the emitter junction is named the A 

region. The region in which the emitter side is the free 
base surface and the collector side is the collector junc-
tion, is called the B region. The residual region, in which 
both sides are free base surfaces, is the C region. 

In A region the hole distribution is assumed to be of 
one dimension. The assumption is comparatively reason-
able, because the radii of junctions are much larger than 
the base width, and the survival factor of minority car-
riers is approximately equal to unity. At the boundaries 
between A and B regions, and B and C regions the hole 
density distribution is connected continuously. 

For simplicity, the transistor in the low injection level 
is treated. Therefore, the equation determining the hole 
distribution in these regions is the diffustion equation 
in the steady state. 

P — Po v2p = 0 (1) 
Lp2 

where p is the hole density in the base region, po is the 
equilibrium hole density in the base region and L, is the 
diffusion length of holes. 
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The boundary condition is as follows: 

1) The hole density at the emitter junction is a con-
stant value, i.e., a self-bias cutoff effect is neglected. 

2) The hole density at the collector junction is a 
thermal equilibrium value.' 

3) The surface recombination current density is pro-
portional to the hole density on the free base sur-
face. 

4) The hole density far from the emitter and collector 
is the equilibrium value.' 

After the hole density distribution in each region is 
solved, the desired emitter current I, and surface re-
combination current I, are obtained from the surface in-
tegrals of the solution, i.e., 

le = qD, f I vpi de—over emitter junction surface, (2) 

= (IS f (p — po)dcr—over free base surface, (3) 

where q is the charge of a hole, D„ is the diffusion con-
stant of a hole, S is the surface recombination velocity 
and do is the area element. 
Then 13 is given by 

1 — fi = /.//e, 

for the volume recombination current is much smaller 
than the surface recombination current. 

111. THE DERIVATION OF ANALYTICAL 
FORMULAS OF 13 

According to the above-mentioned approximating 
method, ei of the transistor with geometries of electrodes 
illustrated in Fig. 1, is calculated as follows, under the 
condition 

a 
—w > 1, 

Sly 
—«1, 
D„ 

(4) 

where a is the emitter cross-sectional radius and W is 
the wafer thickness. 

A. = 

A. The Case of the Planar Electrode Construction, Illus-
trated in Fig. 1(b) 

Taking the cylindrical coordinate as shown in Fig. 2, 

Fig. 2—Setting of the coordinate in the case of the 
planar electrode construction. 

the origin of which is at the center of the collector, and 
the approximating method mentioned in Section II, we 
find that the hole density distributions in the A, B and 
C regions are given by (5), (6), and ( 7), respectively. 

P — Po = (Pi — Po) 

sinh — 
L„ 

Iv 
sinh — 

L„ 

(5) 

where p, is the hole density at the emitter junction, and 
Z is the axial coordinate. 

P — Po = E sin (Om —Z )K0 (V --0a2 -I- R) (6) 
W Lp2 

where R is the radial coordinate. O. is the nth root 

of ( 7) 

SW 
Om cos 0,o — sin 0,, = O. 

D„ 

Also 

1 W 
2(pi — (— sin Om cosh — — — cosh Om sinh —W ) 

L„ L„ W L, 

/0m2 1 ± —W  (0,, — —1 sin 20m sinh —W  Ko(, t 
W2 Om 2 L„ W2 4,2 

6 Speaking exactly, the hole density on the base side of the collector 
junction is much smaller than the equilibrium value, because the col-
lector junction is reversely biased. But the emitter current is propor-
tional to the gradient of hole density in the base region, and the hole 
density at the emitter junction is much greater than that at the 
collector. Therefore the error resulting from the above mentioned 
assumption is small and negligible, and the analysis is much simpli-
fied. 

Speaking exactly, this condition is not to be used at the calcula-
tion of the hole distribution in the B region. However, its use is 
equivalent to neglecting the end effect, and it greatly simplifies the 
calculation, so the condition is used at the calculation in the B region. 

(7) 

(8) 

where Ko is the second kind modified Bessel function of 
the zero order. 

P — Po = E Bo {sin (4). 
n-0 

0„2 1 R ) , 

(9) 44, cos (0,, —w )1 Ko(4/-= 
SW 
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where ie„ is the nth root of and the surface recombination current I, by means of 

D, SW (3): 
20,, cos 4,„ — (-- den — —D) sin on = 0. ( 10) 

SW 

Now B„, when it is rigorously determined under the 
boundary condition in Section II that the hole density 
distribution at the boundary between B and C regions 

is connected continuously, is expressed by the double sin o0, 
series of m and n, and it is very complicated. 

We therefore determine B„ by using the approximated 
hole density distribution in the region where R is equal 
to b, which is the collector cross-sectional radius. 

Because A „, is determined under the boundary condi-
tions that the hole density distribution at the boundary 
between A and B regions is connected continuously, in 
one case, in which a is nearly equal to b, the hole density 
distribution is reasonably approximated by the follow-
ing, because it is nearly equal to (5): 

P — Po = (Pi — Po) —W 

K /_0___1,_ +  1 b\ 
o 

W2 4 2 

O 2 1 
Ko(,1/  -h - a) 

W2 L3,2 

and in another case, in which a is much smaller than b, 
by the following, because the first term of (6) predomi-
nates over the succeeding terms: 

P — Po = 2(1), — Po) 

sin (01 ---Z ) Ko(V °12 + 
W2 4,2 

032  

Lp2 

Then, B„ (') which is B„ determined by using ( 11), is 
given by 

; (11) 

(12) 

where 

= 271-qS E 
rnI V 8.2 1 

+ 7:pi 

= 1,8 -I- 1„,„ I„,,, (16) 

• alCi(i/ — a 
) 

1172 

¡see = 

0m2 
bK1 

W 2 
1 

+ — , (17) 

D, 
27-qS LB„ (sin + qb„ cos 44.) 
n=0 .914" 

/(142 1 
KI (I/ b) , W2 r 2 

LP 

D, 
1„ = 2rqS 2, B„,— tt,„ 

n_o SW 

(18) 

(19) 
/442 1 W2 Ln2 

4 2 

=  2(p, - po) ---1- ( 1-36-1, - cos 0„) ± -- (sin ,i,„ - -- n" V ii .2 m  I 
On On SW On  

D p . _1 — cos Qt.) , ( ./ iii _ _i_ — -- b \ / —2--T-

[3t + ( fiEi;)2 — 2—spil; (cos 20„ — I)] K. (47+1„ a) Ko ( I t tili + ¡pi i b) 

and B„ (2), which is B„ determined by using ( 12), by 

2(e, _ po) r sin (01 — 0”) sino(0±, +4:0 + SDI; 0. 31 — coos+(0, -I- 0„) + 1 — coos 
L ei — cb„ (el : 4/e +,1ib)  

m[31±(0.siDyt—i::i:-5,1—(s,D;-o.)1— 2-1 , (cos le" - I)] Ko( 4/-(A2- + —1- n) If 0 ( V/I;-:- + ,,i b) W2 Lp2 

B., (21 

Now the hole density distribution is determined and 
currents are derived from them, that is to say, the emit-
ter current le is derived by means of ( 2): 

„.632gDp 
le ,  (PI — po) coth 

LP Lp 

(15) 

(13) 

(14) 

Here K1 is the second kind modified Bessel function of 
the first order. 

The second suffix of I„ means that the current is due 
to the surface of either the emitter side or the collector 
side, and the third suffix means that the current is due 
to the surface of either the B region or the C region. 
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Furthermore, using the approximated relations 

(in ) 7r' 
m = 1, 2, 3, • • • 

4/2 S—W , (k. = fir, n = 1, 2, 3 • • • 
D, 

we can find the analytical formula of 

Y 1/2 

— — 1.1+ — e0—x)12 
xL 

(20) 

• — 1.0 
2.0 Ki±   (yN/2z) ] , (21) 

f.N/2z Ko(yN/2z) I 

where x=a/ W, y=b/W, z=SWID„. 
But the one by means of B„ (2) differs slightly, that is 

to say, the constant which is — 1.0 in (21) is — 0.96, but 
the difference is meaningless in the case in which a is 
much smaller than b; in the case in which a is nearly 
equal to b, BRU) gives us better approximated results. 

Therefore it is reasonable to adopt (21). 

B. The Case of the Curved Electrode Construction, Illus-

trated in Fig. 1(c) 

Expressing the electrode surfaces by the coordinate 

surfaces of the prolate spheroid, as shown in Fig. 3, we 
find the relations between the dimensions of electrodes 
and coordinates (4, n) to be 

1470 
C V  + 1, = 

w2 _ W 02 

iv 
= -, (22) 

w0 

where c is the Z coordinate of confocal point. 
Now ( 1), which determines the hole density distribu-

tion in the . 1 region, must be written in the prolate 
spheroidal coordinate, but the general solution is not yet 
known. However, it is reasonable to assume that L, is 
infinitely long because the volume recombination in the 
base region is neglected, and in the .4 region the hole 

flow is assumed to be of one dimension. 
Therefore, the solution is expressed by the Legendre 

functions of the zero order, as 

Q0(71)  
P — Po = (Pi — Po) , 

Qo(no) 

-1--
-r- , 

7 

/' • 
.1. 

> 

1.0 — --t----1- -4- _ .‘+•-• "I 

, .-3,- - \  - , \ $. ,  ‘ - -  
t .....4.  s /- 

• , \, / , < 
• • .. 

"'••••• • ../ 

(dcrf 
-Y • 

i'''£.'  , / /.--' / , / 

.4 , /' '' ./... 
•.. 

4t/.), c) / , , / 
s / / 

-. ''% . 4, /.'s / 
..,.. \ / s. / 

\ // • \./ / . — \  \ ,\  S s , 

N, / ' 

'S 

."- ........_ __. )‘• 

Fig. 3—Setting of the coordinate in the case of the 
curved electrode construction. 

Similarly, the hole density distribution in C region is 

given by (9) and ( 10), but two approximated values of 
B„ are considered according to the approximation of 
hole density distribution in the region, in which R is 

equal to b. 
In one case, in which a is nearly equal to b, the hole 

density distribution is reasonably approximated by the 

following, from the same reason as in section . 1: 

P — Po = (PI Po) 
/ 0,2 ) 120(no) 

Ko(i/ — + — a 
V W2 L,2 

Ko (4/— — b 
Qo(n) W2 1.92 

, ( 25) 

and in another case, in which a is much smaller than b, 

it is 

sin ' 01—z ) 
Pi — Po   W 

(23) P — Po = 00(n.) g2 v ,c2 a 2 

where Qo is the Legendre function of the zero order of 

the second kind. 
The hole density distribution in the B region is given 

by (6) in the same manner as in the case of the planar 
electrode construction, but in this case Am is given by 

Pi  — Po  

Q0(no) 

IV 
.Vc2 + a 

Om 

Ko ( V -

012 b) 

W 2 2 W 2 L p2 

• + c2 + a 2 (1 — —012» • / 0'2 ) 
Ko /17 a W 2 

. (26) 

1 + 1472 ( 2 
  1 — --)} sin Om ± (2 W2  
c2-1- a2 /4,2 OmN/c2 a2 

Q0(21o)) cos Om 

1 1 
— (0„, — — sin 20m) Ko (V 2n02 -I- —1 a) 
2 2 W2 4 2 

(24) 
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Then Boo), which is B„ determined by using ( 25), is given by 

B,, = 

W2 sin 0„ j 1472 

- 44,2ye a2 cz + az 1 

420(no) 

2 \ W cos «14 5 2W2  

cbo2k4,2(/c2 4.. a2)3 

w r (1)„ DA 2 Sin 24.„ ji /4,,, D0\ 2k 

L 1 1 + .s147 ) 2o„ 1 ii Jí 

1 
-420(no)} —s [Q0(770) sin 42„  11 — COS 4,„ +  

e + a' 
D, 

- ---- (cos 24)„ - 1] Ko (V-911 + —1- a)K0(4/442 ± b) 
2S141 11-2 Lp2 w2 

(- W2 cos (14 ± 2112 sill (14 21r 1 -072s (11} 
tfr„ 

and B„(2), which is B„ determined by using (26), is given by 

Bn(2) = 

Qo (no) 

W + W2 it 2 \ r  (01 - 02) sin (01 + on)t 
(pi Po) 012 / 

c2 a 2 1 c2 a 2 012it -k 0, _ 4,„ 0, + (1). 
Wr it /4,,,D0\ 2k sin 244 ji (44,4\21 

2 L si ) f 24, swi f 

4,D0j1 — cos (01 + 44) ± 1 - cos (01 0„)1 
  Ko (V W  1  — a) 

+ sw + _ -  2 Lp2 

01" 1 44) 1 ) 
(cos 244 — 1) ]Ko(4/ a)K0(4/ — b 

—2SW W2 L02 112 L02 

Therefore, the emitter current becomes 

22repc(Pi - po) 
= 1 

120(11o) Wo 
(29) 

the surface recombination current is obtained from ( 17), 
(18) and ( 19), into which ( 27) and ( 28) are taken, and 
a is calculated from them. 
The question whether B„ (1) or B„ (" is to be used is 

solved from the saine consideration as in the foregoing 
Section A, and by considering that the analytical for-
mula of a must coincide with (21) when Wo is equal to 
W, because then the emitter is planar. Thus in this case, 
a is given by 

Y I/2 
1 = _[1.1 (_) e-r(y_a.),2 

2.0 Ki(yV2z)  1. 1 ± 

N/iz- Ko(Y.V2z) I 2 

(27) 

(28) 

C. The Case of the Curved Electrodes Construction, Illus-
trated in Fig. 1(d) 

Expressing the electrode surfaces by the coordinate 
surfaces of the prolate spheroid, as shown in Fig. 4, we 
find the relations between the dimensions of electrodes 
and coordinates (e, n) as follows: 

c = w0,4/1 
a2 

11/12 — W012 

= 11702 /1/1 

a2 

_ 1470,2 

woi 14702 
n1 = — n2 = k1 = 

wi 147, 
e2 

woi 

(31) 

where W01, Wo, W1 and W2 are shown in Fig. 4. 
Now, the hole density distribution in the A region is 

(30) obtained in the same manner as in Section B, as 
follows: 

where w= Wo/ W and Wo is the thinnest width of base 
region. 

Qo(n2) + Qo(n)  
p — po = ( p. — Po) Q0(ni) + Qo(n2) (32) 
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Fig. 4—Setting of the coordinate in the case of the 
curved electrodes construction. 

and the hole density distribution in the C region is ob-
tained from (9) and ( 10), in which Z must be replaced 
by Z-I- W2. 

Because of the vacancy of B region, B. is simply de-
termined as follows: 

Therefore, # is given by 

where 

1/72 x Ko(xV2z) 1 Ki(x.VU) 1 — # = .w.(1 -I- y), (35) 

14/1 
v = — • 

147 01 

But the determination of y from the observed value 
of electrode dimensions is very laborious. So calculating 
y in the cases that the emitter is planar, and the emitter 
and the collector are symmetrical, and in the cases that 
the dimensions of electrodes are slightly altered from the 
above mentioned two cases, we find in all cases 

Thus we obtain 

= z 2 KI(xVii) 1 -F w 
1 — e _  x V2z K0(xV2z) 2 

(36) 

(37) 

According to the assumption of one-dimensional hole 
flow in the A region, all flow lines must arrive at the 
collector; therefore another condition is added, namely 
the validity range of (21) 

a o, (38, 

Qo(n2) —w {(1 — cos 44,) sin 
(Pi — Po) 

B. — 

147 

441 1Q0(771) cos ete. Qo(n2)I 

Q0(7h) + Q0(7/2) 4,,zto„‘ 2 

[ { 1 + 

_sin_20_. (0.4\21 

20„ I 

D, — sin 4).Q0(1/1) 1  [ sin on 
S ,V C 2 ± a 2 o n 

D„ 
 (cos 20. — 1)] Ko —1- a) 
2SW W2 42 

1 W2 } 2WW2 ( W2W2 
— (cos 4,„ — 1)} -I- { 1 -I- sin et.„ 2  
SW 0.2 c2 a 2 On 

2 WW1 cos ck. 4,,,D,, W22 2W1' sin O„ 
 ± (W22 2 -I-

SW 442 et). 
(W2 1) cos 44)} 
on2 

Then the emitter current becomes 

= 21"qpe(P1 — Po) IWi  1\ , 
120(m) + Q0(772) \Wu 

(33) 

of (30) 

W2 H7.2 
(34) a V1 + -≤ b, 

a 2 
(39) 

and the surface recombination current is obtained from and of (37) is that the curvature of collector is not smal-
(18) and ( 19), into which (33) is taken. ler than that of the emitter. 
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IV. DISCUSSION :IND NUMERICAL EXAMPLES Therefore y may be considered as infinity il 

Eqs. (21), ( 30) and (37) give us fi of alloy junction and 
surface barrier transistors in terms of geometrical di-
mensions of electrode constructions and surface recom-
bination velocity. They also give us many useful design 
data. Therefore, discussions follow on the results from 
equations and numerical examples which are necessary 
to design transistors. 

.4. Principle of Similitude 

As it is seen from the analytical formulas of (I, a is 
expressed by the four dimensionless quantities w, x, y 
and Z. Therefore the data on fi from transistors with 
different geometrical dimensions of electrodes and dif-
ferent surface recombination velocities are understood 
systematically. 

B. Influence of Electrodes Curvature 

The influence of electrodes curvature on fi is included 
in the correction factor ( 1 +w)/2. When the wafer thick-
ness W is held at a constant, fi approaches to unity as 
the thinnest width Wo is smaller. This results from the 
fact that holes flow mostly along the center axis of elec-
trode where the gradient of hole density is the greatest, 
even though part of the hole's flow lines approach to 
the free base surface. 

C. Numerical Values of fi 

Because, as mentioned above, (30) is the sanie func-
tion of x, y, and z as (21), except for the correction fac-
tor of the electrode curvature, the relations between el 
and y, calculated from ( 21), are shown in Figs. 5-7 when 
parameters are x and z. 

In Section V—A, we will point out that the analytical 
formulas of e, obtained under the assumption that the 
radius of collector electode is infinitely large, are able 
to be applied in most cases and are in good accordance 
with the experimental values obtained by Stripp and 
Moore.3 

Now we will look for the limit of collector electrode 
radius, i.e., y, in which the assumption is allowed. 

From ( 21) and (30), it is easily understood that the 
assumption is allowed if 

y ) 1/2 

>> 1.1  
.17 

{ — 1.0 2.0 Ki(y-V2z) 
(40) 

V2z Ko(yN/2)z f • 

Therefore, the contributions of various factors being 
considered, (40) is reduced to 

10 

extending over 

y — x 5, 

1 ≥ z ≥ 10-5, 

and this conclusion is verified in Figs. 5-7. 

1. 0 

ft 

o 

Fig. 5—Variation of ti as a function of y. x = 2. 

Fig. 6—Variation of as a function of y. x = 5. 

I 0 

>>  e—r(y—x)/2. (41) 

V2z Fig. 7—Variation of LI as a function of v. x= to. 
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Then it is very useful to illustrate 1/1 —0 ( % art,— 
common emitter current amplification factor) as a func-
tion of x, calculated from (21), when y may be con-
sidered as infinity, and a parameter z, shown in Fig. 8 
by real lines, of which the gradient is tan ( 1/1.1z). 0 
given by (37) is nearly equal to 0 given by (30) when 
cross-sectional electrodes radii are equal; the difference 
is as small as 5 per cent even when z equals to unity, 
and it becomes trivial as z is smaller. Then 1/1-0, as a 
function of x when a parameter is z, is illustrated in 
Fig. 8 by dotted lines. 
Comparing the real lines with the dotted ones, it is 

easily seen that 1/1 —0 decreases when the emitter and 
collector have equal radii, especially for small z. 

D. Cross-Sectional Radius Ratio of Emitter and Collector 
Electrode 

As easily seen, e is a monotonic function of y when x 
and z are given, but 0 has a value x.p, in which e takes 
the maximum, when y and z are given. 
The fact has been shown in the experiments by Moore 

and Pankove,2 but it has not been clear what factors 
participate and how. From this calculation, it can be 
understood quantitatively; that is, the surface recombi-
nation in the C region, especially on the collector side, 
is remarkable when x is extremely large, and the one in 
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Fig. 8—Numerical values of 0. Real line—cases of ; scales on 
both sides. Dotted line—cases of x = y; scales on left side only. 

the B region near the emitter electrode is marked when 
x is extremely small. 

In Fig. 9, x.pt is shown when y is given and z is a 
parameter, from which it is seen that a takes the maxi-
mum when the cross-sectional radius ratio is compara-
tively close to unity. 
The real lines in Fig. 10 show the variation of fi as a 

function of x when y is a parameter and z is 10-2, and 
indicate that x smaller than xopt is in the safety side, 
which is also adequate from the standpoint of the ec-
centricity between the emitter electrode and the collec-

tor. 
The dotted lines in Fig. 10 show the variation of a 

as the parameter z is changed to 10-4 and 10-3, which 
indicates that 0 approaches to unity and changes only a 
little in terms of x/y as Z is a small quantity. 
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Fig. 9—Cross-sectional radius of emitter maximizing fi 
when y and Z are given. 

010   
O 

lo 

= 

2.10" 
Z 
z. rn 

(Jetted) 

0.7)00) 

0.ç 

Fig. 10-0 as a function of x/y. 



1748 PROCEEDINGS OF THE IRE October 

E. Recommended Constructions When One Electrode or 
Two are Curved Unavoidably 

As is easily seen from (30) and (37), j3 is always smal-
ler as the electrodes are more curved when the minimum 
spacing in base region is held at a constant, which is 
physically recognized as the increase of surface recom-
bination current due to the oblique intersection between 
the free base surface and the flow lines of holes. 

Therefore, having the constructions in which the flow 
lines of holes are at right angles to the free base surface 
at the periphery of electrodes, one expects that effects 
of surface recombination on fi in the construction with 
surfaces of the curved electrodes are nearly equal to one 
with the planar electrodes' surfaces. Fig. 11 shows a 
recommended electrode construction when one electrode 
is curved unavoidably, which seems to be made by using 
the fabrication technique of surface barrier transistors' 
or drilled junction transistors.' 

Fig. 11—A recommended construction when one 
electrode is curved unavoidably. 

V. COMPARISON WITH EXPERIMENTAL RESULTS 

Because the analytical formulas of a, ( 21), (30), and 
(37), are obtained by the approximating method, they 
must be verified by experiments. 

Unfortunately, however, it is very difficult to measure 

the volume lifetime of minority carriers and surface 
recombination velocity separately from completely as-
sembled alloy junction transistors. We will therefore 
compare the calculated results of ( 21) and (30) with the 
experimental results obtained by Moore and Pankove,' 
and Stripp and Moore.3 

A. Numerical Values of fi 

Stripp and Moore have obtained the empirical for-
mula of f3 in terms of surface recombination velocity, 
as follows: 

Oeb = — — 
# 1 \ 

— 0\ 1 — fl/ 

K-31 — KM 
= + CMVS) - (42) 
S S 

7 W. E. Bradley, el al., "l'he surface-barrier transistor," PROC. 
IRE, vol. 41, pp. 1702-1720; December, 1953. 

8 C. W. Miller and J. I. Pankove, "A p-n-p triode alloy junction 
transistor for radio-frequencv amplification," PROC. IRE. vol. 42, 
pp. 386-391; February, 1954: 

where 

KM, CM =experimentally determined constants, 
= common emitter current amplification fac-

tor, 

from an analogy of three-dimensional electrolytic con-
ductance when 

a = 7.5 mils, b = 22 mils, W = 5 mils. (43) 

Therefore, it is most appropriate to compare Km with 
our corresponding quantity K,, 

aD, 1 
K. 

1.11V2 
(44) 

which is given from (30) by taking y infinitely great. 
The first column of Table I shows the results of 

comparison of K, with K, especially of the planar col-
lector, which are in very good accordance irrespective of 
the emitter electrode curvature. 
The second and succeeding columns of Table I show the 

comparison of Km with K,, calculated from the above 
mentioned approximation, and indicate that the ap-
proximation is valid if the depth of collector electrode is 
not beyond a third of wafer thickness. 

TABLE 

COMPARISON OF K, WITH K„ 

11',u (mils) WO ( mils) K„ K, K, 1K,. 

0.96 
0.99 
0.95 
0.93 
0.93 

5 

5 
4 
3 
2 
1 

4,490 
5,150 
5,580 
6,230 
7,370 

4,700 
5,200 
5,900 
6,700 
7,900 

4 

4 
3 
2 
1 

7,820 
8,640 
9,410 
10,730 

7,400 
8,400 
9,800 
12,000 

1.06 
1.03 
0.96 
0.89 

3 
3 
2 
1 

11,230 
11,160 
14,900 

13,000 0.86 
16,000 0.76 
20,000 0.75 

2 
2 
1 

19,170 
22,500 

30,000 0.64 
39,000 0.58 

1 1 49,470 120,000 0.41 

B. Applied Limit When a Collector Is Curved 

As mentioned above, exactly speaking, ( 21) and (30) 
are applied only to the case of planar collector, but a 
practically used transistor has the curved collector, even 
though the curvature is usually small, and in most cases 
the collector is considered as planar. 

In such cases, it is reasonable to use, instead of the 
real wafer thickness, the effective wafer thickness W. fr, 
defined as the spacing between the free base surface at 
the emitter side and the top of the collector as illustrated 
in Fig. 12, and this corresponds to considering the vir-
tual collector at the top of collector. 
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Vzptual 

• 9rof 

Fig. 12—Virtual 12—Virtual collector. 

C. Cross-Sectional Radius Ratio of Emitter and Collector 
Electrode 

Moore and Pankove2 have experimentally obtained 
the variation of 13 as a function of cross-sectional radius 
ratio of emitter and collector electrode in alloy junction 
transistors, which is shown by the real line ( 1) in Fig. 13. 
Though they could not know the surface recombina-

tion velocities, they assumed it as 5000 cm/second and 
obtained the real line ( 2) in Fig. 13, by which they 
verified their two-dimensional analog experiment with a 
resistive sheet. 

Therefore we also assume the surface combination 
velocity as the same value and the base width as 2.2 
mils, which was written as a mean base width in their 
paper. 
Then we obtain the dotted line (3) in Fig. 13, which 

is in comparatively reasonable accordance with their ex-
perimental results, but the reasonableness is insufficient, 
probably owing to the curvatures of emitter and collec-
tor electrodes. 

Because the electrode construction of their alloy junc-
tion transistors is not known, we assume the construc-
tion of the collector as the same as that of the T A 153 
alloy junction transistor shown in Fig. 14, which was in 
their paper. 
From the considerations mentioned in Section V- B, 

Weft is taken as 2.5 mils, and the surface recombination 
velocity is assumed to be 4000 cm/second; then the 
dotted line (4) in Fig. 13 is obtained, and it is in good ac-
cordance. The value of y/x, which maximizes 13, is 1.4 ex-
perimentally and 1.3 theoretically. The difference, which 
is just smaller than 10 per cent, is due to the fact that in 
this case z is nearly equal to 0.5, though the analytical 

1.0 1-

0.S 

0.7 

OE 

0.5 
2 3 

Fig. 13—Variation of 13 as a function of y/x. Comparison 
with experimental and calculated values. 

Fig. 14—TA 153 p-n-p junction transistor. 

formulas of d in this paper are good standing only when 
z is much smaller than unity, and the electrode con-
structions are not known. 
And also the statistical variation of experimental re-

sults was reported as great. Therefore, we cannot seek 
further for the cause of the discrepancy. 
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The DC Pumped Quadrupole Amplifier 
A Wave Analysis* 
A. E. SIEGMANt, MEMBER, IRE 

Summary—Gordon, Buchsbaum, and Feinstein have proposed a 
new quasi-parametric electron-beam amplifier which uses the same 
transverse cyclotron waves as the Adler-Wade quadrupole parametric 
amplifier, but which is pumped with dc voltage applied via a twisted 
or staggered quadrupole structure. This paper analyses the dc pumped 

twisted-quadrupole case in terms of the four transverse beam waves 
and their coupling. Amplification is found to result from the coupling 
of the slow and fast cyclotron waves. The pump voltage does not 
actually pump, i.e., does not supply energy. An alternative dc pumping 
scheme is also examined and found to give coupling of the waves but 
no amplification. 

INTRODUCTION 

ALOW-CURRENT filamentary electron beam 
traveling parallel to a longitudinal dc magnetic 
field will propagate small RF transverse dis-

turbances in the form of two small-signal RF waves, 
called the fast and slow cyclotron waves. (There are also 
two other related transverse waves, sometimes called 
the synchronous waves.) The quadrupole amplifier re-
cently developed by Adler, Hrbek, and Wade uses the 

fast cyclotron wave as a medium for parametric amplifi-
cation.' In the Adler-Wade tube, fast cyclotron waves 
at signal and idle frequencies are amplified by pumping 
the beam with transverse RF electric fields at the pump 
frequency. The RF pump fields are applied to the beam 
via a quadrupolar structure, hence the name quadru-
pole amplifier. The slow cyclotron waves are not in-
volved in this device. 
More recently, at a private conference in June, 1959, 

Gordon, Buchsbaum, and Feinstein of the Bell Tele-
phone Laboratories pointed out that amplification of 
the cyclotron waves on a beam could also be obtained 
by applying transverse dc electric fields to the beam 

with a set of staggered quadrupoles or a twisted quadru-
pole structure. An analysis of such a dc quadrupole de-
vice, considering the growing trajectories of individual 
electrons, was developed by Gordon.' The present 
author, having just carried out an analysis of cyclotron 
and synchronous waves,' was led to analyze the dc 

quadrupole device from a wave viewpoint. This latter 

* Received by the IRE, January 25, 1960; revised manuscript re-
ceived. April 11, 1960. 

t Dept. of Electrical Engrg., Stanford University, Stanford, 
Calif. 
I R. Adler, G. Hrbek, and G. Wade, "The quadrupole amplifier, 

a low-noise parametric device," "'Roc. IRE, vol. 47, pp. 1713-1723; 
October, 1959. 

E. I. Gordon, "A transverse- field traveling-wave tube," PROC. 
IRE, vol. 48, p. 1158; June, 1960. 
$ A. E. Siegman, "The transverse waves on a filamentary electron-

beam in a transverse-field slow-wave circuit," J. Ape Phys., vol. 31, 
pp. 17-26; January, 1960. 

analysis forms the principal content of the present 

paper. The chief result of the analysis is to show clearly 
that the dc quadrupole device amplifies by coupling 

together the fast and slow cyclotron waves so that both 
of them grow exponentially with distance along the 
beam. The growing positive energy in the fast cyclotron 
wave is just balanced by the growing negative energy 
in the slow cyclotron wave. The device is analogous in 
many ways to the velocity-jump amplifier for space-
charge waves, which amplifies by coupling together the 
fast and slow space-charge waves. 

The dc quadrupole amplifier is sometimes referred to 
as a dc pumped parametric amplifier. The phrase is 
somewhat misleading, as the dc quadrupole amplifier 
differs from usual parametric amplifiers in important 
ways. There is no idle frequency involved, and the en-
ergy for amplification does not come from the pump. 
The dc pump fields deliver no energy to the electrons. 
The device has also been called the Larmatron, although 
the Larmor frequency does not seem to be involved. 

DESCRIPTION OF THE DC QUADRUPOLE AMPLIFIER 

A general sketch of a quadrupole amplifier is shown 
in Fig. 1. Such a sketch might apply to either an RF or 
dc pumped amplifier, although the details of the cou-
pling structures and the pump structure will differ for the 
two types. We will describe only the dc case, and will 
be concerned primarily with the amplification process 
in the quadrupole section. Very little will be said about 
the couplers for exciting and extracting the beam waves. 
Gordon, et al., originally described a staggered quad-

rupole structure in which alternate quadrupoles along 
the length of the pumping section were rotated by 900 
about the central axis. Such a structure can be viewed 
as a superposition of two twisting quadrupoles rotating 
equally but oppositely. The amplification process re-
sults only from the twisting component which rotates 
in the same direction as an electron spirals about the 
dc magnetic field, and so we will consider here such a 
twisted quadrupole, rather than a set of staggered 
quadrupoles. The twisted-quadrupole pumping section 
might look something like the sketch of Fig. 2, with 
voltages applied to the various wires as shown. 

Since analysis shows that the fast and slow cyclotron 
waves grow equally in the dc quadrupole amplifier, we 
consider the appearance of an electron beam propagat-
ing fast and slow cyclotron waves of equal amplitude. 
In this case, the trajectory of an individual electron is a 
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helical path with the center on the axis of the tube. The 
frequency with which the electron orbits around the 
center is, of course, the cyclotron frequency. If the fast 
and slow waves are equally excited, it can be shown 
that the instantaneous position of the beam at any 
given transverse plane moves back and forth along a 
straight line during the RF cycle. (The RF frequency 
is not necessarily equal to the cyclotron frequency.) If 
one could take a time exposure of the beam over one 
cycle or longer, the electron trajectories would form a 
twisted ribbon of constant width, such as is sketched 
(rather badly) in Fig. 3. The heavy line is the trajec-
tory of an electron coming through at the peak of the 
RF cycle. An electron coming through at the midpoint 
of the cycle passes straight along the axis of the tube. 
Note that the twist rate of the ribbon depends only on 
the cyclotron frequency. The RF or signal frequency 
simply determines how fast the beam spot at any trans-
verse plane swings back and forth from one side of the 
ribbon to the other. 
To obtain amplification, the twisted ribbon of Fig. 3 

must be fitted neatly into the twisted quadrupole of 
Fig. 2, with the same twist rate. The amplification 

which then occurs is such that the width of the ribbon 
increases exponentially with distance, the twist rate 
remaining the same. In terms of individual electron 

- V 

Electron Beam 

Input PumpVoltage Output 

BEAM QUADRUPOLE BEAM 
COUPLER S ECTI ON COUPLER 

Magnetic Field Bo 

Fig. 1—Sketch of a generalized quadrupole amplifier. 

+ V 

Fig. 2—A twisted quadrupole for a dc quadrupole amplifier. 

Fig. 3—Individual electron trajectories for a beam carrying equal 
amounts of slow and fast cyclotron waves. The collection of 
trajectories forms a twisting ribbon. 

trajectories, the radius of each helical trajectory grows 
exponentially with distance. 
One way of viewing the amplification process is to 

consider a set of sketches such as Fig. 4, showing cross 
sections of the quadrupole and the beam locus at various 
distances along the beam. At any instant, the beam is a 
spot somewhere on each locus, the spot moving back 
and forth along the locus at the RF frequency. The ar-
rows indicate transverse velocities of the electrons. One 
might at first be tempted to explain the amplification by 
noting that each electron is clearly in a transverse elec-
tric field, accelerating it in its direction of transverse 
motion. Therefore, each electron is receiving energy 
from the transverse dc field. By twisting the quadrupole, 
we keep the twisting electron always in a favorable 
transverse electric field. This explanation is spoiled, 
however, by noting that an electron actually always 
stays on the same equipotential line of the quadrupole, 
and hence cannot be receiving energy from the quadru-
pole fields. Thus, consider a coordinate system which 
moves axially at the same rate as a given electron, and 
also rotates at the same rate as the quadrupole. Fig. 5 
shows what the trajectory of the given electron would 
look like in this coordinate system. The outward motion 
represents the amplification. Clearly, no energy is re-
ceived from the dc fields. The fact is, of course, that the 
twisted quadrupole also has axial field components, and 
these axial components extract energy from each indi-
vidual electron at the same rate that the transverse 
fields put energy in. Explanations of the amplification 
mechanism must be sought, instead, in the wave pic-
ture. 

THE W AVE ANALYSIS 

An idealized filamentary electron beam (vanishingly 
small spot size, low space charge) in a longitudinal dc 
magnetic field propagates the four waves summarized 

in Table I, when the beam is unperturbed by external 
influences.* We will be concerned with how these waves 
couple together and grow when the beam is subjected 
to the dc fields of the twisted quadrupole. 
The transverse RF modulation on such a beam can be 

written as a summation of the four waves. Thus, the x 
and y displacements of the beam, as functions of axial 
distance and time, are given by 

x(z, t) 

= (kcos)-'ei(4"-#. 1) [A se-144z — A felz — A el ± A 41 

Az, 0 

= j(kw) - te)('"-04z)EA ,e- + A feio,z — A el — A ,.2] ( 1) 

where (co/0/2nco,)", /0 being the dc beam current, 
and n the charge-to-mass ratio for an electron. As is the 
usual practice in these problems, the transverse dis-
placement of the beam has been written. To find the 
transverse displacement of an individual electron, one 
must note that the z position of an individual electron 

is given by z = ito(t —to), where to is the time when the 
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Fig. 4—Cross sections of the dc quadrupole amplifier at 
various distances along the twisted quadrupole. 
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Fig. 5—The path of a single electron being amplified in the twisted 
quadrupole, as seen in a coordinate system which moves axially 
with an electron and also rotates at the same rate as the twisted 
quadrupole. 

TABLE I 

TRANSVERSE BEAM WAVES 

Wave Amplitude 

Free 

Propaga-
non 

Constant 

RF 
Energy 
Carried 

Sense of 
Circular 
Polanza-

tion 

Fast cyclotron 
Slow c-yclotron 
Synchronous 
Synchronous 

A, 
A „ 
ILI 
de la 

tir •-• SC 
13, -1-#, 
(3« 
ttb 

± 
— 
+ 
- 

+ 
-I-
- 

13, = 0, a, = c0,/lio, (0, =cyclotron frequency, uo -=dc electron velocity 

electron passes z = 0. The total time derivative of dis-
placement for an individual electron, such as dx/dt for 
an individual electron, is obtained by writing 

dx ax(z, ax(z, I) dz 

dl at az (it 

ax(z, 
.iwx(z, I) + uo  (2) 

az 

Since the analysis is intended to be linearized and small 
signal, the electron z velocity is taken to be constant 
and equal to uo; i.e., RF displacements in the z direc-
tion are not considered. 

The entire following analysis, in fact, is entirely in 
terms of transverse displacements, ignoring longitudinal 
effects. This assumption can be shown to be valid for 
this type of problem in a first-order or small-signal anal-
ysis such as the present. Longitudinal effects are defi-
nitely present—for example, most of the energy in a 
transverse wave really resides in the dc slowing down or 
speeding up of the beam that inevitably occurs when a 
transverse wave is excited—but correct answers are 
still obtained by solving only the transverse equations of 
motion and properly interpreting the results.' 
The transverse equations of motion for an electron are 

d2x dy 
—+ w„— - n — 
dr dl ax 

d'y dy 
-- -w.,--s,  0. 
dt2 dl ay 

We are interested in the case where the electric potential 
Vis furnished by a twisted quadrupole. The potential of 
such a quadrupole can be written as 

V = - iKE(x2 - y” sin 2,3,z - 2sy cos 2a.z], (4) 

where X, is the full axial pitch of the quadrupole and 
flqse 2111)4. The exact Besse( functions for a quadrupolar 
potential have been approximated by the formula given. 
For the moment we will keep the analysis more general 
by not equating Xq to the cyclotron wavelength X„ 
= bruo/coc. If ( 1), ( 2), and (4) are substituted into the 
equations of motion (3), and if one assumes that the 
wave amplitudes A., A1, A,.1 and . 1,2 vary with dis-
tance, then the equations of motion become 

dA 
e-McZ 

dz dz 

dAf dA 
eiorz 

dz dz 

= Ke-21eqz Pelee — ¿14 ] 

= Ke'isge EA ,e-egrz - A3]. 

(3) 

(5) 

These are the desired equations which describe the 
coupling together of the four waves by the quadrupole 
perturbation. The coupling coefficient or gain coefficient 
K is given by 

(6) 
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so that it is proportional to the pump voltage. We should 
note that this coupling coefficient is assumed to be 
small, K«I3,, in obtaining the equations in (5). 

In the dc quadrupole amplifier described above, the 
beam and the quadrupole twist at the same rate, i.e. 
lio=s3c. Putting this into (5) and then separating out 
terms with different z dependence, one obtains 

dA, 
— = KAf, 
dz 

dAf 
= KA., 

dz 

dA ei dA 
= 0. 

dz dz 
(7) 

Clearly, the fast and slow cyclotron waves are coupled 
to each other, while the two synchronous waves are to 
first order unaffected. If one solves these equations in 
terms of initial conditions at z = 0, one obtains growing 
and decaying terms for the fast and slow cyclotron 
waves 

Aa(z) = 1.21,(0) + A /(0)[e+ [A .(0) — Af(0)16-4z 

Af(z) = [A.(0) ± Af(0)1e+“ — [A.(0) - (8) 

Note that the total RF power in the beam, given by 

P = I A.I 2 ± I A.(1 2+ I A.112 — I A.212, (9) 

remains constant even though the fast and slow waves 
grow. The amplified power is ultimately obtained by ex-
tracting the power in the amplified fast cyclotron wave 
with a fast-wave coupler, leaving the negative-energy 
slow cyclotron wave on the beam. 

PRACTICAL DESIGN CONSIDERATIONS 

To give a general idea of the practical possibilities of 
the dc quadrupole amplifier, we will discuss some of the 
design parameters. From (6), if the gain is large enough 
so that the growing wave predominates at the output 
coupler, and if the output coupler takes off all the en-
ergy in the fast wave, then the gain in decibels of the 
amplifier is given by 

G(db) = 10 logio 
I Af(0) A,(0)12] 

4Pin 

10 logio [e2EL] 

= A + 8.68KL, (10) 

where L is the length of the quadrupole section. The 
initial loss term A depends on what is used for the input 
coupler, i.e., on how the input power Pin is distributed 
among the various waves. A coupler which excites equal 
amounts of fast and slow cyclotron waves with equal 
phase will make the initial loss zero, A =0 db. Note, 
however, that if the fast and slow waves are equally ex-
cited but 180° out of phase at the input to the pump sec-
tion, no growing wave at all will be excited; the initial 

loss will be infinite. This situation corresponds physi-
cally to the beam loci being at right angles to those 
shown in Fig. 4, so that the electron trajectories are all 
attenuated. Since the relative phase of A, and A. will 
change in any drift section between the input coupler 
and the quadrupole section, careful design is obviously 
required to get A =0 and not A= — 00. A safer pro-
cedure would be to use a fast-wave input coupler, excit-
ing A, only, in which case one obtains 

A = — 6 db (fast-wave input coupler). (11) 

A slow-wave coupler would work equally well. 
The pitch of the twisted quadrupole must be physi-

cally reasonable. An expression for the cyclotron wave-
length, and hence also the full pitch (one complete turn 
or four staggered sections) of the quadrupole, is 

Vo'n(volts) 
X,(inches) = 8.35  (12) 

B(gauss) 

where Vo is the dc voltage corresponding to the axial 
velocity of the electrons, and B is the longitudinal dc 
magnetic field. Fig. 6 shows the voltages and magnetic 
fields required for typical cyclotron wavelengths. To 
obtain a simple formula for the gain in the twisted 
quadrupole section, we can note that if the elements of 
the quadrupole are located at radius R and carry dc 
pump voltages ± V>, then from (4) one can write V> 
=4KR2. Obtaining K from this in terms of V„ and R2, 
one can after a little manipulation write the gain ex-
pression in the form 

x. 2 

G(db) = A + 1.38(- )(-!!)N, (13) 

where N is the number of cyclotron wavelengths in the 
length L of the quadrupole section. 

Using these expressions, a reasonable set of param-
eters might be 

Vo = 1000 volts, 

Bo = 1000 gauss, 

X, = 1- inch, 

Xc/R = 2, R = j inch, 

V,/ Vo = 0.8, 

N = 8, 

A = — 6, 

G = 30 db. 

Thus, these conditions would give an over-all gain of 30 
db in a 2-inch long quadrupole section, including the 
initial loss. The low gain per unit length assumption 
K«fic made earlier can, incidentally, be rewritten as 
G(db)«27N, which is fairly well satisfied in this ex-
ample. 
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Fig. 6—Beam velocities and longitudinal dc magnetic 
fields required for various cyclotron wavelengths. 

Note the fact, perhaps surprising at first glance, that 
the design parameters thus far involve neither fre-
quency nor current. The gain mechanism is totally inde-
pendent of frequency, at least to first order, and has 

infinite bandwidth. Moreover, the gain simply repre-
sents the exponential growth of individual electron tra-
jectories and is thus independent of current. I lowever, 
frequency and current considerations will certainly en-

ter into the design of input and output couplers, and 
into power output considerations. 

So far as power output is concerned, one can show 
that for a beam with equal amounts of fast and slow 
waves, the half width ro of the beam ribbon (i.e., the 

radius of the largest electron orbit) is related to the 
power in the fast wave by 

P = 1(.0 I I I or02, (14) 

where all quantities are in mks units. Picking some eas-
ily obtainable numbers, with no attempt to obtain high 

power, one might have a design such as 

Beam voltage = 1000 volts, as above, 

Beam current = 200 microamperes, 

Beam diameter = 0.01 inch, 

Current density = 0.1 amp/cm2, 

Beam power = 200 milliwatts, 

Frequency = 3000 mc, 

Magnetic field = 1000 rauss. 

With such a beam, even if the fast-wave power reached 

the clearly impossible level of being equal to the de 
power, the maximum beam radius would still be only 

0.075 inch. Thus, the beam would be in no danger of 
striking the quadrupole structure. In the particular 
case given here, the condition co=w, holds, so that a 
simple Cuccia fast-wave coupler' could be used. The 

beam current quoted is probably too low to permit 
coupling with any very substantial bandwidth, how-
ever. 

ANOTHER DC QUADRUPOLE DEVICE 

in the early stages of this work, the author was led to 
consider the situation where the twisted quadrupole 
twists at only one-half the twist rate of the electrons in 
the beam. As will be shown, this condition does not lead 

to growing waves on the beam. 
The reasoning behind this alternative scheme may be 

appreciated by considering Fig. 7. Suppose that at the 

input the electrons enter on the tube axis, but with RI>. 
modulated transverse velocities upwards and down-
wards. This is the type of modulation that results, for 
example, from a very short pair of deflection plates. It 

corresponds to equal excitation of all four transverse 
beam waves. As Fig. 7 shows, the electrons will then fol-
low helical orbits displaced from the tube axis. Only the 
outermost or largest orbits are shown; the heavy lines 

indicate the beam locus during the RF cycle, as previ-
ously. Examination of Fig. 7 will show that, during most 

of its cycle, an electron sees at least some dc pump field 
component parallel to its transverse motion. Therefore, 
amplification might be expected, at least by analogy 
with the case in Fig. 4. Note that the quadrupole is 
twisting at only one-half the beam rate. 

This case corresponds to putting the condition (3„ 
---4(3„ into the general equations of motion. in (5). If one 

does this and separates out terms with similar z de-
pendence, one Obtains the set of equations 

d A f 
= KA el, dz =  K.11. 

dz  

dA., d A a 
-- = — KA è2, dz  =/i.1,,, 

dz  

di „I 
(15) 

The solutions to these equations, including initial condi-
tions, are 

A ,(z) = .4,(0) cos Ks — A 2(0) sin Kz, 

A f(z) = A,(0) cos Kz, — A el (0) sin Kz, 

A el(z) = A el (0) cos Kz AA()) sin le, 

A,2(Z) = A,2(0) cos Kz, A,(0) sin Kz. (16) 

ln other words, the two negative-energy waves . 1, and 

ne2 couple to each other in such a way that they beat 

' C. L. Cuccia, "The electron coupler," RCA Rev., vol. 10, pp. 
270-303; June, 1949. 
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Fig. 7—Cross sections of a quadrupole device in which the quadrupole 
twists at only one-half the cyclotron rate. Amplification does not 
result. 

together and interchange energy, and similarly for the 
two positive-energy waves. There is no exponential 
growth or amplification. The only apparent use for this 
effect might be as a mode coupler in some sophisticated 
noise-interchanging scheme. 

DISCUSSION 

The dc quadrupole amplification principle, either in 
the staggered quadrupole form as originally proposed 
by Gordon, Buchsbaum, and Feinstein or in the twisted 
quadrupole form, appears to have great promise as a 
microwave electron-beam amplifier, although, of course, 
only further development will prove its usefulness. The 
unlimited bandwidth of the amplification mechanism is 
attractive, although the problem of broad-band input 
and output coupling has not yet been solved. The ab-
sence of any slow-wave circuit in the amplification re-
gion makes the device attractive for higher-frequency 
application. Finally, the device may even have useful-
ness as a low-noise amplifier. The dc quadrupole ampli-
fier is not a true fast-wave parametric amplifier like the 
Adler-Wade quadrupole amplifier. It has the same prob-
lem of slow-wave noise as do all other non parametric 
electron-beam amplifiers. Nonetheless, there are meth-
ods for removing or lessening cyclotron-wave noise, in 
effect cooling the beam, which are different from and 
not available to the space-charge-wave beam tubes.5 It 
may prove possible to use these methods to make a low-
noise dc quadrupole amplifier. 
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CORRECTION 
In "A Unified Analysis of Range Performance of CW, 

Pulse, and Pulse Dopler Radar," by J. J. Bussgang, 
P. Nesbeda, and H. Safran, which appeared on pages 
1753-1762 of the October, 1959, issue of PROCEEDINGS, 
Lee E. Davies, of the Stanford Research Institute, has 
called the following to the attention of the Editor. 

In (33), page 1759, the plus sign should be a minus 
sign. 

Since this equation is said to be good when X12/X2 is 
large, the equation is more convenient for calculation 
if written: 

s = R_v_r )"3 X1 

_ 3x,  
vi2•_1 

although, of course, this does not show the derivation 
as clearly. 
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High Selectivity with Constant Phase Over 

the Pass Band* 
AUGUST W . RIHACZEKt 

Summary—The frequency dependence of the phase in selective 
circuits causes problems in systems that utilize the signal phase as a 

carrier of information. For example, in a Doppler system the phase 
change originating within the receiver represents an error in the 
measurement. A relatively simple method for compensation of phase 
shifts in filters, resulting in a constant output signal phase, has been 
developed. In principle, the signal frequency is inverted by means of 

a mixer, and the signal is passed through a filter to create a phase 
shift in one direction. The signal frequency is then reinverted in an-

other mixer, and the resulting signal is again passed through a filter 
which now effects a phase change in the opposite direction. By prop-
erly choosing the filter constants and combining the two signals, 

the two phase shifts will compensate each other, giving an output 
signal whose phase is independent of the frequency. The method of 

phase compensation is not restricted to a particular frequency range 

or a particular type of circuitry. What is needed in addition to conven-
tional circuitry without phase compensation is a local oscillator and 
simple mixers. In some applications, a local oscillator is provided 

already (for example, parametric amplifiers or frequency converters), 
making the adaptation of the compensation principle very simple and 

economical. The method was developed for the slow frequency varia-
tions in Doppler systems, but should also be applicable to the rapid 

variations of frequency or phase modulation, where a phase change 
with frequency may be undesirable in some applications. The prin-

ciple may be equally useful in circuitry where variations of the phase 
cause problems of operation rather than merely signal distortions or 
errors in the measurement. 

I NTRODUCTION 

N designing highly selective circu its, difficu lty is 

/  encountered in achieving a narrow-band character-
istic without, simultaneously, introducing a strong 

frequency dependence of the phase. This sensitivity of 
the phase to frequency changes, greater in filters of 
higher selectivity, will be of no interest in a system 
utilizing solely the amplitude of the signal as a carrier of 
information. If, however, the phase of the signal conveys 
a part or all of the information, any variation in phase 
may greatly restrict the system capabilities. For ex-
ample, in Doppler instrumentation for missile and 
satellite trajectory measurements, a phase shift originat-

ing within the equipment, rather than as a result of 
movement of the object being tracked, will introduce 
an error in the measurement. 

Because of the increasing importance of Doppler 
systems, extensive work has gone into the development 
of selective, constant-phase transponders and receivers. 
Until now the only successful approach to this problem 
has been the phase-lock system or tracking filter, which 
uses a feedback loop to tie the phase of the output signal 

* Received by the IRE, January 29, 1960; revised manuscript 
received, June 7, 1960. 
t Space Technology Labs., Inc., El Segundo, Calif. 

to that of the input signal. In addition to providing the 
desired constancy of phase over its narrow pass band, a 
tracking filter can follow a signal of changing frequency 
within a wide frequency band. This is more than is 
needed for many practical applications where a con-
stant phase is of paramount importance rather than the 
extremely narrow bandwidth which can be realized with 
a tracking filter. There is need for a simple selective 
circuit of fixed center frequency with a bandwidth just 
wide enough to accommodate the expected frequency 
shift of the signal and a phase shift which is independent 
of the frequency. This simple and more reliable device 
could be substituted for the complex tracking filter in 
applications where stability of the phase and equipment 
simplicity are more important than the ultimate in 
selectivity. 
Work in the field of Doppler instrumentation has led to 

the development of a simple method for compensation 
of frequency-dependent variations of the phase in a 
selective circuit. Since this principle is not restricted to 

particular equipment, it should find more applications 
than merely for the trajectory measuring systems for 
which it was developed. 

PHASE COMPENSATION FOR SELECTIVE AMPLIFIERS 

Linear filtering techniques do not permit the design 
of a highly selective filter without simultaneously ob-
taining, within the pass band, a strong dependence of 
the phase on the signal frequency. This is true for all 
types of passive and active linear networks. For a mini-
mum phase shift networks theory shows that phase 
and attenuation characteristics are uniquely related to 
each other.' Unfortunately, the slope of the phase char-
acteristic increases with decreasing bandwidth so that 
the variation of the phase cannot be suppressed without 
destroying the selective properties of the filter. Further-
more, because of the unique relation between phase and 
attenuation, it is impossible to design two selective 
filters with phase variations in the opposite direction 
and compensate the over-all phase variation by using 
the filters in series. These results are still valid when 
all- pass filters are included, for the phase characteristic 
of an all- pass filter is of the same type as that of a band-
pass filter within its pass band. Finally, these conclu-
sions must hold even when active elements are incorpo-
rated, since active elements can only add positive or 
negative attenuation. 

W. Bode, "Network Analysis and Feedback Amplifier De-
sign," D. Van Nostrand Company, New York, N. Y.; 1945. 
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The problem of phase shift can be illustrated by the 
circuits most commonly used in selective amplifiers, 
namely, tuned parallel circuits and coupled bandfilters. 
In a single tuned circuit, the slope of the phase char-
acteristic increases with the quality factor Q of the 
circuit; however, lowering Q to reduce the variation of 
the phase would also widen the pass band. Coupled 
bandfilters, on the other hand, provide an additional 
means of reducing the variations of the phase by in-
creasing the degree of coupling, but stronger coupling 
also means a wider pass band. A reasonably constant 
phase can be attained only at the expense of greatly 
increased bandwidth. 

As the tracking filter has shown, the solution to the 
narrow-band, constant-phase filter must be looked for 
in nonlinear circuit techniques. One particularly simple 
approach to the problem is derived by the following 
reasoning: The selective filters under consideration all 
show the same type of phase characteristic within 
their pass band, for example an increasing phase for 
increasing frequency. Therefore, a positive change in 
frequency will be accompanied by a positive change in 
phase, and a negative change in frequency will cause a 
negative phase shift. As discussed above, this relation 
cannot be altered without destroying the selective 
properties of the filter, but, instead of attempting to 
change the characteristics of the filter, we can reverse 
the sign of a phase shift by reversing the frequency 
trend of the signal by subtracting the signal frequency 
from a higher reference frequency, as is done by a fre-
quency inverting demodulator. What was an increasing 
frequency before inversion becomes a decreasing fre-
quency after inversion, and vice versa. A phase shift 
caused in the noninverted signal will have the opposite 
sign from a phase shift caused in the inverted signal. 
Thus, we can compensate the phase shift of one filter by 
inverting the signal frequency, passing the inverted sig-
nal through a second filter of the same type, and suit-
ably combining the filtered inverted with the filtered 
noninverted signal. 
The described method of phase compensation will be 

successful if the frequency inversion can be accom-
plished without simultaneously changing the sign of the 
signal phase, since this change in the sign would nullify 
the attempted reversal of the sign of the phase shift 
and would restore the original frequency trend of the 
phase. For example, by subtracting the signal frequency 
in a nonlinear element from a higher reference frequency, 
the output frequency will be inverted with respect to 
the signal frequency; however, any phase shift caused 
by a filter at this inverted frequency will again be 
changed in its sign when, in order to restore the original 
frequency, the higher reference frequency is again sub-
tracted from the inverted frequency. To avoid the sec-
ond reversal of the sign of the phase shift, and thus the 
cancellation of the desired effect, the original signal fre-
quency must be restored in a mixing process which sub-
tracts the now lower reference frequency from the 

changed signal frequency. This may seem to be a con-
tradiction to the above, but it will be shown that this 
requirement merely increases the number of nonlinear 
elements by one. The circuitry necessary to realize the 
principle of compensation remains simple. 

EXAMPLES OF PRACTICAL CIRCUITS 

Because of the generality of the compensation 
method, many ways of arranging practical circuitry can 
be found; the particular configuration will depend on 
the requirements of an applicatiorr. For this reason, we 
will restrict ourselves to illustrative examples which 
show how to proceed in the design of equipment. We 
may write down the equations describing the operations 
needed to invert the signal frequency and, after filter-
ing, restore the original frequency. Then we may inter-
pret these equations in terms of circuitry, if we keep in 
mind that 1) each addition or subtraction corresponds 
to the use of a nonlinear element for mixing, and 2) an 
equal sign in any equation means the selection of one 
particular frequency after the mixer and hence requires 
a filter. 

If we use brackets to indicate terms that represent a 
single frequency signal and write Ifs] for the signal 
frequency and [IL] for the reference frequency (local 
oscillator), we can construct a possible set of opera-
tions as follows: At first, the signal frequency must 
be inverted by generating the lower sideband [f L—fs], 
and the lower sideband must be filtered out among all 
possible products of the mixing process. The filter also 
introduces the unavoidable dependence of the phase of 
the lower sideband on its exact frequency, considering 
frequency variations within the pass band of the filter. 
Next, we have to use a noninverted signal whose phase 
shift with frequency would have the opposite direction 
so that the combination of both signals results in a 
compensation of the changes in the phase, that is, a 
total phase shift which is independent of the signal 
frequency. 
To achieve the reversal of the frequency trend after 

one type of phase shift has already been introduced, 
we transform the (inverted) lower sideband [f —fsi 
into the upper side band ifi.-Ffsi by simply adding 
twice the signal frequency. The filter required to select 
the (noninverted) upper sideband from the various 
mixing products will now introduce a variation of the 
phase which has the opposite sign as compared to the 
first filter. The remaining task is the conversion of the 
upper sideband into the original signal frequency, and 
this is accomplished in a third mixer by subtracting the 
reference frequency from the upper sideband [fz-i-fs]. 
Again, this mixer must be followed by a filter that se-
lects the desired output signal, and this filter introduces 
a phase shift of the same sign as the preceding filter. 
Hence, for cancellation of the over-all phase variation, 
the phase shift introduced in the first filter must have 
the same magnitude as the sum of the phase shifts 
caused by the other two filters. 
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The described procedure can be summarized in the 
following three steps: 

a) 

b) 

c) 

[h] — Vs] = 
— fs] ± [2.41 = _fa], and 

+ fs] — [h] = Ifs]. (1) 

Since a mixer reverses the phase shift of a signal if 
and only if the signal frequency is subtracted from a 
higher reference frequency or vice versa, the " negative" 
phase shift introduced in the filtering process of a) 
is not reversed in the two subsequent mixing opera-
tions of b) and c). 

Eqs. ( 1) can be readily realized by practical circuitry: 
The input signal is mixed with a local oscillator signal, 
and the lower sideband is filtered out from the many 
products of the mixing process. In a second nonlinear 
element we then mix the lower sideband with the input 

signal and select, by means of another filter, the second 
order mixing product LIL—fsj-F2fs to obtain the upper 
sideband [fL +Ls]. Finally, this upper sideband is 
combined with the local oscillator signal in a third 
mixer, and the original frequency is selected by a 
filter. The corresponding block diagram is shown in 
Fig. 1, neglecting Filter I' for the moment. 

HMI/MRS FILTERS 
fax • k• 

IIIIIIMM.H Is MIXER I INPUT  11.- it  1.11.1 
FILTER I 151.1/4 - It. FI LT ERE. •'RI 

LOCAL 
OSCILLATOR 

MIXER   SIGNAL 

Fig. 1—Basic arrangement for compensation of phase variations. 
Filters are tuned to the signal frequency, upper sideband, and 
lower sideband. 

In accordance with the above explanation, a change 
in the input frequency fs, which effects a phase shift in 
each of the selective filters in Fig. 1, will not change the 
phase of the output signal if the magnitude of the phase 
shift in Filter I equals the sum of the phase shifts of 
Filters II and Ill. However, even the phase charac-
teristic of the simplest type of filter is too complicated 
to achieve equality of one phase function to the sum 
of two such functions over the entire bandwidth of the 
circuit. For this simple reason, the filter following 
Mixer I has been split into two decoupled parts, Filters 
I and I', permitting perfect cancellation of the phase 
variations over the entire pass band. With four filters, 
one obvious solution (out of many possible ones) for 
the choice of the filter constants is to make, individually, 
the phase shifts of Filters I and II equal in magnitude, 
and likewise those of Filters I' and III. 

The derivation of the filter constants to achieve per-

fect cancellation of the over-all variation of the phase 
is straightforward. For purposes of illustration, the 
simple case will be considered where each filter in Fig. 1 
consists of a single tuned parallel circuit. It can be easily 
shown that the total phase shift is simply the sum of the 
phase shifts of all filters. Variations in the phase of the 
local oscillator signal will cancel out, since a phase 
angle added in Mixer I is again subtracted in Mixer 
III. For a single tuned parallel circuit of given quality 
factor Q and resonance frequency fR, the phase shift 
is determined by 

tan = — Q(1- — 2±-e). 
fR f 

(2) 

The resonant frequencies to which the circuits are 
tuned are indicated in Fig. 1. Using these values and 
introducing the relative deviation from the resonance 
frequency, = 2Af/fs., where Af---fs — fs., and f,s„ de-
notes the center frequency of the signal, the total phase 
shift tame = tan(ei -Flni +Om) may be computed 
as 

Kle — 
tan —  

1 + K3e2 ice (3) 

In the derivation of (3), the approximation 
1/(1-H") 1 — was used, but this approximation is 
valid over the entire pass band of narrow-band ampli-
fiers. The algebra that leads to (3) also yields the con-
stant K„, of which K1 and K2 are of interest: 

1 1 1 
K1 = Q ± Qv  Qn  Qm, 

a — 1 a — 1 a + 1 

1 1 1 

K2   QTQI'Qui (a _ 1)2 
(a — 1) 2 (a + 1) 

1 1 
QiQuQirr  QpQnQm  (4) 

(a2 _. 1) (a2 — 1) 

with a =fdfs. designating the ratio of local oscillator 
frequency to center frequency of the signal. For zero 
over-all phase shift both IC1 and K2 must be made zero. 
Because of the alternating signs for the terms in (4), 
the condition K1K2 O can easily be met through 
suitably choosing the circuit Q's and the local oscillator 
frequency. 
The value of a must be chosen such that the undesired 

products of the mixing processes are sufficiently sep-
arated in frequency from the desired signal to permit its 
selection by simple filtering; thus, the choice for a is 
somewhat restricted. That still leaves four circuit Q's 
to choose with only the contingencies of (4) imposed. 
This fact usually allows one to accommodate additional 
requirements of over-all bandwidth of the circuit ar-
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rangement, preferred circuit constants, or available 
components. The special case where the constants K1 
and IC1 are made zero by choosing the phase shifts of 
Filters I and II and Filters I' and III, respectvely, 
equal in magnitude, leads to the design requirements 

= (a — 1)/(a 1), 

Qr/Qui = a — 1. - (5) 

If filter types other than the single tuned circuit are 
considered, the computation of the circuit require-
ments for compensation of the phase shift is quite 
analogous. For coupled bandfilters, consisting of two 
coupled parallel tuned circuits of the same Q„, the rela-
tions corresponding to (5) become 

Q//421/ = (a — 1)/(a -I- 1) = len/kb 

Qu/Qui -= a — 1 = km/kv. (6) 

The k's denote the coefficients of coupling for each 
bandfilter. The actual adjustment of these filters in 
practical circuitry is not difficult, as the over-all phase 
shift of the output signal can be checked with a swept 
frequency input signal as the adjustment is made. 

VARIATIONS OF THE CIRCUIT ARRANGEMENT 

With the circuit configuration shown in Fig. 1, the 
filtering with the " negative" phase shift is done at the 
lower sideband frequency 111 —fel, while the compen-
sating phase shift of opposite direction is created 
through filtering at the higher sideband frequency 
Iff.-Ffs] and at the signal frequency fa. For some ap-
plications, it may be inconvenient to operate at these 
three appreciably different frequency levels. The phase 
compensation principle is general enough to permit 
variations of the chosen circuit of Fig. 1. For example, 
if filtering at approximately the same frequency level 
is desired, the steps of ( 1) may be rearranged as follows: 

a) 

b) 

c) 

UL 1 — Us 1 = — Is], 
[2.1"sl — [hi = [2f s — L], 

[IL — Is] + [2.4 — ff.] = [Is]. (7) 

As compared to ( 1), only b) and c) have been changed 
for a different sequence of operations. All filters will be 
at more nearly the same frequency level, if the reference 
frequency f 1, is chosen about one and a half times the 
signal frequency fa (yet not at such a value that the 
selection of the desired mixing product becomes dif-
ficult). The corresponding circuit diagram, realizing ( 7), 
is depicted in Fig. 2. Filter l' is again included merely 
to allow perfect cancellation of the phase shift over the 
entire pass band. Furthermore, since mixing the signal 
frequency with the local oscillator frequency will re-
sult in the end products of both a) and b) of ( 7), one of 
the mixers can be eliminated to permit simplification 
of the circuit as shown in Fig. 3. 

INPUT 
SIONAL 

es 

.11111. 
MIXER II 

tIg - IL 

LOCAL 

IL 
OSCA.LA1011 

MIXER I 

- g 

FILTER II 
AAR • A fig- IL 

1 MIXER= ..1FILTOIN l Aj..M . 
Is fgal•fe. ei, 

FILTER I H FILTER !' 

'RI • IL •Iig fee • egg 

Fig. 2— Alternate circuit for phase compensation, with filters 

at more nearly the same frequency level. 

1.1••• 

IssmsH 

LOCAL 
OSCILLATOR 

FILTERS 

fiez•fg.-fs. 
FILTER e 
'grain 

MIXER FILTER /I/ VOW. 
fair. ' St 

Fig. 3— Simplified circuit for phase compen-

sation with only two mixers. 

DrscussioN 

The method of compensating the phase shift of selec-
tive filters by filtering both at the inverted and nonin-
verted signal frequency can be realized by simple 
equipment. Conventional nonlinear elements, such as 
tubes, transistors, or cystal diodes, can serve as mixers. 
The filters which must succeed the mixers in order to 
select the proper mixing product can simultaneously 
perform the task of interference and noise rejection 
and thus are needed in a selective amplifier regardless 
of whether or not phase compensation is attempted. If 
higher amplification is desired than obtained from the 
compensation circuit, the arrangement may be preceded 
by an amplifier with its pass band sufficiently wide to 
avoid the introduction of an appreciable phase shift. 
Obviously, it is also quite immaterial where, in the 
circuit, amplifiction is introduced, if such is desired. 
As compared to conventional amplifiers of high selec-

tivity, the local oscillator required by the phase com-
pensation circuit is an addition. However, if down-con-
version is desired, the local oscillator must be provided 
even for conventional circuitry. An interesting applica-
tion of the method of phase compensation offers itself 
for parametric amplifiers. These amplifiers, at least the 
cavity types, must employ filters to select the desired 
product of the parametric mixing process and hence 
should have the problem of phase shift with frequency. 
On the other hand, parametric amplifiers already use 
the local oscillator needed to implement the phase 
compensation principle, namely the "pump." It appears 
that the described compensation method should be 
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particularly simple and economical to adapt to para-
metric amplifiers. 

The principle of compensation was developed for 
systems that involve signals of slow and narrow-band 
changes of the signal frequency; however, the method 
should apply equally well to systems with rapidly 
changing frequency of the signal, or frequency and 
phase modulation systems. It could serve in critical 
applications to eliminate the effects caused by the 
frequency dependence of the phase in filters. 
There may be other types of applications for the 

compensation principle described here. It can be said, 

generally, that the method should be useful either to 
avoid the introduction of errors through phase shifts in 
the equipment, or to improve the operation of equipment 
in which phase shifts of selective circuits impose limita-
tions on equipment performance. 
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Automatic Phase Control: Theory and Design* 
T. J. REYL SENIOR MEMBER, IRE 

Summary—Automatic Phase Control (APC) systems with sinus-

oidal reference are analyzed, and design criteria are presented. The 
limit of the pull-in range is derived; the result is believed to be novel, 

and is found to be in agreement with experiment. 

GLOSSARY 

a=lead parameter of RC filter ( Fig. 6) 
B= noise bandwidth ( 17) 
G = forward transfer function of filterless APC 

system at lock (6) 
Jo= Besse( function of order 0 
±K = limits of the control range (frequencies are in 

radians per second) 
N(co) = N0 exp (— i4',.,) = filter transfer function 

(N(0) = 1) 
t =real time 
v = control voltage 
P = amplitude of the first-order beat 
Y= closed-loop transfer function of locked APC 

system 
W= open-loop transfer function of locked APC 

system 
pi= modulation index 
v = frequency of FM in locked system 
r = time constant of RC filter (Fig. 6) 
= a small change in 

* Received by the IRE, November 27, 1959; revised manuscript 
received April 15, 1960. Presented in summary at the NEREM 
Meeting in Boston, Mass., November 19, 1958. The work reported 
in this paper was performed by Lincoln Laboratory, a center for 
research operated by Massachusetts Institute of Technology, with 
the joint support of the U. S. Army, Navy, and Air Force. 
t M.I.T. Lincoln Lab., Lexington, Mass. 

49 = oscillation phase relative to reference (1) 
co= frequency, error frequency in closed loop 
co.= reference frequency 
SZ = tuning error in open loop 
= maximum pull-in frequency 

I. INTRODUCTION 

A. General AUTOMATIC Phase Control (APC) serves to syn-
chronize an oscillator with a sinusoidal reference 
signal of low power. It differs from AFC systems 

wherein a frequency discriminator supplies the control 
signal so that a frequency error remains. APC has de-
veloped from a method of motor tuning in which the 
oscillation and the reference are combined to generate a 
field that rotates at the error frequency.'-3 
The electronic system contains a phase detector (e.g., 

a balanced mixer), a frequency modulator (e.g., a re-
"tance tube) and a low-pass filter between these parts 
(Fig. 1). The filtered beat between the oscillation and 
the reference signal controls the modulator, and tends 

to compensate the open-loop error frequency a The de-
sired control signal is dc proportional to sin 0.= 9/K; 
the limit of the control range is + K, where 

D. G. Tucker, "Carrier frequency synchronization," P.O. Elec. 
Engrs. J., vol. 33, p. 75-81; July, 1940. 

D. G. Tucker, "The synchronization of oscillators," Electronic 
Engrg., vol. 16, pp. 26-30; June, 1943. 

2 W. J. Gruen, "Theory of AFC synchronization," PROC. IRE, vol. 
41, pp. 1043-1048; August, 1953. 

3 E. Labin: "Théorie de la synchronization par contrôle de phase," 
Philips Res. Repts., vol. 4, pp. 291-315; August, 1949. 
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K= maximum beat voltage e X modulator sensitivity, 
=smaller of the inputs to the detector Xconversion 
gain Xdc gain between detector and modulator. 

The angle ci4ç accounts for the static phase difference 
between the reference and the locked oscillation ( Fig. 2). 
When 9>K, the system is in its asynchronous state and 
12 must be reduced to the value it for lock to occur. When 
the " pull- in ratio" (Û/K) <1. a hysteresis effect (some-
times called " pulling effect") exists since, if 9 drifts 
slowly, the state does not change when 12 enters the in-
terval between it and K from either side ( Fig. 3). 

REFERENCE SINE 
S I SMé..1.1./2) 

PHASE 

DETECTOR 

LOW PASS 
FILTER NI.) 

-SIN (.1.t . 0) 

OSCILLATOR 

FREQUENCY 
MODULATOR 

Fig. 1—Block diagram of APC system. 

s. 

TUNING ERROR a 

Fig. 2—Phase vs tuning error characteristic. 

CLOSED-LOOP 
FREOuEsny 
ERROR 

MINING EMMA 

Fig. 3—Hysteresis effect. 

The objects of synchronization are varied and some-
times conflicting, e.g., 

1) Power in excess of the reference 
2) Spectral purity in excess of the reference (fre-

quency synthesis) 
3) Phase close to the reference (TV, Radio inter-

ferometry) 
4) Tracking of frequency changes (e.g., satellites)4.5 
5) Spectral purification of the oscillation (micro-

waves) 6-- >‘ 

' R. Leek, "Phase-lock AFC loop, tracking signals of changing 
frequency," Electronic and Radio Engr., vol. 34, pp. 141-146, 177-
183; April/May, 1957. 

See also R. Jaffe and E. Rechtin, Jet Propulsion Lab.. California 
Institute of Technology, Progress Rept. No. 20-243; December, 1954. 

6 L. V. Berkner, "Annals of the International Geophysical Year," 
Pergamon Press, New York, N. Y., vol. 6, pp. 410-416; 1958. 

6 M. Peter and M. W. Strandberg, "Phase stabilization of micro-
wave oscillators," PROC. IRE, vol. 43, pp. 869-873; July, 1955. 

7 G. Winkler, "Progress in Phase-Lock Techniques," Proc. of the 
11111 Annual Symp. on Frequency Control, U. S. Signal Corps, Fort 
Monmouth. N. J., pp. 335-336; May. 1957. 

8 I. L. Bershtein and V. L. Sibiriakov, " Phase stabilization of 
microwave generators," Radioteckh. i Elektron., vol. 2, pp. 944-945; 
July, 1957. 

Further possibilities include: 

6) A source of FM centered on the reference fre-
quency (Section III G) 

7) A phase or frequency discriminator (Sections III, 
D and IV, B). 

The object of this paper is the preparation of a design 
basis in terms of system parameters. 

Section II deals with a filterless system to exemplify 
such basic subjects as phase pull-in, asynchronous de-
generation, and the effects of small perturbations at 
lock. 

Section III establishes the equivalent circuit that al-
lows for a filter in the control system. Design equations 
(19) and (22) follow by optimization with regard to de-
tector noise. Different criteria hold when phase pertur-
bations are considered (Section III, D and E). Section 
III concludes with the pull-out problem and with self-
maintaining FM in the locked state. 

Section IV hinges on the demonstration of the asyn-
chronous limit cycle. Its degenerative properties allow 
(it/K) to be determined (Section IV-C), and hence, to 
be compared with experimental data (Section IV-D). 
Agreement is satisfactory, as is the result that pull-in 
range it and noise bandwidth B are roughly equal in a 
system optimized with regard to B. 

Section V reviews some complications. 

B. Analytical 

Let 

sin (cost-Hr/2) = the time dependence of the refer-
ence signal, 

—sin (coRt-1-0) = the time dependence of the oscil-
lation. 

Then their first-order beat has the form 

V = — I, sin 0. (1) 

The modulator control voltage y is the output of the 
filter N fed with V, and determines the instantaneous 
angular frequency 

= 9 Kv/ (2) 

where 4)=c/cP/dt, SI —open-loop tuning error, and the 
modulation sensititivy K/e is regarded as a constant. 

Since exact analysis is precluded by the nonlinearity 
of ( 1), previous theory of the asynchronous state has 
been confined mainly to numerical or graphical analysis 
with regard to the phase plane. The present treatment 
is based on three observations: 

1) The closed system tends toward a steady state or 
limit cycle wherein the control voltage approaches a 
harmonic series. 

2) The dc and the fundamental component of the 
control voltage suffice for an approximate analysis of 
two important cases: 

a) the synchronous state, 
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b) the steady asynchronous state, including that 

which corresponds to a tuning error at the pull-in 
limit (S/=‘.1). 

3) Operational methods can be applied readily to 
case a), but not to case b). 

II. THE FILTERLESS CASE 

The analysis is simplified if the filter passes the beat 
of ( 1) without modification while rejecting all other com-
ponents in the detector output; then y = V and 

= — K sin ri), (3a) 

= K(sin 4). — sin 0), (3b) 

where 

= arc sin 12/K, 

4),I < 7r/2 and yt, is real if III < K. (4) 

The circle diagram of Fig. 4 illustrates the differential 
equation, and suggests a driven pendulum subjected to 
a driving torque (12), to gravity (K sin ct,) and to viscous 
damping (4)); the inertia is negligible in the absence of 
a filter [but see (23a)]. 

o 

Fig. 4—Phase regions. 

When 19I <K, the "velocity" <i) is proportional to 
(OA — OB), where A and B are the projections on the 
diameter through (7r/2) of 4). and ctp, respectively. Thus, 

1) (j) is negative when 4;.(=c1),) is on the short arc 
between 4). and (ir —4,,,,); 

2) it, is positive when 4)( =02) is on the long arc be-
tween 44, and (ir —Co). 

Since rb = 0 only when ct)=0,0 or (ir —44,), equilibrium 
is stable at ci). but unstable at (7r -e.). The phase can-
not pass through the equilibrium values, and must 
reach 4). with a total phase change < 2(7r from 
anywhere; this process of initial stabilization is called 
"phase pull-in." The exact integral of (3b) is considered 

in the Appendix, but can be approximated by lineariza-
tion; thus 

sin ,•-•• rk for — r/2 < o < 7r/2, 

then 

(4) — O.) ^' (bo exP (— Kr), 

sin 4) (ir — ite) for r/2 < < 370, 

— (1).) cpo exp KT. (5) 

The decay or growth is roughly exponential with time 
constant I/K. However, yi) is not discontinuous at 

+7r/2, although the approximation suggests it. 
The case 9>K merits attention. The system is then 

asynchronous, of course, but the average frequency 
error is less than a Eq. (3a) in the form 

then 

shows that 

11 
K(-- — 

< ci) < S2 where rt, r/2, 

< where = — 7r/2. 

Hence, (ri, dwells longer on the arc from 0 to 7r than on 
the supplementary arc, sin 4) has a positive mean, and 
the control signal — e sin e has a dc component of the 
correct polarity for reducing the tuning error. The asyn-

chronous state can be said to have degenerative 
properties. 

It will now be shown that the locked system is de-
scribed by a forward transfer function 

G = 

and a feedback function 

cos = V1 — 22/K2 

(6) 

(7) 

with reference to the perturbation (p of the controlled 
phase that results from a small voltage disturbance 

E = A e exp ivi, I AI << 1. 

The proof is as follows. When the loop is opened between 
detector and modulator, and E together with the lock-
maintaining bias — V sin rt). is applied to the latter, the 
oscillation phase is perturbed by 

K E 
sco = — • 

iv V 

The perfect integration is due to FM, and (6) follows on 
taking 17(po as the output. However, the detector out-
put is 

— 17' sin (ri). yeo) — e sin 4),„ — Pen cos 0. 
if I (po! << 1, (8) 

and reveals the feedback function of ( 7) that depends 
on tuning error but not on the perturbing frequency. 
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A sudden perturbation ipo of the oscillation phase is 
easily shown to decay as 

= 4co exp (— Kt cos cp.). (9) 

Locked system properties are considered further in the 
next section. 

III. THE SYNCHRONOUS STATE 

A. The Stable State 

The low-pass filter will be described by the transfer 
function 

(w) = N. exp [ N. and 4,„ real, N(0) = 1. ( 10) 

In the case of the locked loop, allowance for the filter is 
made by modifying the forward function to NG; the 
over-all transfer function NG cos ck. must satisfy 
Nyquist's criterion for stability. (Evidently NG and 
cos cti. play the parts of the "it" and "fl" of feedback 
theory.) The stably locked system is a form of regulator; 
with regard to small perturbations, it is represented by 
an equivalent circuit comprising linear transfer func-
tions and a differencing element (Fig. 5). The signal E 
injected into the filter perturbs the oscillation phase by 
the amount 

= 

where Y is the transfer function 

Y = NG/(1 ± NG cos 0.). 

In many instances, the stability condition is related to 
the frequency y at which the filter has a 90° lag through 

— N cos4 < 1 where 4,, = —  • (12) 
2 

The static phase error ct,. of (4) is not affected by N if 
the system is stable. 

B. RC Filter with Compensation 

A particularly suitable filter has the configuration of 
Fig. 6 and the transfer function 

1 ± icoar 
N(w) —  0 < a < 1; (13) 

1 ± icor 

the limit a = 0 corresponds to a simple RC filter, and the 
limit a = 1 corresponds to no filter. By substituting in 
(11), 

or 

1 + ivar 
Y = K , (14a) 

K cos O. iv(1 aKr cos cp.) — v2T 

1 + iv(2eK/con) 
Y =  sec ck. (14b) 

1 ± iv(2/(0„) — (v/w„)2 

where 

2 — 
(On — — COS O w , n = (Kr cos 0.)-ii2 a(Kr cos 0. )1/2, 

k aKr cos ck. 

1 ± aKr cos ,1). 

or conversely, 

1 
2econ = — aK cos O., (15a) 

1 
K cos 0,G = no — k) — = 2w(1 — k), 

a = 4e2k(1 — k). (15b) 

Now, a stable linear feedback system can be repre-
sented by a passive circuit; corresponding to the locked 
system with the compensated RC filter is the LRC 
circuit of Fig. 7. It has resonant frequency con, and 
damping ratio ¡"; the output terminals 1, 3 are across 
C, and kR, in series, and deliver the output 4'7' cos 
rather than e V. 

NI>) GrK/,, 4 

Fig. 5—Locked system equivalent circuit. 

(1-o)riC 

Fig. 6—Filters with transfer function ( 14-iwar)/(1 icor). 

Re 

c 1 
eq eq  _ K cos 

in. 2 tun = 41+ oK cos 

Re, 

y CO5*, 

Fig. 7—Equivalent passive circuit with filter of Fig. 6. 

If E is a small step at time t = 0, the subsequent phase 
perturbation follows from (15b) as 

E 
= sec cpx[l — 

g(t) = (exp — ewno[cos — 

(2k — 
sin -\/1 — e20.,„1. (16) 
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The cases Kr = 1.6 and 32, S2=0, and a chosen accord-
ing to (21a), are illustrated for both the sinusoidal and 
step responses by Fig. 8. 
A certain design criterion will now be discussed. 

5 
o 

20 

-30 

Kr. 

Kr • 32 

I I I 
0.01 

1.9 

1.0 

0.8 

4 0.6 
0.4 

0.2 

01 
I 

vnt 

(a) 

1 I  
10 

1.6 

77----r-

O P.O 20 3.0 40 5.0 60 7.0 90 9.0 

1/1-

(b) 

Fig. 8—Optimized transfer functions of locked system; 
(a) sinusoidal response and (b) step response. 

C. The Noise Bandwidth 

Let white noise of mean square (MS) value 
Se2=A 21728v per unit bandwidth be injected into the de-
tector output. The resultant phase perturbation is 
random, with MS value 

= i1 213, (17a) 

where (the lower limit of integration being — ce for 
noise at the detector input) 

B = f I YI'dv. (17b) 

If (p2 is small, clipping caused by nonlinearity is unim-
portant; ( 17a) then shows the relative contribution of 
injected noise to the oscillation spectrum, and can be 
expressed in the form 

in-band spurious contribution = 10 logio .i1 213 db. ( 17c) 

The "integrated noise bandwidth" B is an index of noise 
performance; the spectral distribution of ie is Ivi, of 
course, and the 3-db bandwidth is found from ( 14a), 
e.g., as 

Kcosç& for a = 1, 

and as 

coni — 2e2 + [1 ± (1 — ny]1t21 for a = O. 

The value of B for a system without filter or with a 
simple RC filter is, with ( 14) for a=0 or 1 and on inte-
grating ( 17b) by partial fractions or in the complex 
plane, 

B = 7K/2-V1 — 122/K2. (18a) 

At the edge of the control range 2=K, the feedback 
vanishes, B is infinite, and operation is unstable because 
of noise; B has its least value IrK/2 when n=0. Given 

the corresponding B is minimized on taking 

then 

K -= N/220; 

B = r110(=irK/Vi). (18b) 

The time constant r affects B only indirectly, by pre-
cluding pull-in if exceeds l (Fig. 3). A system with 
simple RC filter is then optimized with regard to detec-
tor and predetector noise by 

K = N/2510, Kr = 2.6, (19) 

on using (35) and 120=-(2. As II drifts towards K, B is 
doubled when 1/---1.33120; for greater drifts, it is necessary 
to increase K and Kr beyond the above values. 

In the case of a system with compensated RC filter, 
(18a) is replaced by 

(20a) 
(1 a2Kr cos 0.)rK 

B =   sec (1),. 
1 + aKr cos itho 2 

1 77W,. 

= ± 2e)— sec' 0.. 
2e 2 

(20b) 

It is readily shown' that B has a broad minimum if 

so that 

= 1N/1 ± (con/ K cos 440)2 

B = nun if e= 1/2 and w„ « K. 

The last condition entails a low pull-in ratio (Section IV, 
C), ensures a small static phase error in the absence of 
drift and corresponds to the lead parameter 

a -= (N/  Kr — 1)/Kr. 

The increase of B with the tuning error is evident from 
(20a). However, B is minimized by the lead parameter 
a if 

so that 

(1/a) = 1 + N/1 + Kr cos, (21a) 

& in = (7r/r)(V1 + Kr cos — 1) sec20.. (21b) 
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The lowest curve of Fig. 9 represents (21a) if the ab-
scissae are read as Kr cos 440. Eq. (21b) is also shown 
there, normalized with regard to a = 0 on dividing by 
(rK/2 cos Oss); the middle curve is valid for Os, = 0. The 
slight improvement for Kr,--4 becomes more marked as 
Kr increases; it is somewhat less at tuning errors for 
which B is not optimized, as indicated by the upper 
curve that has been computed from (20a) and (21a) on 
taking II= OK/2 for B but fl = 0 for a. 
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0.4 
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— 
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KT 

20 30 40 

Fig. 9—Normalized noise bandwidth and a for a = ( 1+ V1-1-Kr)-1. 

Given 9=14, the system is optimized further by 
differentiating (21a) with respect to K. and substituting 

K = /220V1 e. 

The resulting equation 

e = (1-tor/4)(1 — e)2V1 4- 2e; 

is solved approximately by 

3e = W(1 4/120r)2 -1- 6 — (1 ± 4/[tor)]; 

clearly, 

N/2 < (K/Sto) < 1.8, 

the upper limit being approached when Stro>>4. 
System optimization is thus complicated by the effect 

of the lead parameter a on both B and it/K. Two limit-
ing cases are of interest, Kr>>1 [see the paragraph fol-
lowing (20b) above], and Kr <10, say. In the latter 
case, 4). can be appreciable so that a may be chosen 
for cos ct)s, = 1/N/2 and K from ( 19). Also, in view of 
(35), nearly optimal relations are 

K = N110 Kr =-- 6.7, a = 0.39. (22) 

The remarks following (19) still apply with regard to 
drift. 

D. Perturbations of the Reference Phase 

A small signal E injected into the filter is equivalent 
to the perturbation e of the reference phase (cost + r/2), if 

E = e e cos 0. 

In the closed loop, the detector output is then 

E/(1 + NG cos 0.,), 

and the oscillation phase perturbation is 

e e• Y cos cbs„ 

where Y is defined by (11); the perturbation vanishes 
where K, i.e., where B is infinite. 
The effects of changes in the reference frequency are 

of interest; it will be shown that the controlled fre-
quency settles at the correct value if the reference fre-
quency suffers a small impulse or step; however, the 
response to the ramp Ws tends to the error limit 
Ws/K cos cb ss. 
A small step 9. at time t = 0 of the reference frequency 

cos is identical with the ramp function of phase 

e 12„t, > O. 

The controlled frequency is then subjected to an 
evanescent error that follows from ( 16) as 

— e + = Stg(t); 
the change e of the controlled phase has the steady-state 
component (I2s/K cos es,), as can be shown by integra-
tion or by static considerations alone. 

If the reference frequency changes at the constant 
rate Ws( =dw/dt), then 

e = iust2/2, t > 0, 

so that 

fee; — = — c;48(1), 

i.e., the rate of following the frequency tends towards 
its correct value. However, steady error components are 
given by 

(— cp. 4.1.1) ¿'8/K cos 4). 

for the frequency, and by 

(_ 
càst2 (.;h1  — 2k 
2 K coS 2 

CON 

for the phase. The situation is complicated if e or noise 
is substantial.' 

E. Inherent Perturbations 

Small phase perturbations arising within the oscil-
lator (Section V, B) are modified by the factor 
(1 +NG cos 

In the case of the compensated RC filter, reductions 
occur at perturbation frequencies below 

cos -= { K cos O./ r [2(1 — a) — a2Kr cos 0,41 112 

if wr is real, or at all frequencies if 

(2/a) < 1 + V1 ± 2Kr cos oss. 
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When a is given by (21a), the cutoff frequency equals 
the resonance frequency co„ of ( 15a). The closed-loop 
perturbation (p is related to the open-loop perturbation 
(pc,.1. by the equivalent circuit of Fig. 7 if 14«./. is applied 
between terminals 1, 2 and 1.7ç, is measured across ter-
minals 1 and 3. 
The integrated effect of the loop depends upon the 

nature of the uncontrolled oscillation spectrum. For 
random phase perturbations confined to the band 
(w«, wc,) with spectral power distribution w 2, the un-
controlled MS deviation of phase '0..1.2 and frequency 
cai are related through 

(Po.z.2 = cd2/wecob. 

The normalized MS deviation in the closed loop is then 
given by 

(P2 

04 04 (1 + (0212)&0 

COb — (Oa [(K cos 000 _ „27.)2 w2/1 aKr cos 0.0 2] 

where co« < cob. The deviation is least for no filter (a = 1). 
and (Kir) > co2 is desirable. 

F. Pull-Out 

The perturbations considered so far were assumed to 
be too small to destroy the locked state. An example of 
another type is the following: 
The error 90 is corrected by 44 = arc sin 120/K when 

the additional error Sl, is applied suddenly (e.g., owing 
to a step voltage 1,121/K at the frequency modulator); 
what is the greatest value i that will not throw the 
system out of synchronism? The condition I 
(where 12= 90-I- Ûi) is implied, of course. 
On allowing for the compensated RC filter that has 

the differential equation 

= V + arV, 

and combining with (1), (2) and (4), the system equa-
tion is 

1 K 12 
(la; -F eE + aK cos (k) -I- — sin 4, = — • (23a) 

T T T 

In the filterless case (a = 1), Section II shows that the 
new equilibrium 

(no + ni) oce = sin 

is reached without overshoot, and the static condition 
I S21 =K answers the problem. 
This is not so if a =- O. The problem is then identical 

with that of the pull-out torque for synchronous motors; 
(23a) is the torque equation if ij; is due to inertia, 
(/r) arises from the slip between the cage and the ro-

tating field, (K/r) sin ck is due to the angle between the 
fields of rotor and armature, and (12/r) represents the 
torque load. 
An apparent approach is to linearize as in Section II, 

D; (23a) then becomes 

-F 2(0,4 co„20 = (0„2 tan 44, (23b) 

which can be solved for 4, in terms of the initial values 

40=4,o, cbo = 91. Since 4),« is a point of stable equilibrium, 
it is obvious that if 14)-44 is never appreciable, the 
system will settle at 44«. However, the linearized equa-
tion does not provide the solution fic. 

The two equilibria 4),„ and (7r —4).) were found in Sec-
tion II; (7r — 44,) is unstable also in the presence of a 
filter, although either point can then be traversed, in 
general. If the perturbations are such that (71- — 4),«) is 
not traversed, there can be no pullout; the critical con-
dition follows as 

Since 

= = 0 where (I) = — (24) 

(1(,!) 

= dl chi: 

(23a) can be rewritten as a relation between the vari-
ables 4, and 4,. This leads to the " phase plane" concept 
of Nonlinear Mechanics, i.e., the graph of vs (1). 
Methods of constructing and interpreting such trajec-
tories are well known.2—" Clearly, when 4,>. 0, the rep-
resentative point (4,, 4)) is in the upper half plane and 
moves to the right as time increases; conversely for 
4,<0. The pull-out problem is represented by Fig. 
10(a);° the critical trajectory passes through Cko with 
infinite slope and cuts the abscissa again at (7 — 4).). 
Since equilibrium is unstable there, 4, increases again 
and the system pulls out into the asynchronous limit 
cycle for (120+%) (see Section IV, B); alternatively, 41 
reverses sign and the system settles at the stable equi-
librium point 44,. 

The case a = 0 has been treated by numerical ap-
proximation" and, more extensively, by integraph'2 
solution of (23a). The result depends upon both Ibo 
and the damping term (Kr)-112. The lowest value 

90 -I- S2, 
,•••-, 0.72 

was obtained for 120=0, 1/Kr= 0; the static limit unity 
is obtained with sufficient damping (1/N/KT > 0.11). 

° Z. Jelonek, O. Celinski and R. Syski, "Pulling effect in synchro-
nized systems," Proc. IEE, vol. 101, pt. 4, pp. 108-117; November, 
1953. 

Z. Jelonek and C. I. Cowan, "Synchronized systems with time 
delay in the loop," Proc. IRE, Monograph No. 229R, March, 1957, 
or vol. 104C, pp. 388-397; September, 1957. 
" J. J. Stoker, "Nonlinear Vibrations," Interscience Publishers, 

Inc., New York, N. Y., pp. 70-98; 1950. 
'2 W. V. Lyon and H. E. Edgerton, "Transient torque-angle 

characteristics," Trans. AIEE, vol. 49, pp. 686-699; April, 1930. 
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(b) 

Fig. 10—(a) Pull-out trajectory. (b) Pull-in trajectory. 

As a > 0 increases the damping term, the situation for 
0<a<1 is intermediate between that for a=0 and 
a=1. 

G. Instability 

The existence of the locked state is compatible with 
a violation of the stability condition ( 12). Self-main-
tained oscillations then occur in the loop and modulate 
the phase. The oscillations are limited by nonlinearity 
and are almost sinusoidal when their amplitude is small. 
A suitable form of the phase is 

= 4 + io sin 0, 0 =- v, (25) 

where the oscillation frequency y and the deviation index 
12 will be determined with the aid of ( 1) and ( 2), and 
the Fourier-Bessel series 

exp (iià sin 0) = Jo(12) + 2i.fi(g) sin 0 + 2J2(p) cos 20 

+ terms in 30 etc.; 

the control voltage V follows as the output of the filter 
N fed with — sin 0, as 

— 
= ao + b1 sin (0 — ip,) + cp, cos (20 — #2„) + • • • 

where 

ao = Jo(g) sin = 2Ji(g) cos (b.N,, 

02 = 2J2(p) sin op„N2„ • • •. (26) 

Combining with (2) but ignoring terms of frequency 2v 
etc., then 

pp cos 0 = O — KJo(ii) sin Co 

— KN,2 cos 0,J1(eo) sin (0 — 

Assuming y and µ to be constant, this equation is satis-
fied separately by the de and by the coefficients of sin 
O and cos 0 if 

O  
sir, 0,0 =   cos e, = o, 

K.10(m) 

= — — 7, cos 0.2.1.1(g). (27) 

Thus, if the criterion ( 12) is violated, synchronism is 
subject to periodic FM of frequency y and deviation 
index 1.o such that 

tit V 

—   if « 1. (28) 
8 N,K cos O. 

The gravest of the suppressed terms in (26) has fre-
quency 2v and relative amplitude 

Ut Ji (a) Nto 
— = tan — • 
lh J2(14) N, 

Now N < 1V s. and (Ji/-12)"-'(£/4) if bt is small; then if 
Icb1 < r/4, the ignored term is slight and can be al-
lowed for, e.g., by a variable part of i of frequency 3v. 
Such higher approximations will not be considered 

further. 

IV. NONSYNCHKONOUS STATES 

A. The Hysteresis Effect 

Hysteresis occurs if the boundary between the locked 
and the unlocked state depends upon the approach 
(Fig. 3). In the locked state, 9 can drift slowly through 
the interval +K. However, it is well known that in the 
asynchronous state, 191 can fall well below K before 
lock occurs. The effect can be estimated as follows: 
When the loop is opened at the frequency modulator, 
the filter output is AC of frequency O and peak ampli-
tude PN,., as distinct from the direct p—d (9/K)P at 
lock. Hence, the equality 

11 = KVÛ 

defines a first approximation to the locking ratio ii/K; 
for a simple RC filter, this is equivalent to 

R  I ± 1 12 _ 1 

4K2r2) 2Kri 
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The better approximations derived in Sec. IV-C yield 
somewhat higher values by allowing for asynchronous 
degeneration in the closed loop. 

B. Steady A synchronism 

In the asynchronous state, the phase (/) differs from 
the open-loop value ft because of modulation by the 
control voltage. An expression to be considered is 

0 + ± µsin 0, é --- (29) 

where "y is a phase angle and 12 is a deviation index. 
A steady asynchronous state is described by co =con-

stant, while -y and z are constant or harmonic with 
period 27r/co (or a multiple thereof). Eq. (29) then in-
cludes a di component that grows linearly with time, but 
assigns purely periodic forms to sin ct, and the deriva-
tives 9!)—c.o, etc. Since these, and not 4,, enter into the 
system equation [e.g., (23) ], it follows that (29) is 
in the nature of a particular solution. On using it, in-
stead of (25) for a harmonic balance as in Section II I-G: 

co = K./1(2) sin y 

kcco sin %b. = K 1004 — J2(µ) ] cos -y 

µco cos %Go, = — K ,,,[.10(u) Mu)] sin -y. (30) 

For a very small deviation index, these relations 
simplify to 

2K2 2(— 1(j)V1 n2 (N cos 

_ 
--P-(+) • (31) 

The upper signs are chosen for continuity with the 
properties of the filterless case (Section II); thus, when 
>K, then co > 0, i>0 and di is a minimum when 

0 = tr, 

when < —K, then co <0, 12<0 and I ci)1 is a minimum 
when 

r 
0 = 0, 41 = — i -F e.. (31a) 

The control voltage has the mean value [(co — 9)/K] e 
here, compared with ( — 9/K) e at lock; the relation is 
reminiscent of a frequency discriminator. 

C. Pull-In 

The pull-in problem can be stated as follows: Given 
the asynchronous state for 12>K, I is reduced very 
slowly; at what value = i‘2 does synchronism occur? 
The answer depends on the nature of the system. For 

the filterless case, the identity I =K was found (Section 
II). A more general result is suggested by the condition 
that the control voltage should just reach the required 
value — 1-7û/K. This is consistent with the determina-
tion of the critical limit cycle, that is, the unstable 

asynchronous state that is reached as bc grows very 
slowly. 

In view of (29), the stationary condition 

is attained when 

= = 0 

= 1, (32) 

implied stationary conditions are 

= = = O. (33) 

When the system equation is of the second order, the 
stationary conditions imply the phasen (7t--445) and an 
asynchronous state that is critical since er —ck.) is a 
point of unstable equilibrium. The plot [Fig. 10(b) ] of 
vs 4, touches the abscissae in cusps at [( 2n-1- 1)r — 44e]; 4) 

fluctuates between 0 and 2cot, where cot denotes the 
value of co for m=1. 

Eq. (24) was introduced by the pull-out problem (Sec-
tion III, F) where it represents a transient condition 
that terminates in either 4). or in the stable asynchro-
nism described by (29) for I µ.1 < 1. 

In the context of the slow approach to I eti =1 from 
stable asynchronous states with 1121 < 1, ( 24) defines a 
critical limit cycle that is nearly attained over many 
complete cycles of until a slight perturbation launches 

the phase transient that terminates in 4). [Fig. 10(b) ]. 
The pull-out frequency is never less than the pull-in 

frequency, in accordance with the practice of running 
synchronous motors up to speed on no-load. 
On solving (30) for 11=1 (and writing N0,8= Ng, etc.), 

CO, 0.965 

KA', v'2.202 — cos' et 
and 

(34a) 

û cos et 
— = 1 + (34b) 
cot 2Nt 

providing that 111/KI < 1. 
The first equation allows cot to be computed, given 

the value of K and the function N. Its nature usually 
requires a numerical method of solution; the pull-in 
ratio 1-1'/K then follows from (34b). 

This has been computed for the system with the RC 
filter of Fig. 6 for (1/a) = 1+ N/1+Kr, and plotted in 
Fig. 11(a) against the independent variable Kr. Hystere-
sis is seen to set in when Kr,-s,1.65 and corresponds to 
OK =0.46; the pull-in ratio falls as Kr increases further, 
as was to be expected. The corresponding ratio" 
B,„;„/Û has also been entered in Fig. 11(a), and appears 

to be fairly constant. The ratio KN/2(N cos ;P)îili..2 
[see (31)] is shown as well, and lies between the limits 

'3 Actually, (31a) only indicates that the phase is in the quadrant 
of (71- — 0.) when t.,ti is a minimum. 
' This B„,1„ has been both optimized and computed for 0=0. 
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1.05 and 1.19. The ratio i«Z/K is shown in Fig. 11(b) for 
(1/a) = 1 +.0 +2-1/2Kr. 

Noise depresses the ratio near unity since lock is un-
stable where 9=K, and raises it somewhat where damp-
ing is small (Kr>>1) and random perturbations of the 
asynchronous state modify the unperturbed values of 
4) and ti;. 

The ratio i.1/1( can be increased artificially by increas-
ing the in-phase component of the filter transfer func-
tion transiently, e.g., by short circuiting the top arm of 
the filter of Fig. 6, by shunting this arm with two diodes 
connected back to back, or by rocking the tuning ca-
pacitor; an equivalent of the latter expedient is the in-
jection of low-frequency ac into the modulator, the re-
sulting deviation being reduced drastically when the 
system locks. However, these expedients are question-
able if they tend to make 9=K or to introduce spurious 
signals. 

For the system with a simple RC filter, (34) reduces 
to the explicit form 

(cotr) 2 = N/0.423(Kr)' ± 0.075 - 0.273, Ô = 1.5cor, (35) 
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Fig. 11-(a) Pull-in ratio, approximate criterion and B/í i for 

a = ( I -I- N/1 (b) Pull-in ratio and a for 

a -= (1 V1 -I- 2-'121C7)-1. 

Or 

0.446 
N/Ki•-•-• 1.21 Vi Kr if Kr >> 1. 

D. Experimental Verification 

Fig. 12 presents a plot of (35) and the results' of ex-
periment and of graphical analysis. 

Hysteresis sets in where Kr---,0.95, th = 0.77. The 
quantity 

K 2 

%/2(N cos eft = V 
n 

is also plotted, and lies between 1.02 and 0.97. Agree-
ment between theory and experiment is good; the dis-
crepancies at great values of Kr are attributed to ex-
perimental error by the experimenters." 

For the system with the filter of Fig. 6 in which = 0.5, 
(34) has been computed for independent variable 
con/ K, using ( 15). This is plotted in Fig. 13, together 
with the results' of experiment and of graphical analysis. 

Quantity K-V2(N cos ip)iiiû is also plotted, and 
lies between 0.75 and 1.19. It should be noted that, since 

-= 0.5, the abscissa co„/K = 1 implies a = 0, Kr = 1; then 
?t/K,---,0.96 agrees with this point of Fig. 12, as it should. 
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An approximation to the pull-in ratio is suggested by 
the vanishing of the surd in (31): 

N/2(N cosel = 1. (36) 

Agreement with (34) is excellent for the system with 
a simple RC filter. However, the computations for 
other systems (Figs. 11 and 13) show that (36) provides 
only a rough estimate there. 

Experience with systems containing a simple RC 
filter and a delay line, respectively, has led to the con-
jecture° that hysteresis sets in where 4)x---ir/4, but this 
conflicts with the value 0.46 in the case illustrated by 
Fig. 11(a). Moreover, the present theory must be modi-
fied when N is a delay line, perhaps to allow for the 

term of frequency 2co in the sin 4) series. The results of 
applying (34) to this case differ significantly from the 
experimental data (Fig. 14). 
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Fig. 14—Pull-in ratio for system with delay T in the loop. 

Finally, it should be noted that APC circuits will 
synchronize at tuning errors 12 such that 

el< ini < K 

when the loop is first closed, if the initial conditions hap-
pen to be more favorable than those considered in Sec-
tion III, C. 

V. IMPERFECTIONS 

A. The Detector 

The specification of a physical APC system in terms 
of K and N is usually incomplete, though effects that 
are represented by linear transfer functions can be 
absorbed in N; e.g., if there is a time constant ri in addi-
tion to the filter function of ( 13), the locked system re-
mains stable if 

Kri 

1 ± riír 
<1 ± aKr. (37) 

However, the representation of the detector as a 
source of the beat signal is often complicated by the 
fact that dc is generated when the frequency of the 
weaker signal is equal to that of the stronger or to one 
of its harmonics. The detector then acts as a sampler, 
and a plurality of synchronous states is inherent in the 
system. Stability is limited by an inequality of type 

K < (38) 

where co, now denotes the frequency of the stronger sig-
nal. However, if both II and K are small compared with 
w„, the sampling aspect is significant only with regard 
to the noise bandwidth B in relation to the pre-detector 
bandwidth B„, let us say. The predetector noise spec-
trum is folded into the low-frequency band by beating 
with the harmonics of the strong signal, and magnifies 
the contribution of B„ to the B as defined in Section III, 
C by a factor of order 

(39) 

if this is large. 

The subject of APC with pulse reference will be con-
sidered at another time. 

B. Inherent Noise 

Spurious modulation also occurs at power-line fre-
quency and its harmonics, e.g., by leakage to the diode 
cathodes where these are ac heated. 

It was shown in Section III, E that inherent phase 
noise is reduced only to a limited extent by APC; this 
can convert incoherent amplitude noise into phase 
noise. Inherent oscillator noise depends partly on the 

response to injected ac; the relation between this and 
the output of an oscillator with APC is interesting, and 
will be considered in a further paper. However, syn-
chronization by APC and by injection are very dif-
ferent processes. The advantage of APC is that the 
oscillator and the control circuit may be designed quite 
independently; the quality factor Q of the elements that 
determine the oscillation frequency when the APC loop 
is open does not affect the ease of automatic tuning. 

APPENDIX— SOLUTIONS OF (3) 

Approximate solutions of the synchronization equa-
tion in the filterless case have been presented above 
[(5) and (9)]. Periodic solutions are best approximated 
by (29). Since N(w)1, (30) simplifies to 

JO(M) J2(ii) ÇZ 0.1 

K ¡L K = K + Ji(m). (40) 

The example ¡L=0.8, i.e., St/K.-1.521, has been com-
puted and is presented in Fig. 15(a), in normalized form. 
The ordinates — sin 4) represent the instantaneous beat 
frequency or control signal outside synchronism. 
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The exact solution of (3) is obtained by separating the 
variables and integrating with the aid of the successive 

substitutions 

X = tan —, 
2 = IcY / SZ 92 f 

or by using tables (e.g., Dwight, 436.00). The solutions 
have the indefinite forms 

or 

/ K2 — 112 1 (N/ K2 — 1t2 — K tan 0/2\ 
  = In   
2 2 N/10 — fl2 + K — St tan 0/2) 

for 12 < K; (41) 

.012 K2 
1 = arc tan 

¡SI tan (0/2) — K\ 

N/S2' — 

for K < St. (42) 

The last equation is illustrated by Fig. 15(b) for 
12/K = 1.521. Both the approximate and the exact 
solutions demonstrate asynchronous degeneration, the 
beat periods being 1.33 2r/S/ and 1.31 27r/9, respec-

tively. 

(a) 

At 

(b) 

Fig. 15—Asynchronous control p—d (normalized); 
(a) approximate, (b) exact. 

CORRECTION 

Harold T. McAleer, author of "A New Look at the 
Phase-Locked Oscillator," which appeared on pages 
1137-1143 of the June, 1959, issue of PROCEEDINGS, has 

pointed out the following to the Editor. 
In Appendix I in the section titled " Capture Range" 

(page 1142), ( 14) and ( 17), while correct, are improperly 
derived. The section should be rewritten to read: 

Capture Range: For a system with a simple RC filter 
(t2=0) and a balanced cosine phase-detector, several 
authors".'2 have shown that the capture range dC,col 
is approximately proportional to the crossover fre-

quency con. Expressed as a "capture ratio," the relation 

becomes: 

AcoI capture range 
—  =  A — • 

lock range 

The value of the multiplying constant A has been 
variously estimated at values ranging from 0.7 to 1.2. 

For a system with an optimized lag network, the cap-
ture ratio becomes:4.5.'2 

capture range iron   B 
lock range 

For the region (con/K<<1, the multiplying constant B 
has been estimated as 1.4.4." 
The value B=1 gives a useful approximation for the 

entire range of values of con/K. 

n W. E. Ingham, "The Design of an A.P.C. Synchronizing Loop," 
E.M.I. Res. Labs., Ltd., Hayes, Middlesex, Eng., Rept. No. RW/8; 
April, 1956. 
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Acceptor (in a Semiconductor). See Impurity, Acceptor. 

Anode Terminal (of a Semiconductor Diode). The 
terminal which is positive with respect to the other 
terminal when the diode is biased in the forward direction. 

Avalanche Breakdown (of a Semiconductor Device). A 
breakdown that is caused by the cumulative multiplica-
tion of charge carriers through field-induced impact 
ionization. 

Avalanche Impedance. Obsolete, see Breakdown Im-
pedance. 

Base (of a Transistor). .\ region which lies between 
an emitter and a collector of a transistor and into which 
minority carriers are injected. 

Boundary, P-N. A surface in the transition region be-
tween J'- type and N-type material at which the donor 
and acceptor concentrations are equal. 

Breakdown (of a Semiconductor Diode). A phenomenon 
occurring in a reverse biased semiconductor diode, the 
initiation of which is observed as a transition from a 
region of high dynamic resistance to a region of sub-
stantially lower dynamic resistance for increasing mag-
nitude of reverse current. 

Breakdown Impedance (of a Semiconductor Diode). 
The small-signal impedance at a specified direct current 
in the breakdown region. 

Breakdown Region (of a Semiconductor-Diode Char-
acteristic). That entire region of the volt-ampere char-
acteristic beyond the initiation of breakdown for in-
creasing magnitude of reverse current. 

Breakdown Voltage (of a Semiconductor Diode). The 
voltage measured at a specified current in the break-
down region. 

Capacitance (of a Semiconductor Diode). The small-
signal capacitance measured between the terminals of 
the diode under specified conditions of bias and fre-

quency. 

Cathode Terminal (of a Semiconductor Diode). The 
terminal which is negative with respect to the other 
terminal when the diode is biased in the forward direc-
tion. 

Charge Carrier (of a Semiconductor). A mobile conduc-
tion electron or mobile hole. 

Collector (of a Transistor). A region through which a 
primary flow of charge carriers leaves the base. 

Conduction Band. A range of states in the energy spec-
trum of a solid in which electrons can move freely. 

Conductivity Modulation (of a Semiconductor). The 
variation of the conductivity of a semiconductor by 
variation of the charge-carrier concentration. 

Conductivity, N-Type. The conductivity associated with 
conduction electrons in a semiconductor. 

Conductivity, P-Type. The conductivity associated with 
holes in a semiconductor. 

Contact, High Recombination Rate. A semiconductor-
semiconductor or metal-semiconductor contact at which 
thermal equilibrium charge-carrier concentrations are 
maintained substantially independent of current density. 

Depletion Layer (in a Semiconductor). A region in 
hich the charge-carrier charge density is insufficient to 

neutralize the net fixed charge density of donors and 
acceptors. 

Diffusion Capacitance (of a Semiconductor Junction). 
The rate of change of stored minority-carrier charge 
with the voltage across the junction. 

Diffusion Constant, Charge Carrier. In a homogeneous 
semiconductor, the magnitude of the quotient of diffu-
sion current density by the charge-carrier charge con-
centration gradient. 

Diffusion Length, Charge-Carrier. In a homogeneous 
semiconductor, the average distance to which minority 
carriers diffuse between generation and recombination. 

Note: The diffusion length is equal to the square 
root of the product of the charge-carrier diffusion 
constant and the volume lifetime. 

Diode, Semiconductor. A semiconductor device having 
two terminals and exhibiting a nonlinear voltage-current 
characteristic; in more restricted usage, a semiconductor 
device which has the asymmetrical voltage-current 
characteristic exemplified by a single p-n junction. 

Donor (in a Semiconductor). See Impurity Donor. 

Doping. Addition of an impurity to a semiconductor, or 
production of a deviation from stoichiometric composi-
tion, to achieve a desired characteristic. 

Drift Mobility (in a Homogeneous Semiconductor). The 
ensemble average of the drift velocities of the charge 

carriers per unit electric field. 

Note: In general, the mobilities of electrons and holes 

are different. 

Electrode (of a Semiconductor Device). An electrical 
and mechanical contact to a region of a semiconductor 
device. 

Electrons, Conduction. The electrons in the conduction 
band of a solid, which are free to move under the influ-
ence of an electric field. 

Element (of a Semiconductor Device). Any integral 
part of the semiconductor device that contributes to its 
operation. 
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Emitter (of a Transistor). A region from which charge 
carriers that are minority carriers in the base are injected 
into the base. 

Energy Gap (of a Semiconductor). The energy range 
between the bottom of the conduction band and the top 
of the valence band. 

Extrinsic Properties (of a Semiconductor). The proper-
ties of a semiconductor as modified by impurities or im-
perfections within the crystal. 

Forward Direction (of a Semiconductor Diode). The 
direction of lower resistance to the flow of steady direct 
current. 

Generation Rate (in a Semiconductor). The time rate 
of creation of electron-hole pairs. 

Hall Coefficient (of an Electrical Conductor). The con-
stant of proportionality R in the relation 

Eh = RP X B] 

where 

Eh = transverse electric field (Hall Field), 
J= current density, 
B= magnetic flux density. 

Note: The sign . of the majority carrier can be 
ferred from the sign of the Hall Coefficient. 

Hole. A vacancy in the electronic band structure of a 
semiconductor which acts like a positive electronic 
charge with a positive mass. 

Imperfection (of a Crystalline Solid). Any deviation in 
structure from that of a perfect crystal. 

Impurity. An imperfection that is chemically foreign to 
the perfect crystal. 

Impurity, Acceptor (in a Semiconductor). An impurity 
that may act as a source of mobile holes. 

Impurity, Donor (in a Semiconductor). An impurity that 
may act as a source of conduction electrons. 

Impurity, Stoichiometric. A crystalline imperfection 
arising from a deviation from stoichiometric composi-
tion. 

Intrinsic Properties (of a Semiconductor). The proper-
ties of a semiconductor that are characteristic of the 
ideal crystal. 

Intrinsic Temperature Range (in a Semiconductor). The 
temperature range in which the charge-carrier concen-
tration of a semiconductor is substantially the same as 
that of an ideal crystal. 

Junction (in a Semiconductor Device). A region of 
transition between semiconductor regions of different 
electrical properties (e.g., n-n+, p-n, p-p + semiconduc-
tors), or between a metal and a semiconductor. 

Junction, Collector (of a Transistor). A junction nor-

mall biased in the high-resistance direction, the cur-
rent through which can be controlled by the introduc-
tion of minority carriers. 

Junction, Emitter (of a Transistor). A junction nor-
mally biased in the low-resistance direction to inject 
minority carriers into a base. 

Junction (Semiconductor), Diffused. A junction which 
has been formed by the diffusion of an impurity within 
a semiconductor crystal. 

Junction (Semiconductor), Doped. A junction produced 

by the addition of au impurity to the melt during crystal 
growth. 

Junction, Fused (or Alloy) (in a Semiconductor). A 
junction formed by recrystallization on a base crystal 
from a liquid phase of one or more components and the 
semiconductor. 

Junction (Semiconductor) Grown. A junction produced 
during growth of a crystal from a melt. 

in- Junction (Semiconductor), Rate-Grown. A grown junc-
tion produced by varying the rate of crystal growth. 

Lifetime, Volume. The average time interval between 
the generation and recombination of minority carriers 
in a homogeneous semiconductor. 

Majority Carrier (in a Semiconductor). The type of 
charge carrier constituting more than one half the total 
charge-carrier concentration. 

Minority Carrier (in a Semiconductor). The type of 
charge carrier constituting less than one half the total 
charge-carrier concentration. 

Mobility. See Drift Mobility. 

Mobility, Hall (of an Electrical Conductor). The quan-
tity ji» in the relation M» = Rcr, where R= Hall 
Coefficient and cr = conclucti vity. 

Ohmic Contact. A purely resistive contact; i.e., one 
which has a linear voltage-current characteristic 
throughout its entire operating range. 

PIV (Peak Inverse Voltage). The maximum instantane-
ous anode-to-cathode voltage in the reverse direction 
which is actually applied to the diode in an operating 
circuit. 

Note: This is an applications term not to be con-
fused with Breakdown Voltage which is a property of 
the device. 
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PIV, Maximum Rated (of a Semiconductor Diode). 
The recommended maximum instantaneous anode-to-
cathode voltage which may be applied in the reverse 
direction. 

Point Contact. Pressure contact between a semicon-
ductor body and a metallic point. 

Recombination Velocity (on a Semiconductor Surface). 
The quotient of the normal component of the electron 
(hole) current density at the surface by the excess 
electron (hole) charge density at the surface. 

Reverse Current (of a Semiconductor Diode). The total 
current flowing through a semiconductor diode in the 
reverse direction. 

Reverse Direction (of a Semiconductor Diode). The 
direction of higher resistance to the flow of steady direct 
current. 

Saturation Current (of a Semiconductor Diode). That 
portion of the steady-state reverse-current which flows 
as a result of the transport across the junction of 
minority carriers thermally generated within the regions 
adjacent to the junction. 

Semiconductor. An electronic conductor with resistivity 

usually in the range between metals and insulators in 
which the electrical charge-carrier concentration in-
creases with increasing temperature over some tempera-

t ire range. 

Semiconductor, Compensated. A semiconductor in which 
one type of impurity or imperfection (e.g., donor) par-
tially cancels the electrical effects of the other type of 
impurity or imperfection (e.g., acceptor). 

Semiconductor Device. An electron device in which the 
characteristic distinguishing electronic conduction takes 
place within a semiconductor. 

Semiconductor, Extrinsic. A semiconductor with charge-
carrier concentration dependent upon impurities. 

Semiconductor, Intrinsic. A semiconductor whose charge-

carrier concentration is substantially the same as that 
of the ideal crystal. 

Semiconductor, N-Type. An extrinsic semiconductor in 
which the conduction electron concentration exceeds the 
mobile hole concentration. 

Note: It is implied that the net ionized impurity 
concentration is donor type. 

Semiconductor, N-F-Type. An n-type semiconductor in 
which the excess conduction electron concentration is 

very large. 

Semiconductor, P-Type. An extrinsic semiconductor in 
which the mobile hole concentration exceeds the con-
duction electron concentration. 

Note: It is implied that the net ionized impurity 
concentration is acceptor type. 

Semiconductor, P-F-Type. A p-type semiconductor in 
which the excess mobile hole concentration is very large. 

Space-Charge Region (of a Semiconductor Device). A 
region in which the net charge density is significantly 
different from zero. See also Depletion Layer. 

Terminal (of a Semiconductor Device). The externally 
available point of connection to one or more electrodes. 

Thermal Resistance, Effective (of a Semiconductor De-
vice). The effective temperature rise per unit power dis-
sipation of a designated junction above the temperature 
of a stated external reference point under conditions of 
thermal equilibrium. 

Thermistor. An electron device which makes use of the 
change of resistivity of a semiconductor with change in 
temperature. 

Transistor. An active semiconductor device with three or 
more terminals. 

Transistor, Conductivity Modulation. A transistor in 
which the active properties are derived from minority-
carrier modulation of the bulk resistivity of a semicon-
ductor. 

Transistor, Filamentary. A conductivity modulation 
transistor with a length much greater than its transverse 
dimensions. 

Transistor, Junction. A transistor having a base and 
two or more junctions. 

Transistor, Point-Contact. A transistor having a base 
and two or more point-contacts. 

Transistor, Unipolar. A transistor which utilizes charge 
carriers of only one polarity. 

Valence Band. The range of energy states in the spec-
trum of a solid crystal in which lie the energies of the 
valence electrons which bind the crystal together. 

Varistor. A two-terminal semiconductor device having a 
voltage-dependent nonlinear resistance. 

Zener Breakdown (of a Semiconductor Device). A 
breakdown that is caused by the field emission of charge 
carriers in the depletion layer. 

Zener Impedance. Obsolete, see Breakdown Impedance. 

Zener Voltage. Obsolete, see Breakdown Voltage. 
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Correspondence  

Esaki Diode Oscillators from 

3 to 40 KMC* 

Esaki diode oscillators operating at micro-
wave frequencies of 10 kmc and below have 
been reported in the literature. 1-5 Funda-
mental power up to 40 kmc in frequency has 
now been obtained from Esaki diode oscil-
lators, with appreciable harmonic output to 
about 63 kmc. The microwave power at all 
wavelengths has been sufficient to be de-
tected and displayed by the simplest video 
methods. Although small-area junction di-
odes of both gallium arsenide and german-
ium have provided substantial power below 
10 kmc, the highest frequencies were ob-
tained with gallium-arsenide units. 

Junctions were formed by alloying tin 
to zinc-diffused gallium arsenide, and alu-
minum to germanium doped with arsenic. 
Alloying took place when an electric current 
was passed through a point of the appropri-
ate metal which had been brought in con-
tact with the semiconductor. Peak currents 
of the resulting Esaki diodes ranged from 
less than 100 pa to more than 30 ma, de-
pending upon the forming conditions. Peak-
to-valley current ratios exceeded 2:1 and 
were commonly 6:1. The impurity concen-
tration in the germanium was approximately 
6X10'5, and, although the carrier concen-
tration in the gallium arsenide was not 
measured, the resistivity was 0.0015 ohm-
cm. 

Fig. 1(a) shows the current-voltage 
characteristic of a gallium-arsenide Esaki 
diode in an oscillating circuit. The s-shaped 
deviation from the expected static char-
acteristic indicates oscillation. Except for 
the voltage scale, this characteristic was 
typical of those obtained with germanium 
as well as with gallium arsenide. 

Oscillations ranging in frequency from 
2.7 to 33.4 kmc have been obtained in cy-
lindrical cavities. A diode of either gallium 
arsenide or germanium shunted each cavity 
at the apex of a re-entrant cone, as shown in 
Fig. 2. The cavity resonances occurred at 
frequencies for which the radius equaled 
approximately an odd integral number of 
quarter wavelengths, altered by the diode 
loading. The circuit of Fig. 2 is resonant near 
odd-order harmonics, and power at these 
frequencies was coupled out of the cavity 
through the loop. Odd harmonics through 
the seventh have easily been detected from 
a germanium unit having a fundamental 
frequency of 2.7 kmc. Low-order harmonics 
of much higher fundamental frequencies 

* Received by the IRE. July 14,1960. 
H. S. Sommers, Jr., "Tunnel diodes as high fre-

quency devices." Puoc. IRE, vol. 47, pp. 1201-1206; 
July, 1959. 

R. F. Rutz, "A 3000-mc luniped parameter oscil-
lator using an Esaki negative-resistance diode," BM 
J. Res. 6' Dev.. vol. 3. pp. 372-374; October. 1959. 

R. N. Hall. "Tunnel diodes," IRE TRANS. 
ON ELECTRON DEVICES, vol. ED- 7, pp. 1-9; January, 
1960. 

4 R. L. Batdorf. G. C. Dacey, R. L. Wallace, and 
D. J. Walsh, "1,,aki diode in InSb," J. A ppl. Phys. vol. 
31, pp. 613-614; March, 1960. 

.1. K. Pulfer, "Voltage tuning in tunnel diode os-
cillators," PROC. IR l. vol. 48, p. 1155; June. 1960. 
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Fig. 1—(a) Current-voltage characteristic of a gal-
lium-arsenide Esaki diode oscillating at 6 kmc in a 
cavity. (b) Detected power output from the cavity 
oscillator. The sharp dips are absorptions from a 
wavemeter set to 6082 me. 

Fig. 2—Section oi a cavity oscillator. 

were easily attained with galbuin arsenide 
diodes. 

Oscillations can occur in higher order 
cavity modes. Gallium arsenide units have 
oscillated at fundamental frequencies which 
were three times the resonant frequency of 
the dominant cavity mode. In contrast, 
germanium units could be made to oscillate 
only in the lowest-order mode. 

Fundamental oscillation in a higher-or-
der cavity mode can be confused with a 
harmonic of an oscillation in the lowest-or-

der mode, since adjustments in the coupling 
loop and external loading can shift opera-
tion from one mode to the other. A fern-
magnetic resonance phenomenon was em-
ployed to differentiate between these possi-
bilities. A small yttrium iron garnet sphere 
was placed within the cavity diametrically 
opposite the coupling loop, and was biased 
with an external magnetic field along the 
axis of the cavity. With fields near resonance 
at either a fundamental or a low-order har-
monic present within the cavity, the output 
was altered drastically in power and fre-
quency. Thus. the fundamental frequency 
of oscillation could be inferred from the 
magnetic field and the known relationship 
between magnetic field and frequency for 
the sphere. 

Waveguide circuits consisted of gallium-
arsenide diodes mounted directly across the 
center of relatively low impedance wave-
guide, with a movable piston ill one end of 
the waveguide. Oscillations were readily 
obtained with the other end of the wave-
guide feeding directly into a detector, or 
into an isolator or attenuator. The funda-
mental frequencies were often three or four 
times the waveguide cutoff frequencies. 

The circuit operation of Esaki diodes 
may be classified somewhat arbitrarily as 
either weakly or strongly oscillating. The 
static characteristics of both kinds of opera-
tion show an s-shaped oscillatory region 
which, for weakly oscillating circuits, is less 
pronounced and extends over a smaller bias 
range than for strong oscillators. Funda-
mental microwave power has been observed 
at frequencies from 14.5 to 39.9 kmc in vari-
ous weakly oscillating circuits, using diodes 
having peak currents in the 300-700-
pamp range. The maximum power measured 
was 3.5 Air in the 17-25-kmc region, falling 
off to about 0.2 pw at 37 kmc. Movement of 
the piston behind the diode could be used to 
tune the frequency of a given circuit 300 
to 500 mc, or to suppress the oscillation. 
Diodes having peak currents from 1 to 3 ma 
oscillated more strongly in the same circuits, 
and the oscillations were less readily con-
trolled by the piston. Fundamental fre-
quencies of high-current diode oscillators 
were, in general, not as high as those for 
lower-current units operating in the same 
circuits. The maximum fundamental power 
observed with strongly oscillating circuits 
was 50 nu' at 16.7 kmc. Appreciable har-
monic output was observed at frequencies 
to 62.7 kmc, where the SNR of the de-
tected output displayed on an oscilloscope 
was as high as 20:1. 

Because both the negative resistance 
and capacitance of a diode varies with volt-
age, the frequency of oscillation depends 
somewhat upon bias, and the voltage tuning 
range may be as much as several per cent of 
the center frequency. As the bias voltage is 
increased, the frequency of weakly oscil-
lating circuits decreases monotonically. For 
large amplitudes of oscillation, however, 
the frequency may go through a minimum 
or maximum or both. Fig. 1(b) shows the 
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detected power output of the diode of Fig. 
1(a) and is an example of a strongly oscil-
lating circuit. The two sharp dips in power 
are absorptions by a wavemeter at 6082 mc. 
The peak power output was 44 microwatts 
with an efficiency of 15 per cent. 

Very strongly oscillating circuits are 
much more complicated in behavior, and 
are characteristic of high peak-current 
units. Deviations from the non-oscillating 
characteristic curves are no longer s-shaped, 
but show multiple breaks which are ac-
companied by a power output very different 
in shape from a parabola. The frequency 
behavior is far from simple, and the har-
monic content is strong enough to give 
sizable power output well into the milli-
meter wavelength region. 

We found the performance of gallium-
arsenide diodes to be superior at high fre-
quencies to that of diodes made from the 
most highly doped germanium available to 
us. Gallium-arsenide diodes loaded a cavity 
resonant at 4 kmc almost imperceptibly, 
but the best germanium units in the same 
circuit oscillated barely in excess of 2.8 
kmc. The higher fundamental frequencies 
and harmonics have been obtained with 
gallium-arsenide units. It appears that these 
gallium-arsenide diodes have a lower barrier 
capacitance than germanium units of the 
same negative resistance, and show promise 
for application in amplifiers and oscillators 
well into the millimeter wavelength regions. 

Although the circuits employed here are 
probably far from optimum, high-frequency 
microwave power sufficient for certain ap-
plications has been generated at relatively 
high efficiencies with Esaki diodes. Power 
as low as 50 law can be used, if necessary, 
for a local oscillator in heterodyne detec-
tion, and even less power will suffice for 
simple microwave measurements. As an il-
lustration, Fig. 3 shows an oscilloscope dis-
play of the detected output of a frequency 
swept Esaki diode oscillator in waveguide 
having a peak power of about 0.2 Mw; the 
absorption dip at 36.85 kmc is the fern-
magnetic resonance curve of an yttrium 
iron garnet sphere. 

MICROWATT 

Fig. 3—Detected output of a frequency swept Esaki 
diode oscillator in waveguide. The peak power was 
about 0.2 5w. The absorption dip is the ferrimag-
netic resonance curve of a VIG sphere at 36.85 
kmc, and the frequency range covered was 120 mc. 

We should like to thank W. M. Sharp-
less for helpful discussions. 

R. TRAMBARULD 
C. A. Bututtis 

Bell Telephone Labs. 
Holmdel, N. J. 

The Emitter Diffusion Capacitance 
of Drift Transistors* 

The emitter diffusion capacitance of drift 
transistors with exponential impurity dis-
tributions was calculated by Kromer' for 
high built-in fields as: 

OE W2 1 
CDR = (1) 

kT De 
where: 

h = emitter current, 
kTlq = thermal voltage, 

W = base width, 

D = diffusion constant minority 

carriers (holes), 

q 
n = — Et,W 

kT 

= ln (impurity conc. at the emitter\ , 
impurity conc. at W 

E8 = built-in field. 

of 

For convenience, p-n-p transistors are con-
sidered. 

Eq. ( 1) was obtained by solving the input 
admittance, yll, for low frequencies and high 
n. In an attempt to calculate the diffusion 
capacitance in the common base configura-
tion 

dû 
CDE 

dVE 
(2) 

we shall use the integrated hole concentra-
tion as the stored charge Q. The hole dis-
tribution may be obtained from the expres-
sion for the hole current density: 

dP 
qi.tEt,P — qD — (3) 

dx 

where i=niobility of holes, P =the hole 
concentration. 

The solution of (3) leads to: 

JW 1 — exp [— n (1 — 

P — 
qD 

1 — exp[— 71(1-

- Po  (4) 
17 

where PE() is the concentration of holes at 
the emitter in the diffusion transistor. The 
total stored charge is obtained as: 

W2 
Q = qA f Pdx ,72 — (5) 

o D 

Using this charge in (2) ( neglecting the 
equilibrium concentration and volume 
recombination), and considering that 
dIe/dVe=q1e/kT is independent of n, we 
obtain: 

q/E W2 n — 1 ± e--2 
CD D = ---- • 

kT n2 
(6) 

Eq. (6) gives the correct results for the 
diffusion transistor (p =0): 

* Received by the IRE. July 5, 1960. 
1 H. Kromer, "The Drift Transistor»; Transis-

tors I, RCA Labs., Princeton, N. J.; 1956. 

CDE (diffusion) = —W2 • (7) 
kT 2D 

However, for large built-in fields (large 
n), (6) results in a 1/n dependence instead of 
the 1/n2 dependence obtained from yn, i.e., 
(1). 

The discrepancy between the diffusion 
capacitance derived from the total stored 
charge, (6), and the diffusion capacitance 
derived from the emitter admittance, (1), 
is resolved by multiplying the emitter cur-
rent in (6) by a factor P. The factor equals 
the ratio of the diffusion current by holes 
averaged over the base layer divided by the 
total hole current, i.e., 

— ./F;  (average diffusion) 
r • 

IR (total) 

The average diffusion current over the base 
region is qADPe/W, and the total current 
may be obtained from (3). 1` may then be 
written as: 

PE/IV PE  r   (8) 

nPE/HT + (— P')x-0 PPE+ PEoe-1  

where P'(x=0) has been substituted from 
(4), and PE is the concentration of holes at 
the emitter for any n. From (4) we may 
write: 

PE = PEO 

Setting (9) into (8): 

_ e--, 
(9) 

1 —  
r (10) 

The necessity of multiplying by this factor 
can be interpreted by saying that only the 
diffusion current of holes contributes to the 
diffusion capacitance. In other words, only 
the stored charges carried by diffusion can 
be reclaimed by the emitter lead. This may 
also be seen if we write the input admittance 

(  ah\ a = — (drift current (x = 0) 
(117Ei 

diffusion current (x = 0)). 

Since the drift term depends only on the 
emitter boundary of the base region, the 
term will remain real and will not contribute 
to the diffusion capacitance. 

The emitter diffusion capacitance in the 
common base configuration, Cox, is there-
fore l'Co, or 

CDE — q.la W2  — 1 -F e-2 1 — e-2) 
(11) 

kT D n2 

For n=0 this expression returns to the dif-
fusion transistor case in (7). For large n it 
gives the correct 1/n2 dependence. Fig. 1 
shows the variance of the factor in paren-
theses with n. 

Measurement of the diffusion capaci-
tance supplies information about the built-in 

'field of a drift transistor. Such a measure-
ment is difficult in the common base con-
figuration due to the small parallel re-
sistance eekTigIE. In the common emitter 
configuration, however, the ohmic part is 
approximately etokr/q/E: where j:io is the 
common emitter current amplification fac-
tor. Such a basic measuring circuit is shown 
in Fig. 2. In the case of diffusion transistors, 
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Fig. 1—The factor appearing in the emitter diffusion 
capacitance. Kriimer's approximation by lie is 
also shown. 

3 350 50_ 

Fig. 2—Circuit for measurement 01 the diffusion 
capacitance in common emitter. Bridge provides 
the bias path for the base. 

the capacitance measured in this manner is 
CDR. However, for drift transistors it will 
differ. 

From four-pole theory, the input admit-
tance in common emitter, yuE, is: 

YllE =  yits-1-yea-1-3,2184-y22se-, YIIR±Y2III• (12) 

yun and y22/3 can be neglected, since they are 
much smaller than ynn and yule From (12) 
one can write: 

3.11Ei = YDDi Y2Illi (13) 

where the subscript i refers to the imaginary 
parts. Considering that 

inn aYtiB (14) 

where a is the current transport factor, 

YU& = aiYD13, — yam«, (15) 

where the subscript refers to the real part. 
Since a, se 1 for low frequencies, combining 
(13) and (15): 

ql E 
YllEi = aiY1111r = ai — • 

kT 
(16) 

For low frequencies, the measured input 
capacitance in common emitter is then: 

exi qIE 
C,,, = — — • (17) 

w kT 

PROCEEDINGS OF THE IRE 

lo. 
0 2 3 4 5 6 7 8 9 10 

Fig. 3—The factor appearing in the measured capac-
itance. A 1/n approximation is also shown. 
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Fig. 4—Measured input capacitance for a p-n-p drift 
transistor for two collector voltages. The measured 
points are indicated by dots and the calculated 
slopes are drawn through them. CE is the depletion 
layer capacitance. 

Therefore, the capacitance which is 
measured is the imaginary part of the trans-
port factor and not CDE. By computing the 
imaginary part of the transport factor2 for 
low frequencies and fitting an analytical ex-
pression to the result, we obtain 

oti D n- 1-1-

w 1172 n2 
(18) 

Therefore, 

ql E 1412 (77 — 1+ e-'\ 
(19) 

kT D n2 / 

2 D. Thomas and J. Moll. "Junction transistor 
short-circuit current gain and phase determination." 
PROC. IRE, vol. 46. pp. 1177-1184; June, 1958. 
(L=xe.) 

October 

Fig. 3 shows the [actor in parentheses as 
a function of 17. It also shows points com-
puted from the full analytical expression 
for the alpha transfer function, [left-hand 
side of ( 18)1, and a crude approximation by 
the factor 1/n. 

The capacitance measured in the com-
mon emitter configuration is the same as 
calculated for CD in (6). This is expected if 
we consider that the emitter and collector 
leads are strapped together for ac in the 
common emitter configuration. In this case, 
for the 8 VE change the total 8Q (drift and 
diffusion components), can be reclaimed by 
the input terminals. Therefore C,,, = 

In the case of the diffusion transistor 
Cog, but for drift transistors C„, is 

larger than CDE by the factor n/(1—e-g). 
Fig. 4 shows the measured capacitance, 

C„„ for the p-n-p drift transistor with an 
impurity distribution closely resembling 

N = No exp — '1) (20) 
so 

with eco-0.43 a. The slopes expected from 
(19) agree with the measured values and 
justify the equation for C„,. 

The authors are grateful for the advice of 
Dr. Kurt Lehovec of the Sprague Electric 
Company. 

J. LINDMAYER 
C. W RIGLEY 

Sprague Electric Co. 
North Adams, Mass. 

Bomb-Excited " Whistlers"* 

Theoretical and experimental studies of 
"whistler" or "magneto-ionic" modes, which 
allow the propagation of low-frequency 
electromagnetic waves through the iono-
sphere, have shown that these nodes can 
be excited by lightning strokes' or by low-
frequency radio transinitters.2 In this note, 
we wish, first, to point out that these modes 
can also be excited by nuclear explosions, 
and second, to discuss some of the charac-
teristics of the signals to be expected. 

The information we require, relating to 
the electromagnetic characteristics of whis-
tlers and of nuclear explosions, is all avail-
able in the unclassified literature.'-4 The 
pertinent facts fall into two groups which 
describe the electromagnetic properties as-
sociated with the whistler modes and nuclear 
explosions, respectively. 

Regarding the whistlers, it is known" 
that the propagation of electromagnetic 
waves through the ionosphere is qualita-
tively changed by the presence of the earth's 
magnetic field. If the earth's field were ab-

* Received by the IRE, May 31,1960. 
1 R. O. Storey. "An investigation of whistling 

atmospherics." Phil. Trans. Roy. Soc. (London) A, vol. 
246. pp. 113-141; July. 1953. 

2 R. A. Helliwell and E. Gehrels, "Observations of 
magneto-ionic duct propagation using snan-made 
signals of very low frequency," PROC. IRE. vol. 46, 
pp. 785-787; April, 1958. 

a J. C. Mark, "The detection of nuclrar explo-
sions," Nucleonics, vol. 17, pp. 64-73; August, 1959. 
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sent, electromagnetic waves of frequency 
lower than the plasma frequency would be 
totally reflected by the ionosphere. How-
ever, the earth's magnetic field introduces 
an anisotropy into an otherwise isotropic 
medium. This anisotropy has the effect of 
permitting the wave belonging to the extra-
ordinary mode to penetrate the ionosphere, 
if the frequency is less than the gyrofre-
quency of the region. However, not all low-
frequency waves are transmitted, but only 
those pulses, or wave-packets, that corre-
spond to rays traveling at angles less than 
about 20° with the direction of the magnetic 
field. As a result, the low-frequency com-
ponents of the wave-packet radiated by an 
impulsive disturbance move in a direction 
(the ray direction) that lies fairly close to 
the direction of a line of force of the earth's 
magnetic field. 

The lateral spreading of the whistler 
mode structure is small; as a matter of prac-
tical experience, it is found' that lightning 
strokes will produce whistlers only when 
they occur within about 2000 km of the 
point of observation. Attenuation within the 
whistler mode is also small; measurements 
of the relation between the direct (ground-
wave) signal produced by a radio transmitter 
and the signal produced by excitation of a 
whistler mode2 have shown that propagation 
by the whistler mode is down only about 10 
to 30 db from the direct signal. The signal 
received by the whistler mode is delayed 
about 1 second, since it propagates along 
a line of force of the earth's magnetic field. 
Finally, since the line of force passes much 
of the way through a dispersive medium, the 
original sharp pulse becomes diffuse, the 
component of frequency f arriving at a 
time proportional tof-2/2. 

Turning now to nuclear explosions, ac-
cording to a recent account,' electromagnetic 
field strengths of tens of mv per meter have 
been recorded thousands of km from the 
burst point of a 1-kiloton bomb. The signal 
produced varies as the logarithm of the 
yield. At large distances, it is composed of 
low frequencies only, the high frequencies 
attenuating rapidly as the distance from 
the explosion increases. 

Combining these two sets of facts, we 
conclude: 

1) Nuclear explosions in the kiloton 
range can reasonably be expected to 
excite whistler modes. The corre-
sponding electromagnetic signal prop-
agates along a line of force of the 
earth's field, can penetrate the iono-
sphere, and consists of a pulse or 
wave-packet of low-frequency com-
ponents dispersed according to the 
law that the time of arrival goes as 
f-1/2. If the signal is sufficiently 
strong, pulses will be observed, 
caused by reflections of the wave at 
the points where the line of forces 
meets the surface of the earth. The 
successive pulses will be progressively 
more dispersed and their times of 
arrival will obey the integral rela-
tionships observed for whistlers." 

2) The whistler signal produced by a 
nuclear explosion will be localized in 
the neighborhood of the line of force 
along which the signal is propagating. 

The lateral spread about the line of 
force will be about 2000 km. Thus, 
on the surface of the earth, there will 
be two regions of detectability for 
each whistler, one where the line of 
force penetrates the earth near the 
burst point, and another at the conju-
gate point in the other hemisphere. 
The strength of the signal transmitted 
by the whistler mode will be about 
10 to 30 db below the direct signal. 
Roughly, kiloton explosions will pro-
duce signals of hundredths or tenths 
of mv per meter at the conjugate 
point. The signal will be logarithmi-
cally dependent on the yield of the 
bomb. 

3) A spherically symmetric system of 
charges and currents, in a spherically 
symmetric medium, cannot radiate 
electromagnetically because the elec-
tromagnetic field at large distances is 
a transverse, vector field and requires 
a unique direction of polarization to 
be defined, a condition that is incom-
patible with the assumed spherical 
symmetry of the sources and their 
surroundings. If, then, the earth's 
magnetic field is neglected, nuclear 
explosions can be expected to produce 
electromagnetic signals only at the 
top or the bottom of the atmosphere, 
where the properties of the medium 
change rapidly in a mean free path of 
the current-producing radiation emit-
ted by the bomb. The middle region 
of the atmosphere, in particular, con-
stitutes a "dead spot" for the genera-
tion of electromagnetic signals if the 
earth's field is ignored. Thus, we see 
that the anisotropy introduced by the 
earth's magnetic field has two effects. 
First, by impairing the spherical 
symmetry otherwise present in the 
middle atmosphere, it makes possible 
the generation of electromagnetic 
signals in this region, and this may 
explain why the signals observed 
from bursts in this region have not 
been as small as expected ;3 second, 
and more important, the earth's field 
sets up the conditions required for 
the presence of whistler modes, which 
we would expect to be excited by 
bomb bursts at any altitude and on 
either side of the ionosphere, though 
the influence of the Van Allen belts 
on whistlers excited in outer space 
remains to be evaluated. 

4) Finally, we note that because of the 
large natural background in the fre-
quency range characteristic of whis-
tler propagation—tens to hundreds of 
kc—we would not expect these signals 
to be of primary interest in detecting 
nuclear explosions, but we would ex-
pect that they can furnish important 
secondary information regarding ex-
plosions in either the atmosphere or 
in outer space. 

B. A. LIPPMANN 
Lawrence Rad. Lab. 

Livermore, Calif. 
Consultant, Physics Section 

Convair-San Diego 
San Diego, Calif. 

A Ferromagnetic Amplifier Using 
Dielectric Loading* 

Since Suhl's original paper' proposing 
the ferromagnetic parametric amplifier, a 
number of experimental amplifiers have been 
built and tested. Until recently, most of 
these required rather high pumping powers 
compared with parametric amplifiers using 
diodes as variable-reactance elements. Con-
siderable reductions in pumping powers be-
came possible with the use of narrow line-
width materials such as single-crystal 
yttrium iron garnets. Further improvements 
were reported when use was made of the 
larger filling factors achievable by operating 
the amplifier in a modified semistatic mode2 
or in a completely magnetostatic manner.3 

Preliminary experimental work at Syra-
cuse University' indicates that further im-
provement may be possible by the use of 
dielectric-loaded cavities. A rectangular 
cavity of internal dimensions 0.618X0.384 
X0.210 inch was constructed and filled 
completely (except for the yttrium iron 
garnet sample) with Stycast Hy K dielectric, 
of dielectric constant 10. The cavity dimen-
sions were chosen to make the cavity reso-
nant in the TE012 mode at the pump fre-
quency of approximately 9300 megacycles 
per second, and in the TE101 mode at the 
signal frequency of 5900 megacycles per 
second. (See Fig. 1.) The pump mode was 
excited from the end wall of a standard X-
band guide in the X-Z plane of the cavity. 
The signal mode was excited by a probe 
terminating coaxial line in the opposite 
cavity wall. A disc-shaped sample of 0.132 
inch diameter and 0.027 inch thickness was 
cut from a single crystal of yttrium iron 
garnet and located at a position of maximum 
pump and signal fields as shown in Fig. 1. 

Fig. 1. 

* Received by the IRE, July 8, 1960. 
1 H. Suhl, "Theory of the ferromagnetic microwave 

amplifier," J. Appt. Phys., vol. 28, pp. 1225-1236; 
November, 1957. 
O A. D. Berk, L. Kleinman and C. E. Nelson, 

"Modified semistatic ferrite amplifier," 1958 WES-
CON CONVENTION RECORD, pt. 3, pp. 9-12. 

R. T. Denton, "A ferromagnetic amplifier using 
longitudinal pumping," PROC. IRE, vol. 48, pp. 937-
938; May, 1960. 

4 This work is sponsored by the Rome Air Dey. 
Center, under Contract No. AF 30(602)-1627. 



1780 PROCEEDINGS OF THE IRE October 

A dc magnetic field was supplied parallel to 
the RF signal field at the sample. 

Amplification has been observed at dc 
fields of 700 and 1600 oersteds. The first of 
these is the field required for resonance of the 
uniform precessional mode in the sample at 
the idler frequency, i.e., the difference be-
tween pump and signal frequency. The 
higher field value presumably corresponds to 
another magnetostatic mode. Pumping 
powers of a few watts peak were required in 
the first tests, but theoretical estimates indi-
cate that improvement by at least a factor 
of ten should be possible. Most of the dis-
crepancy can be ascribed to a poor quality 
(large line-width) crystal sample. 

The uniform precessional mode was 
identified from observations of the mag-
netostatic mode spectrum of the disk at the 
pump frequency. Tests were made with the 
de field parallel and normal to the disk. In 
each case more than 50 resonances were 
observed as a function of the applied dc 
field. The uniform precessional mode was 
most strongly excited in each case. The dc 
fields required for resonance of the uniform 
mode in each case, the spread of the spec-
trum, and the upper and lower bounds of the 
spectrum were reasonably consistent with 
the values computed from Kittel's formula 
and Walker's analysis' when use was made 
of the normally quoted saturation magneti-
zation (1750 oersteds) and gyromagnetic 
ratio (2.8 megacycles/oersted) of yttrium 
iron garnet and a demagnetization factor of 
0.76 normal to the disk.' 

Based upon the above preliminary re-
sults, it is felt that dielectric loading of the 
cavity may eventually lead to a practical 
low-noise ferromagnetic amplifier. The large 
effective filling factors obtained this way 
should make it possible to reduce pumping 
powers to a small fraction of a watt. 
Furthermore, the small cavity size makes 
possible the use of small-airgap permanent 
magnets in the microwave frequency range 
in which these amplifiers appear to be most 
useful at present. 

HARRY GRUENRERG 
Dept. of Elec. Engrg. 
Syracuse University 

Syracuse, N. Y. 

, L. R. Walker. "Magnetostatic modes in ferro-
magnetic resonance," Phys. Rev., vol. 105, pp. 3440-399; 
January, 1957. 

J. A. Osborne. " Demagnetizing factors of the 
general ellipsoid," Phys. Rev., vol. 67, pp. 351-357; 
June, 1945. 

Low Reverse Leakage Gallium-

Arsenide Diodes* 

Galliuni-arseidde diffused diodes have 
been reported whose operation as high-Q 
variable capacitors and as computer diodes 

* Received by the IRE, July 5, 1960. This work 
was supported by the U. S. Army, Navy and Air 
Force. 

compared favorably with the best commer-
cially available of germanium and silicon.' 
It is the purpose of this note to describe 
high-speed gallium-arsenide diffused diodes 
which, because of their reverse leakage cur-
rents between 10-12 and 5X10" amperes 
and rectification ratios above 1040, have re-
placed vacuum diodes in applications requir-
ing extremely low reverse leakage and/or 
high rectification ratios. 

The current-voltage characteristics of 
two such devices are plotted to semi-log-
arithmic scale in Figs. 1 and 2. At 2 volts the 
rectification ratios for the two diodes are 1.3 
X101° and 2.5 X10". The forward current 
in both devices shows an exp (qv/ 2kT) volt-
age dependence over a relatively large 
range of voltage. If this portion of the char-
acteristic is extrapolated to zero volts, a 
space charge generated saturation current 
of about 2X10-'4 amperes is predicted. If 
one uses the theory of Sah, Noyce, and 
Shockley4 and combines this space charge 
generated saturation current with the diode 
area and diode zero bias capacitance, one 
obtains a value for the carrier lifetime 
(rnorp.)4/2 of the order of 1 X10-9 seconds 
assuming the trap level to be at the Fermi 
level for intrinsic material, Ei. This lifetime 
should be compared with the value of 
of about 6 X10-9 seconds determined from 
hole storage measurements on these diodes.' 

Preliminary measurements have been 
made on the I-V characteristics of these 
devices as a function of ambient and tem-
perature in order to try to understand the 
mechanisms which contribute to the current 
in the diodes. The lowest reverse currents 
have been obtained in dry nitrogen or in 
vacuum. Exposure to dry oxygen increases 
the reverse current by an order of magni-
tude, exposure to wet nitrogen increases it 
by three to four orders of magnitude. The 
original low reverse currents can be restored 
by vacuum baking. The reverse character-
istic of many of the diodes exhibits the shape 
shown in Fig. 2. The current at the higher 
reverse biases ( ,,,7 volts to breakdown volt-
age) increases relatively slowly (by a factor 
of 2 for a 60°C temperature rise) with in-
creasing temperature, while at the lower 
biases the increase is from one to two orders 
of magnitude for the same temperature rise 
and is more closely that expected from the 
increase in the intrinsic carrier concentra-
tion n. The preliminary ambient and tem-
perature measurements which have been 
made give promise that further work may 
lead to even lower reverse currents. 

The above devices and others with simi-
lar I-V characteristics were fabricated using 
vertically-pulled single-crystal gallium-ar-
senide. This material had net impurity densi-

J. Lowen and R. H. Rediker, "Gallium-arsenide 
diffused diodes," J. Electrochem. Soc., vol. 107, pp. 
26-29; January, 1960. 

2J. Ilalpern, J. Lowen and R. H. Rediker, "Galli-
um-Arsenide Diffused Diodes." presented at the 
Fifth Annual Electron Devices Conference, Washing-
ton, D. C.; October 29-30,1959. 

R. I. Walker. F. A. Cunnell, C. H. Gooch and 
J. J. Low, "A gallium arsenide switching diode," 
J. Electronics Control, vol. 7. pp. 268-269; September, 
1959 (published February, 1960). 

4 C. T. Sah, R. N. Noyce and W. Shockley, "Car-
rier generation and recombination in P-ri junctions 
and p-n junction characteristics," PROC. IRE. vol. 42, 
pp. 1228-1243; September. 1957. 
5 R. H. Kingston. "Switching time in junction di-

odes and junction transistors," PROC. IRE, vol. 42, 
pp. 829-834; May, 1954. 
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Fig. 1—Current-voltage characteristic (in vacuum) 
of diode GaAs 56. 
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Fig. 2—Current-voltage characteristic (in vacuum) 
of diode GaAs 63. 

ties ND—NA = 5X10 16 to 2 X10 17 cm-2, room 
temperature mobilities la,--- 3000 to 3800 cm" 
volt-1 sec-' and dislocation densities 5000 
to 20,000 cm-2. Diodes have been made from 
this single crystal material with very high 
yield and excellent reproducibility. The de-
vices were fabricated by diffusing zinc into 
wafers of ( 100) oriented n-type starting ma-
terial to produce a p-type region of depth 
3-6 microns. The difference in breakdown 
voltage between the diodes of Figs. 1 and 2 
is due to different diffusion temperatures and 
hence a shallower gradient in one device 
than in the other. Both devices were made 
from the same starting material. After dif-
fusion the wafers were diced and the dice 
lapped to 3-mils thickness. Ohmic contact 
to the n-type bulk was made by alloying to 
a gold-antimony plated kovar stud. Ohmic 
contact to the p-diffused region was made by 
alloying a 0.002-inch diameter sphere of 90 
per cent Pb and 10 per cent In into this 
region. Leads were attached and the device 
was then etched both to form a mesa defin-
ing the diode area (HNO3, HF, HAc; 2:2:3) 
and to clean up the junction (Mc, H202; 
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Fig. 3—Artist's representation (not to scale) of a 
low-leakage gallium-arsenide diode. 

3:1). An artist's representation of a com-
pleted unit is shown in Fig. 3. 

The authors wish to thank T. J. Rey for 
pointing out important circuit applications 
of these very low leakage diodes and T. M. 
Quist for helping in the design of the cir-
cuitry to measure the very low currents. They 
also wish to thank J. Lowen for helpful dis-
cussions regarding the fabrication of the 
devices and especially for developing the 
etches used, F. M. Sullivan for help in fabri-
cating the diodes, and P. L. Moody for 
supplying us with the single crystal GaAs. 

J. HALPERN 
R. H. REDIKER 

Lincoln Lab. 
Mass. Inst. Tech. 
Lexington, Mass. 

Scattering by a Spherical Satellite* 

In a recent paper,' Vea, Day, and Smith 
discuss the scattering of electromagnetic 
waves by a conducting sphere whose radius 
is large compared to the wavelength. Since 
the purpose of the paper is to provide in-
formation necessary for carrying out im-
minent propagation experiments, it should 
be pointed out that the results obtained by 
these authors are seriously in error. In par-
ticular, they deduce a dipole-type scattering 
pattern for a large sphere, which is at vari-
ance with the well-known result that a large, 
smooth, totally reflecting sphere scatters 
light by reflection isotropically, while the 
diffracted light contributes an intense, nar-
row lobe in the forward direction. The fact 
that the intensity of the reflected radiation 
is independent of direction follows easily 
from geometrical optics, and it can also be 
derived from the rigorous Mie solution of 
the electromagnetic problem, as given, for 
example, by Vea, Day, and Smith's (4) to 
(6). Indeed, it is the isotropic scattering 
characteristic of large spheres that makes 
them such useful standards for monostatic 
as well as bistatic echo area measurements. 

* Received by the IRE. May 26, 1960. 
T. H. Vea, J. B. Day, and R. T. Smith, "The we 

of a passive spherical satellite for communication and 
propagation experiments," Pgoc. IRE, vol. 48, pp. 
620-624; April, 1960. 

In the paper under discussion, a per-
fectly conducting sphere of radius a is il-
luminated by a plane, linearly polarized elec-
tromagnetic wave of wavelength X (X<<a) 
and maximum electric intensity Eo. The in-
cident wave is traveling in the positive 
z-direction (0=0) and is polarized with the 
electric field parallel to the x-axis (0=0). 
This choice of axes corresponds to ( 1) and 
(2) of the paper, although Fig. 1 shows the 
incident wave traveling in the negative z-
direction. In terms of bistatic radar cross 
section, (9) and (17) yield, when a missing 
factor of r2 is supplied in the latter equation, 

g = 47 r a2(1 — sin' 0 cos). 

This formula gives a backscattering cross 
section (echo area) of 4na2, which is four 
times the geometrical cross section and just 
four times too large. A more serious dis-
crepancy is the completely spurious scatter-
ing null which is predicted in the equatorial 
plane at 0 = T/2, 0=0 and o. 
A correct treatment of the problem of 

electromagnetic scattering by a perfectly 
conducting sphere has been given n many 
places, but an unusually thorough discussion 
may be found in a recent book by van de 
Hulst.2 

In the coordinate system introduced 
above, the scattered field at a great distance 
may be written in the form' 

, — iEo = eturt-tkr cos 0S,(0) , 

kr 

= sinI5S1(9)' 

where k = 2r/X, and the amplitude functions 
S1(0) and S2(0) are series of associated 
Legendre functions with coefficients involv-
ing spherical Bessel functions. On the other 
hand, for a sphere large compared to the 
wavelength the functions S1(0) and S2(0) 
may be computed simply by geometrical 
optics,' and turn out to be 

— S1(0) = S2(0) = likae2u-« sin ( 8/2). 

These equations together imply isotropic 
power scattering by the large sphere, with 
a scattering cross section 

o 

independent of direction. 
It has been shown, both analytically and 

by numerical computation, that as ka in-
creases the series expressions for Si(0) and 
S2(0) approach the geometrical optics limit, 
except of course near the forward scattering 
direction 0=0, where the Fraunhofer dif-
fraction pattern is superposed on the part 
of the scattering pattern which is due to re-
flection. At 0=0 the total scattered field has 
a large forward lobe, and in the E-plane 
(0=0 and Cr) there is a pronounced dip at an 
angle which gets closer to 0=0 as a/X in-
creases. The uniform part of the scattered 

2 H. C. van de Hulst, *Light Scattering by Small 
Particles." John Wiley and Sons, Inc., New York, 
N. Y.; 1957. 

3 Van de Hulst, op. cit., pp. 124-125. 
Van de Hulst. op. cit., p. 223. 

field can be approximated by geometrical 
optics, while physical optics will also indi-
cate the dip and the large forward scatter-
ing.° Numerical summation" of the Mie 
series shows these effects developing as the 
value of ka increases. An extensive bibliog-
raphy of calculations which have been made 
using the Mie theory is given by van de 
Hulst. 

The analytical problem of showing that 
the series for S1(0; and S2(0) approach the 
geometrical optics limit as ka — 4  OD (provided 
000) was essentially solved by Debyes 50 
years ago. Vea, Day, and Smith attempted 
to carry out the limiting process from their 
(4) and (6), but they appear to have gone 
astray in replacing the spherical Hankel 
function h„(ka) by the first term of its ex-
pression in powers of 1 /ka, as given by their 
(18). This'approximation breaks down com-
pletely if n and ka are both large and ap-
proximately equal, whereas it is well known 
that important contributions to the sum of 
the Mie series are made by the terms with 
ne.ka. Readers interested in the correct 
analysis will find an account of it in van de 
Hulst, 

As a minor point, we are unable to follow 
the reasoning in Section C of Vea, Day, and 
Smith's appendix, where the equivalent 
gain of the sphere over an isotropic scatterer 
is said to be computed from the pattern 
volume. The volume of a three-dimensional 
radiation pattern, where the radius is pro-
portional either to field strength or to power 
density, has no simple relationship to the 
total radiated power. If the authors are 
trying to compute the gain of the dipole-
type pattern given by (9), this is well known 
to be equal to 3/2. In any case, the dipole 
pattern is irrelevant to the problem at hand. 

In summary, the scattering by a conduct-
ing spherical satellite which is over 20 wave-
lengths in diameter can unquestionably be 
considered isotropic at all aspects of interest 
for passive satellite reflectors. The calculated 
variation is less than 1 db for scattering 
angles greater than 80° if the diameter of the 
sphere is even as large as 20/o wavelengths. 
Furthermore, the choice of polarization will 
have little effect upon the available scattered 
power insofar as the satellite reflection pro-
perties are concerned. 

E. M. KENNAUGH 
Antenna Lab. 

The Ohio State University 
Columbus, O. 
S. P. MORGAN 

Bell Telephone Labs., Inc. 
Murray Hill, N. J. 

H. VEIL 
Radiation Lab. 

Electrical Engineering Dept. 
University of Michigan 

Ann Arbor, Mich. 

K. M. Siegel, H. A. Alperin, R. R. Bonkowski, 
J. W. Crispin. A. L. Moffett, C. E. Schensted, and 
I. V. Schensted, *Bistatic radar cross sections of sur-
faces of revolution," J. Ape. Phys., vol. 26. pp. 297-
305; March, 1955. 

Van de Hulst. op. cit., p. 163. 
7 R. W. P. King and T. T. %Vu, "The Scattering 

and Diffraction of Waves," Harvard University Press, 
Cambridge, Mass., pp. 205-213; 1959. 

P. Debye, "Der Lichtdruck auf Kugeln von 
beliebigem Material," Ann. Phys., Ser. 4, vol. 30, pp. 
57-136; August, *909. 

Van de Hulst, op. cit., pp. 208-214. 
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Scattering Properties of Large 
Spheres* 

If the plane wave E1=Eo.i exp [i(kz-1-‘01) 
illuminates a perfectly conducting sphere of 
radius a, the secondary field at a large dis-
tance from the sphere is, according to geo-
metrical optics, given by 

E, (— cos ad ± sin cbyt;) 
7,40 2r 

• exp [i ( 2ka cos — kr + cot)]. 

In a recent paper, Vea, Day, and Smith' 
have started from the exact solution 

1 2n 1 [ ,,'(ka) 
E. = — L i" --- 

•curl curl kb „(2)(kr)P„I(cos 8) cos 41 

+ -- curl [rh „ (2' (kr)P„'(cos 8) cos 41 

=4,,(x)= 
R.0 

= A„ (2) (X) = 

2 " 

and have arrived at the erroneous result 

E, -77: (— cos cos ofi + sin 44) eL 

•exp [i(ka cos 0 + ka — kr + 

These authors have erred in using the 
asymptotic estimate 

•-•-• i exp [— ix -F in j-], x -= ka 

for all values of n, although it is actually 
valid only for n«ka. The objections to the 
use of this estimate for all values of n has a 
long history. 

Rayleigh' discussed its use in his 1872 
paper on diffraction of sound by a sphere. 
In 1903, MacDonald' made this error in a 
study of diffraction of radio waves around a 
sphere and was immediately criticized by 
both Rayleigh' and Poincaré.6 MacDonald' 
conceded his mistake, and for several years 
the mathematical physicists were unable to 
show that the exact solutions for the diffrac-
tion of waves by spheres and cylinders are 
consistent with geometrical optics when the 
radius greatly exceeds the wavelength. In 
1908, Debye' showed how to obtain an 
asymptotic estimate to the exact solution of 
the cylinder problem which is identical with 

* Received by the IRE, June 21,1960. 
1 T. H. Yea. J. B. Day, and R. T. Smith, "The use 

of a passive spherical satellite for communication and 
propagation experiments," PROC. IRE, vol. 48, pp. 
620-624; April, 1960. 

Lord Rayleigh, Investigation of the disturbance 
produced by a spherical obstacle on the waves of 
sound," Proc. London Math. Soc.. vol. 4, pp. 253-283; 
1872. 
• II. M. Macdonald, "The bending of electric 

waves round a spherical obstacle," Proc. Roy. Soc. 
(London) A. vol. 71, po. 251-258; 1903. 

Lord Rayleigh, "On the bending of waves round 
a spherical obstacle," Proc. Roy. Soc. (London) A, 
vol. 72, pp. 40-41; 1903. ("Scientific Papers," Cam-
bridge University Press, New York, N. Y., vol. 5, pp. 
112-114; 1912.) 

H. Poincaré, "Upon the diffraction of electric 
waves; upon a paper of Macdonald," Proc. Roy. Soc. 
(London) A, vol. 72, pp. 42-52; 1903. 

6 H. M. Macdonald, "The bending of electric 
waves round a conducting obstacle: amended result," 
Prot. Roy. Soc. (London) A, vol. 72, pp. 59-68; 1903. 

7 P. Debye, "The electromagnetic field surround-
ing a cylinder, and the theory of the rainbow," 
Physik Z., vol. 9, pp. 775-778; 1908. 

the result predicted by geometrical optics. 
The exact solution for the sphere problem 
has been shown to lead to the optics result 
by Nicholson,'" Broinwich,'° and White." 

In a report which is now in preparation," 
we will show that the estimates obtained 
from geometrical optics are the leading 
terms in asymptotic expansions of the form 

e• — (ka)2[ 2s---9 + 1] sin 

keit 

• exp F— ikr + 

and therefore cannot be obtained from the 
dielectric result by merely letting ni tend to 
infinity. 

à• E. --. — cos 0 -a- exp [i ( 2ka cos —8 — kr + c,j1)] [ 1 + j —___1 _ _ 7m_____2 _ i...., 2r 2 .n2 

0 
— 

kw .00 2(ka) cos' —e 0 4(kai2 cos' 0 —o 
2 2 

79 sin' —0 -I- 33 sin4 —8 8 -I- 1076 sin' — -I- 1401 sin' —0 -F 210 sin' — 

i -I-

16(ka)4 cos12 —e 
2 2 ± ] 

2 2 2 2 

0 
8(ka)' cos9 — 

2 

2r 

1 — 2 sin' -!- 7 sin21 — 2 sin' -8-- 

cit•E, -- sin 0 eL exp [i ( 2ka cos --8 — kr + cot)] 1 + i 2 -F 
2 2 2  

2(ka) cos' —e 4(ka 2 Coe —e 
2 2 

63 sin' —8 -I- 7 sin' —0 8 — 836 s n2 —8 — 683 sin4 —8 — 84 sin' —0 
2 2 2 2 

+ i + 

8(ka)3 cos9 -1 
2 

Care must be exercised in using these 
asymptotic expansions because they describe 
only the wave reflected from the sphere. The 
wave diffracted around the sphere (some-
times called a creeping wave) is generally 
important if 

It is a curious fact that the introduction 
of the improper asymptotic estimate for 
3-„(2̀ (ka) when studying large perfectly con-
ducting spheres leads to patterns for the 
scattered energy which are identical with 
the Rayleigh scattering patterns for small 
dielectric spheres. If in denotes the index of 
refraction, the Rayleigh scattering law is 

— (— cos 0 cos + sin 44) 

kmo 

• — (ka)2 ---] exp [i(— kr + bin]. 
r m2 + 2 

The corresponding result for Rayleigh scat-
tering by small conducting spheres is 

é • E. (ka)icos 0 -F 4] cos 
k««, 

•exp [— ikr icot] 

J. W. Nicholson, "The scattering of light by a 
large conducting sphere," Proc. London Math. Soc., 
vol. 9, pp. 67-80; 1910. 

1. J. W. Nicholson, "The scattering of light by a 
large conducting sphere (second paper)," Proc. 
London Math. Soc., vol. 11.pp. 277-284; 1912. 

T. Bromwich, "The scattering of plane electric 
waves by spheres," Phil. Trans. Roy. Soc. (London) A, 
vol. 220, pp. 189-206; 1920 

11 F. P. White, "The diffraction of plane electro-
magnetic waves by a perfectly reflecting sphere," 
Proc. Roy. Soc. (London) A, vol. 100, pp. 505-525; 
1922. 

12 N. A. Logan, "General Research in Diffraction 
Theory III. Asymptotic Expansions of Exact Solu-
tions for Diffraction by Cylinders and Spheres," Lock-
heed Missile Systems Div., Sunnyvale, Calif., Tech. 
Rept. No. LMSD 288089, in preparation. 

16(ka)  cos" 
2 

]. 
2  

In view of the above remarks, we must 
conclude that the results of Vea, Day, and 
Smith do not describe the reflection proper-
ties of large conducting spheres and no use-
ful results are contained in their article. 

N. A. LOGAN 
Lockheed Missiles and Space Div. 

Sunnyvale, Calif. 

WWV and WWVH Standard Fre-
quency and Time Transmissions* 

The frequencies of the National Bureau 
of Standards radio stations WWV and 
WWVH are kept in agreement with respect 
to each other and have been maintained as 
constant as possible with respect to an im-
proved United States Frequency Standard 
(USFS) since December 1, 1957. 

The nominal broadcast frequencies 
should, for the purpose of highly accurate 
scientific measurements, or of establishing 
high uniformity among frequencies, or for 
removing unavoidable variations in the 
broadcast frequencies, be corrected to the 
value of the USFS, as indicated in the table 
below. 

The characteristics of the USFS, and 
its relation to time scales such as ET and 
UT2, have been described in a previous is-
sue,' to which the reader is referred for a 
complete discussion. 

* Received by the IRE, August 29.1960. 
I Refer to "United States National Standards of 

Time and Frequency," PROC. IRE, vol. 48, pp. 105-
106; January, 1960. 
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s. 

The WWV and WWVH time signals are 
also kept in agreement with each other. 
Also they are locked to the nominal fre-
quency of the transmissions and conse-
quently may depart continuously from 
UT2. Corrections are determined and pub-
lished by the U. S. Naval Observatory. The 
broadcast signals are maintained in close 
agreement with UT2 by properly offsetting 
the broadcast frequency from the USFS at 
the beginning of each year when necessary. 
This new system was commenced on Jan-
uary 1, 1960. The last time adjustment was 
a retardation adjustment of 0.02 s on 
December 16, 1959. 

WWV FREQUENCY 

WITH RESPECT TO U. S. FREQUENCY 
STANDARD 

1960 
July 

1600 UT 
Parts in 101st 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
ti 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

—147 
—148 
—148 
—148 
—148 
—148 
—149 
—149 
—149 
—149 
—149 
—149 
—149 
—149 
—149 
—149 
—149 
—149 
—149 
—149 
—149 
—148 
—148 
—148 
—148 
—147 
—147 
—147 
—147 
—147 
—147 

t A minus sign indicates that the broadcast fre-
quency was low. 

National Bureau of Standards 
Boulder, Colo. 

Correction to "Direct Reading Noise 
Figure Measuring Device" 

George Bruck, author of the above, 
which appeared on page 1342 of the July, 
1960, issue of PROCEEDINGS, has been ad-
vised of the following by W. \V. Mumford 
of Bell Telephone Laboratories, Whippany, 
N. J. 

In the third column, second to the last 
paragraph, the formula for the noise figure 
appears. The text following this formula 
should read "where Fo is the excess noise 
ratio of the noise source. . . ." 

The excess noise ratio of the noise source 
is the ratio of the excess power of the noise 
source to the thermal power at 290° K. 

• Received by the IRE. August 12. 1960. 

m 2,.2 

[ 

Correction to "Absolutely Stable 
Hybrid Coupled Tunnel Diode 
Amplifier"* 

John J. Sie, author of the above Corre-
spondence, which appeared on page 1321 of 
the July, 1960 issue of PROCEEDINGS, has 
advised the Editor of the following. 

Eq. (2) should read: -I- 

G Giy 
1 7- — -I- B2 

1.70 

521 it =   

1 — 
G G1)2 

-I- B2 
%JO IJO 

In (3), 

and 

+ 2010 I S22 12 
F — I -I-   71 -F   

Go ¡Sul' 

= 

4 

( G G1)2 
1 — — — B 2 

GO GO 

where B is the normalized susceptance of 
the shunt circuit. 

* Received by the IRE, July 25, 1960. 

Some Results on Diode Parametric 
Amplifiers* 

Parametric amplifiers at S and X band 
have been studied at room temperature with 
the following results: 

S Band 

fp 
Gain 

Bandwidth 
Noise Figure =- 

Diode MA450E-R 
Pump Power 

Calculated NF 

X Band 

Il 
f„ 

Gain 
Bandwidth 

Noise Figure = 

Diode MA450H-Rf 
Radar Noise Figure = 

Pump Power 
Calculated NF 

=3 kmc 
=11.9 kmc 
=17 db 
=50 mc 

1.6 db ± 0.2 db 
= 80 kmc 
=10 mw 
=1.74 db, 

-= 9900 mc 
=19,800 mc 
= 20 db 
-= 25 mc 

1.2 db ± 0.5 db 
Double Sideband 

=100 kmc 
4.2 db±0.5 db 

= 120 mw 
1.2 db 

The relationship of Penfield' was used to 
check theoretically these results for single 
sideband operation. The noise figure is 

F = 1 + 
m2w.2 — wog._ 

where 

(4.= Cutoff frequency of the diode 
based on C.,. 

co, = Idler frequency 
m = Modulation ratio = I .5,1 
=Pump frequency component of 
elastance 

Sm.. Maximum varactor elastance 
=(R,-1-R.)1/2„ 

R.= Varactor series resistance 
R. = Real part of the external idler 

terminating impedance. 

For the case under consideration, 

on = 0.2 
= 1. 

I. GOLDSTEIN 

J. ZORZY 

Raytheon Co. 
Missile System Div. 

Bedford, Mass. 
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(3) lu 

Signal Input 

to 

(2) • (2) • 121 • (2) 
Signal Output 

Pump 

Fig. 1—I ) Tuning stub; 2) Varactor; 3) Diplexer; 
/ =0.5 X signal; L =0.7 X signal. 

Attenuation 

1.5 db — 

4.5 db 

Fig. 3. 

10 dh 

Gain 

Signal Oat.— 

2600 Mc freriju-e-Zy 

(21 

1 frequencyl 
2600 2631.5 

Fig. 2. 

— The forward direction 

i
mp ropp,e.r,a:j.tideit:temntent 

/ 
i 

Fig. 4. 

Pimp 

I II) _ 

(2) 

Jasik Tuner 

Fig. 5-1) Diode; 2) Tuning stub. 

Signal In 

'"'Proper transform adjuetment 

\ I , 
1 

S, 1 / 
Improper traneformer adjustment 

11W = 15 tic 2:11 encY 

Fig. 6. 

TABLE I 

Pump 

On 
On 
Off 

Direction Gain 

Input to Output 
Output to Imput 
Input to Output 

10 db 
0 to — 1.5 db 

4.5 db 

Bandwidth 

25 mc 
25 mc 
63 mc 

f0=2600 mc. 
f =5200 mc. 
pump power = 10(1 mw. 
NF=5 db. double-Fideband. 

CASCADING RESULTS 

The basic circuit used in this experiment 
is shown in Fig. S. With adjustment of the 
amplifiers and Jasik tuner, the following data 
were obtained: 

Gain = 10 db, 
BW = 15 mc, 
f,=5200, 
f,-= 2600, 

Pump power =6 mw. 

The coupling between the ampliqer cir-
cuits is shown in Fig. 6. 

In summary, two techniques have been 
experimentally demonstrated to show that 
increased gain bandwidth can be obgained. 

I. GOLDSTEIN 

Raytheon Co. 
Missile Systems Div. 

Bedford, Mass. 

Gain Inconsistencies in Low-Fre-
quency Reactance Parametric Up-
Converters* 

One of the problems that plagues the 
designer of low-frequency up-converter re-
actance parametric amplifiers is the fact that 
the gain of the amplifier is seldom equal to 
the expected value calculated from the ratio 
of the upper sideband frequency to the sig-
nal frequency. 

[7] = [N,][A][No] = 

W. G,* 
= 

I..•  p 

1 

rs 

It 
ES Tc 

° 

[NI] 

 en, 

[Al Vr--'T. Em 

Fig. I. 

T V, 

1;1 I 1  
IA1 ¡Bo 

Fig. 2. 

Let the amplifier have the form as shown 
in Fig. 2. [No] and [No] are coupling net-
works matching the amplifier to the source 
and load. [Nn] and [No] may be represented 
as 

tiM = 

and 

ifv/To o 
O .,/k, 

Natt, 
[No] = I 

I 0 IA/Rh 

where R, and RI, are the transformed source 
and load impedances. We will assume single 
frequency operation such that the capaci-
tances Co at the input and output are tuned 
out by the susceptances jB, and jBo. 

The transfer matrix for the amplifier can 
be written as 

TA T10 I 

T21 T..0 I 

o 1 

VRLR„, 

iN4 .40). I cp I vR,,R, 0 

It is the purpose of this note to offer a 
first-order explanation of this phenomenon 
and suggest ways to improve the perform-
ance of these amplifiers. 

Assume that a lossless parametric diode 
may be represented, in ABCD matrix form, 
by the equivalent circuit as shown in Fig. 1. 

I„ are signal frequency components 
at co„; 

E„„ I„, are upper sideband components at 
co,„; 

itT.C7‘ 
IA I = 

C„ 

o 
C,I 1,/co,„co. 

cp I V7ce,70. 

C„ = Ca!, where CI is the nonlinear term 
in the diode capacitance expansion; 

C= Co+ Civ, and v,= V„e0P is the pump 
voltage. 

• Received by the IRE, April 4. 1960. 

Assuming that R,=RL=R, 

[TI = 

(Open Cp 

o 1  

i„Vtodo.ICol R 

..I.N/0.(0.1Cpi R0 o 

The power gain may be expressed' as 

p„, 4 n 
G„ — =  

P„ E T,10 

Thus 

(I) 

• (2) 

(3) 

c.o„, 
4 — 

co„  
G,, —     (4) 

2 -I- o)„,co„R2 I Cri 2 + 
„, co. R2 I C, 1 2 

II. Seidel and G. Ilermann, "Circuit aspects of 
parametric amplifiers," 1959 IRE WESCON CON-
VENTION RECORD, pt. 2, pp. 83-90. 
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It is seen from (4) that 

CO. 

Gp = = 
tog 

only when 

W.W.R21 Cpi 2 = 1. 

The input admittance at the v., 1, termi-
nals with Co tuned out at the output is found 
from 

I v, 

to be 

4/CA. Cp* 

07„, —Cp 

o 

iv' I C „I R„ 

Viet-

1 

RL 
o 

1  

Vt.> w,„1 R 

o 

1 0 

1 1 

ce,„cu.R2 
Y. = = 

Vo 

o 
(5) 

(6) 

Again, it is noticed that when 

toco,,R2I Cpi 2= 1, 

y. = 1/R 

which is the condition for match at the in-
put. 

It is therefore evident that the term 
to„,to.R21C„1 2 is of major importance in the 
operation of the amplifier. 

At lower frequencies it is not always 
possible to make this term unity. 

As an example, an experimental amplifier 
in our laboratory has the following operating 
parameters: 

F. = 220 mc, 

F,, = 1120 mc, 

= 1340 mc, 

R„ RL = R = 50 ohms. 

The expected vate of gain G,,,.,,= 1340/220 
=6.1. 

To achieve w„,td,R2IC,1 2=1 would re-
quire that I C,,I = 5.84 petf. 

An input admittance measurement 
yielded a measured value of Cp = 1.85 /Id 
giving co„,to.R2I Cpl 2=0.1. The calculated 
value of the gain was then 2.02. The meas-
ured gain was 1.97, which is in very close 
agreement with the calculated value. Other 
diodes were tested and again very close 
agreement was found. 

Three possible remedies are suggested: 

1) Obtain diodes with the proper value 
of IG I to make w,,,co„R21 GI 2 = 1 . 

2) Design amplifiers using that value of 
R necessary to make to„,td„R2I C„ 2=1. 

3) Operate at a pump-to-signal fre-
quency ratio that makes co„,to,R21C,,, 
=1. 
That is, 

or 

top 
co. 

We(Wp Wa21 Cpi 2 = 

[(R I w.)2 

This pump-to-signal frequency ratio is 
not always practical, as in the case of our 
experimental amplifier where 

cup 
— = 60.3. 
We opt 

It is hoped that the above discussion may 
be of some help to the designers of low-fre-
quency parametric up-converters. The au-
thors wish to acknowledge gratefully the help 
of M. Subramanian who did the experiments 
necessary to verify these results. We also 
wish to thank the Magnavox Company for 
their support in this work. 

A. K. KAmAL 
A. J. HOLUB 

Millimeter Wave Res. Lab. 
Dept. of Elec. Engrg. 

Purdue University 
Lafayette, Ind. 

Parametric Amplification 
Properties in Transistors* 

A new mode of operation for high-fre-
quency transistors with special input char-
acteristics has been discovered, whereby 
useful conversion gain can be obtained be-
yond the normal frequency cutoff of the 
unit. Transistor development has made it 
clear' that shrinking the geometry in tran-
sistors to reduce the junction capacitances 
helps to improve the performance at high 
frequencies at the sacrifice of power handling 
capabilities. The parametric amplifier-tran-
sistor can be made with larger dimensions for 
a given frequency of operation than a con-
ventional high-frequency transistor and, 
therefore, has a much higher power handling 
capability. 

Commercially available high-frequency 
transistors offer a maximum frequency of os-
cillation around 1 kmc (2N700, 2N502). 
These can yield a power gain of about 6.2 db 
at 450 mc. In the new mode of operation, 
Hughes experimental germanium transistors 
(GXG4 Model II) measured 72 db conver-
sion gain (from input to IF) at 450 mc with a 
signal-to-noise ratio of 21 db at a bandwidth 
of approximately 20 kc and at an input sig-
nal level of 1 ;ay. The maximum frequency of 
oscillation for these units was 600 mc. Other 
measurements have shown a gain of 50 db 
at a bandwidth of 750 kc. In an up-conver-
sion mode, gain can be produced at harmon-
ics of the fundamental frequency of oscilla-
tion. The emitter cutoff frequency of 2.4 
kmc at a zero bias capacitance of 2 ttitf lim-
ited the operation at harmonics above these 
values. The transistors are with reason, 
therefore, called "parametric-amplifying" or 
"variable reactance" devices. 

The new circuit, in which the reported 
performance data were taken, is given in 

* Received by the IRE, May 2.1960. 
R. E. Davis. C. H. Rittman, and R. J. Gnae-

dinger, "Microwave Germanium Transistors." pre-
•wnted at the Fifth Annual Electron Devices Con-
ference, Washington. D. C. October 29-30. 1959. 

Fig. 1. A novel oscillator with an auto-
transformer serves as the "pump" oscillator 
and its frequency is determined by a high Q 
tank circuit LzCi, with a butterfly arrange-
ment. A negative resistance arises from a 
capacitive reactance which is reflected 
through the autotransformer from the out-
put back into the input under oscillatory 
conditions. An additional deviation from 
the regular oscillator circuit is an induct-
ance L8 placed in the input loop, which will 
react with the negative resistance. The 
amount of feedback, which also determines 
the negative resistance, can be adjusted by 
aid of the feedback capacitance CF. The 
variable reactance properties necessary for 
parametric amplification performance are 
especially designed into Hughes experi-
mental germanium mesa transistors (GXG4 
Model II) and are sometimes present in 
commercially existing high-frequency tran-
sistors, e.g. Mesa 2N700, MADT 2N502. 
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Fig. 1—Circuit arrangement for the variable reactance 
transistor oscillator-amplifier circuit. Conversion 
gain is measured at a frequency of 2 mc. 

The complex input impedance measure-
ment establishes the variable reactance 
characteristics inherent to these transistors. 
For a Hughes GXG4 transistor, the complex 
input impedance his is given as a function of 
frequency for two emitter current levels in 
Figs. 2(a) and 2(b). This measurement offers 
a possible method of obtaining frequency 
cutoff characteristics of transistors, since 
the a-current generator, which is also com-
plex, is implicitly contained in hib. In our 
work the a-current generator has been re-
placed by the relation 

ao exp ( —finf/ JO 
—  

1 + i(fec) 
where 

as low-frequency a transistor, 
= frequency variable, 

f, = frequency cutoff of transistor, 
nt =a constant of the phase vector,which 

is 0.21 for a diffusion transistor, but 
greater than 0.21 for drift transistors. 
(The Hughes GXG4 unit has m=0.6.) 

The complex plot of current gain (a) is re-
flected in the curves for the complex he be-
havior, Fig. 2. The point of interest in Fig. 
2(a) is at the frequency1= 350 mc where lt,o 
is imaginary and equal to —j25 ohms, and 
in Fig. 2(b) is equal to -I-j36 ohms at the 
same frequency. The difference in the two 
representations is that the two values are 
taken at the same frequency, but at differ-
ent current levels, and it is obvious that the 
input impedance must pass the real axis 
within that particular current interval. 
Graphically, Fig. 3 illustrates the impedance 
vs emitter current relation and reveals a 
variable reactance around the point where 
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(a) 

(b) 

Fig. 2—(a) Complex input impedance hd, measure-
ment with frequency as variable for a Hughes 
GXG4 transistor. Bias condition: emitter current 
=I ma. collector voltage V = —9 v.(b) Complex 

input impedance ha, measurement as for (a) but at 
/. =3 ma. 
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Fig. 3—Plot of imaginary part of the input impedance 
ha, vs emitter current at a fixed frequency, e.g. 
350 mc. 

the current is 2 ma. Furthermore, it is con-
clusive that, for a particular frequency, the 
input impedance of a certain transistor can 
be made real for a specific current. Accom-
plishing this is referred to as current tuning. 
Considering the dc bias arrangement in 
Fig. 1, the current tuning for a fixed oscillat-
ing frequency fr, can be performed by ad-
justing RI. The effectiveness of this pro-
cedure can be seen in Fig. 4(a), where con-
version gain is plotted as a function of emit-
ter current. To meet the condition of tuning 
requires continuation of oscillation. This is 
not easily met in all existing high-frequency 
transistors, but can be designed into the 
device. The amount of feedback can be ad-
justed at will and one can obtain stable 
gains for desirable settings by avoiding dis-
turbance of current tuning, and matching 
conditions for Ls. 

The excellent gain performance is due 
not only to variable reactance behavior of 
the input impedance, but also to the feed-
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Fig. 4—(a) Conversion gain, measured in circuit of 
Fig. I for a GXG4 transistor vs emitter current at 
collector voltage of f = —9 v. (b) Signal-to-noise 
ratio of the same transistor under the test condi-
tions of a versus current at a bandwidth of approxi-
mately 20 kc. 
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Fig. 5—Conversion gain vs frequency with and with-
, out feedback, including signal frequencies in multi-
ples of the oscillator frequency. e.g. harmonics. 

back amplifier properties2 of the circuit, 
even under oscillatory conditions. These ad-
vantages are evidenced from results pre-
sented in Figs. 4(a), 4(b)and Fig. 5 and they 
are 

1) increase in frequency gain bandwidth. 
2) noise reduction, 
3) reduction in the influence of transis-

tor parameter variations upon gain, 
which increases stability since now 
external circuitry elements determine 
the performance. 

The coordination of circuit development and 
device design produced maximum conver-
sion gains of the fundamental frequency of 
operation of 90 db with a signal-to-noise 
ratio of 30 db. The best performance at har-
monics of the fundamental oscillation fre-
quency occurred at 1.4 kmc with 14 db con-
version gain and a signal-to-noise ratio of 7 
db at a bandwidth of 150 kc. The true noise 

2 R. I. Shea, "Princirdes of Transistor Circuits," 
John Wiley and Sons, Inc., New York, N. V. 1953. 

performance during this measurement re-
veals a noise figure of 2-3 db above ambient. 
The measurements at multiples of the funda-
mental oscillation frequency are given in 
Fig. 5. From the maximum frequency of os-
cillation for that particular transistor, only 
5 db gain can be predicted at 3.50 mc. With 
feedback operation and current tuning in the 
new mode, the conversion gain was 66 db. 
Without feedback we assumed the 6 db per 
octave slope. The slope or falloff of gain with 
applied feedback vs frequency is not under-
stood at the present writing and extrapola-
tions of the measurements to produce ulti-
mate performances are subject to specula-
tion. However, it is reasonable to believe 
that the emitter cutoff frequency alone in 
present devices will limit the performance to 
frequencies of the order of approximately 2.4 
kmc. In regard to performance it may be 
said that under present circumstances the 
matching conditions in the test circuits are 
not perfected and proper transistor designs 
are not fully explored so that the possibili-
ties of extending the useful frequency range 
in transistors into the microwave region of 
5-10 kmc is most likely in the near future. 

Although the theoretical development is 
not yet completed, enough quantitative ex-
perimental evidence has been presented to 
manifest the existence of a parametric-am-
plifier transistor. The up-conversion mode of 
operation has been verified experimentally 
and a detailed analysis of the nonlinear ele-
ments which produce the conversion gain 
has been initiated in regard to harmonic 
power generation. The results will be pub-
lished as soon as the work is completed. 

The authors are indebted to both man-
agements and are especially grateful to Dr. 
R. A. Gudmundsen and G. M. Lebedeff for 
their valuable time devoted to discussions 
on this matter. 

R. ZULEEG 
Hughes Aircraft Co. 
Semiconductor Div. 

Newport Beach, Calif. 
V. W. VODICKA 

Lenkurt Electric Company, Inc. 
General Telephone and 

Electronics Corp 
San Carlos, Calif 

The Electron Content and 

Distribution in the 

Ionosphere* 

ln a recent letter,' results were given of 
electron content measurements determined 
from the Faraday rotation rate of transmis-
sions from the satellite 195882. From this 
data and estimates of the electron content 
below the maximum of the F2 layer, the ratio 
of the number of electrons above the F2 
maximum to that below was estimated. 

• Received by the IRE, April 22, 1960. 
I T. G. Hame and W. D. Stuart, "The electron 

content and distribution in the ionosphere." PROC. 
IRE, vol. 48, pp. 364; March, 1960. 
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More exact data' have since been received 
concerning the electron content below the 
F2 maximum and indicates that the esti-
mated nighttime value of the electron dis-
tribution ratio was too low. Fig. 1 shows the 
electron content to the satellite height, the 
electron content below the F2 maximum and 
the electron distribution ratio during the 
pre-dawn period for May 4-11, 1959. The 
distribution ratio is between 3.1 and 4.7, 
which is consistent with the results given by 
Bauer, Daniels' and Evans." The electron 
distribution ratio during the daytime has 
also been determined for the period March 
4 to April 20, 1959. Excluding measure-
ments during periods of high geomagnetic 
activity, a mean value of 2.3 was obtained. 
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To illustrate the variations in observed 
electron content measurements, the elec-
tron content is plotted in Fig. 2(a) as a 
function of increasing date and local time 
for the period March 21 to April 13, 1959. 
If this data is compared with the N...F2 
values' shown in Fig. 2(b) it is found that 
similar variations occur. Relating these ob-
servations to the geomagnetic and solar 
activity shown in Fig. 2(c), it is found that 
two of the major deviations in electron con-
tent are accounted for by the magnetic 
storms occurring on March 26-30 and April 
9-10. However, the low value of electron 
content and N...F2 observed on April 3 
does not appear to correlate with any un-
usual geomagnetic activity. 
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Fig. 1— Electron content, electron content below 
h.,..F2 and electron distribution ratio during the 
pre-dawn period. 
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Fig. 2—Correlation of electron content and /17.,aFs with solar and magnetic activity. (a) Electron 
content. (b) N..s.Fs electron density. (c) Daily sum K-indices and solar flares. 

= " Electron Integral to Soundings Research, 
Sun-Earth Relationships Section. Radio Propagation 
Physics Div.. Nat'l. Bur. Standards, Boulder, Colo. 
(Private communication.) 

S. J. Bauer and F. B. Daniels, " Ionospheric pa-
rameters deduced from the Faraday rotation of lunar 
radio reflections." J. Geophys. Res. vol. 60, p. 439; 
1958. 

4 J. V. Evans, "The measurement of the electron 
content of the ionosphere by the lunar radio echo 
method," Proc. Phys. Soc. (London). vol. 69. pp. 963; 
1956. 

6 J. V. Evans, "The electron content of the iono-
sphere," J. ¡limos. Terr. Phys., vol. 11. p. 259; 1957. 

T. G. HAME 
W. D. STUART 
Antenna Lab. 

Dept. of Elec. Engrg. 
Ohio State University 

Columbus Ohio 

6 "Detailed Values of Ionospheric Characteristics 
and F-plots for Washington," Central Radio Propaga-
tion Lab., Nat'l. Bur. Standards, Boulder, Colo.; 
March and April, 1959. 

Maximum Avalanche Multiplication 
in p-n Junctions* 

It has been shown that the rate of build-
up of current in avalanche devices (ava-
lanche transistors, 4-layer diodes, etc.) de-
pends upon the value of the multiplication 
factor in the junctions exhibiting avalanche 
multiplication." To obtain a rapid build-up 
of current, it is necessary to bias the junction 
so that M is as large as possible, where 

M = 1/[1 — (V/Vs)q, 

V the reverse voltage across the junc-
tion, 

V8 the breakdown voltage, 
n a number (approximately 3) depend-

ing upon the type of material and 
the impurity concentration.' 

It is therefore important to know wheth-
er there is a limit to the value of M which 
can be obtained in a practical situation, and 
what bias conditions are necessary to obtain 
the maximum M. 

The purpose of this note is to obtain, 
from thermal considerations alone,' the 
following: 

1) Mmss, the maximum value of M that 
can be realized for a given p-n junc-
tion, and 

2) /op., the bias current which should be 
used to obtain M.... 

The results of the analysis show that 

1) at a given ambient temperature /opt 
varies inversely with the breakdown 
voltage V8, and 

2) M..,, is proportional to the ratio of 
optimum bias current to thermally 
generated current with the junction 
temperature equal to the ambient 
temperature. 

For example, a germanium junction with a 
breakdown voltage of 42 volts, a thermally 
generated current of 5 microamperes at the 
ambient temperature, and a temperature 
coefficient of 0.5 X103 degrees C/watt, has 
Ms.. of approximately 40 and /opt of ap-
proximately 0.54 ma. 
A simplified biasing scheme is shown in 

Fig. 1. In this case, the p-n junction might 
be the collector junction of an avalanche 
transistor in a pulse circuit. The reverse bias 
current is considered to be the result, in the 
junction, of the avalanche multiplication of 
thermally generated carrier pairs. Thus, 
M= ///„, where I. is the thermally gen-
erated current. Qualitatively, the following 

* Received by the IRE. February 23, 1960; re 
vised manuscript received, April 13, 1960. 

This work was done at Stanford Electronics Labs., 
Stanford, Calif.. under Contract Nonr 225(24), NR 
373 360. 

W. Shockley and J. Gibbons, "Current build-up 
in semiconductor devices," PROC. IRE. vol. 46, pp. 
1947-1949: December. 1958. 

= W. Shockley and J. Gibbons, "Theory of Tran-
sient Build-up in Avalanche Transistors," presented 
at AIEE Conference, Pittsburgh, Pa. Paper No. 
58-1249; September 10, 1958. 

D. J. Hamilton, J. Gibbons, and W. Shockley. 
"Physical principles cif avalanche transistor pulse cir-
cuits," PROC. IRE, vol. 47, pp. 1102-1109; June, 1959. 

4S. L. Miller, "Avalanche breakdown in germa-
nium," Phys. Rep., vol. 99, pp. 1234-1241; August 15, 
1955. 

D. J. Hamilton. "A Theory for the Transient 
Analysis of Avalanche Transistor Pulse Circuits." 
Stanford Electronics Labs., Stanford, Calif., Tech. 
Rept. No. 1701-1; June 15, 1959. 
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reasoning is helpful in visualizing the ex-
istence of a maximum value of M: 

As the bias current I is increased from 
zero, the device dissipation will at first be 
very small, and I, will remain essentially 
constant at its ambient temperature value. 
The multiplication M thus increases with I. 
As I is made still larger, the dissipation be-
comes important because I. begins to in-
crease. Finally the percentage increase of I 
is even less than the percentage increase 
caused in I„ by the rise of junction temper-
ature due to dissipation. A further increase 
of l causes a reduction of M. 

Fig. —Equivalent biasing circuit for p-n 
unction in avalanche operation. 

To obtain a quantitative estimate of 
and 4,0, the following approximations 

are made: 

1) All of the current through the junction 
results from the avalanche multiplica-
tion of thermally generated current in 
the junction. (This precludes surface 
and other extraneous leakage cur-
rents.) 

2) It is assumed for convenience that 
M,„„: will be greater than 10. Thus, for 
values of n > 3, the reverse voltage will 
be within a few per cent of VG. The 
power dissipation of the junction is 
then approximated by VeL 

3) The junction temperature rise above 
ambient is C degrees centigrade per 
watt dissipation. 

The thermally generated current in a 
junction is 

/„ = exp (—EG/kT) 

where EG is the energy gap between conduc-
tion and valence bands, k is Boltzmann's 
constant, and T is the junction temperature 
in degrees Kelvin. In reality, F is a function 
of temperature, but we shall assume that 
the temperature variation of exp ( —En/kT) 
masks that of F so that in the temperature 
range of interest. F may be considered con-
stant. 

Denoting the ambient temperature by 
T., we may write 

T = T, -I- CV's! 

and 

F = I,„ exp (Ee/kT.) 

where Ih, is the thermally generated current 
with the junction temperature equal to the 
ambient temperature. Thus 

EG 

= 1 exp [  
kr.t(T./CV el) + 1 J • 

We make the additional approximation 
that (T,ICITKI)>>1. The multiplication 
factor is then given by 

M (I/I,) — 
exp (EGCIPB//kr,g2) 

Setting am/aI= 0, we obtain 

/opt = (kT,,2)/(EGC17a) 

and 

(I) 

= (4)/(Lm exp 1). (2) 

It should be emphasized that this analy-
sis was based on the assumption that there 
were no currents other than the avalanche-
multiplied, thermally generated current in 
the junction. If other currents exist which 
contribute to the dissipation but not to the 
avalanche process, the value of Mgm,5 will be 
decreased. 

DOUGLAS J. HAMILTON 
Applied Research Laboratory 

University of Arizona 
Tucson, Ariz, 

An Improvement in the Use of 
"Piecewise Approximations to Re-
liability and Statistical Design"* 

When a functional relation T=T(XI: 
X2, X3, • • • , X„ ) is given,' and if one is in-
terested in finding the probability of the out-
put Tat its near extreme value, then instead 
of expanding the function near central value 
by Taylor series, more accurate results will 
be given if the expansion is carried out at the 
end point. This amounts to calculating 
as, • • • , a, by substituting the values of 
(X1, Xe,, X3g, • • •, X«) which give the ex-
treme value of T, say T,. 

The value of b1 should be obtained from 

b, —  
T, 

The percentages which are normally e‘ - 
pressed with respect to mean value X,, 
should now be modified with respect to X.. 
They will be denoted by p,. 

In relation 

E= e•2 + • • • e., 
k2 • • • E. and k are all distributed from 

0 value. 
If the variables are uniformly distrib-

uted, then the density function of ki is 11(X), 
where 

fi(X) = 

1 
f1(X) -= — 

Ai 

Ai = pi X bi. 

X < 0 

< X < Ai 

* Received by the IRE, November 23,1959. 
1 H. J. Gray, Jr., "An application of piecewise 

approximations to reliability and statistical design." 
PROC. IRE. vol. 47, pp. 1226-1231; July, 1959. 

The characteristic function of f1(X) is 
O(i), where 

1 [ 1 
Oi(1) 

Ai :it ji J 

Here the characteristic function is de-
fined, just as the Fourier transform. The 
characteristic function of output density 
function 

1 1 ciel 
d(i) = — 

AIA2 • • • A. jt ji 

_ r 1 l„ 

:it -I Lit 

11 1,42 • • • A „ ( in" 

1 
C, — e 1tX, • • • . 

(if)" 

where Xi = A are taken ore, two, three 
• • • etc., at a time and arranged in increas-
ing order of magnitude. 

The characteristic function of cumulative 
density function is 

1 ri en A,A, • • • A,,i-(ji)"+' 

-I- • • • Ci • • • I 
(inn-Ft 

The probability of output being between 
extreme end value and a limiting percentage 
value X„ is given by 

1  1 
P(X < X„) = 1( X ,,)" ± • • • 

AiA2 • • • A „ (n)! 

— Xi)" -I- • • • Ck(X„ — Xk)q, 

where XI,,i<Xp<Xk• 
K. G. ASHAlt 
IBM Corp 

Product Dey. Lab 
Poughkeepsie, N. Y 

Modification of Pulse Amplifier Out-

put Stages, Improving Their Re-
sponse to Negative Edges* 

Many pulse amplifiers use as an output 
stage a conventional cathode follower ( Fig. 
1), which is usually included into the feed-
back loop stabilizing the amplifier character-
istics. 

The main disadvantage of this kind of 
output stage is its slow response to negative-
going pulse edges of short rise time. This 
well-known effect is because of the valve's 
being capable of supplying only the charging 
current for Cmt, the charging time-constant 

* Received by the IRE, April 6, 1960. This work 
has been carried out under the auspices of the Scien-
tific Department. Ministry of Defense. Israel. 
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Fig. I—Conventional cathode follower. 

•B 

Fig. 2—Simplified White cathode follower. 

being approximately (1/g„,)C,„,t. The dis-
charge of Coe depends solely on the cathode 
resistor RK and is accordingly considerably 
slower. 

The. "White Cathode Follower (WCF)" 
(Fig. 2) provides a well-known solution to 
this problem. 1 It is essentially a class .48 
push-pull *stage with unity gain, providing 
e,,,, with a charging path through 1,1 and a 
discharging path through V2. However, the 
WCF has its drawbacks: 

1) It requires an additional valve. 
2) Means have to be provided to prevent 
V1 from bottoming when it draws 
heavily on the HT, at large input 
pulses.2 

3) Its transfer function exhibits two 
poles in the complex frequency plane, 
as compared with the single pole of 
the conventional cathode follower. 
Thus, special measures have to be 
taken to maintain monotonic response 
if one wishes to include the WCF 
into the feedback loop of an ampli-
fier.3 

A simple way of providing Coe with a 
discharge path and at the same time avoid-
ing the above enumerated drawbacks is de-
scribed below. Fig. 3 shows the simplified 
circuit diagram of a 3-valve feedback loop 
which is being used in the Model 302A linear 

Moody. Howell, and Taplilt. "The Chalk River 
pulse amplitude analyzer," Rev. Sri. ¡asir.. vol. 22. 
pp. 555-558; August, 1951. 

2 E. Fairstain, " Nonblocking double line linear 
pulse amplifier." Rev. Sri. ¡ asir., vol. 27, pp. 472-482; 
July, 1956. 

2 A. F. Fischmann-Arbel and I. Bar-David, "A 
method of linear pulse amplifier design," to be pub-
lished in Nuclear Instruments and Methods. 

Fig. 3—Three-valve feedback loop. Le, and C6 
are a bootstrapping arrangement.= 

Fig. 4—Wave shapes in amplifier of Fig. 3. Upper 
traces—output; lower traces—anode of VT. 
(a) and (e) before modification, (b) and (d) after 
modification. 

amplifier.' The modification introduced is 
the addition of a Zener diode (Ds) and a 
high-voltage silicon diode (Di) in series be-
tween the plate of V3 and the cathode of V3. 

Fig. 4 illustrates the operation of the 
amplifier under four different conditions, 
by showing the pulse shapes at the output 
(upper trace) and at the anode of I/2 (lower 
trace), for positive input pulses of 0.2-issec 
leading and trailing edges. At rise times of 
this order of magnitude, the detrimental ef-
fect of the output capacitance on the nega-
tive edge of the output pulse is already con-
siderable. 

The operation prior to modification and 
without external loading is explained with 
the aid of Fig. 4(a ). The slow discharge of the 
output capacitance causes 173 to be driven 
into cutoff and prevents the waveform at the 
anode of V2 from being fed back to the cath-
ode of V:, thereby opening the feedback 
loop. The ensuing high forward gain causes 
V2 to draw current heavily and to lower its 
anode potential sharply, thereby driving V, 
further into cutoff. After C,„,, discharges suf-

ficiently to allow V3 to conduct, the feed-
back loop closes again. However, because of 
the low g„, of the valve near cutoff, the out-
put time constant [( 1 /g„, ) C,ed is considerably 
larger than under normal conditions. The 
resulting increased phase lag is the cause of 
the non-monotonic transient observed at the 
end of the pulse. 

The influence of additional external 
loading is evident from Fig. 4(c). The larger 
time constant CoeRN considerably lengthens 
the discharge time, and hence the cutoff 
period. 

This analysis emphasizes the need to dis-
charge Coe quickly, as well as to maintain 
the g,„ of V1 above the minimum value which 
is required for monotonic response. A review 
of the operation of the amplifier brings out 
the point that during the time Con is to be 
discharged, V2 draws a heavy current. Now, 
introduction of a Zener diode (D3) as indi-
cated in Fig. 3, enables Co„1 to discharge 
through 172 as soon as the Zeiler diode breaks 
down because of the inability of the cathode 
voltage to follow the sharp drop in the grid 
voltage. 

During the breakdown period of the 
Zener diode, the output capacitance is effec-
tively parallel to the one at the anode of V2, 
so that the number of poles at the feedback 
loop in the complex frequency plane is de-
creased by one (their number would be in-
creased by one were a "CF used for im-
provement of the performance). This fact 
insures monotony cif response during the 
breakdown period. 
A proper choice of the breakdown voltage 

of the Zener diode will limit the grid cathode 
voltage of V3 to such a value that its g„, will 
be sufficiently high to maintain monotonic 
response after the Zener diode recovers from 
conduction. 

Fig. 4, (b) and (d) are the replicas of 
(a) and (c), respectively, after modifica-
tion. The negative edges of the pulses are 
quite similar to the positive ones. The heavy 
capacitive loading, shown in Fig. 4(d), 
causes only very sfight lengthening of the 
rise times of both edges. 

The power rating of the Zener diode 
should be adequate to cope with the dis-
charge currents tinder the highest PRF's 
expected. 

The high-voltage silicon diode (De) de-
creases the effective capacitance of the 
Zener diode and protects the latter front oc-
casional high forward current surges which 
may be caused by on-off switching or by 
pulling out V2 or V3. 

CONCLUSION 

Pulse amplifiers of the type shown in 
Fig. 3 may be easily modified to provide a 
better negative edge response, at the cost of 
two diodes. In case RC coupling is used, it 
should first be replaced by direct coupling. 
For large capacitive loads, it might be ad-
visable to use, for both V2 and Vs, a power 
valve in order to equate the maximum 
available charging and discharging currents. 

I. BAR-DAVID 

Scientific Dept. 
Ministry of Defence 

Israel 
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A Proposed Technique for F-Layer 

Scatter Propagation* 

The continuing need for reliable radio 
circuits over great distances is becoming 
ever more acute. The purpose of this note 
is to suggest a method that may be useful 
in providing reliable ionospheric circuits at 
frequencies above the classical F2 MUF. 

In what follows, the term F2 MUF will 
be used to specify the conventionally calcu-
lated maximum usable frequency of the F2 
region of the ionosphere. It is equal, numer-
ically, to the critical frequency at vertical 
incidence multiplied by the secant of the 
angle between an incident ray and the nor-
mal to the ionosphere.' 

Since the technique to be described at-
tempts to make use of frequencies above the 
F2 MUF, it may be considered in one sense 
a form of " F-layer scatter" propagation. Un-
fortunately, the term "scatter" has been 
used in recent years to describe a multi-
plicity of apparently unrelated physical 
phenomena. For this reason, a brief de-
scription is presented below of the scattering 
mechanism to be considered in this paper. 
A physical model, first proposed by 

M. L. Phillips,2.2can be used to represent the 
reflection, either total or partial, of radio 
waves by the ionosphere. It is hypothesized 
that the ionosphere is made up of a vast 
number of irregularly ionized volumes. 
Each of these innumerable volumes will 
have associated with it a value of MUF cor-
responding to the electron density within 
the volume. It would be reasonable to as-
sume, then, that the distribution of MUF 
values would vary in a Gaussian manner 
about the conventionally calculated MUF, 
i.e., the value used in the operation of or-
dinary ionospheric circuits. The true dis-
tribution, of course, is somewhat skewed, 
but since the present discussion deals only 
with frequencies above the MUF (the 
modal value of the distribution), the lower 
percentiles are of little interest. It is prac-
ticable, therefore, to consider that the dis-
tribution of elemental MUF's follows a true 
Gaussian distribution. Fig. 1 represents such 
a distribution. 

The conventionally calculated path 
MUF is represented by the vertical line in-
tersecting the central value of the distribu-
tion. The curve represents the distribution 
of actual elemental MUF's above and below 
that value. The frequency designated by Fi 
represents a typical operating frequency of 
a high-frequency, point-to-point circuit. 
Such a frequency is lower than most of the 
elemental MUF values of the F2 region. 
Consequently, most of the ionized volumes 
will be effective in reflecting the signal back 
to earth. Frequency F2, on the other hand, 
is higher in frequency than most of the MUF 
values, and only a small percentage of these 
are capable of reflecting the incident energy 

* Received by the IRE, April 6, 1960. 
J. A. Ratcliffe, "The Magneto-Ionic Theory and 

Its Applications to the Ionosphere," Cambridge Uni-
versity Press, Cambridge, Eng., p. 160: 1959. 

2 M. L. Phillips, "F-Layer Radio Transmissions 
on Frequencies Above the Conventionally Calculated 
MUF." a portion of "Project Earmuf, Final Report," 
Signal Corps Contract DA-36-029-SC- 72802, pp. 
138-162; September. 1958. 

M. L. Phillips, M.I.T. Lincoln Lab.. Lexington. 
Mass.; report now in preparation. 
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Fig. 1—Assumed distribution of elemental MUF-
values as a function of frequency. 
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Fig. 2—Typicalfrequency changes required to employ 
the Fi-Layer scatter mechanism. 

back to earth. It is only necessary, then, to 
determine the standard deviation o of the 
distribution, in order to relate this physical 
model to F-layer reflection phenomena at 
frequencies above the F2 MUF. 
A curve has been developed2 experimen-

tally which relates the scatter loss L to X/o• 
where X represents the number of mega-
cycles by which the operating frequency 
exceeds the F2 MUF, and o ( in megacycles) 
is defined as above. A few corresponding 
values are given below to illustrate orders 
of magnitude. 

X/o L (decibels) 

o 
2 
3 
4 
5 
6 

3 

17 
29 
45 
66 
89 

The values of L given above must be 
added to the path loss that would be en-
countered if the system were operating at an 
optimum frequency slightly below the MUF. 

Phillips has deduced values of o from 1 
to 2 mc for ionospherically quiet conditions 
in the eastern part of the United States. 
Values to perhaps 4 mc pertain to iono-
spherically-disturbed conditions. 

With this information in hand, it oc-
curred to the authors that a practicable 
radio circuit might be established between 
two points at frequencies above the con-
ventional F2 MUF. Because of the diurnal, 
seasonal, and cyclical variation of the MUF, 
however, any such technique would require 
a frequency changing capability in order to 
prevent the operating frequency from ex-
ceeding the MUF by too great a margin. On 
the other hand, it would also be necessary 
to change frequencies so that the system 
would never encroach upon other systems 
in use below the MUF. The dashed line of 
Fig. 2 illustrates the way in which the oper-
ating frequency might be varied diurnally in 

order to make use of the F2-layer scatter 
mechanism. 

The system would operate much the 
same as a conventional below-the-MUF 
system, except for the operating frequency, 
which would always exceed the F2 MUF. 
In this way, a new group of frequencies 
would become available for ionospheric 
propagation without the iiherent disad-
vantages associated with D/E-layer systems. 

An F- layer system, for example, should 
not be susceptible to interference (or band-
width limitations) from the motion of 
ionized meteor trails. It is well known4 that 
such trails occur at heights from 80 to 120 
km above the earth, heights corresponding 
roughly to the E layer. The incidence of ion-
ized meteor trails is negligible at F-layer 
heights. 

Another factor which might affect the 
bandwidth of an F-layer scatter system is 
the motion of charges existiag within the 
ionosphere itself. It has been shown' that 
the fast fading rate of an ionospheric signal 
increases by a factor of 4 or 5 at the transi-
tion from " normal layer" to F-layer scatter 
propagation. This phenomenon might be 
attributable to a more rapid rate of drift or 
diffusion of the electrons in the ionosphere. 
It is known' that this velocity is of the order 
of 2 or 3 msec at the lower HF frequencies. 
It will be somewhat higher for scatter sig-
nals, but it is not likely that the velocity 
would approach the many thousands of 
meters per second necessary to produce in-
terference to frequency division multiplex 
systems. 

In the system design of an F-layer scatter 
circuit, the path should be chosen to have a 
length near the maximum limit of single-hop 
propagation. The MUF for such a path is 
near the highest possible value. This per-
mits the use of frequencies well above the 
range that is useful for conventional point-
to-point circuits at any given time, in any 
particular part of the world. 

It should be pointed out, of course, that 
the appropriate values of a may vary con-
siderably with geomagnetic latitude, longi-
tude, time of day, period in the sunspot 
cycle, etc. Considerable work must be done 
to determine that suitable values do, in fact, 
exist for a particular path. In this regard, 
the prevalence of spread-F conditions in 
equatorial regions will result in higher 
values of et for a large fraction of the time, 
especially during the period of low early 
morning MUF's during the low portion of 
the sunspot cycle. During 1944, for example, 
the Maui and Christmas Island ionograms 
recorded severe spread F to exist over 50 
per cent of the time during the hours in 
question. As a result, o. would have relatively 
high values when the F2 MUF is lowest, per-
mitting the use of relatively higher operating 
frequencies at such times. 

W. C. VERGARA 
J. L. LEVATICH 

Advanced Res. Dept. 
Bendix Radio Div. 
The Bendix Corp. 

Towson, Md. 

B. Lovell and J. A. Clegg, "Radio Astronomy," 
John Wiley and Sons, Inc.. New York, N. Y., ch. 
10; 1952. 

R. W. E. McNicol. "Fading of radio waves of 
medium and high frequencies," Proc. IF..., vol. 96, pt. 
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Fixed and Variable Capacitors, by G. W. A. 
Dimmer and Harold M. Nordenberg 

Published ( 1960) by McGraw-Hill Book Co., Inc., 
330 W. 42 St., N. Y., 36. N. Y. 257 pages-1-6 index 
pages +ix pages-1-22 bibliography pages. Illus. 61 
X9*. $10.00. 

This book is an excellent contribution to 
the literature on capacitors and fills a long-
felt need for a generalized handbook on the 
subject. There has been no general text of 
this type available in recent years which in-
cludes all of the modern structures of im-
portance. 

This text is definitely not intended for 
the more sophisticated capacitor engineer 
or for the research scientist working in this 
field. It should be valuable to the com-
ponents engineer or the apparatus designer 
faced with a choice of capacitor construc-
tions and needing information on the prop-
erties of the various types and on methods 
of measurement. The measurement section 
of the book, though highly simplified, is 
very good. This work should be particularly 
valuable to the newer generation of elec-
tronics engineers who have had little or no 
exposure to capacitors. 

The general excellence of the work must 
relegate criticism to the area of detailed 
faultfinding, yet this reviewer must make 
certain criticisms, if only to suggest con-
structive improvement for future editions. 

In view of the excellent technical treat-
ment of the many capacitor types covered, 
it was unnecessary for the authors to base 
their descriptive text on military specifica-
tion items. This will lead to unnecessary 
dating of the material, which is sufficiently 
general to endure beyond the content of 
military specifications. 

On pages 32 and 97, the treatment of 
metalized paper capacitors gives the impres-
sion that it is satisfactory to tolerate spark-
ing of metalized paper capacitors during 
operation within rated voltage, or that the 
so-called "self healing" property may be 
relied on as a safety factor. This is a fallacy 
which leads to unreliability. 

It should be pointed out on page 35 that 
the degradation rate of molded mica capaci-
tors in high humidity is a function of the 
molding material and processing of the cas-
ing. 

The statement is made on page 40 that 
Mylar capacitors must be hermetically 
sealed due to moisture sensitivity of Mylar. 
This statement needs modification as there 
are many satisfactory constructions which 
are not hermetically sealed. 

On pages 46 and 47, the solid tantalum 
capacitor exposition leaves something to be 
desired, but it is recognized that the book 
was written while this construction was in a 
highly evolutionary state. Wider tempera-
ture ranges than are given in the book are 
available. Capacitors of this type should 
still be completely sealed to protect them 
against moisture. 

The statement is made on page 95 that 
the maximum ac voltage per section of 
capacitors applied to ac should not exceed 
350 volts. This is not correct. Good standard 

engineering practice on ac section design, 
based on currently available dielectrics, is 
800 volts per section. 

On page 96, the discussion of the be-
havior of paper dielectric capacitors at 
radio frequencies makes no distinction be-
tween the extended foil construction and the 
tab construction, and makes no mention of 
the special duct and "ThruPass" designs 
which have been developed for RF use. 

On pages 159 and 160, the discussion on 
the etching method used on aluminum foil 
includes only the acid etch and makes no 
mention of the more modern electrochemi-
cal etch technique. 

While it is by no means complete, the 
book contains a most excellent bibliography 
of the more recent and significant literature 
in the electronic capacitor field published 
since 1924. There is a good index. The book 
is a valuable addition to the working litera-
ture of the electronics engineer. 

It is hoped the above small corrections 
will be made by the authors in future edi-
tions. 

LEON PODOLS KY 
Sprague Electric Co. 
North Adams, Mass. 

Infrared Radiation, by Henry L. Hackforth 

Published ( 1960) by McGraw-Hill Book Co., Inc., 
330 W. 42 St., N. Y. 36, N. Y. 285 pages4-10 index 
pages-1-xii pages+bibliography by chapter-1-3 ap-
pendix pages. Illus. 61 X91. $10.00. 

This book is the first of what we can 
confidently expect to be a rapidly increasing 
number of texts in the field of Infrared Radi-
ation techniques. The large number of work-
ers in the field and the expanding interest in 
the military, industrial, and scientific appli-
cations justify this literary attention. 

However, since this present text is- the 
first to appear ill the United States (Eng-
land, Germany, and the Soviet Union have 
already published monographs in the field, 
by Smith, Jones, and Chasrnar; Brugel; and 
Margolin, respectively) it will have to serve 
either as a target for criticism or else win 
common acceptance. I rather think that it 
will be mainly the latter, since the style and 
organization of the material is such that 
Hackforth's " Infrared Radiation" can be a 
a highly useful reference for introducing 
technical workers to recent advances and 
the scientific literature in IR. 

Attention is given to the major divisions 
of the field; namely, Radiation Sources, 
Atmospheric Transmission, Optical Com-
ponents and Systems, Infrared Detectors, 
and System Design Considerations. In addi-
tion, Part II is concerned with the applica-
tions of infrared to instruments for measure-
ment, as a tool for Physics, Chemistry, Biol-
ogy, and Astronomy, and in Industry and 
Space Technology. 

The book does not purport to be a de-
finitive work in any of these areas, since the 
design is more in the direction of collating 

information from other less readily available 
references in the periodical literature (in-
cluding numerous references to the Classified 
Journal of IRIS!), than in developing any 
of the material from more basic principles. 
Of necessity, much is "lost in translation" 
from these more specialized and extensive 
references, and it is hoped that the reader 
will, wherever possible, be led to a study of 
these other works to check the facts, see the 
context and broaden his knowledge. 

In summary, " Infrared Radiation" must 
be considered only an introduction. How-
ever, in providing this, Mr. Hackforth has 
performed a very useful service because 
heretofore no real starting point in IR was 
available in the unclassified literature. 

For those desiring a more detailed cov-
erage of the more technical aspects of this 
field, members of the IRE are reminded 
of the special issue on Infrared of the Pito-
CEEDINGS (vol. 47, September, 1959). 

SIDNEY PASSMAN 
The RAND Corp. 

Santa Monica, Calif. 

Advanced Engineering Mathematics, 2nd. 
Ed., by G. R. Wylie, Jr. 

Published ( 1960) by McGraw- hill Book Co., Inc., 
330 W. 42 St., N. Y. 36, N. Y. 658 pages+10 index 
pages +28 answer pages -Exi pages. Illus. 6: X91. 
$9.00. 

For this second edition, the author has 
completely rewritten and rearranged his 
text. Several new chapters have been added, 
as well as additional advanced subject mat-
ter, while some of the earlier material has 
been displaced in favor of material of greater 
general interest. The resulting changes have 
added some 50 pages to the size of the book. 

The book is divided into fifteen chapters 
as follows: Determinants and matrices, 
three chapters on ordinary differential equa-
tions, finite differences, applications to 
mechanical and electrical circuits, Fourier 
series and integrals, the Laplace transforma-
tion, partial differential equations, Bessel 
functions and Legendre polynomials, vector 
analysis, and four chapters (over 120 pages) 
on functions of a complex variable. 

The author writes in an especially clear 
style, and carries out the derivations in con-
siderable detail, so that the reader rarely will 
need to ponder over intervening steps. This 
style makes the book very easy to use, 
although the increased space required neces-
sarily means that a wider coverage of sub-
ject matter is sacrificed. The author makes 
liberal use of examples and exercises to illus-
trate and clarify the presentation. There are 
over 1000 exercises, the answers to the odd-
numbered ones being given at the end of the 
book. 

Professor Wy-lie's book should appeal 
especially to those desiring a textbook for 
self-study. 

MARTIN KATZIN 
Electromagnetic Research Corp. 

Washington, D.C. 
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Introduction to Modern Network Synthesis, 
by M. E. Van Valkenburg 

Published ( 1960) by John Wiley and Sons, Inc.. 
400 Fourth Ave.. New York 16, N. Y. 490 pages +5 
index pages +xii pages +2 bibliography pages. Illus. 
6X91. $ 11.75. 

Professor Van Valkenburg's book is a 
welcome addition to the literature of net-
work synthesis. It is intended to serve as a 
textbook for a senior undergraduate or a 
first-year graduate course, and the selec-
tion of topics covered in the book has been 
governed by what the author feels a stu-
dent should know about synthesis if he has 
had only a single course in this area. The 
author's judgment is excellent. 

The prerequisites for use of the book and 
the contents are clearly summarized in the 
preface: 

"The reader of this book should have the 
usual undergraduate knowledge of network 
analysis and the Laplace transformation. 
Some of this assumed background is re-
viewed in the first two chapters. Other ma-
terial of these chapters, network function 
definitions and frequency and magnitude 
scaling, for example, may be new to the 
reader and in this case should be mastered 
for later use. 

The order in which the remaining topics 
appear is that found most successful in sev-
eral experiments in teaching the subject 
from preliminary notes. Positive real func-
tions are the foundation of network syn-
thesis and are studied first. Elementary 
synthesis procedures are covered for the LC, 
RC and RL, and RLC cases. The related 
topics of approximation and the relationship 
of the parts of network functions help com-
plete a study of one terminal-pair network 
synthesis by Chapter 9. It should be noted 
that the approximation methods of Chapter 
9 are suited for 'rough' approximation as in 
automatic control applications. Precision 
approximation procedures, often identified 
with telephone industry applications, are 
postponed until Chapter 13. 
Chapter 10 introduces the subject of two 

terminal-pair synthesis with the Caner 
ladder development. This chapter and the 
four that follow describe the major modern 
methods of two terminal-pair synthesis and 
also enumerate the important properties of 
the network functions that describe these 
networks. The last chapter of the book cov-
ers synthesis from image parameters. Al-
though this topic is often excluded from 
'modern' methods, I strongly recommend 
that it be studied and understood in rela-
tionship to the other competitive methods 
of Chapters 14 and 15." 

There are the inevitable errors and omis-
sions. For example, the footnote on page 65 
is in error, and in his discussion of the Bott 
and Duffin method of synthesis on page 175, 
the author omits a proof that a real and 
positive k which allows the synthesis to pro-
ceed does indeed exist. However, these are 
minor points, and they do not detract seri-
ously from the worth of the book as a whole. 

For a course in which the students have 
had an introduction to the theory of func-
tions of a complex variable, it might be de-
sirable to supplement the book with addi-
tional material from function theory. For 
example, the students in such a course would 
profit from a proof of Richards' theorem. 

The presentation is concise and clear, 
and the book is self-contained. These facts, 
combined with the numerous problems and 
references for more advanced and detailed 
studies at the end of each chapter, make this 
book exceptionally well-suited to serve the 
purpose for which it was intended. 

THOMAS R. W ILLIAMS 
Princeton Univ. 
Princeton, N. J. 

Introduction to Operations Research, by 
C. West Churchman, Russell L. Ackoff, and 
E. Leonard Amoff. 

Published ( 1957) by John Wiley and Sons. Inc., 
440 Fourth Ave.. N. Y. 16. N. Y. 635 pages +9 index 
pages +x pages +bibliography by chapter. Illus. 
91X51. $12.00. 

"Introduction to Operations Research," 
as the title indicates, is an introduction to a 
growing field of scientific research. The book 
was developed from lecture material at the 
Case Institute of Technology, Cleveland, 
Ohio. It provides the prospective consumer 
of Operations Research a basis for evaluating 
the field and for understanding its potentials 
and how Operations Research is accom-
plished. The book presents an excellent sur-
vey of the field. It provides a good back-
ground for launching into advanced methods 
and techniques of Operations Research. The 
technical information is presented simply 
and without distortion and gives a general 
coverage of many methods useful in Opera-
tions Research. Methods and Models are 
clearly illustrated by case examples to point 
up important implications. 

C. L. ENGLEMAN 
Engleman & Co., Inc. 

Washington, D. C. 

Electron Tube Life Factors, Craig Walsh and 
T. C. Tsao, Eds. 

Published ( 1960) by Engineering Publishers, 
Elizabeth, N. J. 172 pages +1 appendix page +ix 
pages. Illus. SI XIII. $9.50. 

The authors and editors present a series 
of charts and tables containing valuable in-
formation on the behavior characteristics of 
electron tubes, derived from six million 
electrical measurements made on 35,000 
tubes tested under multiple-level stress con-
ditions, over 5000 hours of life- test. Effects 
of the different levels of environmental stress 
are portrayed in tabular and chart form for 
easy interpretation and applications by de-
sign engineers. Chapter 5 demonstrates the 
utility of the data for solving circuit design 
problems where reliability is an important 
parameter of the system. If the designer 
knows the requirement for electrical sta-
bility in his circuit, understands the deleteri-
ous effects of detrimental properties on cir-
cuit performance, and has determined the 
permissible failure rate for his circuit con-
sistent with the reliability requirement im-
posed on the design, he can make direct use 
of this excellent source of data to adjust cir-
cuit conditions and application stresses to 
yield a reliable design. 

The data were derived from life-test ex-
perience with miniature tubes, (JAN Types 
5654, 6005, 5726, 5670, 6j6W, 5814A, 

6AG7, 6AN5, 7AK7, 12AT7, 5687, and 
5963) many of which should no longer be 
considered acceptable in the design of new 
equipment. However, the general similarity 
in behavior characteristics as a function of 
environmental stress, among tube-types 
within specific classes (miniature and sub-
miniature, alike) does permit at least a 
qualitative extrapolation to design problems 
involving subminiature types, pending 
breadboard verification of design reliability 
—which the designer must do in any event. 

To those of us who have spent the better 
part of the past ten years attempting to de-
velop application notes and design "guide 
lines" for designers of military electronic 
equipment, this book represents a master-
piece of test-design, data analysis, and edi-
torial digestion! It is of course regrettable 
that such an informative treatise of electron 
tube "Life Factors" could not have been 
made available to designers years ago, 
through a MIL Specification requirement 
for multiple-level life tests, by which to have 
generated the necessary data automatically. 
Nevertheless, electron tubes are still being 
designed into many of our future systems, 
where the need for design guidance is just 
as evident today as it was ten years ago. 
The book is therefore still "timely," and an 
important contribution to the designer's kit 
of reliability tools. 

The book serves another purpose of per-
haps even more long-range importance; it 
very dramatically proves that the life-be-
havior of electronic parts can be and should 
be quantitatively described in terms readily 
applicable to design problems having a 
quantitative reliability requirement to ful-
fill. It sets a standard, both in analysis and 
presentation of engineering data, for the 
guidance of future (and sorely needed) work 
on transistors, special purpose and micro-
wave tubes, and other parts in general. 

G. T. BIRD 
ARINC Res. Corp. 
Washington, D. C. 

Photoconductivity of Solids, by Richard H. 
Bube 

Published ( 1960) by John Wiley and Sons, Inc., 
440 Fourth Ave., N. Y. 16, N. Y. 433 pages +5 index 
pages +xix pages +21 bibliography pages. Illus. 
6 X94. $ 14.75. 

The purpose of this book, in the author's 
words, is "to present a unified picture and 
interpretation of photoconductivity phe-
nomena, drawing examples from many dif-
ferent kinds of materials, and to show the 
correlation between photoconductivity and 
other related photophenomena in insulators 
and semiconductors." 

The book begins with an historical sur-
vey and an introduction to electron processes 
in crystals. The basic concepts and parame-
ters of photoconductivity are then dis-
cussed, followed by chapters devoted to 
preparation of photoconductors, and elec-
trode effects. The important subject of im-
purity photoconductivity is then discussed, 
and is followed by four chapters devoted to 
specific processes important to photoconduc-
tivity. These include excitation transitions, 
free carrier mobility, trapping, and recom-
bination. The next-to-last chapter deals 
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with theoretical viewpoints on photocon-
ductivity, and the last covers related topics, 
such as the photovoltaic effect, photoelec-
tromagnetic effect, organic photoconductors, 
photodielectric effect, and others. There is 
an appendix which presents a short survey 
of uses of photoconductors. 

The subject matter is chosen to be of use 
to graduate students and research workers 
in allied fields, and also to provide more de-
tailed treatments for more advanced read-
ers. 

One feature which distinguishes this 
book and makes it a valuable contribution 
is the fact that it is the first extensive treat-
ment of the complex subject of photocon-
ductivity. It is further distinguished by the 
manner of presentation. The relationships 
between photoconductivity and lumines-
cence are emphasized throughout, and the 
chapters devoted to excitation mechanisms, 
carrier mobility, trapping, and recombina-
tion demonstrate the usefulness of photo-
conductivity as a tool for the study of the 
electronic properties of solids. 

The reader who is interested in applica-
tions of photoconductors might wish to find 
in this book more detailed discussion of the 
performance of practical photoconductor 
systems, such as plastic embedded CdS 
powder, or chemically deposited PbS layers. 
Such information might have been located 
in the Appendix as a part of an expanded 

survey of photoconductor uses. 
This book is highly recommended to all 

those who have been awaiting a compre-
hensive treatment of photoconductivity, 
both as an important phenomenon in its 
own right, and as an adjunct to other solid 
state phenomena. 

M. S. WASSERMAN 
General Telephone & Electronics Labs.. Inc. 

Bayside, N. Y. 

A Primer of Programming for Digital Com-
puters, by Marshall H. Wrubel 

Published (1959) by McGraw-Hill Book Co., Inc., 
330 W. 42 St., N. Y. 36. N. Y. 217 pages +6 index 
pages -1-xv pages +5 glossary pages. Illus. 6 X9. 87.50. 

As a "primer" for scientific and engineer-
ing types of problems to be solved by a com-
puter, this book assumes the reader knows 
little or nothing about programming. The 
author, using the IBM 650 (basic configura-
tion) instruction codes, leads the reader 
from the simplest of problems through vari-
ous programming techniques, to the use of 
assembly routines. 

Part I of the book introduces the reader 
to the computer and covers what the author 
calls " Elementary Programming." First are 
shown some simple sample problems which 
can be handled by straightforward coding. 

Following these are the looping and branch-
ing techniques of solving more complex 
mathematical situations. At this point, the 
basic ideas of coding have been established, 
and the author proceeds into the methods 
of depicting a problem symbolically in the 
form of flow diagrams. Storage of previously 
written programs and subroutines in a 
permanent library is discussed. 

Since practically all programs as first 
written have errors (bugs) in them, testing 
and debugging methods are fully explained. 
Automatic programming, which minimizes 
the number of bugs, provides a relatively 
easy way for a beginner to build a program. 
The fairly long treatment of this subject 
should be of great assistance to the reader. 

Part Il of the book is entitled "Advanced 
Programming." An introductory section 
provides information about the internal 
hardware operation of the computer, and 
some of the peculiarities arising when using 
it. Following this introduction, the re-
mainder of the book is a detailed explana-
tion of the use of SOAP, an assembly system 
for the IBM 650. 

For the scientist or engineer who desires 
to use a computer as a research tool, this 
book will give a good insight into the solu-
tion of his problems. 

MALCOLM D. SMITH 
Remington Rand Univac 

Div. of Sperry Rand Corp. 
Philadelphia 29, Pa. 

Scanning the Transactions  

The U. S. Army in space. The unusual picture at right was 
taken last April by the TIROS I meterological satellite from 
an altitude of about 450 miles. It shows the entire Florida 

peninsula, the extending coastline up to the Carolinas on the 
right, and a major portion of the Gulf of Mexico on the upper 
left. It is one of many interesting features contained in a 
special issue of the IRE TRANSACTIONS ON MILITARY ELEC-
TRONICS devoted to the U. S. Army role in space, complement-
ing two earlier issues concerning the U. S. Air Force and Navy 
space programs. When one considers the modest beginnings 
of the Army's space activities in 1946—assembling captured 
components of V-2's in the hangars of White Sands Proving 
Ground—one cannot help but be impressed by the fact it 

now requires 49 papers and over 300 pages to describe current 
Army space activities. The issue, which ranges over the Juno 
projects, communication satellites, satellite and space probe 
tracking, and other space activities, is a tribute to the progress 
that has been made in a little over a decade. (U. S. Army 
Space Issue, IRE TRANS. ON MILITARY ELECTRONICS, April-

July, 1960.) 
A new tricolor camera tube is under development which 

for some applications may make unnecessary the three 
separate tubes found in most present-day color TV cameras. 

The new tube features a multiple-electrode target structure 
having three interlocking groups of color-sensitive strips con-
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nected to separate output terminals for each primary color. 
In this way only a single compact tube is required, instead of 
the usual three, to obtain three color signals. The performance 
of laboratory models constructed to date, although not equal to 
broadcast quality, indicates that the tube is potentially useful 
for industrial and scientific purposes where sufficient light is 
available and structural defects do not obscure the informa-
tion desired. ( P. K. Weimer, et a/., "A developmental tricolor 
vidicon having a multiple-electrode target," IRE TRANS. ON 
ELECTRON DEVICES, July, 1960.) 

The rapid application of basic discoveries is one of the 
most significant characteristics of the present era and has con-
tributed greatly to the acceleration of technical developments. 
Indeed, we have now reached the point where the elapsed 
time from an initial discovery to a commercial product has 
essentially disappeared. This is strikingly illustrated by 
selecting a few significant developments and examining the 
number of years of applied research and engineering between 
the basic discovery and a commercial product. 

Photography 
Telephone 
Radio 
Radar 
Television 
Atomic Bomb 
Transistors 
Solid State Masers 

(1729-1839) 112 years 
(1820-1876) 56 years 
(1867-1902) 35 years 
(1925-1940) 15 years 
(1922-1934) 12 years 
(1939-1945) 6 years 
(1948-1953) 5 years 
(1956-1958) 2 years 

(M. R. Donaldson, "On the sponsorship of tutorial work by 
the Professional Group," IRE TRANS. ON COMMUNICATIONS 
SYSTEMS, June, 1960.) 
A class of superconducting devices has been suggested by 

the results of studies of the contact formed by two crossed 

superconducting wires. Investigations have shown that the 
contact itself is superconducting. This makes possible a form 
of device in which the critical current flows through the con-
tact and is modulated by a current flowing along one or both 
of the crossed superconductors. Moreover, the area of contact 
can be made microscopically small so that the transitions 
between normal and superconducting states may be actuated 
at high speed and by very small currents. A superconducting 
contact of this sort offers a variety of possibilities as a switch 
or modulator. For instance, it might be used to switch between 
two values of reactances and thus prove useful in phase-locked 
oscillators or in parametric amplifiers. (J. I. Pankove, "Super-
conducting contacts," IRE TRANS. ON ELECTRON DEVICES, 
July, 1960.) 
A recent development in bandwidth utilization techniques 

has extended the usable portion of the available bandwidth 
from one-half to as much as nine-tenths the carrier frequency. 
In narrow band transmission of television or radar over tele-
phone lines, it is necessary to use a carrier system to avoid 
phase distortion normally present at the lower end of the 
transmission band. Using ordinary modulation and demodu-
lation techniques, the usable video bandwidth is limited to 
one-half the carrier frequency. In the limiting case in which the 
carrier is placed at the extreme upper end of the band, this is 
one-half the total available bandwidth. A new modulation-
demodulation system has been developed which is basically 
amplitude modulation but which is not subject to the normal 
two-to-one limitation. Using this system, it is possible to use 
a video frequency of as much as nine-tenths that of the carrier. 
For example, one may use a video frequency of 3.2 kc on a 
3.5 kc carrier. (A. G. Gatfield, " Maximum Bandwidth Utiliza-
tion Demodulator," IRE TRANS. ON COMMUNICATIONS 
SYSTEMS, June, 1960.) 

Abstracts of IRE Transactions  

The following issues of TRANSACTIONS have recently been published, and 
are now available from the Institute of Radio Engineers, Inc., 1 East 79th 
Street, New York 21, N.Y. at the following prices. The contents of each issue 
and, where available, abstracts of technical papers are given below. 

Sponsoring Group Publication Group IRE Non 
Members Members Members* 

Aeronautical and Navi-
gational Electronics ANE-7, No. 2 $1.35 

Communications Sys-

tems CS-8, No. 2 1.65 
Electron Devices ED-7, No. 3 1.55 

Electronic Computers EC-9, No. 2 1.80 
Engineering Writing 
and Speech EWS-3, No. 2 1.50 

Medical Electronics ME-7, No. 3 2.65 
Microwave Theory and 
Techniques MTT-8, No. 4 1.65 

Military Electronics MIL-4, Nos. 2-3 5.75 

$2.05 $4.05 

2.50 4.95 
2.35 4.65 

2.70 5.40 

2.55 4.50 

3.95 7.95 

2.45 4.95 
8.60 17.25 

* Libraries and colleges may purchase copies at IRE Member rates. 

Aeronautical and Navigational 

Electronics 

VOL. ANE-7, No. 2, JUNE, 1960 

The Editor Reports (p. 26) 
1960 Pioneer Awards (p. 27) 

Prizes for Progress—R. I. Colin (p. 31) 
A Flush-Mounted Runway Antenna for 

Use with the FAA Directional Glide-Path 
System—J. R. Baechle and R. H. McFarland 
(p. 32) 

A flush-mounted airport runway antenna 
has been designed, built, and testect which will 
allow glide-path signals for instrument landings 
to be radiated directly from the touchdown 
point on the runway. Empirical and simplified 
analytical design procedures are discussed to-
gether with a comparison of desirable and 
measured antenna characteristics. Sufficient 
low-elevation angle directivity has been ob-
tained from a prototype antenna to provide a 
path which extends well beyond 5 miles, the 
approximate distance at which the glide is 
intercepted in practice. 
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Radio Collision-Avoidance Systems for 
Aircraft—R. T. Fitzgerald, H. C. Brown, and 
M. D. Reed (p. 40) 

Several cooperative radio systems for avoid-
ing aircraft collisions are considered from the 
standpoints of technical requirements, feasi-
bility, and cost. The system with the broadest 
potential application is selected. In basic form. 
the selected system utilizes the upper UHF 
region to communicate altitude and heading 
information, and vertical maneuvers are de-
fined by the altitude information. In expanded 
form this system determines relative bearing 
and heading, to predict collision hazard in both 
the vertical and horizontal planes. Potentially, 
a reduction in unintentional collisions of 100:1 
can be achieved with the selected approach. 
The applicability of this system to collision 
avoidance problems of military, commercial, 
and private aircraft, and to related problems of 
navigation and air traffic control is outlined. 

Multiple Pulse and Phase Code Modula-
tion in the Loran-C System—Robert L. Frank 

(P. 55) 
Transmission of a group of closely spaced 

pulses increases the duty cycle and conse-
quently the range of the Loran-C (formerly 
called Cytac) 100-kc pulsed hyperbolic radio 
navigation system while retaining the ad-
vantages of time sharing. Phase coding by 
carrier phase reversal, coupled with synchro-
nous detection, facilitates automatic master and 
slave identification and search, and prevents 
multiliop skywave interference. Instrumenta-
tion for simple and complex pulse patterns is 
considered. The phase codes used are char-
acterized by lack of spurious responses associ-
ated with other bipolar codes. 

Abstracts ( p. 62) 
PGANE News (p. 63) 
Contributors (p. 65) 
Suggestions to Authors (p. 66) 
Roster of PGANE Members (p. 67) 

Communications Systems 

VOL. CS-8, JUNE, 1960, No. 2 

Frontispiece and Editorial (p. 79) 
Recording Type Direction Finder—K. M iya 

and S. Matsushita (p. 81) 
Maximum Bandwidth Utilization Demodu-

lator—Allen G. Gatfield (p. 83) 
In narrow band transmission of television or 

radar over telephone lines it is necessary to use 
a carrier system to avoid phase distortion 
normally present at the lower end of the trans-
mission band. Using ordinary modulation and 
demodulation techniques, the usable video 
bandwidth is limited to one-half the carrier 
frequency. In the limiting case in which the 
carrier is placed at the extreme upper end of 
the band, this is one-half the total available 
bandwidth. A new modulation-demodulation 
system has been developed which is basically 
amplitude modulation but which is not subject 
to the normal two-to-one limitation. Using this 
system, it is possible to use a video frequency 
of as much as nine-tenths that of the carrier. 
For example, one may use a video frequency of 
3.2 kc on a 3.5-kc carrier. 

Coded Binary Decision-Feedback Com-
munication Systems—J. J. Metzner and K. C. 
Morgan (p. 101). 

The problem of nonconservation of message 
length in a decision-feedback system arises as a 
result of noise in the feedback channel. A sys-
tem is considered which avoids this by requir-
ing all corrections to be transmitted during 
specified intervals. The decision mechanism of 
the receiver is based on the structure of a modi-
fied Slepian code, and several final decision 
schemes are analyzed and compared. Compari-
sons are also made with unidirectional systems 
and ideal decision-feedback systems, and it is 
found that much of the theoretical advantage 
of a decision-feedback system over a uni-
directional system is retained. 

Air-to-Ground Meteoric Scatter Communi-
cation System—A. J. Hannum, G. L. Evans, 
J. T. Chambers, and K. Otten (p. 113) 

Several point-to-point systems have demon-
strated successful communications while em-
ploying propagation via meteor trail reflections 
at very high frequencies. However, few systems 
have been able to control the output error rate 
in the presence of sporadic E and auroral 
phenomenon. Nevertheless, early results clearly 
indicated the strong potential of the meteor 
mode for extremely reliable communications 
over ranges ( 1300 miles) far in excess of existing 
military airborne UHF equipment. 

A test system is described which has been 
developed at Hughes Aircraft Company, 
Culver City, Calif., under Air Force contract 
AF33(616)5674. This system has been de-
signed specifically to operate at fixed frequency 
(50 mc) through rapidly changing propagation 
conditions by whatever path exists. Thus, 
sporadic E, or other scatter modes, as well as 
meteoric scatter are effectively utilized to 
transmit high quantities of data. Test results 
described in the paper, however, rule out all 
modes other than the meteor mode in order to 
determine minimum performance character-
istics. 

The system employs high speed, automatic 
control cirouits to govern duplex transmission 
on a single frequency. The fixed length message 
block is coded for single error correction and 
even error detection on each of 11 blockettes. 
Messages containing uncorrectable errors are 
automatically repeated until successful. The 
code was sufficient to guarantee an output 
error rate of less than 0.6 per cent under all 
conditions encountered on an initial point-to-
point test. The results of this test have in-
dicated that the air/ground application will be 
a successful one in spite of the limitations im-
posed by the aircraft environment. 

Extension of basic system concepts in com-
bination with further improvements predict a 
performance capability well in excess of the 
present successful results. 

Measured Performance of the Sebit-25 
Data System Over Wire Line Facilities at 2500 
Bits per Second—James L. Hollis (p. 134) 

This paper discusses the actual performance 
of a 2500 bit per second data modem under 
simulated conditions in the laboratory and 
actual conditions on 27 different voice fre-
quency wire lines. 

Under simulated conditions, it was deter-
mined that an error rate of one in le can be 
maintained with a signal-to-white noise of 
14.5 db. On actual line tests for over 200 hours, 
the error rate was approximately two hits per 
hour. 

The paper includes seven curves illustrating 
measured results. 

Contributors (p. 138) 

Electron Devices 

VOL. 7, Juts, 1960, No. 3 

Prediction of Optimum Performance of 
Vacuum-Diode Configuration of Thermionic 
Engines—G. N. Hatsopoulos, J. Kaye, and 
E. Langberg (p. 117) 
A basic analysis is given of the close-spaced 

vacuum diode operating as a direct converter 
of heat to electricity. This analysis is arranged 
to yield the characteristics of this engine when 
operating at maximum efficiency. Values of the 
various parameters are chosen to produce con-
servative design charts. For a fixed collector 
temperature and fixed collector work function, 
two representation design charts are given. 
These charts permit the designer to estimate 
very rapidly the optimum performance char-
acteristics, such as efficiency, power to load, 
current, voltage, conductance of load, etc., as 
a function of emitter temperature, over a range 
from 12000 to 1700°K. 

Behavior of Traveling-Wave Tubes Near 
Circuit Cutoff—Daniel G. Dow (p. 123) 

A theory is developed which explains the 
operation of a traveling-wave tube when 
operated near the cutoff frequency of the slow-
wave circuit, including the effect of two circuit 
waves instead of the usual one. The theory is 
normalized in a manner analogous to that used 
in more conventional analyses and a first-order 
expansion about the cutoff frequency is used, 
making a relatively small number of curves 
applicable to a large number of cases. The rela-
tionship between this theory and the three-
wave theory usually used in traveling-wave-
tube analysis is shown, and they are in agree-
ment when the system is operated far from the 
cutoff frequency. Numerical results are given 
for a range of parameters which might be useful 
in traveling-wave-tube design, and an excellent 
agreement with published experimental results 
is shown. 

Design Consideration for a Germanium 
P-N-P-N Switching Device with Three Con-
tacts and a "Sandwich" Structure—George 
Wertwijn (p. 132) 

The current off through a germanium 
p-n-p-n switch in the OFF state is described as 
a simple function of the control current It in 
its third contact. The device is of a so-called 
"sandwich" structure, the third contact being 
the outer edge of the middle p layer. The 
voltages considered are sufficiently small so 
that avalanche multiplication can be neglected. 

It is derived that: 

if (a + le) — ‘,/(a + 11)2 — 4(b — dal; 

a, b and c are device parameters determined by 
the physical and geometrical structure. The 
conditions for switching into the ON state are 
given and the temperature dependence of the 
parameters is predicted. The experimental re-
sults are found to be in good agreement with 
the design theory. 

Superconducting Contacts—Jacques 1. Pan-
kove (p. 137) 

The microscopic size of the contact be-
tween two crossed superconducting wires offers 
a practical way to make a class of super-
conducting devices which are operated at high 
speed by very small currents. The critical cur-
rent through the contact can be modulated by 
a current flowing along one or both of the 
crossed superconductors. 

Several device possibilities are presented. 
New Helix-Support Method for Traveling-

Wave Tubes—D. J. Blattner and F. E. Vac-
caro ( p. 142) 

Traveling-wave tube helices can be sup-
ported at every turn by shrinking a nonpreci-
sion glass envelope directly on to the wires. 
Contact of glass and wire can occur continu-
ously or at discrete flutes. The glass-shrinking 
procedure and the equipment used are de-
scribed in detail. 

High Current Grid-Controlled Electron 
Multiplier Tube--G. L. Stambach, W. J. 
Graham, and T. E. Hanley (p. 143) 
A grid-controlled secondary-emission elec-

tron multiplier amplifier tube has been de-
signed and built which can deliver an output 
pulse of five amperes into a load impedance of 
100 ohms, with a rise time of less than 10 mosec 
and a transit time of less than 20 miasec. The 
measured transconductance of the tube is 
600,000 µmhos, and it can provide a positive 
output pulse with a positive grid input. 

The tube is constructed as a series of con-
centric cylinders, with the grid and cathode 
structure of a 6AG7 pentode serving as a con-
trolled emitter source. Outside the last grid, a 
series of four louvered, concentric dynodes are 
placed, with the first dynode serving as the 
missing pentode plate. Outside the last dynode 
are a screen-mesh collector and a fifth dynode. 
From the fifth dynode, a solid cylinder, the 
output pulse is taken. The concentric geometry 
has several advantages. Space-charge dif-
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ficulties are decreased because the current gain 
at each dynode may be kept at a high level 
without increasing the current density in pro-
portion. Furthermore, the geometry is suited 
to a coaxial input and output for obtaining 
optimum rise-time characteristics. 

A Developmental Tricolor Vidicon Having a 
Multiple-Electrode Target—P. K. Weimer, 
S. Gray, C. W. Beadle, H. Borkan, S. A. Ochs, 
and H. C. Thompson (p. 147) 

Color television cameras which are now 
widely used require three separate camera 
tubes to supply the simultaneous primary color 
information transmitted by the compatible 
system. This paper describes a developmental 
tricolor camera tube of the vidicon type for use 
in a single-tube color camera. The ability to 
generate the three simultaneous signals is 
achieved in the tricolor vidicon by means of a 
multiple-electrode target structure having 
three interlocking groups of color-sensitive 
strips connected to separate output terminals 
for each primary color. A single low-velocity 
electron beam scans the photoconductive tar-
get. No special requirements are made on the 
beam with respect to focus or scanning ac-
curacy. Registry of the three signals is inherent 
in the design of the target. 

The performance of the developmental cam-
eras which have been constructed to date does 
not equal the three-tube image orthicon camera 
from the standpoint of sensitivity, color fidelity 
and uniformity. In its present state, the tube is 
potentially useful for industrial and scientific 
purposes where sufficient light is available and 
structural defects do not obscure the informa-
tion desired. To extend its range of application, 
the development of more sensitive photocon-
ductors and improved methods of fabrication 
are required. 

Some Calculations on the Large Signal 
Energy Exchange Mechanisms in Linear Beam 
Tubes—S. E. Webber (p. 154) 

The large signal energy exchange process 
both with and without space charge are studied 
by extending techniques used to compute 
multiple-cavity klystron bunching. The me-
chanics of this interaction at a klystron gap and 
in a traveling-wave type of system are exam-
ined in detail and the effects of space charge 
and of velocity spreading on efficiency are 
discussed. 

A Small-Signal Field Theory Analysis of 
Crossed-Field Amplifiers Applicable to Thick 
Beams—Bernard Hershenov (p. 163) 

Various authors have presented analyses of 
crossed-field amplifiers. Generally, these analy-
ses have dealt with very thin electron beams in 
the presence of crossed-fields or with beams in 
which the bulk ac charge density within the 
beam has been neglected. It is the purpose of 
this paper to develop a field-theory analysis 
which is applicable to both thick or thin beams 
and which includes the effect of space charge. 
In place of the usual approximate match at the 
input boundary plane, a rigorous variational 
technique is presented, which considers the 
effect of the cutoff waves on the amplitudes of 
the propagating waves. This enables one to 
solve the input boundary problem for the first 
time insofar as the amplitudes of the propa-
gating waves are concerned, without deter-
mining the individual amplitudes of the cutoff 
waves implicitly. As opposed to the usual ap-
proximate match, which is only valid for a 
thin, unmodulated entering electron stream, 
this variational method is valid for both thick 
and thin beams, as well as unmodulated or 
modulated beams entering a crossed-field slow-
wave interaction region or entering a crossed-
field drift region. 

The paper presents propagation constants 
obtained for thick beams based on the author's 
model. The variational procedure, which is a 
valid technique for other models as well as 
other types of beam devices, has been applied 
to one numerical case involving a thin beam 
and the results are compared with the results of 

the usual approximate match. A modification 
of the complex amplitudes of the exicited 
waves, even in the case of thin beams, is noted. 

Noise Reduction in Electron Beams— 
A. Zacharias and L. D. Smullin (p. 172) 

Direct measurements were made of the 
electron-beam noise parameters using a modi-
fied Currie-type gun. The noise parameters 
were measured as a function of the electric field 
in the vicinity of the cathode. The S parameter 
was found to be strongly influenced by this field 
in the Currie-type gun, but the parameter 7r/s 
is relatively unaffected. 

Transient Operation of Transistor With In-
ductive Load—H. C. Lin, A. R. Illavacek, and 
B. H. White (p. 174) 
A transistor operating with an inductive 

load may develop a collector-emitter short cir-
cuit when the transistor is suddenly turned off. 
The secondary breakdown of the collector 
characteristics determines the susceptibility to 
this type of failure. The secondary breakdown 
is greatly influenced by the reverse base cur-
rent. The reverse base bias voltage and im-
pedance affect the reverse base current in a pre-
dictable manner. The failure mechanism can 
be explained in terms of the characteristics of a 
four-layer device. Transistor requirements and 
design considrations are examined. 

For safe operation, the secondary break-
down current should be greater than the maxi-
mum operating current. When the reverse base 
current is minimized, the transistor is also pro-
tected. Several circuits which prevent the flow 
of reverse base current are presented. 

A Design Method for Crossed-Field Elec-
tron Guns—G. S. Kino ( p. 179) 

A design method for crossed-field guns 
based on a space-charge flow solution in crossed 
fields is given. By using the method of analytic 
continuation in the complex plane, it is shown 
that it is possible to find the exact form of the 
electrodes required. The design results in a gun 
similar to the French "short gun" with the 
great advantage that the current emitted from 
the gun and the current density at the cathode 
can be predicted. It is also shown that by mak-
ing certain approximations to the exact space-
charge-flow solution, a new type of gun can be 
designed, a "long gun" which can have ex-
tremely high convergence. The theory for this 
latter gun is extremely simple and the electrode 
shapes can be given entirely in analytic form. 

Experimental Notes and Techniques (p. 
185) 

Contributors (p. 187) 

Electronic Computers 

VOL. EC-9, JUNE, 1960, No. 2 
Sequence Detection Using All-Magnetic 

Circuits—H. D. Crane (p. 155) 
A technique is described for detecting spe-

cific sequences of pulses occurring on a net of 
input lines. This technique lends itself to 
realization in all-magnetic networks by the use 
of multi-aperture magnetic devices (MAD's). 
The resulting circuits are remarkably simple 
and reliable. Processing rates in excess of 
100,000 characters per second may be achieved. 
Examples are given of systems using arrays of 
such detectors. One example involves a system 
for detecting handwritten characters which 
makes use of a special pen having the property 
of generating specific sequences of pulses as 
symbols are written. The second example re-
lates to the problem of monitoring text for the 
detection of specific words (letter sequences) 
and phrases (series of sequences). 

Comparison of Saturated and Nonsaturated 
Switching Circuit Techniques—G. H. Gold-
stick (p. 161) 

The concept that the junction transistor is 
a charge-controlled current source is reviewed. 
Saturated operation and non-saturated opera-
tion are defined on the basis of minority and 
majority carrier distributions in the base 

region. Several common emitter switching cir-
cuits are analyzed. The switching efficiency, a 
figure of merit based on the charge storage 
properties of the transistor, j3 introduced. 
Saturated and nonsaturated operation are com-
pared on the basis of switching efficiency, 
transient waveforms, stability of the voltage 
levels, power dissipation, noise rejection and 
suppression ability, and circuit complexity. 
Currently-used antisaturation techniques are 
discussed. 

Comparative Performance of Saturating 
and Current-Clamped High-Frequency Pulse 
Circuits (Abstract)—V. P. MathiF. it. RaiIlan!, 
and J. J. Suran ( p. 175) 

A New Core Switch for Magnetic Matrix 
Stores and Other Purposes— I. P. V. Carter 
(p. 176) 

This paper analyzes the conventional uses 
of magnetic switch cores to drive matrix stores 
in both current-driven and voltage-driven 
modes. A new method of using switch cores is 
proposed and analyzed which offers, at the cost 
of replacing in every selection line the usual 
switch-core and terminating resistor by two 
smaller cores, intrinsic pulse shaping and ampli-
tude regulation, and much reduced power dis-
sipation, particularly in the driving stages. 
Constructional details of an application of the 
new method to drive a store 100X 80 X10 are 
given, and waveforms for this store are shown. 
All address decoding and driving are performed 
by 34 transistors. A model of a multiple co-
incidence store 101 X101 with a cycle time of 
1 µsec has also been constructed; details are 
given. 

Submicrosecond Core Memories Using Mul-
tiple Coincidence—H. P. Schlaeppi and I. P. V. 
Carter (p. 192) 

Memories using toroidal ferrite cores with 
cycle times less than a microsecond are de-
scribed; the selection ratio is increased by the 
use of biasing and the multiple coincidence 
principles of Minnick and Ashenhurst. It is 
shown that this mode of operation leads to im-
portant changes in the structure of the store; 
in particular, the classical core switch does not 
fulfill the new requirements. The "two-core 
switch" is then briefly described; it permits an 
elegant and economic solution of the problems 
arising at high selection ratios. Details of the 
design and operation of memories embodying 
these ideas are given; it is shown, for example, 
that standard core memory matrices can be 
used very efficiently at a selection ratio of 3:1 
to achieve a cycle time of 2 microseconds. 
Further illustrations are given from a model of 
a 100 X100 store operated at 4:1 and 7:1 selec-
tion ratios, and it is shown that a store of 
10,000 8-bit characters with a cycle time of 0.25 
microsecond is feasible. 

Magnetic Fields of Twistors Represented 
by Confocal Hollow Prolate Spheroids— 
H. Chang and A. G. Milnes (p. 199) 
A twistor is an anisotropie ferromagnetic 

cylindrical wire with nonmagnetic core. The 
intrinsic magnetization flux curls in helical 
sense in the wire and has an air return path. 
Many field problems must be solved for their 
successful use as information storage elements. 
For instance, the demagnetizing field in the 
wire causes instability of storage and therefore 
must be reduced by suitable geometry of the 
twistor. The flux lines emanating from a bit 
link neighboring windings and also impose a 
magnetic field intensity in neighboring bits. 
The interactions, although undesirable in 
packing bits in a memory array, can be used to 
advantage as operating forces in logical 
devices. 

This paper analyzes the demagnetizing field 
in a twistor bit, based on the geometrical 
model of a confocal hollow prolate spheroid and 
the magnetic characterization of the material 

by i3-=µ0(H-1-M) where M is the intrinsic 
magnetization, constant in magnitude, but 
oriented by the external field. 

Demagnetizing factors for confocal hollow 
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prolate spheroids are plotted against length-to-
diameter ratio and wall thickness. Expressions 
for field intensities outside a twistor bit are 
given. Analogies between twistors and thin film 
are examined. 

The Design of a General-Purpose Micro-
program-Controlled Computer with Elementary 
Structure—Thomas W. Kampe (p. 208) 

This paper presents the design of a parallel 
digital computer utilizing a 20-µsec core mem-
ory and a diode storage microprogram unit. 
The machine is intended as an on-line controller 
and is organized for ease of maintenance. 

A word length of 19 bits provides 31 orders 
referring to memory locations. Fourteen bits 
are used for addressing, 12 for base address, one 
for index control, and one for indirect address-
ing. A 32nd order permits the address bits to 
be decoded to generate special functions which 
require no address. 

The logic of the machine is resistor-
transistor; the arithmetic unit is a bus structure 
which permits many variants of order structure. 

In order to make logical decisions, a 
"general-purpose" logic unit has been incor-
porated so that the microcoder has as much 
freedom in this area as in the arithmetic unit. 

An Evaluation of Several Two-Summand 
Binary Adders—J. Sklansky (p. 213) 

Five fairly representative members of the 
class of two-summand binary adders are de-
scribed and evaluated. Hopefully, this will help 
the development of more general approaches to 
computer subsystems evaluation. The adders 
are evaluated on the basis of three quantities: 
the number of two-input AND gates and OR 
gates, G; the gate-normalized addition time, 
r; and the number of bits, n, in each summand. 
Three plausible formulas for computational 
efficiency, n, are postulated, and plotted vs n 
for the five adders. Based on a comparison of 
the resulting curves, the following efficiency 
formula seems preferable: 

n =--- • 
r log2 G 

Of the five adders considered, the new "con-
ditional-sum adder" is best by the above for-
mula when n > 3. Other adders, however, are 
shown to be superior when the assumptions 
underlying the evaluation of G and r are 
changed. The evaluation is found to have 
several limitations; these are discussed. Curves 
of G and r vs n are given. It is suggested that 
these curves can serve as raw data for other 
evaluations, so that various evaluation methods 
may be compared. 

Conditional-Sum Addition Logic—J. Sklan-
sky (p. 226) 

Conditional-sum addition is a new media-
nism for parallel, high-speed addition of digitally-
represented numbers. Its design is based on the 
computation of "conditional" sums and carries 
that result from the assumption of all the 
possible distributions of carries for various 
groups of columns. 

A rapid-sequence mode of operation pro-
vides an addition rate that is invariant with 
the lengths of the summands. Another ad-
vantage is the possibility of realizing the adder 
with "integrated devices" or "modules." 

The logic of conditional-sum addition is ap-
plicable to all positive radices, as well as to 
multisummand operation. 

In a companion paper, a comparison of 
several adders shows that, within a set of stated 
assumptions, conditional-sum addition is su-
perior in certain respects, including processing 
speed. 

Constant-Weight Counters and Decoding 
Trees--William H. Kautz (p. 231) 

A class of counters is described in which the 
number of l's in the flip-flops or register stages 
composing the counter remains constant as the 
counter advances from state to state. Simple 
digital circuit arrangements are described for 
the design of such counters, which may be used 

with a particular type of decoding tree as eco-
nomical ring-type counters, to provide a sepa-
rate output lead for each state. Some interest-
ing theoretical questions concerning the 
minimization of these decoding trees are raised 
and partially answered. Finally, the costs of 
these counters are compared with one another, 
and with those of other types of counters, over 
a continuous range of values of the flip-
flop/gate-input cost ratio. 

Determination of the Irredundant Normal 
Forms of a Truth Function by Iterated Con-
sensus of the Prime Implicants—Thomas H. 
Mott, Jr. (p. 245) 

This paper describes a new algebraic way 
of determining irredundant forms from the 
prime implicants. The method does not require 
using the developed normal form, and it makes 
novel application of Quine's technique of itera-
tive consensus-taking. Thus, by applying re-
peatedly the rule of consensus to the prime 
implicants, it is possible to derive a list of im-
plication relations that express the necessary 
and sufficient conditions of eliminability of the 
prime implicants in terms of which the irre-
dundant normal forms can be computed. The 
extension of Quine's technique to this phase of 
simplification serves to shorten considerably 
the logical machinery needed for complete 
solution of the simplification problem. By the 
same token, it renders the method suitable for 
use with a digital computer. 
A Precision Amplitude-Distribution Am-

plifier—W. F. Caldwell, G. A. Korn, V. R. 
Latorre, and G. R. Peterson (p. 252) 

A new electronic slicer circuit produces out-
put pulses whenever a random input voltage 
x(I) is between two slicing levels X —Ax/2 and 
X -FAx/2. The slicer pulses gate a counter to 
produce a direct digital readout count equal 
to the estimated first-order probability density 
of the input signal. The system was designed 
for random process studies with conventional 
electronic analog computers and has compati-
ble accuracy. 

A Pulse Position Modulation Analog Com-
puter—E. V. Bohn (p. 256) 

An important field of application for com-
puters is in real-time systems simulation. This 
requires the generation of nonlinear functions, 
obtaining the sums and products of these 
functions and solving systems of nonlinear dif-
ferential equations. A new type of analog com-
puter suitable for systems simulation is de-
scribed which combines the desirable features 
of the digital and analog computers in its mode 
of operation. Variables are represented by the 
time interval between pulses. Utilizing a few 
basic components, it is possible to carry out 
the operations of addition, subtraction, multi-
plication and function generation to 0.1 per 
cent accuracy. 

Correction to "The Determination of Carry 
Propagation Length for Binary Addition," by 
George W. Reitwiesner (p. 261) 

Correspondence (p. 262) 
Contributors (p. 2(18) 
Abstracts of Current Computer Literature 

(p. 275) 
PGEC News and Notices (Start on p. 293) 
Reviews of Books and Papers in the Com-

puter Field (p. 270) 

Engineering Writing and Speech 

VoL. EWS-3, JULY, 1960, No. 2 
The Cover (p. 34) 
PGEWS Officers, 1960-1961 (p. 35) 
Technical Motion Pictures in Science and 

Engineering—Steve E. Strem (p. 36) 
Unlike business and industrial films, the 

technical motion picture primarily serves the 
purpose of communication. This paper reviews 
the merits and disadvantages of using technical 
films as a medium for scientific and engineering 
information. Production techniques are de-

scribed, including script writing, shooting, 
planning, editing and methods of animation. 

A Note on the Writing of Scientific Papers 
—W. Hume-Rothery (p. 43) 

The structure of scientific papers is dis-
cussed, with the aim of making the manuscript 
as interesting, clear, and concise as possible 
without loss of subject matter. Some sugges-
tions are given for increasing clarity of language 
presenting sequences or comparisons, citing nu-
merical values, using appropriate illustrations, 
and clarifying experimental diagrams. 

The Editorial Function in Scientific Organi-
zation—J. D. Chapline ( p. 48) 

An analysis is made of the true functions of 
a good technical editor. In addition to giving 
his attention to language rules and conventions, 
an editor must be alert to the ambiguities and 
weak points in the draft copies of manuscripts. 
An editor should minimize the distortions that 
may appear in the communication process. 
When properly applied, the editorial function 
can actually give direction and focus to 
scientific pursuits. 

More Effective Engineering Proposals— 
One Key to Success—Frank W. Evans, Jr. 
(p. 54) 
A review is made of the importance and sig-

nificance of the technical communication ill 
engineering R & D contract proposals. This 
paper shows what the Services are seeking in 
contracts with engineering firms and outlines 
the basic elements that the proposal should 
contain. Procedures for evaluting finished 
proposals are discussed, and a number of spe-
cific reasons are given for rejecting proposals. 
General recommendations are given for effec-
tively shaping the material in an engineering 
proposal. 

Communication: Art or Science—G. F. 
Paskusz (p. 59) 

This paper discusses the problem of teach-
ing technical communications to engineering 
students and of how an engineering college can 
increase the quality of communications. First, 
students lacking prerequisites in basic English 
should be screened from such communications 
courses; the program should then consist of 
systematic instruction in technical writing and 
speaking principles augmented by continued 
exercise. An outline is given of the technical 
communications program at UCLA. 

Notes Toward Improving Technical Re-
ports—Sol Cohen (p. 62) 

Technical reports can be improved only 
through the understanding of their use and of 
their readers. Reports should show what was 
done and why, what is considered most sig-
nificant and why, and what action is recom-
mended. Organization and format are con-
sidered less important than understanding the 
needs and interests of the actual readers and of 
applying this information to the ideas in the 

report. 
PGEWS 1960 International Symposium 

(1). 66) 
The Authors (p. 67) 

Medical Electronics 

VOL. ME-7, JULY, 1960, No. 3 

Editorial—John E. Jacobs (p. 118) 
Papers from the Twelfth Annual Conference 
on Electrical Techniques in Medicine and Bi-
ology 

Some General Problems of Absorption 
Measurements in the Cell—B. Thorell (p. 119) 

The physical, chemical, and optical proper-
ties of various substances in the living cell, 
fundamental for their microspectrographic 
analysis, will be described. Some limits of the 
present techniques will be discussed. 

The Application of Ultraviolet Absorbence 
Measurements to Problems in Cell Biology— 
George T. Rudkin (p. 122) 
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Ultraviolet (UV) absorption spectra of in-
tracellular structures are an aid in the interpre-
tation of the biological effects of UV radiation 
and are useful for the identification of the sub-
stances localized in the structures. Micro-
assays of the total amount of a UV absorbing 
compound in a structure enable a study of the 
metabolism of that compound to be made in 
reference to the function of the structure. Both 
types of analysis are possible in the spectral 
range between 230 and 300 met where the ab-
sorption peaks of the biologically important 
nucleic acids (260 mo) and proteins (280 and 
less than 250 mg) lie. The components of a 
microspectrophotometer, source of radiation, 
monochromator, microscope optics, and de-
tector are discussed with reference to the UV. 
The main restriction on the design of an instru-
ment is imposed by the necessity to measure 
the absorption of an extremely small area (of 
the order of one micron in diameter) in the 
specimen. High intensity sources, optical com-
ponents with high transmission values, and 
sensitive detectors are required. The applica-
tion of the method to a study of nucleic acid 
metabolism in chromosomes is outlined. The 
total amount of UV absorbing material in an 
intrachromosomal structure was measured by 
scanning a photomicrograph and integrating 
the absorbencies over the structure. Nucleic 
acid was determined by the difference between 
the total amount of material found before and 
after extraction with nucleases. The identity 
of the extracted material with nucleic acid was 
checked by measuring the absorption spectra 
with a photoelectric device before and after the 
extraction and obtaining the spectrum of the 
extracted material by difference. As a result of 
the study it was shown that nucleic acid metab-
olism varies from place to place along a chromo-
some and with time at any one place, a finding 
that has significance with respect to the variety 
of functions in heredity associated with dif-
ferent regions of a single chromosome. It is sug-
gested that the future use of the method will be 
enhanced by the development of rapid scanning 
techniques and of auxiliary chemical and 
physical methods on a micro scale. 

Biographical Effects of Ultraviolet Radia-
fion— M. R. Zelle ( p. 130) 

Except for the studies of partial cell irradia-
tion by ultraviolet microbeams, most of the 
data concerning the biological effects of ultra-
violet irradiation have been obtained in studies 
utilizing relatively simple and inexpensive ap-
paratus. As more sophisticated instruments 
such as the microbeam combined with mono-
chromatic light sources and the flying spot 
microscopes are perfected, even more critical 
biological analyses should be forthcoming. The 
few examples of the contributions of ultra-
violet radiobiological studies to the analysis of 
complex biological problems briefly discussed 
in this paper serve only as indicators of the 
future progress which will result as these radio-
biological techniques are applied to an even 
wider range of biological problems. 

The Use of Television and Scanning Tech-
niques for Ultraviolet Irradiation Studies of 
Living Cells—P. O'B. Montgomery and L. L. 
Hundley (p. 135) 

The Ultraviolet Flying-Spot Television 
Microscope is a new tool for the study of living 
cells. The original development of the technique 
has been described by the authors elsewhere. 

One of the major uses of this technique is 
the study of ultraviolet irradiation damage in 
living cells. Recent advances in the technique 
now enable one to perform experiments de-
signed to elucidate the relationship between 
total cellular damage and cellular component 
damage. This paper describes the methods for 
the simultaneous utilization of two wave-
lengths of light for the illumination of different 
portions of a single living cell. This technical 
advance now makes it possible to produce 

ultraviolet irradiation damage in any area of 
the cell while illuminating the remainder of the 
cell with nondamaging visible light purely for 
image production purposes. 

Television Spectroscopy of Biological Fluo-
rescence—S. S. West, C. N. Loesner, and M. D. 
Schoenberg (p. 138) 

Flourescence emission spectra were ob-
tained from single unfixed ascites tumor cells 
stained at 3.3 X 10-7 M to 3.3 X 10-4 M concen-
trations of the vital fluorochrome, acridine 
orange. The new RCA Intensifier Image Orthi-
con television camera tube was used as the light 
detector and afforded approximately a one-
hundredfold increase in sensitivity over a 
standard image orthicon in this application. 

The light from the microscope was dis-
persed by a Leitz " High Power" Monochroma-
tor (exit slit removed) and the spectrum focused 
on the faceplate of the Intensifier Image Orthi-
con. Spectral curves were obtained by applying 
appropriate corrections to recordings of line 
selected oscilloscope traces. These curves show 
two emission peaks which indicate the presence 
of two molecular species in close agreement 
with in vitro data. Advantages of the technique 
and some implications of the results are dis-
cussed. 

Infrared and Microwave Effects on Skin 
Heating and Temperature Sensation—E. 
HemIler and J. D. Hardy ( p. 143) 

In order to study the physiological mecha-
nisms of temperature sensation, the forehead 
area of seven subjects was exposed to controlled 
heating while the skin temperature was radio-
metrically measured and recorded. Continuous 
exposure to variations in far infrared radiation 
produced temperature sensations which could 
best be correlated with rates of change of skin 
temperature. Warmth threshold was accom-
panied by a rate of rise of skin temperature of 
0.001 °C/second; cool threshold was accom-
panied by a rate of fall of skin temperature of 
0.005° to 0.006°C/second. Reports of tempera-
ture sensation continued to be given when no 
changes in skin temperature could be measured. 
Small, rapid fluctuations in skin temperature, 
exceeding the rates of rise and fall just given, 
evoked no reports of sensation. It was postu-
lated that the temperature changes involved 
were confined to the most superficial layers of 
the skin, and therefore did not stimulate the 
cutaneous temperature receptors. The same 
sequence of sensation reports resulted from 
preliminarily heating up or cooling down the 
skin, and then allowing it to return spontane-
ously to its normal temperature level. Cool 
sensations accompanying rapidly rising skin 
temperature change rates were believed to be 
due to simultaneous inhibition of warmth re-
ceptors and excitation of cold receptors. Ex-
posure of blackened and unblackened forehead 
skin to various pulse duration-intensity com-
binations of near infrared radiation sufficient 
to evoke threshold warmth sensation, permitted 
intracutaneous temperature changes to be cal-
culated. All such changes producing a threshold 
warmth sensation caused a temperature rise of 
about 0.02°C at a depth of 150-200 microns 
below the skin surface. Exposure of the skin to 
free-field, 3-cm microwave radiation produced 

initial changes in skin temperature compatible 
with primary heating of the tissues by the ab-
sorbed energy. Response times to onset and 
offset of stimuli were characterized by their 
variability. Persistence of warmth sensation of 
microwave irradiation was a consistent finding. 
Stimulation of warmth receptors by slowly dis-
sipated heat retained in the tissues was believed 
responsible. Analysis of the above findings in 
terms of known temperature receptor discharge 
activity was made on the basis of change in 
temperature at the receptor level, as indicated 
above. In order to explain the observations 
made, neither the temporal nor spatial de-
pendence of the temperature change was 

required. Only a very small change in the dis-
charge activity of any given sensory unit ap-
pears to be necessary for a threshold tempera-
ture sensation. 

Opacities in the Lens of the Eye Experi-
mentally Induced by Exposure ta Microwave 
Radiation—R. L. Carpenter. D. K. Biddle, and 
C. A. Van Ummersen (p. 152) 

Lens opacities result from exposure of the 
rabbit eye to 2450-me continuous wave radia-
tion. Threshold for a single damaging exposure 
is determined by power density and duration. 
Opacities may also result as a cumulative effect 
of repeated subthreshold exposures. Intra-
ocular temperature increases during irradiation, 
the extent and rate of increase being related to 
power density. Inasmuch as a particular tem-
perature critical for opacity induction cannot 
be identified, it is suggested that the intra-
ocular thermal response may be coincident 
with, rather than the cause of, induction of 
opacities. Lens damage may result from irradia-
tion at power levels not sufficient to cause 
discomfort to nonanesthetized animals. Pulsed 
radiation with high peak intensities appears to 
be more potent in inducing lens opacities than 
continuous wave radiation of equal average 
power. Since ocular temperature is related to 
average rather than to peak power, these find-
ings further suggest the possibility of a non-
thermal biological effect of microwave radia-
tion. 

The Mechanism of the Absorption of Ultra-
sound in Biological Materials—Edwin L. 
Carstensen (p. 158) 

1) Absorption of sound in solutions of mac-
romolecules has been found to be comparable 
in magnitude and similar in frequency depend-
ence to that of tissues and blood. The absorp-
tion has been shown to arise through a 
relaxation process. Several experimental ob-
servations suggest that the relaxation may be 
related to the protein-water interactions. 2) 
The absorption of sound in normal blood, al-
though predominately a molecular process, has 
in addition a component arising from the rela-
tive motion between the cells and the plasma. 
3) In certain tissues, the experimental evidence 
points out again the importance of direct 
molecular absorption. This may be modified to 
some extent in inhomogeneous tissues where 
there is the possibility of selective absorption 
arising at macroscopic discontinuities. 

Ultrasonically-Induced Movements in Cells 
and Cell Models—H. J. Dyer and W. L. 
Nyborg (p. 163) 

Normal- and high-speed cinemicrographs of 
events resulting from highly localized 25-kc 
vibration of small regions of an individual cell 
wall in Elodea leaf cells and in plastic cell 
models are discussed. In plant cells, complex 

patterns of ordered agitation are set. up, similar 
to parts of the patterns observed in model cells. 
In models containing Newtonian fluids, steady 

circulation results with streamline positions 
and directions being functions of viscosity and 
the vibration pattern of the wall, the general 
features being accounted for by the theory of 
acoustic streaming. In models containing weak 
agar gels, a combination of plastic and fluid 
behavior is observed as setting ensues; immedi-
ately after vibration begins, suspended particles 
"flow" for a short distance following the stream-
lines of a viscous fluid, with displacement vec-
tors distributed like the velocity vectors in 
acoustic streaming, but, as the sound ceases, 
return slowly almost to their original positions. 

Fundamental Neurological Research and 
Human Neurosurgery Using Intense Ultra-
sound—W. J. Fry and F. J. Fry ( p. 166) 

Focused high intensity ultrasound can be 
used, under accurately controlled dosage con-
ditions, to produce either temporary or perma-
nent changes in practically any desired brain 
structure. Volumes of tissue smaller than one 
tenth of a cubic millimeter can be affected in 
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deep brain structures of experimental animals 
(cats and monkeys), and regions as large as 
desired can be changed by moving the focal 
spot of the ultrasonic beams through an ap-
propriately chosen path. The changes can be 
induced without adversely affecting intervening 
brain structure and without interrupting the 
vascular system even within the site in which 
irreversible or permanent changes in the neural 
components are produced. The selectivity and 
absence of effects on the intervening tissue 
make focused ultrasound a tool of considerable 
power for investigating basic brain mechanisms. 
It is now being used in an extensive experi-
mental animal program involving neuro-
anatomical, behavioral and physiological stud-
ies. It is also being used to study and modify 
the symptoms of various neurological disorders 
in humans. The signs and symptoms which 
have been and are under investigation in hu-
man patients at the present time include ab-
normal movements (tremor and nonpatterned), 
muscular rigidity, intractable pain (following 
amputations, cerebral vascular accidents, the 
acute phase of herpes zoster) and hypersensi-
tivity to stimulation of the body surface. 

This paper includes brief descriptions of the 
instrumentation which has been developed for 
this type of fundamental neurological research 
and medical applications, the techniques of 
preparation and irradiation of the experi-
mental animal and human patient, the types of 
research results which are obtained from experi-
mental animal studies in which the ultrasonic 
dosage parameters are chosen for producing 
either irreversible or reversible changes, the 
results obtained from producing arrays of ultra-
sonic lesions in deep brain structures of patients 
suffering from various neurological disorders, 
and the present status of investigations of the 
physical mechanism of the action of the intense 
sound on the tissue. 

Penetration of Corneal Opacities by Infra-
red Electronics—Joel Friedman (p. 182) 

Some areas of application of the infrared 
image converted to diagnostic procedures in 
cases of corneal opacification are presented. 
Further extension of areas of usefulness will be 
paced by technical advances in infrared optics, 
quality of screen image, and simplification of 
design to facilitate the adaptation of the tube 
as an auxiliary for direct ophthalmic exami-
nation. 

Monitoring the Arrival in the Cerebral 
Hemispheres of Intravenously Injected Radio-
isotope (Cerebral Radiorheography)—W. H. 
Oldendorf (p. 184) 

A preliminary study has been carried out to 
establish the usefulness of a simple clinical 
technique for evaluating the relative cerebral 
blood flow in each hemisphere. 

The theory of the test is to monitor the ar-
rival in the head of intraveneously injected 
radioisotope. Two collimated detectors monitor 
the two cerebral hemispheres for 60 seconds. 
The test is simple to administer and extremely 
safe since a rapidly excreted radioisotope is 
used. Preliminary study suggests it may be.of 
considerable clinical value in view of its sim-
plicity and safety. 

An Electrical Method to Determine Remo-
crits—R. H. Okada and H. P. Schwan (p. 188) 

It has been determined that the electrical 
conductance of whole blood is a very accurate 
index of its hematocrit. The new instrument 
described here fills a need for a quick, accurate 
portable hematocrit meter. This meter can be 
used at the patient's side for an instantaneous 
determination, and wherever a portable instru-
ment is required. 

The advantages of this new instrument are 
its speed of operation, direct reading, small 
sample of blood required, and the inherent ac-
curacy of the electrical determination. The last 
fact could well result in greater clinical sig-
nificance of the hematocrit measurement. 

A Miniature Versatile Dosimeter—S. J. 
Malsky, C. G. Amato, and C. Reid (p. 193) 
A miniature glass dosimetry system is de-

scribed that, when employed with a gold shield 
of suitable wall thickness and "softer energy" 
portals, is energy independent over a specified 
photon energy spectrum. A brief review of the 
characteristics that this dosimeter must meet 
before its use as a clinical in vivo dosimeter is 
included. Various physical characteristics re-
lating to range, integration of daily dose, and 
orientation with respect to the source of radia-
tion, etc., are also considered. Its clinical appli-
cations are reviewed as well as its use with ra-
dium and other discrete sources as implants. A 
brief review is made of its possible use in the 
detection of gamma radiation in the presence 
of neutrons. The applications of this dosimeter, 
as the authors indicate, are not limited to any 
specific field; rather, its use is determined if one 
wants the daily and/or total diosage of radia-
tion delivered to a specific point. A separate 
electronic reader is required to read the 
dosimeter. 

The Television Eye Marker as a Recording 
and Control Mechanism—E. Lewellyn-Thomas 
N. F1. Mackworth, and M. R. Howat (o. 196) 

The Television Eye Marker utilizes the re-
flection of a light from the cornea to record the 
position of a man's gaze upon a picture of the 
scene at which he is looking. This corneal re-
flection is viewed under magnification by a 
television camera while the scene is viewed by 
a second television camera and the outputs of 
the two cameras are combined. The resultant 
picture on the monitor television screen shows 
the scene with a bright spot superimposed, in-
dicating the position and movements of the 
subject's gaze. This can be photographed by a 
motion picture camera. The bright spot is 
called the Eye Marker. Photocells are mounted 
against the monitor television screen and are 
thus activated when the Eye Marker passes 
beneath them. The position of each photocell 
is correlated with a position in the scene so that 
when the subject looks at a point in the scene, 
the corresponding photocell is activated. The 
photocell output is used to record the positions 
of visual fixation, and also to control the visual 
or other information presented to the subject. 
A method of converting the photocell out-

put into signals in the teletype code is de-
scribed. 
Contributions 

Some Unsolved Problems in Bio-Medical 
Electronics—Lee B. Lusted (p. 201) 

The Bioelectric Field Pattern in the Sala-
mander and Its Simulation by an Electronic 
Analog—Robert O. Becker (p. 202) 

The dc field potential has been determined 
on the surface of the intact salamander, Trituris 
viridestens. A complex field was found which did 
not correspond to a simple dipole. The field was 
found to vary in a dynamic fashion with 
changes in the level of anesthesia. The spatial 
organization of the field correlated well with 
the anatomical organization of the central 
nervous system of the animal, in that areas of 
nerve cell aggregations within the central nerv-
ous system appeared to serve as both sources 
and sinks of the potential, with transmission of 
the steady potential along major nerve trunks. 
An analog model of the central nervous system 
was constructed utilizing several bimetallic 
junctions and a conducting network. This 
model produced a field in a modified electrolytic 
tank which corresponded well with the field 
found in the intact animal. It was concluded 
that the dc bioelectric potential in organisms 
may be generated within and conducted by 
portions of the central nervous system. The 
possibility that this is a means of data trans-
mission and/or control (in addition to the usual 
action potential system) is being evaluated. 
A Gas-Hemoglobin Diffusion Photometer— 

F. Kreuzer and L. Garceau ( p. 207) 

A double-beam photometer is described 
which employs a single photocell and motor-
driven shutter synchronized with alternately 
energized screens in a gated amplifier. The 
equipment is used for indicating and recording 
monochromatic light absorption changes by a 
thin layer of hemoglobin-containing media 
exposed to diffusion of various gases. 

A Blood Flowmeter for Use in Coronary 
Heart Disease Research—Francis A. Giori (p. 
211) 

In connection with research on coronary 
heart diseases, the need arose to measure ex-
tremely low blood flows in uncannulated vessels 
in the immediate vicinity of the heart in a 
living animal. Measurement of blood flow in 
this instance is complicated by the typically 
small flow rates, the requirement to transmit 
faithfully the pulsating components of the flow, 
and the large interfering cardiac voltages in the 
vicinity of the implanted vessel. Nearly all of 
the development effort described in this paper 
was devoted to extending the range of the elec-
tromagnetic type of flowmeter. Critical system 
parameters in this particular application were 
found to be the input impedance level and cou-
pling methods of the preamplifier, phase ac-
curacy of the timing voltages, and common-
mode rejection of the carrier amplifier. Sig-
nificant but relatively less important factors 
are the coil-drive method, the wavesliápe of the 
coil-drive current, and the noise level of the 
gating system. The blood flowmeter described 
in this paper has been in daily use at the Buffalo 
Veterans' Administration Hospital since mid-
June 1959. During most of this period, medical 
personnel have been operating the instrument 
and have performed the electrical adjustments 
which occasionally are needed to maintain the 
instrument at a suitable performance level. 

Diagnostic Decisions by Machine—Keeve 
Brodman (p. 216) 
A data-processing machine, programmed to 

simulate what is postulated to be the operation 
of a physician's mind when he makes a diag-
nostic decision, interprets patients' medical 
histories with such discrimination that it 
identifies the patient's disease as often as does 
a physician who interprets the same data. 
Although the diagnostic decisions made by the 
machine could not be distinguished from those 
made by the physician, it cannot be said that 
the machine is an analog of the human mind, 
which remains a black box of unknown opera-
tion. 

Program for a Diagnostic Model—Adrianus 
J. Van Woerkom (p. 220) 

A Portable, Self-Contained Electronic 
Cardiotachometer for the Medical Research 
Profession Evolved by a Unique Group of 
Engineers—L. J. Ryan (p. 221) 

The medical research groups have been 
somewhat at a disadvantage in securing certain 
instrumentation for their various projects 
because usually they must rely upon large es-
tablished engineering organizations where close 
liaison is rather difficult. A group of volunteer 
engineers at the Illinois Bell Telephone Com-
pany, in their own spare time, have been able 
to produce instrumentation for a number of 
these projects in a unique manner. This paper 
describes the SAVE (Service Activities of 
Volunteer Engineers) operation and one of 
their projects, the portable (3-ounce) self-con-
tained, cumulative heartbeat recorder. 

Fluorocinematographic and Manometric 
Studies of Esophageal Motility in Patients 
with Achalasia—G. Chejfec, H. A. Danemann, 
J. Milewski, E. C. Texter, Jr., and C. J. 
Barborka (p. 225) 

Achalasia is a neuromuscular disorder of the 
esophagus with typical motility, X ray, and 
intraluminal pressure patterns. In the past, 
diagnostic and therapeutic procedures in this 
disease involved the use of fluoroscopy and 
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"spot" filming. With the introduction of 
fluorocinematography (General Electric TV-X), 
it has become feasible to perform prolonged 
studies and more accurate therapy with simul-
taneous filming of all these events. The motor 
phenomena could then be studied in detail with 
frame by frame analysis of the film. At the 
same time the radiation hazard to the patient 
and the observer has been greatly reduced. 

Although at the moment certain technical 
problems have tended to limit the usefulness of 
this procedure to the esophagus and adjacent 
structures, it is felt that the entire gastroin-
testinal tract will ultimately be amenable to 
such detailed methods of study. 

A Simple Method for Recording the Elec-
trocardiogram, Phonocardiogram, or Pressure 
Tracing on the Cineangiogram—J. G. Mudd 
and R. Loeffel (p. 228) 

A method is presented for simultaneous 
recording of the electrocardiogram on the 
cineangiocardiogram. A system for direct visuali-
zation of the stylus recording has been de-
signed. Simultaneous recording is helpful in 
determining the exact timing of the blood flow 
through intracardiac shunts. 

Abstracts of Current Bio-Medical Research 
Projects (p. 229) 

Correction to "Television X-Ray Movies: 
Dose and Contrast Factors," by R. Stuart 
Mackay (p. 230) 

Microwave Theory and Techniques 

MTT-8, 1960, No. 4 

Report of Advances in Microwave Theory 
and Techniques in Great Britain-1959--
John Brown ( p. 382) 

Report of Advances in Microwave Theory 
and Techniques in Western Europe-1959--
Georges Goulet ( p. 387) 

Report of Advances in Microwave Theory 
and Techniques in Japan-1959—Kiyoshi 
Morita (p. 395) 

The Design and Measurement of Two 
Broad-band Coaxial Phase Shifters—C. F. 
Augustine and J. Cheal (p. 398) 

Two mechanical (servo-driven) phase 
shifters were developed in response to systems 
requirements of low torque, compactness, oc-
tave bandwidth, and linear relation between 
mechanical motion and phase shift. One phase 
shifter relies upon the axial motion of a dielec-
tric slug through a helix wound from modified 
miniature rigid coaxial cable. The second 
design consists of a 3-db coupler with ganged 
movable shorts on two ports. The helix design 
displayed phase shift of 720 degrees at 3 kmc 
and linearity to within ± 3 degrees. The coupler 
design is capable of achieving 720 degrees phase 
shift at 3 kmc and linearity within + 2 degrees. 
A precision measuring facility (phase bridge) 
was developed for the purpose of determining 
the electrical performance of the phase shifters. 
A brief analysis is included to illustrate the 
prediction of maximum possible errors in the 
phase bridge and the phase shifters, in terms of 
transmission line parameters. 

A Dielectric Resonator Method of Measur-
ing Inductive Capacities in the Millimeter 
Range—B. W. Hakki and P. D. Coleman (p. 
402) 

A novel technique for the measurement of 
dielectric and magnetic properties of a homo-
geneous isotropic medium in the range of ap-
proximately 3 to 100 kmc is described. An ac-
curacy of 0.1 per cent is possible in the de-
termination of permittivity or permeability in 
those cases where the loss tangent is sufficiently 
small. The measuring structure is a resonator 
made up of a right circular cylindrical dielectric 
rod placed between two parallel conducting 
plates. For measurement of permittivity two 
or more resonant TE„„t mode frequencies are 
determined whereas for the measurement of 

permeability two or more resonant TM„„, mode 
frequencies are determined. The dielectric or 
magnetic properties are computed from the 
resonance frequencies, structure dimensions, 
and unloaded Q. Since the loss tangent is in-
versely proportional to the unloaded Q of the 
structure, the precision to which Q is measured 
determines the accuracy of the loss tangent. 

Summary of Measurement Techniques of 
Parametric Amplifier and Mixer Noise Figure 
—R. D. Haun, Jr. (p. 410) 

Expressions are derived for the noise factor 
of a frequency mixing circuit under two dif-
ferent operating conditions: 1) single-sideband 
operation with input only in a band of frequen-
cies at w1; and 2) double-sideband radiometer 
operation with incoherent inputs in the bands 
both at frequency cot and at oh =w3-6,1. In both 
cases, the output is taken only at WI. 

It is shown that the noise figure for radi-
ometer double-sideband operation is not always 
3 db less than for single-sideband operation. It 
is also shown that it is possible to obtain an 
output signal-to-noise ratio which is greater 
than the input signal-to-noise ratio for coherent 
double-sideband operation. 

Methods are analyzed for measuring the 
effective noise temperature of this circuit by 
using a broad-band noise source. 

Duplexing Systems at Microwave Frequen-
cies—A. F. Harvey (p. 415) 

The paper reviews the various methods of 
duplexing at microwave frequencies. General 
principles, including the use of passive and 
solid-state devices, are first discussed. The char-
acteristics of gaseous-discharge duplexing tubes 
of both self- and externally-excited types are 
examined and data for typical examples given. 
The various arrangements of discharge tube 
duplexers and methods of measuring their 
performance are described. The survey con-
cludes with a bibliography. 

Impedances of an Elliptic Waveguide (For 
the elf! Mode)—G. R. Valenzuela (p. 431) 

The power-voltage, power-current and 
voltage-current impedances for the elliptical 
waveguide for the fundamental mode (elli 
mode) are obtained by two different methods. 

The first method consists of using the exact 
fields inside a perfectly conducting elliptical 
pipe. Numerical results were obtained by nu-
merical integration of the integrals involving 
Mathieu functions by the Gaussian Quadra-
tures method by a digital computer. 

In the second method aproximate fields 
which satisfy the boundary conditions were 
used. By this approximate method, actual ex-
pressions for the impedances are obtained as a 
function of minor to major diameter ratio with 
no need of numerical integration. 

The actual expressions for the impedance 
obtained by the approximate method give the 
impedance for elliptical waveguide within six 
per cent. On the basis of comparison with the 
exact numerical solution the expressions for the 
approximate impedance give the impedance 
of elliptical waveguide within three per cent if 
they are scaled by 1.03. 

Analysis of a Transmission Cavity Wave-
meter—Leo Young (p. 436) 

A section of transmission line partially 
closed off at each end constitutes a cavity 
wavemeter. If fixed in length, it may be used 
as a reference cavity; or if tunable, it may be 
used to determine frequency. Such a cavity is 
here treated systematically as a lossy transmis-
sion line, with the two end couplings either 
lossless or symmetrical. The analysis is by 
means of the transfer or wave matrix. Various 
expressions are derived which have previously 
not been obtained, or for which only approxi-
mate expressions have been derived from 
"equivalent circuits." 

Scattering of a Plane Wave on a Ferrite 
Cylinder at Normal Incidence—W. H. Eggi-

mann (p. 440) 

The scattered field is given as a series of 
cylinder functions. If the ferrite cylinder is 
magnetized along its axis the scattering pattern 
becomes asymmetrical about the direction of 
incidence. Approximation formulas for the 
thin cylinder and the far field zone are given. 
It is shown that in the first approximation the 
amplitude is an even function and the phase 
angle of the field is an odd function of the 
scattering angle. Exact numerical results llave 
been obtained with a Univac digital computer. 
By a suitable arrangement of the ferrite cylin-
ders, a unidirectional pattern can be obtained 
which is controlled by the applied magnetic 
dc field. 

Phase Adjustment Effects on Cascaded 
Reflex Klystron Amplifiers—Koryu Ishii (p. 
445) 

Reflex klystrons (type 2K25) were used as 
regenerative amplifiers for the X-band. Two 
2K25 reflex klystron amplifiers were cascaded 
with a coupling circuit which contained a vari-
able phase shifter. The effect of the phase ad-
justment was investigated in comparison with 
another coupling scheme which did not contain 
the phase shifter. The phase adjustment in the 
coupling circuit gave the amplifier system high 
gain (more than 50 db max), and a reasonably 
low noise figure (8 db-17.5 db). High sensitivity 
was obtained. Proper phase adjustment of the 
two stage reflex klystron amplifier could give 
more than twice the gain in (lb of the single 
stage amplifier because of the regenerative feed-
back between stages. The linearity and dy-
namic range were considerably improved by 
the phase adjustment. But the frequency band-
width became narrow (2 mc), and improvement 
in stability and directivity was not significant. 

TE Modes of the Dielectric Loaded Trough 
Line—Marvin Cohn (p. 449) 

The properties of TE modes on a dielectric 
loaded trough waveguide llave been investi-
gated. In the case of the dominant mode of this 
line (TEN,), families of design curves giving the 
field distribution, guide wavelength, power 
handling capability, wall losses, and dielectric 
losses as a function of operating wavelength, 
waveguide dimensions and dielectric constant 
are presented. For a loosely bound wave, the 
losses are comparable to those of conventional 
rectangular waveguide and the power handling 
capability is an order of magnitude greater. 
The apparatus and procedure used to measure 
guide wavelength, rate of field decay in the 
transverse direction, and attenuation are de-
scribed. The measured performance is in close 
agreement with the theoretically predicted 
characteristics. 

Coupling of Modes in Uniform, Composite 
Waveguides—L. C. Bahiana and L. D. Smullin 
(p. 454) 

The principle of coupling of modes is used 
to compute the phase constant in a uniform 
waveguide filled with two different dielectric 
materials. The natural modes of two hypo-
thetical waveguides filled with the different 
dielectrics are computed. The propagation of 
the combined system is computed by consider-
ing the coupling between the two sets of modes. 
Comparison is made between the approximate 
theory and an exact theory. 

Correction to " Design of Linear Double 
Tapers in Rectangular Waveguides," by R. C. 
Johnson (p. 458) 

Correspondence (p. 459) 
Contributors (p. 468) 
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Automatic Meteorological Data Collecting 
System—R. Thomas and M. McLardie (p. 234) 

The automatic data collecting system, as 
designed, permits automatic sensing and log-
ging of 64 meteorological parameters measured 
on a 220-foot tower. The design permits simul-
taneous measurements of all parameters at all 
levels, with response of the instruments on the 
order of a few seconds. There is a resultant in-
crease in data accuracy and acquisition, flexi-
bility of observation periods, ease of mainte-
nance and simplicity of operation. With those 
capabilities, studies requiring large volumes of 
data on a continuing basis are feasible with 
existing manpower. 

Rocket Sounding of High Atmosphere 
Meteorological Parameters— K. R. Jenkins, 
\V. L. Webb, and G. Q. Clark (p. 238) 

The need for systematic data collection per-
taining to meteorological parameters in the 
high atmosphere has led to the development of 
several relatively economical meteorological 
rocket vehicles and uncomplicated rocket pay-
loads. The progress toward an optimum system 
has been encouraging during the past two years, 
but the over-all state of the sensor development 
has lagged behind rocket performance. The 
complexity of the atmosphere in the area of 
interest indicates a need for extensive theoreti-
cal study in the application of sensors and cor-
rective techniques applied to empirical data 
obtained during rocket flights. 

The Signal Corps has been active in the de-
velopment and testing of rocket vehicles and 
sensors as well as telemetry systems for re-
covery of the measured data. Over one hundred 
and fifty rounds have been fired at White Sands 
Missile Range in testing of hardware and tech-
niques and in training personnel and perfecting 
launching techniques for application in a more 
comprehensive observations system. 

The Loki meteorological sounding rocket 
has proven to be the first reliable vehicle to be 
used in large numbers. It can be fired under 
almost all conditions, but is restricted in pay-
load to the simplest sensors. So far, only wind 
measurements have been made, using a small 
parachute below 150,000 feet and chaff above 
that level to 280,000 feet. The Arcas has con-
siderably increased the capability of the system 
by providing telemetry for other sensors as 
payload on a 15-foot diameter parachute. 

An effort toward the installation of a perma-
nent synoptic meteorological rocket sounding 
network has been made with the initiation of a 
one-year series of soundings in October, 1959 
and a planned schedule of daily firings for one 
month of each season during 1960. Rocket 
payloads compatible with the monetary and 
physical limitations of the initial series of 
soundings are discussed. 

Automatic Rocket Impact Predictor— 
Louis D. Duncan (p. 243) 

The ARIP was designed to improve rocket 
impact predictions. Previous procedures in-
volved lag time in wind measuring which could 
not be fully accounted for in an x-time firing 
decision. This lag time assumes an importance 
in direct proportion to the magnitude of the 
wind weighting factors, which with some free 
flight rockets could be as large as 50 per cent of 
the total wind effect. 

Five Aerovane anemometer sensors dis-
tributed in the first 100-foot layer provide the 
data via mechanical and electronic coupling to 
a computer which has been preset for the 
ballistic values of a particular rocket. The com-

a, puter output then activates an X- Y plotter 
which has been previously zeroed for all other 
cumulative displacement effects. 

The Satellite Vanguard II: Cloud Cover 
Experiment—R. A. Hanel, J. Licht, W. Nord-

* berg, R. A. Stampfl, and W. G. Stroud (p. 245) 
Artificial satellites promise means of com-

pleting precise surveys of the world and of ac-

quiring world-wide photographic coverage for 
the production of topographic maps. The ap-
plicability of satellites to the field of geodesy 
is covered, and problem areas associated with 
map compilation serve to emphasize a critical 
research area. 

TIROS—The System and Its Evolution— 
H. I. Butler and S. Sternberg. (p. 248) 

At 6:40 A.M. on April 1, 1960, the TIROS I 
Satellite was launched, went into its planned 
orbit, and demonstrated full capability of 
operation. The cloud pictures returned to earth 
not only fulfilled all the expectations of the 
satellite designers from a technical standpoint, 
but also proved to be informative and of practi-
cal value to meteorologists. The effects of the 
space environment on the satellite itself re-
mained well within the design extremes. 
Ground operations also went according to plan, 
with the highly-automated equipment success-
fully programming the satellite, and then re-
constructing the received pictures and their 
identification coding for photographic repro-
duction. One of the photographs taken by the 
wide-angle camera is shown in Fig. I. 

The following paper describes the satellite 
and ground data-acquisition system. A brief 
history tracing the evolution of the project 
from its earliest concepts is included, as well as 
a discussion of the major factors, both technical 
and managerial, which affected the final design. 

Surveying and Mapping from Space— 
Charles S. Spooner, Jr. (p. 256) 

This paper contains a summary of the 
launch and performance of the first meteoro-
logical satellite, Vanguard II. A brief descrip-
tion of its instrumentation is given. 

Radio Interferometry Applied to Geodesy— 
Werner D. Kahn (p. 259) 

Mark II Minitrack, a basic type of radio 
interferometer, is used to obtain observational 
data from artificial earth satellites. It is as-
sumed that the antenna field pattern can be 
approximated by a family of coaxial cones 
whose common apex is the electrical center of 
the system. The mathematical theory of cali-
brating the system with stellar radio sources 
and the reduction of satellite observational data 
is given, with an error analysis of the system. 

Application of Electronic Distance Measur-
ing Equipment in Surveying—Thelma A. 
Robinson ( p. 263) 

Recent improvements in electronic distance-
measuring equipment have made it possible to 
obtain higher degrees of accuracy in surveys 
for mapping. Electronic equipment has there-
fore become a far-reaching and powerful tool 
when used for establishing geodetic control in 
remote areas, between distant triangulation 
stations, over impassable terrain, and through 
intervening vegetation, where it is impossible to 
connect stations by visual methods. As a result 
of this broader coverage made possible by elec-
tronic measurements, more extensive geodetic 
connections are provided for the determination 
of the size and shape of the earth and conse-
quent mapping of paths of missiles and of satel-
lites. 

This paper gives an up-to-date account of 
these geodetic applications of H IRAN, 
LORAC, tellurometers, geodimeters, as well as 
flares, and includes a brief description of the 
systems. Some of the limitations and problems 
encountered with these instruments are de-
scribed and the accuracies which have been ob-
tained from specific field surveys are noted. 

Semi-active Correlation Radar Employing 
Satellite Borne Illumination—O. E. Rittenbach 
and W. Fishbein ( p. 268) 

This paper describes a semi-active radar sys-
tem in which the transmitter is carried in a 
satellite. The satellite transmits a randomly 
modulated signal. On the ground the radar has 
two antennas and receivers. One antenna 
points at the satellite, the other at the target. 
The signal from the satellite oriented receiver 

is delayed and correlated with the satellite sig-
nal reflected from the target. The delay cor-
responding to the peak of the correlation func-
tion is used to determine range. It is planned to 
test this system with various communications 
satellites. 

Artificial Ionospheres for Communications 
—F. F. Marmo and A. Engleman (p. 270) 

This paper suggests the utilization of an 
artificial ionosphere (artificial electron cloud) 
for RF communication. For convenience the 
presentation is given in two major parts. The 
first part is concerned with the general con-
siderations associated with the generation, 
dynamics and other physical characteristics of 
the artificial ionospheres. It presents a general 
survey of the data and analysis from several 
experiments designed and performed expressly 
for obtaining critical engineering parameters re-
quired for the systematic development of these 
clouds as a propagation medium. These param-
eters include 1) chemical yield of contaminant, 
2) thermal ionization efficiency, 3) upper at-
mosphere wind velocities, 4) wind shear, 5) 
ambipolar diffusion, 6) neutral diffusion, 7) 
solar photoionization probabilities, and 8) 
several decay processes including mutual neu-
tralization, chemical consumption, electron 
attachment, recombination, etc. The effect of 
these processes upon the propagation capabili-
ties of electron clouds is emphasized. Finally, 
some suggested improvements are offered for 
optimizing the artificial ionosphere propagation 
capability. 

The analytical model for cloud reflection, 
which is discussed in detail, is the spherically 
symmetric Gaussian electron distribution 
cloud. Cross-sectional cloud values as a func-
tion of time, including the maximum case, are 
discussed for this model. Calculations of cloud 
effectiveness for other reflective cases assuming 
various distribution functions, as well as one 
refractive case, are also presented. For the 
model discussed, the RF communications capa-
bility of the artificially generated ionosphere is 
presented. Since it is of first-order importance, 
the geometrical limitation of cloud generation 
altitude as a function of system communica-
tions range is considered. The altitude require-
ments for the limiting case of world-wide com-
munications will be noted. In addition, the elec-
tronic system parameters, e.g., antenna gains, 
transmitter power, carrier frequency, band-
width, etc., that are required to perform cer-
tain communications functions are presented in 
detail. Finally, the utility of existing UHF 
troposcatter communications equipment for 
optimum electron cloud communications will 
be demonstrated. 

Basic Research Efforts in Astrobiology— 
R. S. Young and J. L. Johnson (p. 284) 

The special problems involved in perform-
ing basic biological experiments in space ve-
hicles are described, emphasizing the need for 
unique types of instrumentation. Some of the 
techniques used in preliminary experiments in 
recoverable nose cones of Army ballistic missiles 
are explained in detail. The reasons for doing 
this type of research in these vehicles are in-
cluded. 

Bio-Telemetry in the Nose Cones of U. S. 
Army Jupiter Missiles—S. J. Gerathewohl, 
S. W. Downs, Jr., G. A. Champlin, and E. S. 
Wilbarger (p. 288) 

On December I, 1958, a South American 
squirrel monkey, and on May 28, 1959, a rhesus 
and a squirrel monkey, were launched in the 
nose cones of two U. S. Army Jupiter missiles. 
The experiments were done by scientists of the 
Army and Navy medical departments, and 
personnel of the Army Ballistic Missile Agency. 
They were done on a noninterference basis with 
the main mission of the missile. 

The primary objective of the bio-flights was 
to demonstrate that animals can survive 
ballistic flights unharmed, if an adequate life 
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support is provided. The secondary aim was to 
design, construct and test such a system, to de-
velop countdown and launching procedures, 
and to recover the specimen after flight. More-
over, technical and scientific information on the 
physiologic and behavior status of the animal 
was to be gained through telemetry. 

Although the first animal was lost, valuable 
data were obtained on the functioning of the 
bio-package during flight. They served to im-
prove the second experiment, which added sub-
stantially to the understanding of the biomedi-
cal requirements for space flight. Moreover, 
Able and Baker were the first primates re-
covered unharmed from an operational IRBM 
nose cone after re-entering the earth's atmos-
phere. 

Recovery System Development—R. M. 
Barraza and W. G. Huber (p. 303) 

The design and development of a recovery 
system involves extensive studies and tests to 
determine the best configuration for each spe-
cific application. Thought should be given to 
using off-the-shelf, well proven components 
where applicable in any new recovery system 
design. This will reduce the development cost 
and yield higher system reliability. In discuss-
ing the design and development of recovery sys-
tems, the over-all problem can be broken down 
to include considerations of structural integrity 
of the vehicle, i.e., deceleration loads it can 
safely withstand, re-entry heating, practical 
end conditions of velocity and altitude at which 
recovery system sequence can be initiated with 
reliable operation, efficiency of system; i.e., 
weight and space requirements of the system 
for the amount of braking force developed, 
flotation equipment if required, and locating 
devices. 

This paper discusses these considerations 
in detail and their application to present and 
future booster and payload recovery systems 
being developed by the U. S. Army Ballistic 
Missile Agency. 

Electronic Components for Space Instru-
mentation—James P. McNaul (p. 308) 

The advent of the space age has placed 
unique requirements on the design and appli-
cation of electronic components. Not only has 
a rigorous environment been imposed on com-
ponents, but the system demands have often 
exceeded the state of the art of component de-
velopment. From all indications these system 
demands will greatly increase over the next few 
years. 

This paper briefly describes some of the Re-
search and Development programs which have 
been accomplished at USASRDL in meeting 
the space age system and environmental re-
quirements. Based on future system require-
ments, some programs now in existence, as well 
as some which are planned, are discussed, and 
some general conclusions are presented on the 
work that must be done if the proper electronic 
components are to be available when needed. 

Power Sources Designed for Space—W. 
Shorr, D. Linden, and A. F. Daniel (p. 313) 

New, improved and more reliable power 
sources will have to be developed if anticipated, 
space-oriented, requirements for higher power 
and longer life are to be satisfied. Conversion 
systems employing chemical, solar and nuclear 
energies are described and their prospects for 
further improvement discussed. 

Launching Procedures for Space Vehicles— 
Daniel D. Collins (p. 317) 

Operations conducted at a launching site on 
any space vehicle program are a result of all 
contributions to the launching operation team 
from the many sources of origin concerned with 
the vehicle. Recognizably, therefore, these con-
tributions vary from contractor to contractor. 

The paper is based on the general launching 
techniques developed and followed by one of 
the contractors at the Atlantic Missile Range. 

Launching procedures are the recommended 
methods and operations necessary in testing, 
checking and preparing a space vehicle for 
flight. They are the culmination of all previous 
experiences, studies and tests formed into a 
written chronological schedule to check and test 
each critical flight component and operation in 
proper sequence. The procedures are ac-
complished by a group of engineers, technicians 
and various other specialists organized into a 
well coordinated team. 

From an Early Sputnik Diary—Harold A. 
Zahl (p. 320) 

Like almost everyone else in the world, 
personnel of the U. S. Army Signal Research 
and Development Laboratory (USASRDL), 
Fort Monmouth, N. J. were caught by surprise 
when the USSR successfully launched earth 
satellites in October and November, 1957. The 
narrative portrays some of the happenings in 
our environment when the BEEP-BEEPS de-
scended upon us. I should mention, however, 
that any humor the reader may see in the 
latter-day remarks which constitute this diary 
was certainly nonexistent during the long, 
dreary 40 days and 40 nights when, in the 
wilderness of the outer space, we were "wres-
tling" with these electronic invaders. It is only 
in retrospect that we can now smile. 

Army Participation in Project Vanguard— 
W. E. Smitherman (p. 323) 

The Army was responsible for the design 
and construction of the Minitrack stations for 
Project Vanguard. In addition, the Army re-
sponsibility included the electrical tracting of 
the artificial satellites. 

This article outlines the actions taken by 
the Army in fulfilling these responsibilities. 

The Signal Corps Astro-Observation Cen-
ter, Fort Monmouth, N. J.—L. H. Manamon 
and A. S. Gross (p. 327) 

Many months of active participation in the 
satellite and missile observation program have 
resulted in a number of new and improved con-
cepts which have been put to practical use in 
the establishment of the U. S. Army Signal Re-
search and Development Laboratory's Astro-
Observation Center, Fort Monmouth, N. J. 

This paper will describe the capabilities of 
the Research and Development station and 
several of the instrumentation techniques in 
use, including the use of phase-locked audio-
frequency tracking filters, and high speed digi-
tal readout equipment for precision Doppler 
measurements. 

The extreme flexibility of frequency cover-
age of the station has been of exceptional value 
in the rapid acquisition of signals transmitted 
from foreign satellites and space probes. 

Tracking in Space by DOPLOC—L. G. De-
Bey (p. 332) 
A satellite and space vehicle tracking sys-

tem of the Doppler type, known as DOPLOC, 
is described. The characteristics of the heart of 
the system, a phase-locked tracking filter, are 
discussed from the viewpoints of bandwidth, 
signal-to-noise ratio, and accuracy of Doppler 
frequency measurement. System sensitivity to 
low energy signals is shown to be 2X 10-2° 
watts at a bandwidth of 1 cps. Tracking ranges 
vs frequency are given for constant gain and 
constant aperture antennas. The advantages 
of DOPLOC in satellite tracking programs are 
briefly discussed. 

Orbit Determination from Single Pass 
Doppler Observations—R. B. Patton, Jr. (p. 
336) 

This paper presents a method for determin-
ing the orbit of a satellite by observing, in the 
course of a single pass, the Doppler shift in the 
frequency of a CW signal transmitted from the 
ground and reflected by the satellite to one or 
more ground-based receivers at remote sites. 
The method is sufficiently general that, with 
minor modification, it may be applied to any 
type of satellite or ICBM tracking measure-

ments. The computation consists of improving 
approximations for initial position and velocity 
components by successive differential correc-
tions which are obtained from a least squares 
treatment of an over-determined system of con-
dition equations while imposing elliptic motion 
as a constraint. Methods for obtaining approxi-
mations for the initial position and velocity 
components are likewise discussed. Results are 
presented for computations with typical input 
data. 

Comparison of Precalculated Orbital Ele-
ments of the Army Explorer Satellites with the 
Actual Elements Derived from Observations— 
H. G. L. Krause and R. N. DeWitt (p. 344) 

Based on precalculated data for the position 
and velocity vector of the injection point for the 
Explorers I through V, orbital elements are de-
rived, and compared with the actual orbital 
elements at injection time, calculated from posi-
tion and velocity data obtained from radar 
measurements. Calculations were also made for 
the different orbital periods of a satellite per-
turbed by the Earth's oblateness. 

Tracking Experiments with Pioneer IV— 
T. A. Barr and C. A. Lundquist (P. 355) 

Several organizations, including ASMA, 
participated in a world-wide program for test-
ing receiver techniques used in tracking the low 
power transmitters carried on the space probe 
Pioneer IV. A meeting was held and presenta-
tions were made on each system tested. 

This paper presents a summary and com-
parison of the results of the receiving tech-
niques used to track the Pioneer IV. It also 
gives a brief description of the transmitters and 
antennas used on Pioneer IV. 

Review of USASRDL Sattellite Propaga-
tion Studies—P. R. Arendt (p. 357) 

The U. S. Army Signal Research and Devel-
opment Laboratory has been engaged in a 
series of analyses of satellite radio propagation. 
Some examples of the observations and their 
interpretation are given. Details have been 
published elsewhere in individual reports. 

Analysis of Satellite Motion from Radio 
Reception—Friedrich O. Vonbun (p. 359) 

This paper presents an analysis of a radio 
signal originating from a tumbling and rotating 
earth satellite. An equation is derived for the 
relative motion of the unit position vector 
pointing from the observer to the satellite with 
respect to the satellite coordinate system. From 
this, the amplitude variation of the ground re-
ceived radio signal is calculated. It is further 
shown how a recording of this amplitude vari-
ation can be used to calculate the tumbling 
angle of the satellite in space. A simple example 
is given in which this angle between the normal 
of the plane of a satellite turnstile antenna sys-
tem and a fixed axis in space is determined with 
the help of AGC recording. These recordings 
can be made either with linear or circular 
polarized receiving antenna. For future stabil-
ized satellites, these derived equations can be 
used as an easy check of the operational condi-
tion of the stabilization system itself. 

World-Wide Clock Synchronization—F. H. 
Reder and G. M. R. Winkler (p. 364) 

To satisfy already existing needs for higher 
precision in various time measurements, a 
world-wide system of synchronized clocks is re-
quired. 

One possible method for accomplishing such 
a system, the transportation of operating pre-
cision clocks, is discussed. Particular considera-
tion is given to the use of atomic clocks in this 
connection, and methods of maintenance of 
synchronization by means of phase tracking of 
a central master clock via VLF transmissions 
are reviewed. Project WOSAC, a Signal Corps 
project of world-wide synchronization of atomic 
clocks based upon the principles discussed, is 
outlined and results already achieved are de-
scribed. 

Contributors (p. 375) 
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534.1-14:538.6 2962 
Sound Pulses in a Conducting Medium— 

F. G. Friedlander. (Proc. Comb. Phil. Soc., vol. 
55, pt. 4, pp. 341-367; October, 1959.) Theoreti-
cal treatment of the propagation of small dis-
turbances in a compressible conducting fluid in 
a magnetic field. 

A list of organizations which have avail-
able English translations of Russian 
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534.2 + 538.566 2963 
Propagation of Acoustic and Electromag-

netic Waves in a Half-Space—Khaskind. (See 
3059.) 

534.21-14 2964 
Experimental Investigation of Waveguide 

Sound Propagation in Layered Inhomogeneous 
Media—A. N. Barkhatov and I. I. Shmelev. 
(Akust. Zh., vol. 5, no. 4, pp. 403-407; 1959.) 
Laboratory investigation of sound propagation 
in media in which the axis of the waveguide is 
located (a) on the surface and (b) below the 
surface of an inhomogeneous liquid. 

534.21-14: 534.88 2965 
Some Phenomena associated with Sound 

Propagation in the Sea—A. L. Sosedova. 
(Akust. Zh., vol. 5, no. 4, pp. 445-449; 1959.) 
Experimental investigation of sound propaga-
tion with velocity distribution in depth. Results 
are compared with theoretical curves showing 
the variation of sound intensity with distance. 
Focusing effects are discussed. 

534.213.4+621.372.823 2966 
On the Field Structure in Cylindrical Wave-

guide with Complex Cross-Section—Merkulov. 
(See 2987.) 

534.22-14:534.88 2967 
Some Effects of Velocity Structure on Low-

Frequency Propagation in Shallow Water— 
A. O. Williams, Jr. (J. Acoust. Soc. Am, vol. 
32, pp. 363-371; March, 1960.) 

534.26+ [538.566:535.43] 2968 
Second Approximation in the Method of 

Small Perturbations—Shirokova. (See 3063.) 

534.26+ 1538.566 : 535.43] 2969 
The Scattering of a Plane Wave by a Row of 

Small Cylinders—R. F. Miller. (Canait. J. 
Phys., vol. 38, pp. 272-289; February, 1960.) A 
perturbation method is applied to two-dimen-
sional problems associated with "hard" and 
"soft" scatterers. Far fields and scattering 
cross sections are calculated, and special cases 
are considered. 

534.26-14:534.88 2970 
Side Scattering of Sound in Shallow Water 

—R. J. Urick. (J. Acoust. Soc. Amer., vol. 32, 
pp. 351-355; March, 1960.) Using two sub-
merged transducers 11 miles apart, the intensity 
of scattering was measured at 22 kc for different 
angular orientations of the two beams. The re-
sults indicate a bottom scattering strength 
between - 30 and - 40 db, having no appreci-

able dependence on angle between the two 
beams: isotropic bottom scattering may be as-
sumed at these frequencies. 

534.286: 534.6 2971 
A Simple Instrument for the Determination 

of the Flow Resistance of Acoustically Ab-
sorbent Materials—L. Müller. (Rundfunklech. 
Mill., vol. 3, pp. 153-156; June, 1959.) A port-
able material tester is described. 

534.414 2972 
Conductivity of a Group of Holes—V. S. 

Nesterov. (Akust. Zh., vol. 5, no. 4, pp. 440-
444; 1959.) The Fock equation is applied to 
arrangements of single holes in an acoustic 
baffle in a circular tube, and to an array of sev-
eral holes. Results of measurements on air 
resonators agree with theory. 

534.52 2973 
Method of Calculating the Amplification 

Factor of Converging Sound Beams—B. D. 
Tartakovskil. (Akust. Zh., vol. 5, no. 4, pp. 
450-458; 1959.) An approximate method is de-
scribed, and graphs are given for determining 
the amplification factor of a focusing system in 
terms of the focusing action of a nonuniformity 
in the amplitude distribution along the wave 
front in conjunction with phase aberration. 

534.52 2974 
Scattering of Sound by Sound—J. L. S. 

Bellin and R. T. Beyer. (J. Acoust. Soc. Amer., 
vol. 32, pp. 339-341; March, 1960.) A report of 
experiments to determine the presence of scat-
tering resulting from the nonlinear interaction 
of two finite-amplitude sources operating in 
water. Results indicate no scattered sound 
above the noise level of the detection system: 
this is in agreemeat with Westervelt (2657 of 
1957) but contrary to the predictions of Ingard 
and Pridmore-Brown (2939 of 1956). 

534.61-8: 621.395.616 2975 
Condenser Microphones with Plastic Dia-

phragms for Airborne Ultrasonics: Pt. 2—K. 
Matsuzawa. (J. Phys. Soc. Japan, vol. 15, pp. 
167-174; January. 1960.) Formulas for the 
resonance frequency, capacitance, and low-
frequency sensitivity obtained theoretically are 
in agreement with experiment. Part 1: 2448 of 
1959. See also 905 of 1955 ( Kuhl, et al.). 

534.76:681.84.087.7 2976 
Stereophonic and Quasi-stereophonic Re-

production—J. P. A. Lochner and W. de V. 
Keet. (J. Acoust. Soc. Amer., vol. 32, pp. 393-
401; March, 1960.) Results are given of sub-



1806 PROCEEDINGS OF THE IRE October 

jective tests to compare true stereophonic sys-
tems with single-channel systems in which de-
layed reflections or echoes are introduced. 

534.88 : 534.417 2977 
General Theory for the Synthesis of Hydro-

phone Arrays—H. S. Heape. (J. Acoust. Soc. 
Amer., vol. 32, pp. 356-363; March, 1960.) A 
determination of the optimum spatial distri-
bution of hydrophone elements and the opti-
mum linear combination of their outputs, by 
means of amplification and time delay, for ob-
taining a high signal-to-noise ratio. 

621.395.612.4 2978 
New Microphone has Unique Directivity— 

H. S. Mawby. (Audio, vol. 44. pp. 26-28, 74; 
Aptil, 1960.) Description of the construction 
and mode of operation of a combined slotted 
acoustic line and pressure-gradient microphone. 
Above 3 kc the acceptance angle is approxi-
mately + 45°. 

621.395.616.089.6 2979 
Accurate Coupler Pressure Calibration of 

Condenser Microphones at Middle Frequencies 
—T. F. W. Embleton and I. R. Dagg. (J. 
Acoust. Soc. Amer., vol. 32, pp. 320-326; 
March, 1960.) An improved form of the reci-
procity technique for determining pressure 
sensitivities is described. Sensitivities are 
measured in terms of the volume of a cavity, a 
fixed capacitance, and the variable setting of an 
accurate potentiometer. Accuracy of measure-
ment is within + 0.05 db on an absolute scale. 

621.395.623.7:389.6 2980 
Recent Progress in the Standardization of 

Loudspeakers—R. Lehmann. (Onde élect., vol. 
40, pp. 207-211; February, 1960.) 

ANTENNAS AND TRANSMISSION LINES 

621.315.212:621.372.62 2981 
An n-Way Hybrid Power Divider—E. J. 

Wilkinson. (IRE TRANS. ON M ICROWAVE 
THEORY AND TECHNIQUES, VOL MTT-8, pp. 
116-118; January, 1960. Abstract, PROC. IRE, 
vol. 48, p. 972; May, 1960.) 

621.372.029.6 2982 
Periodic and Guiding Structures at Micro-

wave Frequencies—A. F. Harvey. (IRE TRANS. 
ON M ICROWAVE THEORY AND TECHNIQUES, 
vol. M TT-8, pp. 30-61; January, 1960. Ab-
stract, PROC. IRE, vol. 48, p. 972; May, 1960.) 

621.372.2+621.372.8 2983 
A Simple General Equation for Attenuation 

—D. K. Gannett and Z. Szekely. (PEoc. IRE, 
vol. 48, pt. 1, pp. 1161-1162; June, 1960.) When 
em waves are guided by conductors, the at-
tenuation per unit length can be expressed by 
separate coefficients representing the intrinsic 
properties of the media used and the eonfigura-
tion and scale of the cross section of the system. 
The equation is given, and values of the con-
stants for different types of transmission line 
are tabulated. 

621.372.2 2984 
Design of the Optimum Smooth Transition 

—A. L. Ferdslitein. (Radiotekhnika, vol. 14, 
pp. 40-46; March, 1959.) Design formulas are 
given for a modified "bell shaped" transition 
between homogeneous transmission lines of dif-
ferent characteristic impedance. Improved 
matching characteristics are obtained. 

621.372.2 2985 
Higher-Order Modes in Coupled Helices— 

R. E. Hayes. (IRE TRANS. ON M ICROWAVE 
THEORY AND TECHNIQUES, vol. MTT-8, 
119-120; January, 1960.) The general determi-

nantal equation is derived from which the 
propagation constants for all modes may be 
calculated. 

621.372.2:621.374.5 2986 
The Properties of a Symmetrical Delay 

System with Three Channels—L. N. Deryugin 
and N. V. Trunova. (Radiolekhnika, vol. 14, 
pp. 28-39; March, 1959.) A delay system with 
two rows of combs situated between parallel 
planes or in a rectangular waveguide is exam-
ined. The influence of the middle and outer 
channels on the dispersion characteristics, 
coupling resistance and the position of the 
nodes of the electric field is investigated. 

621.372.823+534.213.4 2987 
On the Field Structure in Cylindrical Wave-

guide with Complex Cross-Section—V. V. 
Merkulov. (Akust. Zh., vol. 5, no. 4, pp. 428-
431; 1959.) The wave equation for a two-di-
mensional region with complex boundaries is 
simplified by conformal transformation and 
integrated using perturbation theory. As an 
example, the field of an E11 wave in a rectangu-
lar waveguide with a concave upper wall is cal-
culated. 

621.372.823:621.372.852.21 2988 
A Dispersionless Dielectric Quarter-

Wave Plate in Circular Waveguide—R. D. 
Tompkins. ( Flux. IRE, vol. 48, pt. 1, pp. 1171-
1172; June, 1960.) Design of a plate which 
generates a circularly polarized wave with an 
axial ratio < 0.2 db over the frequency band 
8.5-9.6 kMc. 

621.372.824 : 621.382.832.6 2989 
Theory of the Slotted-Tube Hybrid Junc-

tion—S. W. Conning. [Proc. IRE (Australia), 
vol. 21, pp. 248-252; April, 1960.] Conditions 
for matching with either one- or two-section 
X/4 transformers are obtained in terms of the 
characteristic impedances of the TEM modes 
of the shielded slotted coaxial line. 

621.372.825:621.385.633 2990 
A Simple Method for Predicting the Charac-

teristics of Tape Structures—J. Allison. (Proc. 
IEE, vol. 107, pt. B., pp. 295-300; May, 1960.) 
The dispersion characteristics and coupling im-
pedance of a Karp type slow-wave structure 
(2647 of 1957) are calculated using an approxi-
mate theory. Measurements confirm the re-
sults. 

621.372.837.3 2991 
The Tetrahedral Junction as a Waveguide 

Switch—J. A. Weiss. (IRE TRANS. ON M ICRO-
WAVE THEORY AND TECHNIQUES, vol. MTT-8, 
pp. 120-121; January, 1960.) A junction of two 

rectangular waveguides which are mutually 
crosspolarized becomes a magnetically con-
trolled reactive switch when properly loaded by 
a ferrite rod magnetized longitudinally: charac-
teristic properties are given. 

621.372.85 2992 
Equivalent Circuits for Small Symmetrical 

Longitudinal Apertures and Obstacles—A. A. 
Oliner. ( IRE TRANS. ON M ICROWAVE THEORY 
AND TECHNIQUES, vol. M TT-8, pp. 72-80; 
January, 1960. Abstract, PROC. IRE, vol. 48, 
p. 972; May, 1960.) 

621.372.852 2993 
A Nonreciprocal, TEM-Mode Structure for 

Wide-Band Gyrator and Isolator Applications— 
E. M. T. Jones, G. L. Matthaei, and S. B. Cohn. 
(IRE TRANS. ON M ICROWAVE THEORY AND 
TECHNIQUES, vol. MTT-7, pp. 453-460; Octo-
ber, 1959. Abstract, PROC. IRE, vol. 48, p. 272; 
February, 1960.) 

621.372.852 2994 
Bounds on the Elements of the Equivalent 

Network for Scattering in Waveguides: Pt. 1— 
Theory—L. Spruch and R. Bartram. (J. Ape 
Phys., vol. 31, pp. 905-913; May, 1960.) An 
approach devised by T. Kato (Progr. Theor. 

Phys., vol. 6, pp. 394-407; June 3, 1951) is ap-

plied to variational techniques for solving scat-
tering problems caused by three-dimensional 
obstacles in waveguides. The bounds on the 
values of the equivalent-circuit elements can 
be evaluated where symmetry exists about a 
plane perpendicular to the waveguide axis. 

621.372.852.21 2995 

Bounds on the Elements of the Equivalent 
Network for Scattering in Waveguides: Pt. 2— 
Application to Dielectric Obstacles—R. Bar-
tram and L. Spruch. (J. App!. Pays., vol. 31, 
pp. 913-917; May, 1960.) The exact solution 
for a dielectric slab of finite length extending to 
the conducting boundaries of the waveguide 
and completely enclosing the obstacle is consid-
ered as a convenient trial function. 

621.372.825.5 2996 
Design of Mode Transducers—L. Solymar 

and C. C. Eaglesfielcl. ( IRE TRANS. ON M ICRO-
WAVE THEORY AND TECHNIQUES, VOL MTT-8, 
pp. 61-65; January, 1960. Abstract, Psoc. 
IRE, vol. 48, p. 972; May, 1960.) 

621.372.853 2997 
On the TEno Modes of a Ferrite-Slab-

Loaded Rectangular Waveguide and the As-
sociated Thermodynamic Paradox—A. I). 
Bresler. ( IRE TRANS. ON M ICROWAVE THEORY 
AND TECHNIQUES, Vol. M TT-8, pp: 81-95; 
January, 1960. Abstract, PROC. IRE, vol. 48, p. 
972; May, 1960.) 

621.372.853 2998 
The Block-Loaded Guide as a Slow-Wave 

Structure—W. B. Mims. (Pitoc. IRE, vol. 48, 
pt. 1, pp. 1176-1177; June, 1960.) Construction 
and performance details are given for a wave-
guide loaded with spaced copper blocks and 
dielectric. 

621.396.67 2999 
The Correct Design of the Feed Point of 

Wide-Band Aerials—H. Meinke. (Nachrich-
teniech. Z., vol. 12, pp. 286-290; June, 1959.) 
The influence of the shape of the region near 
the feed point on the input impedance of an 
antenna is considered. The design of a reflec-
tion-free feed arrangement for wide-band an-
tennas is discussed; tests on a spherical radi-
ator show that the input impedance remains 
constant over a wide frequency range. 

621.396.67 3000 
V.H.F. and Television Transmitter Aerials 

for Omnidirectional and Directional Radi-
ation which use the Surface of a Tubular Mast 
as Reflector—R. Becker. (Telefunken Zig., vol. 
32, pp. 83-92; June, 1959. English summary, p. 
137.) Some practical antenna installations are 
illustrated, and their characteristics are dis-
cussed. Costs are considerably reduced by the 
use of the mast as a reflector, as the individual 
reflectors for each antenna element can be 
omitted and omnidirectional radiation can be 
achieved with fewer elements. 

621.396.674.2:621.375.9:621.372.44 3001 
Parametric-Amplifier Antenna—A. D. 

Frost. ( l'Enc. IRE, vol. 48, pt. 1, pp. 1163-
1164; June, 1960.) A particular parametric am-
plifier circuit can be built in a balanced form 
and incorporated inside a half-wave dipole. 
22 db gain at 220 Mc has been achieved. 

621.396.677:523.164 3002 
Response of a Square Aperture to a Ther-

mal Point Source of Radiation—M.S. Wheeler. 
(PEoc. IRE, vol. 48, pt. 1, pp. 1170-1171; 
June, 1960.) Gives figures for the power re-
ceived with different bandwidths. 

621.396.677:621.397.6 3003 
Determining the Operational Patterns of 

Directional TV Antennas—F. G. Kear and 
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S. W. Kersliner. ( Pam. IRE, vol. 48, pt. 1, pp. 
1088-1097; June, 1960.) It was found that 
propagation conditions did not materially 
affect the directivity of the array, even at dis-
tances where the scatter fields were of an ap-
preciable magnitude. 

621.396.677.3 3004 
Reduction of Side-Lobe Level and Beam 

Width for Receiving Antennas—O. R. Price. 
(Paoc. IRE, vol. 48, pt. 1, pp. 1177-1178; 
June, 1960.) A new technique which improves 
the conventional Dolph-Tchebycheff antenna 
pattern is presented. 

621.396.677.3:396.965 3005 
Ground-Mapping Antennas with Frequency 

Scanning—A. Bystrom, R. V. Hill, and R. E. 
Metter. (Electronics, vol. 33, pp. 70-73; May 6, 
1960.) Frequency scanning as a technique of 
electronically steering antenna beams is ex-
plained. Its application in two practical an-
tenna systems for use in high-speed aircraft is 
described. 

621.396.677.833:523.164 3006 
Design Considerations and Electrical Meas-

urements on the Aerial of the Radio Observa-
tory Stockert—E. Schüttliiffel. (Telefunken 
Zig., vol. 32, pp. 93-98; June, 1959. English 
summary, pp. 137-138.) Design calculations 
for the 25-meter parabolic reflector [1737 of 
1957 (Pederzani)] and tests on a 4-meter model 
are described. For tests on the completed 
antenna using astronomical RF sources, see 
3007 below. 

621.396.677.833:523.164 3007 
The Calibration of Large Parabolic Reflec-

tors in the Microwave Region by Radio-Astro-
nomical Means—P. G. Mezger. (Telefunken 
Zig., vol. 32, pp. 99-108; June, 1959. English 
summary, p. 138.) The difficulties of measuring 
the gain of large parabolic antennas with the 
accuracy required for astronomical applications 
are discussed. The measurement of the main 
lobe of the 25-meter antenna of the Stockert 
observatory (see also 835 of March), using the 
Cassiopeia A RF source, is described. Radi-
ation from the sun was used to determine the 
stray factor of the antenna. 

AUTOMATIC COMPUTERS 

681.142 3008 
Small Universal Computing Machine with 

Magnetic (Ferrite) Elements LEM-1—Yu. A. 
Maklimudov. (Radiotekhnika, vol. 14, pp. 47-
57; March, 1959.) Description of the develop-
ment and operation of a digital computer 
using contactless ferrite-core storage and logic 
elements and a capacitive permanent store. 

681.142:538.221:539.23 3009 
Chemically Deposited NiCo Layers as High-

Speed Storage Elements—Heritage and 
Walker. (See 3208.) 

681.142:621.317.7 3010 
Direct Metering for a Transformer Ana-

logue Computer—J. F. Young. (Electronic 
Engrg., vol. 32, pp. 280-288; May, 1960.) De-
scriptions are given of the phase-shift and com-
bining networks of the Witton Network 
Analyzer (WI NA). 

621.142:621.382.2/.3 3011 
Procedure for Designing Reciprocal Com-

puter Circuits—A. Gill. (Electronics, vol. 33, 
pp. 92-93; May 20, 1960.) Circuits with out-
puts which are approximately inversely pro-
portional to their inputs can be constructed 
with diodes, resistors, and dc supplies. 

CIRCUITS AND CIRCUIT ELEMENTS 

621.3.049.7:621.382 3012 
Semiconductor Networks for Microelec-

tronics—J. W. Lathrop, R. E. Lee, and C. H. 
Phipps. (Electronics, vol. 33, pp. 69-78; May 
13, 1960.) Both active and passive components 
are fabricated in a single-crystal semiconductor 
wafer. The development from a circuit diagram 
by combining oxide masking, diffusion, metal 
deposition, alloying, and surface shaping is de-
scribed. 

621.3.049.7:621.382 3013 
Inductive Elements for Solid-State Circuits 

—M. Schaller and W. W. Gartner. (Electronics, 
vol. 33, pp. 60-61; April 22, 1960.) A resonant 
circuit is described in which a Ge diffused-base 
transistor with an open circuit base connection 
functions as a negative resistance diode with an 
effective inductance of 15 oh. The low-fre-
quency noise generated by the diode is at-
tributed to avalanche multiplication occurring 
in localized nonstationary areas. 

621.314.2.012.8 3014 
Clear Method for the Determination of 

Transformer Equivalent-Circuit Diagrams— 
H. Edelmann. (Arch. elekt. übertragung, vol. 
13, pp. 253-261; June, 1959.) The electrical 
equivalent circuits are directly derived from the 
magnetic equivalent circuit using principles of 
circuit duality. 

621.318.57: 537.312.62 3015 
The Variation of Cryotron Current Amplifi-

cation Factor with Temperature—A. E. Brenne-
mann. (IBM J. Res. Ze Dei., vol. 4, p. 197; 
April, 1960.) The factor increases as the pene-
tration depth decreases, and there is probably 
a lower limit to the film thickness which can be 
used. 

621.318.57: 621.3.087.4 3016 
Monitoring Multiple Inputs Simultaneously 

—R. Kronlage. (Electronics, vol. 32, pp. .50-51; 
August 28, 1959.) Description of an electronic 
switch and sensing circuit which may be used 
for detecting a signal (or absence of signal) on 
one of many channels. 

621.372.413 3017 
U.H.F. Resonator with Linear Tuning— 

B. H. Wadia and R. L. Sarda. ( IRE TRANS. ON 
M ICROWAVE THEORY AND TECHNIQUES, vol. 
MTT-8, pp. 66-72; January, 1960. Abstract, 
PROC. IRE, vol. 48, p. 972; May, 1960.) 

621.372.5 3018 
A Different Approach to the Approximation 

Problem—S. Deutsch. (Paoc. IRE, vol. 48, pt. 
1, pp. 1175-1176; June, 1960.) An approxi-
mation method for the synthesis of network 
curves. 

621.372.5:621.317.716 3019 
A Constant-Resistance Network—E. R. 

Wigan. (Electronic Engrg., vol. 32, pp. 289-293; 
May, 1960.) A modified bridged-T network of 
design impedance 1 kilohm is described. It can be 
adjusted in steps of 0.001 to give a maximum 
shunting ratio of 11.111/1.0. 

621.372.5: 621.372.413 3020 
General Properties of the Propagation Con-

stant of a Nonreciprocal Iterated Circuit—R. N. 
Carlile. (Paoc. IRE, vol. 48, pt. 1, pp. 1162-
1163; June, 1960.) Formulas are given and the 
use of such circuits in traveling-wave tubes is 
considered. 

621.372.54 3021 
Method for Simplifying Filter Design— 

K. Lichtenfeld. (Electronics, vol. 33, pp. 96-99; 
May 20, 1960.) Using Cauer parameters, Zobel 
filters may be simply designed, with a minimum 
number of elements. 

621.372.54 3022 
Narrow-Band Filtering of Random Signals 

—S. P. Lloyd. (Paoc. IRE, vol. 48, pt. 1, p. 
1167; June, 1960.) Shows that the output of a 
narrow-band filter is not necessarily more 
Gaussian than the input. 

621.372.54:621.375.13 3023 
Selecting RC Values for Active Filters— 

R. E. Bach. Jr. (Electronics, vol. 33, pp. 82-85; 
May 13, 1960.) The circuit configuration de-
scribed facilitates the design of filters with 
zero transmission at either infinite or zero fre-
qvency. Component values are determined 
from the symmetry of the network voltage 
transfer function by the technique of coefficient 
matching. 

621.372.6 3024 
Theory of a Frequency-Synthesizing Net-

work—B. M. Wojciechowski. (Bell Sys. Tech. 
J., vol. 39, pp. 649-673; May, 1960.) By the 
introduction of "sideband algebra" and a fre-
quency symbolic network, a formal method of 
designing frequency combining and selecting 
circuits is developed. 

621.372.6 3025 
General n-Post Synthesis with Negative 

Resistors—H. J. Carlin. ( Paoc. IRE, vol. 48, 
pt. 1, pp. 1174-1175; June, 1960.) 

621.373.029.6:621385.623 3026 
Noise Spectrum of Phase-Locked Oscil-

lators—M. W. P Strandberg. ( Paoc. IRE, 
vol. 48, pt. 1, pp. 1168-1169; June, 1960.) 
With phase-locking equipment for klystrons 
in X band and K band, it was found that the 
noise level was 100 db below carrier per cps. 

621.373.029.63:621.382.23 3027 
Voltage Tuning in Tunnel-Diode Oscillators 

—J. K. Pulfer. ( Paoc. IRE, vol. 48, pt. 1, p. 
1155; June, 1960.) A voltage tuning range of 
12 per cent has been achieved. 

621.373.029.64:621.382.23 3028 
High-Frequency Negative-Resistance Cir-

cuit Principles for Esaki Diode Applications— 
Hines. (See 3305.) 

621.373.421 3029 
Phase-Shift Oscillator—E. A. Freeman. 

(Electronic Tech., vol. 37, pp. 276-280; July, 
1960.) An analysis based on the "describing-
f unction" method for nonlinear control systems, 
which takes into account the nonlinear limiting 
process, and allows the oscillator to be de-
signed to give specific values of harmonic distor-
tion. 

621.374.3 3030 
A Voltage-Modulated Variable Pulse-Rate 

Generator—E. J. C. Fowell and A. Cowley. 
(Electronic Engrg. vol. 32, pp. 304-306; May, 
1960.) A pulse generator is described, the out-
put frequency of which is a linear function of 
the input voltage. The circuit is a screen-
coupled double-phantastron pulse circulating 
system with suitable modifications to improve 
the accuracy of transfer at low output fre-
quencies. Four output frequency ranges are 
provided between 5 and 2500 pulses per second. 
A complete circuit diagram and performance 
data are given. 

621.374.3 3031 
Achieving Stable Disériminator Levels with 

a Biased Input Diode—F. S. Goulding and 
L. B. Robinson. (Electronics, vol. 33, pp. 89-
91; May 20, 1960.) A pulse height discriminator 
is described which is stable to within ± 1 µa at 
a triggering level of 50 µa, or within ± 0.4 mv 
at a level of 10 mv. 
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621.374.3: 621.318.435 3032 
Counting and Timing Circuits use Saturable 

Reactors—J. S. Sicko. (Electronics, vol. 33, pp. 
61-63; May 6, 1960.) A method of frequency 
division using a controlled rectifier and satu-
rable reactor are described. 

621.374.42:621.317.61 3033 
The Application of Phase-Locking Tech-

niques to the Design of Apparatus for Measur-
ing Complex Transfer Functions—G. Thirup. 
(J. Brit. IRE, vol. 20, pp. 387-396; May, 
1960.) The principles of phase-lock synchroni-
zation are described, and details of two instru-
ment s for measuring complex voltage ratios and 
covering the frequency ranges 1-110 Mc and 
30-700 Mc are given. 

621.375.4.018.783 3034 
Nonlinear Distortion including Cross-Mod-

ulation in High-Frequency Transistor Stages— 
M. Akgün and M. J. O. Strutt. (Arch. elekt. 
Übertragung, vol. 13, pp. 227-242; June, 1959.) 
Harmonic distortion and cross modulation are 
calculated for the earthed-base transistor 
treated as a nonlinear quadripole and assuming 
low current densities. The solutions obtained 
are applied to the earthed-emitter configura-
tion and experimental results of tests on 
earthed-emitter circuits confirm the theory, 
even for relatively high collector currents. An 
interpretation is given of a pronounced mini-
mum in cross modulation depth as a function 
of collector current. 

621.375.9:538.569.4 3035 
Negative L and C in Solid-State Masers— 

R. L. Kyhl. (Paoc. IRE, vol. 48, pt. 1, p. 1157; 
June, 1960.) Gives an equivalent circuit for a 
maser which includes negative L and C com-
ponents. 

621.375.9: 538.569.4 3036 
Effect of Nuclear Polarization on the Be-

haviour of Solid-State Masers—G. Makhov, 
L. G. Cross, R. W. Terhune, and J. Lambe. 
(J. Appt. Phys., vol. 31, pp. 936-938; May, 
1960.) An account is given of experiments con-
ducted on a ruby sample placed in a doubly 
resonant microwave cavity. With Bloembergen 
stimulation, the application of RF power to a 
coil around the sample produced an increase in 
amplifier gain, the effect being greatest at the 
resonance frequency of the free Al nuclei. 

621.375.9:538.569.4.029.65/.66 3037 
Proposed Molecular Amplifier and Coher-

ent Generator for Millimetre and Submilli-
metre Waves—W. Gordy and M. Cowan. (J. 
Ape Phys., vol. 31, pp. 941-942; May, 1960.) 
The difficulties of obtaining maser action in-
crease with frequency owing to the increasing 
number of energy sublevels, and to decreasing 
sensitivity of molecules to field gradients. A 
proposed method of avoiding these difficulties 
is to use special types of stimulated emitter, 

and to separate molecules with different energy 
levels by a combination of inhomogeneous and 
homogeneous fields, respectively, outside and 
inside the cell. 

621.375.9:538.569.4.029.66 3038 
Can the Landau Levels of Free Carriers be 

Utilized for a Submillimetre-Wave Semicon-
ductor Maser? - 1). Geist. (Z. Naturforsch., vol. 
14, p. 752; August, 1959.) The proposal of 
Taget and Gladun LZh. Eksp. i Teoret. Fiz., 
vol. 35, pp. 808-809; September, 1958) of 
using cyclotron resonance in semiconductors 
for obtaining maser action is discussed. The 
difficulty of having signal and pumping fre-
quencies of the same order can be overcome 
with the aid of the oscillatory magneto-ab-
sorption effect. 

621.375.9: 621.372.2 3039 
Theory of a Negative-Resistance Trans-

mission Line Amplifier with Distributed Noise 
Generators— K. K. N. Chang. (J. App!. Phys., 
vol. 31, pp. 871-875; May, 1960.) "A trans-
mission line with distributed positive and 
negative resistances as well as with distributed 
noise generators is treated. Gain and noise fac-
tor are derived as a function of boundary con-
ditions, matching conditions and distributed 
noise. It is found that low-noise amplification 
can be achieved on such a line provided the line 
is characterized by high gain per unit length, 
high total gain, good matching, and low dis-
tributed noise. A distortionless active line for 
such low-noise amplifiers appears attractive." 

621.375.9: 621.372.44 3040 
Comparison of Gain, Bandwidth and Noise 

Figure of Variable-Reactance Amplifiers and 

Converters—J. D. Pearson and J. E. Hallett. 
(Proc. IEE, vol. 107, pt. B, pp. 305-310; May, 
1960.) It is shown, theoretically and experi-
mentally, that the converter has a greater 
bandwidth than the amplifier for the same gain 
and noise figure. 

621.375.9: 621.372.44: 538.221 3041 
Theoretical Limitations to Ferromagnetic 

Parametric Amplifier Performance—R. W. 
Damon and J. R. Eshbach. (IRE TRANS. ON 
M ICROWAVE THEORY AND TECHNIQUES, Vol. 

MTT-8, pp. 4-9; January, 1960. Abstract, 
Pitoc. IRE, vol. 48, p. 971; May. 1960.) 

621.375.9:621.372.44:621.382.2 3042 
Microwave Parametric Amplifier using Sil-

ver-Bonded Diode—S. Kita, B. Oguchi, T. 
Okajima and N. Inage. (Rep. Elect. Commun. 
Lab. Japan), vol. 7, pp. 366-371; October, 
1959.) A gain of 16 db and a noise figure of 5 db 
are realized at 6 kl\lc. 

621.375.9:621.382.23 3043 
Operation of an Esaki Diode Microwave 

Amplifier—A. Yariv, J. S. Cook, and P. E. 
Butzien. ( Peoc. IRE, vol. 48, pt. 1, p. 1155; 
June, 1960.) Performance formulas and data 
for operation at 4.5 kl\Ic are given. 

621. 375.9:621.382.23 3044 
A Technique for Cascading Tunnel-Diode 

Amplifiers—P. N. Chirlian. ( Paoc. IRE, vol. 
48, pt. 1, p. 1156; June, 1960.) The simple 

tunnel-diode amplifier does not readily lend 
itself to cascading, but the addition of a second 
tunnel diode, to each stage, gives an amplifier 
which can be cascaded easily. 

621.375.9.121.2:621.372.44 3045 
An Extension of the Mode Theory to Peri-

odically Distributed Parametric Amplifiers with 
Losses—K. Kurokawa and J. Hamasaki. 
(IRE TRANS. ON M ICROWAVE THEORY AND 
TECHNIQUES, vol. MTT-8, pp. 10-18; January, 
1960. Abstract, PROC. IRE, vol. 48, p. 972; 
May, 1960.) 

621.376.223 .3046 
Rectifier Modulators with Frequency-

Selective Terminations—D. P. Howson and 
D. G. Tucker. (Proc. IRE, vol. 107, pt. B, pp. 
261-272; May, 1960. Discussion, pp. 281-284.) 

The effects of even-order modulation products 
are examined, and the conditions for the elimi-
nation of such products determined. The theory 
is confirmed by experimental results. 

621.376.223 3047 
The Input Impedance of Rectifier Modu-

lators—D. G. Tucker. (Proc. IEE, vol. 107, 
pt. B, pp. 273-281; Discussion, pp. 281-284.) 
The impedances is calculated for a number of 
cases of shunt, series, and ring-type modulators. 

621.376.54:621.382.333 3048 
A Pulse-Width Modulator—D. C. Brown 

and J. E. Baughen. (Electronic Engrg, vol. 32, 
pp. 302-303; May, 1960.) Modulation is 
achieved, using the hole storage effect in a 
junction transistor. 

GENERAL PHYSICS 

535.215+537.533 3049 
On the Additivity of Photocurrent and 

Secondary-Electron Current—E. Brinkmann 
and H. Deichsel. (Z. Phys., vol. 156, pp. 159-
162; September 10, 1959.) Measurements on 
Al provide confirmation of the existence of 
additivity as asserted by Ekertova (2401 of 
1957) and contrary to the findings of Dember 
(Z. Phys., vol. 33, no. 7, pp. 529-532; 1925) 
which may have been affected by an internal 
photoeffect in the oxide layer of the target. 

537.311.31 3050 
Nonlocal Current/Field Relationship in 

Metals—J. L. Warren and R.. \ Ferrell. (Phys. 
Rev., vol. 117, pp. 1252-1256; \ larch I, 1960.) 
Chambers' analysis of the response of the con-
duction electrons in a metal to an internal elec-
trons in a metal to an internal electric field is 
extended to cover the case of longitudinal 
fields. 

537.311.33 3051 
The Theory of Elementary Excitations in 

Atomic Semiconductors—A. G. Samollovich 
and S. L. Korolyuk. (Fiz. Tverdogo Tela, vol. I, 
pp. 1592-1599; October, 1959.) The simplest 
model of an atomic semiconductor is consid-
ered, in which every atom has a saturated 
valence shell with two electrons. Electrons, 
holes, ortho- and para-excitons are considered 
as elementary excitations, and the Hamiltonian 
describing the system is derived taking ac-
count of interaction between therm. 

537.525 3052 
Charge-Localization on the Surface of 

Oxide-Coated Cathodes—B. J. Hopkins and 
F. A. Vick. (Brit. J. Appt. Phys., vol. 11, pp. 
223-227; June, 1960.) Anomalous results ob-
tained while using the Kelvin mehod of de-
termining contact potential differences [see 
2295 of July (Davies and Hopkins)] are investi-
gated. Very high contact potential differences 
which occur, only after the passage of a dis-
charge, are attributed to both positive ions and 
electrons which remain on the oxide surface 
for long periods; depending on the conductivity 
of the oxide. 

537.56 3053 
Plasma Stability and Boundary Conditions 

—F. C. fob. (Phys. Rev. Lett., vo!. 4, pp. 559-
561; June 1, 1960.) 

537.56 3054 
An Approximate Solution of a Problem con-

cerning the Motion of a Conducting Plasma— 
G. A. Skuridin and K. P. Stanyukovich. 
(Dokl. Akad. Nauk SSSR, vol. 130, pp. 1248-
1251; February 21, 1960.) A new method for 
the asymptotic integration of linear differen-
tial equations with partial derivatives of the 
hyperbolic type has been applied to the inte-
gration of equations of plasma oscillations. 

537.56:537.533 3055 
Theory of Electron Oscillations in Nonuni-

form Plasmas—M. Sumi. (J. Phys. Soc. Japan, 
vol. 15, pp. 120-127; January, 1960.) Deals 
with the case of an externally injected electron 
beam in a plasma. 

537.56:538.56 3056 
Excitation of Plasma Oscillations—P. A. 

Sturrock. (Phys. Rev., vol. 117, pp. 1426-1429; 
March 5, 1960.) The apparent paradox between 
the theory of Bohm and Gross (88 of 1950) and 
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the experiments of Looney and Brown (2371 oi 
1954) on the excitation of plasma oscillations 
by the two-stream mechanism is resolved. 

537.56:538.566 3057 
Experimental Two-Beam Excitation of 

Electron Oscillations in a Plasma without 
Sheaths—M. J. Kofoid. (Phys. Rev. Leu., vol. 
4, pp. 556-557; June 1, 1960.) Coherent stand-
ing waves of longitudinal electron oscillations 
have been excited in a plasma by two independ-
ent, oppositely directly electron beams, whose 
axes coincided. There were no sheaths on the 
electrodes from which the electron stream 
entered the plasma. Results of single-beam ex-
periments [e.g., 2371 of 1954 (Looney and 
Brown)] using either equal or unequal sheaths 
are verified. 

537.56:538.569.4.029.64 3058 
Influence of Negative Ions on Ambipolar 

Diffusion of Electrons— H. J. Oskam and V. R. 
Mittlestadt. (J. Appt. Phys., vol. 31, pp. 940-
941; May, 1960.) A note on microwave meas-
urements of the afterglow properties of plasmas 
in Ne-Ar mixtures. See 2203 of 1959 (Oskam). 

538.566+534.2 3059 
Propagation of Acoustic and Electromag-

netic Waves in a Half-Space—M. D. Khaskind. 
(Akust. Zh., vol. 5, pp. 464-471; 1959.) A half-
space is considered, in which the impedance at 
the boundary is given in the form of an arbi-
trary complex number, and a general solution 
of the wave equation is formulated by intro-
ducing a function which reverts to zero at the 
boundary. Expressions for the acoustic and 
em potential are derived in terms of this func-
tion. 

538.566:535.42 3060 
The Diffraction at Apertures in Nonplanar 

Screens—W. Braunbek. (Z. Phys., vol. 156, 
No. 1, pp. 66-77; August 24, 1959.) The ap-
proximation method, given in 2183 of 1950, is 
applied to the case of a circular aperture in a 
funnel shaped screen for a scalar plane wave, 
and for an em plane wave propagating in the 
axial direction. 

538.566:535.42 3061 
Diffraction of Electromagnetic Waves ac-

cording to Braunbek's Approximation— XV. E. 
Frahn. (Z. Phys., vol. 156, pp. 78-98 and 99-
116; August 24 and September 10, 1959.) 
Braunbek's approximation method (2183 of 
1950) is applied to problems of em wave dif-
fraction, in particular to that of a linearly 
polarized plane wave normally incident on a 
circular aperture in a perfectly conducting 
plane screen and on a perfectly conducting 
plane circular disk. The near-field distribution 
is calculated and compared with results of the 
rigorous method of solution and of Kirchhoff's 
approximation. Other approximation methods 
are discussed. 

538.566:535.42 3062 
Diffraction by a Unidirectionally Conducting 

Half-Plane--R. A. Hurd. (Cenad. J. Phys., 
vol. 38, pp. 168-175; February, 1960.) A solu-
tion is obtained by transform methods for dif-
fraction of a plane em wave. 

538.566:535.43+534.26] 3063 
Second Approximation in the Method of 

Small Perturbations — T. A. Shirokova. 
(Akust. Zh., vol. 5, no. 4, pp. 485-489; 1959.) 
The propagation of a plane wave in a medium 
containing random inhomogeneities is con-
sidered. A second approximation in the pertur-
bation method is obtained by assuming that 
the correlation coefficient of refractive-index 
fluctuations is Gaussian. This is applied to de-
termine the form of the normalizing factor in 
the wave equation. 

538.566:535.43+534.261 3064 
The Scattering of a Plane Wave by a Row of 

Small Cylinders—Millar. (See 2969.) 

538.566:537.56 3065 
Variational Method for the Propagation of 

Electromagnetic Waves in a Plasma—L. Ga-
barre and L. Cair6. [Compt. rend. acad. sci. 
(Paris)], vol. 249, pp. 1750-1752; November 2, 
1959.) Using a variation principle, a first ap-
proximation is obtained for the propagation 
constant of the TElii mode in a rectangular 
waveguide containing a thin layer of gyroelec-
tric plasma. 

538.567:621.375.9 3066 
Action of a Progressive Disturbance on a 

Guided Electromagnetic Wave—J. C. Simon. 
(IRE TRANS. ON M ICROWAVE THEORY AND 
TECHNIQUES, vol. MTT-8, pp. 18-29; January, 
1960.) A method of approximations is applied 
to the investigation of the modes of action of a 
medium on a guided em wave. The results are 
discussed in relation to parametric amplifica-
tion. 

538.569.4 3067 
The Relation between the Polarization and 

the Magnetic Field Intensity in the Exciton Ab-
sorption Region—A. F. Lubchenko. (Fiz. 
Tverdogo Tela, vol. 1, pp. 709-718; May, 1959.) 
Extension of Pekar's electromagnetic wave 
theory (3058 of 1958) to molecular crystals 
with a weak interaction between the exciton 
and the lattice vibrations. 

539.2:538.2 3068 
Giant Spin Density Waves—A. W. Over-

hauser. (Phys. Rev. LeU., vol. 4, pp. 462-465; 
May I, 1960.) An analytical treatment of 
energy states in an electron gas in which the 
lowest energy state is proved not to be the 
Hartree-Fock ground state but to have a spiral 
antiferromagnetic structure. Implications of 
this are discussed. 

GEOPHYSICAL AND EXTRA-
TERRESTRIAL PHENOMENA 

523.152.3+551.510.536 3069 
Interplanetary Space and the Earth's 

Outermost Atmosphere—S. Chapman. [Proc. 
Roy. Soc. (London) A, vol. 253, pp. 462-481; 
December 29, 1959.] See also 491 of February. 
59 references. 

523.164:061.3 3070 
Radar Astronomy Symposium Reports— 

R. L. Leadabrand. (J. Geophys. Res., vol. 65, 
pp. 1103-1118; April, 1960.) The subjects dis-
cussed were radar studies of the moon, the 
planets, the sun, meteors and auroras, and the 
exosphere and interplanetary medium. 

523.164:551.507.362.2 3071 
Radio Astronomical Measurements from 

Earth Satellites—A. C. B. Lovell. [Proc. Roy. 
Soc. (London) A, vol. 253, pp. 494-500; 
December 29, 1959.] lonopsheric and atmos-
pheric absorption limit measurements made on 
earth. A summary is given of some of the prob-
lems whose solution can best be sought by 
measurements with apparatus mounted in 
earth satellites. 

523.164.3 3072 
Polarization and Angular Extent of the 960-

M c s Radiation from Jupiter—V. Radhakrish-
nail and J. A. Roberts. (Phys. Rev. Lett., vol. 4, 
pp. 493-494, May 15, 1960.) It is found that 
the source is strongly linearly polarized, espe-
cially in the outer regions, which extend to about 
three times the diameter of the planet. 

523.164.32 3073 
On the Polarization of Sources of Solar 

Activity on 3 cm Wavelength—M. R. Kundu 

and J. L. Steinberg. (J. Inst. Telecommun. 
Engrs, India, vol. 6, pp. 23-30; December, 
1959.) About 60 per cent of the bursts observed 
were polarized, the probability of observing a 
polarized burst being greater when the source 
had a small diameter. Great bursts associated 
with meter-wave bursts of type IV have been 
found in most cases to be polarized. For a 
description of the high-resolution interferome-
ter used, and earlier results, see 2733 of 1957 
(Alon, et al.). 

523.164.32:523.165 3074 
Solar Radio Bursts and Cosmic Rays— 

A. R. Thompson and A. Maxwell. (Planetary 
Space Sci., vol. 2, pp. 104-109; April, 1960.) 
The correlations between the various types of 
bursts are discussed. 

523.164.32:551.594.6 3075 
Periodicities in Solar Radio Noise Emission 

—N. C. Gerson. (Australian J. Phys., vol. 12, 
pp. 299-300; September, 1959.) Attention is 
drawn to the presence of sweeper trains [1625 
of May (Gerson and Gossard)1 in the work of 
Roberts (102 of 1959). 

523.165 3076 
On the Theory of Protons Trapped in the 

Earth's Magnetic Field—E. C. Ray. (J. Geo-
phys. Res., vol. 65, pp. 1125-1134; April, 1960.) 

523.165 3077 
The Unusual Cosmic-Ray Events of July 

17-18 1959.—B. G. Wilson, D. C. Rose, and 
M. A. Pomerantz. (Caned. J. Phys., vol. 38, 
pp. 328-331; February, 1960.) Intensity varia-
tions recorded at six stations are discussed. See 
475 of February (Carmichael and Steljes). 

523.165:621.391.812.63 3078 
The Cosmic-Ray Increase of 17 July 1959— 

D. K. Bailey and M. A. Pomerantz. (Caned. J. 
Phys., vol. 38, pp. 332-333; February, 1960.) 
Variations in the intensity of ionospheric-
scatter signals for the paths Iceland-England 
and Massachusetts-Labrador at about 38 Mc 
are plotted. Decreases in intensity starting at 
0300 and 0800 UT indicate a large excess of 
ionizing particles with rigidities above geo-
magnetic cutoff at the path mid-points. 

523.3:621.396.96 3079 
Roughness of the Moon as a Radar Re-

flector—V. A. Hughes. (Nature, vol. 186, pp. 
873-874; June II, 1960). Measurements have 
been made at a wavelength of 10 cm and 
pulse duration of 5 µsec of the angular scat-
tering properties of the moon's surface. From 
the results, a law of scattering has been ob-
tained which is consistent with scattering from 
a rough surface which has irregularities much 
greater than a wavelength and a horizontal 
scale equivalent to about twenty times the 
vertical deviations. 

523.5 3080 
Electric Discharges caused by Meteorites 

Moving in the Earth's Atmosphere—V. P 
Dokuchaev. (Dokl. Akad. Nauk SSSR, vol. 131, 
pp. 78-81; March 1, 1960.) The passage of me-
teorites through the atmosphere is followed by 
the formation of a trail of ionized gas about 10 
km long and 5 meters in radius. Meteors of the 
fifth magnitude have electron concentrations of 
about 109/cm, compared with 2.5 X 10Vcm, at 
the maximum of the E layer. The luminosity of 
the meteorite is attributed to a corona discharge 
in the front of the trail, and in the case of bright 
meteorites in strong electric fields, this dis-
charge becomes a spark discharge of the light-
ning type. 

550.385:550.375 3081 
Relations between the Electric and Mag-

netic Fields of Very Long Period Induced in a 
Medium of Variable Conductivity—L. Bossy 
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and A. De Vuyst. (Geofis. pura app!., vol. 44, 
pp. 119-134; September-December, 1959. In 
French.) A model of ground conductivity dis-
tribution is derived which closely represents the 
conditions indicated by observations of geo-
magnetic and geoelectric pulsations [see also 
1642 of 1955 (Scholte and VeldkamP)]. 

550.385.4 : 523.164 3082 
Magnetic Storms and Cosmic Radio Noise 

on 25 Mc/s at Ahmedabad (23°02'N: 172°38'E) 
—R. V. Bhonsle and K. R. Ramanathan. 
(Planetary Space Sel., vol. 2, pp. 99-103; April, 
1960.) In addition to changes in absorption 
caused by the D layer, and to the proximity of 
the Fs-layer critical frequency, a storm-time 
variation was found the magnitude of which 
depends on local time. 

550.385.4:523.75 3083 
Solar Terrestrial Relationships—K. D. 

Cole. (Nature, vol. 186, P. 874; June 11, 
1960.) A note on the proton density in inter-
planetary space required to explain geomag-
netic disturbances in terms of the hydro-
magnetic-wave theory (2305 of July). 

550.389.2 3084 
Some Radio Aspects of the Interna-

tional Geophysical Year—R. L. Smith-Rose. 
(R.S.G.B. Bull., vol. 35, pp. 392-394; March, 
1960.) A brief review of the results of investi-
gations into long-distance radio propagation, 
polar regions of the ionosphere and rocket and 
satellite measurements of electron density in 
the upper atmosphere. 

550.389.2:621.391.81 3085 
Amateur Radio Participation in the I.G.Y.— 

G. M. C. Stone. (R.S.G.B. Bull., vol. 35, pp. 
395-397; March, 1960.) Outline of the U.K. 
amateur program and a brief report of some 
results obtained from studies of auroral propa-
gation in the 144-Mc sec band. 

551.507.362.1:523.165 3086 
Radiation Measurement during the Flight 

of the Second Cosmic Rocket—S. N. Vernov, 
A. E. Chudakov, P. V. Vakulov, Yu. I. 
Logachev and A. G. Nikolaev. (Dokl. Akad. 
Nauk SSSR, vol. 130, pp. 517-520; January 
21, 1960.) The equipment used consisted of six 
gas discharge counters and four scintillation 
counters. Measurements were carried out be-
tween 9000 and 120,000 km from the center of 
the earth and 40,000 km from the surface of the 
moon. Graphs show the trajectories of the first 
and second rocket in the earth's magnetic field. 
The space location of the radiation belt is 
examined, and the dependence of the radiation 
intensity on the distance from the earth con-
sidered. Maximum intensities were observed at 
17,000 km and 27,000 km from the center of 
the earth. Electron beams of energies 20-50 key 
were recorded with 10° particles 1 cm, sec. No 
increase in radiation was observed near the 
moon. 

551.507.362.2 3087 
Motion of a Satellite in the Earth's Gravi-

tational Field—G. V. Groves. [Proc. Roy. Soc. 
(London) A, vol. 254, pp. 48-65; January 19, 
1960.1 The equations of motion of a satellite 
are given in a general form taking account of 
the precession and nutation of the earth. 

551.507.362.2 3088 
Secular and Periodic Motions of the Node 

of an Artificial Earth Satellite—L. Blitzer and 
1). G. King-Hele. (Nature, vol. 186, pp. 874 - 
875 ; June 11, 1960.) Comment on 2233 of 1959, 
and author's reply. 

551.507.362.2 3089 
Analysis of the Orbits of the Russian Satel-

lites— D. G. King-Hele. [Proc. Roy. Soc. 

(London) A, vol. 253, pp. 529-538; December 
29, 19591 An analysis of orbital data for 19570 
and 19588. See also 2723 of August (King-Hele 
and Walker) and back references. 

551.507.362.2:523.165 3090 
Experiments on Cosmic Radiation by means 

of Artificial Satellites—C. F. Powell. [Proc. 
Roy. Soc. (London) A, vol. 253, pp. 482-487; 
December 29, 19591 A review. 

551.507.362.2:523.165 3091 
Radiation Information from 195852—R. P-

Basler, R. N. DeWitt, and G. C. Reid. (J. Geo. 
phys. Res., vol. 65, pp. 1135-1138; April, 1960.) 
The data indicate that the radiation intensity 
varies with altitude between heights of 250 and 
500 km. 

551.507.362.2:523.165 3092 
Corpuscular Radiation Experiment of Satel-

lite 1960 Iota (Explorer YI)—G. H. Ludwig 
and W. A. Whelpley. (J. Geophys. Res., vol. 65, 
pp. 1119-1124; April, 1960.) The equipment, 
including the calibration of the detectors, and 
the telemetry code are described, and samples 
of recordings are shown. International partici-
pation in recording the signals is invited. 

551.507.362.2:551.510.535 3093 
The Determination of Ionospheric Electron 

Content and Distribution from Satellite Obser-
vations: Parts 1 & 2-0. K. Garriott. (J. Geo-
phys. Res., vol. 65, pp. 1139-1157; April, 1960.) 
The theory of the determination is given for 
measurements of total rotation of angle of 
polarization and also of its rate of rotation. 
Modifications to the simple theory, and sources 
of errors, are discussed. Observations made 
using Sputnik III have disclosed a diurnal 
variation in total electron content and data 

relating to the proportion of the total content 
which lies below the F2 layer peak. The effect of 
magnetic disturbances is described. 

551.510.52: 551.510.62 3094 
Statistical Consideration of the Structure of 

Atmospheric Refractive Index—S. Ugai. (Rep. 
Elec. Commun. Lab., Japan, vol. 7, pp. 253-
289; August, 1959.) Long-term meteorological 
measurements from a 300-meter tower and 
from radiosondes have been analyzed. Results 
show that the average gradient a of an atmos-
pheric layer ,à1-/ meters thick follows a normal 
distribution. Twice-daily measurements of a 
are sufficient to represent statistically the mean 
monthly values of a and the standard deviation 
act. The vertical gradient of refractive index 
may be calculated from the expression 
cre.àHr-..constant. 

551.510.535 3095 
Artificial Electron Clouds: Part 5—F. F. 

Marmo, J. Pressman, E. R. Manring, and 
L. Aschenbrand. (Planetary Space Sel., vol. 2, 
pp. 174-186; April, 1960.) Values have been 
derived for diffusion coefficients, chemical 
yield, thermal ionization efficiency and wind 
velocity and shear. Part 4: 2732 of August 
(Pressman, et al.). 

551.510.535 3096 
The Origin of Nitrogen Ionization in the 

Upper Atmosphere—J. W. Chamberlain and C. 
Sagan. (Planetary Space Sc., vol. 2, pp. 157-
164; April, 1960.) 

551.510.553 3097 
Some Problems concerning the Terrestrial 

Atmosphere above about the 100-km Level— 
D. R. Bates. [Proc. Roy. Soc. (London) A, vol. 
253, pp. 451-462; December 29, 19591 Rocket 
and satellite data are considered in a survey 
concerned with the general structure of the 
thermosphere. 

551.510.535 3098 
Measurement of Positive Ion Density in 

the Ionosphere—T. Ichimiya, K. Takayama, 
and Y. Aono. (Rep. tonos. Space Res. Japan, 
vol. 13, pp. 155-176; September, 1959.) The 
design of a suitable rocket-borne probe is dis-
cussed, and a small meshed spherical type is 

adopted. Laboratory experiments designed to 
investigate the characteristics of such a probe 
are described. 

551.510.535 3099 
Vertical Transport of Electrons in the F 

Region of the Ionosphere--S. Chandra, J. J. 
Gibbons, and E. R. Schmerling. (J. Geophys. 
Res., vol. 64, pp. 1159-1175; April, 1960.) An 
expression is developed for the velocity , and 
can be evaluated using N(h) profiles. The re-
sults for equatorial stations show that the 
velocity is mainly downwards at night and up-
wards by day, and is roughly 25 meters/sec. 
The velocities agree with those deduced by Sq 
data using the dynamo theory. 

551.510.535 3100 
On the Question of the " Continental Effect," 

of the F2 Layer—R. Eyfrig. (Geofis. pura app!., 
vol. 44, pp. 179-187; September-December, 
1959. In German.) Analysis of f0F2 data indi-
cates an increase in daytime ionization during 
the summer months observed by USSR sta-
tions in Central Asia compared with data ob-
tained by West European stations. The evening 
rise in foles appears much less pronounced for 
stations in Central Asia where the maximum 
usually occurs at local noon. This "continental 
effect" causes difficulties in the interpolation 
required for the preparation of MUF charts. 

551.510.535 3101 
Further Studies of " Spread-F" at Brisbane: 

Parts 1 & 2—G. G. Bowman. (Planetary Space 
Sci., vol. 2, pp. 133-156, April, 1960.) Vertical-
incidence ionograms and directional measure-
ments on oblique-incidence signals indicate 
that the spread F phenomenon is caused by 
large ripples with a wavelength of 20 to over 
100 km. Seasonal and sunspot variations in the 
phenomenon are described. Model ionization 
distributions are constructed and ray paths 
drawn which may explain various types of 
spread F. The amplitude of the ripples seems 
to increase with the height of the F2 layer. See 
also 119 of 1957 ( McNicol, et al.). 

551.510.535 : 523.164 3102 
Ionospheric Absorption Investigations at 

Hawaii and Johnston Island—A. Frederiksen 
and R. B. Dyce. (J. Geophys. Res, vol. 65, pp. 
1177-1181; April, 1960.) The absorption of 
cosmic noise at 30 mc varies in such a way as 
to suggest that the patches of absorption are 
less than 1000 km in size. The variations are 
not correlated with the spread F or with the 
sporadic E phenomena, but are correlated with 
foF2 suggesting partial reflection of the cosmic 
noise by the F2 layer. 

621.391.812.63:551.510.535 3103 
Radio Wave Propagation Characteristics of 

a Simple Ionospheric Model based on Rocket 
Data—Zhekulin. (See 3244.) 

551.510.535:621.391.812.63 3104 
The Reflexion of Radio Waves from a 

Stratified Ionosphere Modified by Weak Ir-
regularities: Part 2—Pittewar. (See 3245.) 

551.510.535(98) 3105 
Entry of High-Energy Particles into the 

Polar Ionosphere—T. Obayashi. Rep. tonos. 
Space Res. Japan. vol. 13, pp. 201-219; 
September, 1959.) Shortened version of 2376 
of July (Obayashi and Hakura). 



1960 Abstracts and References 1811 

551.510.535(98) 3106 
The Height of F-Layer Irregularities in the 

Arctic Ionosphere— H. F. Bates. (J. Geophys. 
Res., vol. 65, p. 1304; April, 1960.) Correction 
to 515 of February. 

551.510.536 3107 
The Exploration of the Terrestrial Exo-

sphere—H. K. Paetzold. (Z. angetv. Phys., vol. 
11, pp. 234-243; June, 1959.) A review of scien-
tific investigations of the composition and 
structure of the exosphere dealing particularly 
with the observation of whistlers, and with re-
sults obtained from satellite and rocket meas-
urements. 53 references. 

551.510.536:523.165 3108 
Properties of the Upper Atmosphere and 

their Relation to the Radiation Belts of the 
Earth—S. F. Singer. (Planetary Space Sci., vol. 
2, pp. 165-173; April, 1960.) A new theory 
which gives the distribution of density with 
altitude for a planetary exosphere in the ab-
sence of thermodynamic equilibrium is out-
lined. The results differ considerably from those 
based on a hydrostatic equation. 

551.594.2 3109 
A Comparison of Intracloud and Cloud-to-

Ground Lightning Discharges—N. Kitagawa 
and M. Brook (J. Geophys. Res., vol. 65, pp. 
1189-1201; April, 1960.) Experimental results 
are discussed together with possible discharge 
mechanisms. 

551.594.6: 551.594.5 3110 
Atmospherics on 20 kc/s at the Time of 

Local Aurorae—E. Gherzi. (Nature, vol. 187, 
pp. 225-226; July 16, 1960.) Atmospherics 
have been recorded on each of the 30 occasions 
when a strong aurora has been observed. This 
enhancement is attributed to reflections from 
ionized strips associated with the auroras. 

LOCATION AND AIDS TO 
NAVIGATION 

621.396.962.3 3111 
Precision Tracking with Monopulse Radar 

—J. H. Dunn and D. D. Howard. (Electronics, 
vol. 33, pp. 51-56, April 22, 1960.) The princi-
ples of monopulse operation are explained, and 
its performance is compared with that of the 
conical-scan and sequential-lobing radar sys-
tems. See 1240 of April (Rhodes). 

MATERIALS AND SUBSIDIARY 
TECHNIQUES 

531.788.7 3112 
Modulated Bayard-Alpert Gauge—P. A. 

Redhead. (Rev. Sci. Instr., vol. 31, pp. 343-344; 
March, 1960.) The true positive ion current at 
low pressures can be measured with the gauge 
to an accuracy within ± 5 per cent. 

535.215: 537.311.33 3113 
Influence of Transverse Modes on Photo-

conductive Decay in Filaments—J. S. Blake-
more and K. C. Nomura. (J. Appt. Phys., vol. 
31, pp. 753-761; May, 1960.) The influence of 
high-order modes on excess-carrier decay in a 
semiconducting filament is discussed. Calcu-
lations show that, for typical generative pro-
cedures, the increased recombination rate is 
more serious than formerly supposed. 

535.215:538.569.4 3114 
Paramagnetic Resonance Detection of 

Trapping in a Photoconductor—R. S. Title. 
(Phys. Rev. Lett., vol. 4, pp. 502-503; May 15, 
1960.) Experiments are described on trapping 
effects, luminescence, and photoconductivity in 
a sample of ZnS containing Gd. A proposed 
model for the structure is consistent with the 
observed effects. 

535.215:546.47'48'221 3115 
Photoconductivity of CdZnS Mixed Crystal 

—M. Kikuchi and S. lizima. (J. Phys. Soc. 
Japan, vol. 15, p. 357; February, 1960.) The 
energy-band gap is shown to be varied continu-
ously and arbitrarily by adding ZnS to CdS. 

535.215: 546.48'221 3116 
The Refractive Index of Cadmium Sulphide 

—H. Gobrecht and A. Bartschat. (Z. Phys., 
vol. 156, pp. 131-143; September 10, 1959.) 
Report of measurements of refractive index on 
CdS single crystals, 20-70 ei thick, for the ex-
traordinary and ordinal), rays in the wave-
length range 5100-6500A at room temperature, 
and 4900-6500À at - 180°C. The influence of 
lattice disturbances on the refractive index is 
discussed. 

535.215:546.48'221 3117 
Photovoltaic Effects in CdS Crystals— 

H. Kallmann, B. Kramer, J. Shain, and G. M. 
Spruch. (Phys. Rev., vol. 117, pp. 1482-1486; 
March 15, 1960.) Photovoltages were obtained 
in CdS with inhomogeneous excitation. The 
effects were studied using different electrode 
arrangements. 

535.215: 546.48'221 3118 
Electric-Field-Induced Light Absorption in 

CdS—R. Williams. (Phys. Rev., vol. 117, pp. 
1487-1490; March 15, 1960.) 

535.215: 546.48'221 3119 
Thermal Stability of Carbon Electrodes in 

Contact with Crystalline Layers of Cadmium 
Sulphide—M. H. Boisot, G. Cohen-Solal, and 
F. Teissier du Gros. [Corn pt. rend. acad. sci. 
(Paris)], vol. 249, pp. 2184-2186; November 
23, 1959.) 

535.215: 546.87: 538.63 3120 
Photoelectromagnefic Effect in Bismuth— 

T. Young. (Phys. Rev., vol. 117, p. 1244; 
March 1, 1960.) The photoelectromagnetic ef-
fect has been observed in Bi, and its dependenc 
on the wavelength of the incident light and the 
magnetic field strength investigated. 

535.37 3121 
Vanadium-Activated Zinc and Cadmium 

Sulphide and Selenide Phosphors—M. Avinor 
and G. Meijer. (J. Phys. Chem. Solids, vol. 12, 
pp. 211-215; February, 1960.) Vanadium 
activated ZnS, ZnSe, CdS and CdSe powders 
show a fluorescence at about 2p. Addition of Cu 
and Ag as auxiliary activators enhances the 
vanadium emission without Cu and Ag emis-
sions appearing. 

535.37: 546.281'26 3122 
Polarized Edge Emission of SiC—W. J. 

Choyke, D. R. Hamilton, and L. Patrick. 
(Phys. Rev., vol. 117, pp. 1430-1438; March 15, 
1960.) Mechanisms for producing polarized 
light are discussed; the most probable lumines-
cence centers are donor-acceptor pairs. 

535.37: 546.281'26 3123 
Polarization of the Luminescence of Donor-

Acceptor Pairs—L. Patrick. (Phys. Rev., vol. 
117, pp. 1439-1441; March 15, 1960.) The 
polarization is calculated for SiC. Certain de-
grees of polarization can be used to distinguish 
between donor-acceptor pairs and the iron 
group elements. 

535.376: 546.47'221 3124 
Electroluminescence in Zinc Sulphide 

Single Crystals—S. Narita. (J. Phys. Soc. 
Japan, vol. 15, pp. 128-135; January, 1960.) 
Experimental and theoretical investigation of 
the brightness waves and infrared quenching of 
electroluminescence of ZnS doped with Cu and 
Cl under pulse excitation. 

537.226 : 621.319.2 3125 
The Effect of an Alternating Electric Field 

on the Forming of Electrets— F. I. Polovikov. 
(Fiz. Tverdogo Tela, vol. 1, pp. 783-788; May, 
1959.) Treatment of the dielectric in an alter-
nating and then in a constant field often results 
in an increase in stability of the polarized state 
and sometimes in a change in the direction of 
polarization. 

537.226:621.396.677.85 3126 
Microwave Properties of Metal-Flake Arti-

ficial Dielectrics—Krislinaji and S. Swarup. 
(J. Inst. Telecommun. Engrs., India, vol. 6, 
pp. 38-46; December, 1959.) 

537.227 3127 
Dielectric Polarization of a Number of 

Complex Compounds—G. A. Smolenskil and 
A. I. Agranovskaya. (Fiz. Tverdogo Tela, vol. 1, 
pp. 1562-1572; October, 1959.) The possibility 
of predicting the formation of complex com-
pounds is considered with reference to oxygen 
compounds with perovskite structure. Experi-
mental data on various synthesized polycrystal-
line materials are given including PbNiN13209 
and Pb3MgNb20% which have a very high 
permittivity; the latter is piezoelectric. 

537.227 3128 
Ferroelectric Substitutional-Defect Solid 

Solutions—G. A. Smolenskii, V. A. Supov, and 
A. I. Agranovskaya. (Fiz. Tverdogo Tela, vol. I, 
pp. 1573-1582; October, 1959.) The solid solu-
tions investigated can be classified in two 
groups according to the permittivity maximum 
at the Curie point is (a) retained, or (b) de-
creased, or increasing the concentration of the 
second component. 

537.227 3129 
Pyroelectricity, Internal Domains, and In-

terface Charges in Triglycine Sulphate—A. G. 
Chynoweth. (Phys. Rev., vol. 117, pp. 1235-
1243; March 1, 1960.) 

537.227 3130 
Ferroelectric Transition in Rubidium Bi-

sulphate—R. Pepinsky and K. Vedam. (Phys. 
Rev., vol. 117, pp. 1502-1503; March 15, 1960.) 

537.227:546.431'824-31 3131 
General Properties of Titanates of Barium 

near Stoichiometric Composition—G. Lapluye, 
G. Morinet, and P. Palla. (come rend. acad. 
sci. (Paris), vol. 249, pp. 2172-2174; November 
13, 1959.1 Different ceramics with TiO2/BaO 
ratio in the range 0.83-1.2 have been prepared 
from high-purity material; their principal di-
electric and ferroelectric properties are given. 

537.227: 546.431'824-31 3132 
Mechanism for the Sidewise Motion of 180° 

Domain Walls in Barium Titanate—R. C. 
Miller and G. Weinreich. (Phys. Rev., vol. 117, 
pp. 1460-1466; March 15, 1960.) Two possible 
mechanisms for the wall motion are discussed, 
one of which is shown to agree with experi-
mental data. 

537.227: 547.476.3 : 539.12.04 3133 
Some Properties of X-Ray-Damaged Ro-

chelle Salt—K. Okada. (J. Phys. Soc. Japan., 
vol. 15, pp. 363-364; February, 1960.) 

537.228.1:534.133 3134 
Infrared and Low-Temperature Acoustic 

Absorption in Synthetic Quartz—J. C. King, 
D. L. Wood, and D. M. Dodd. (Phys. Rev. Lat., 
vol. 4, pp. 500-501; May 15, 1960.) 

537.228.1:534.133:538.566.029.64 3135 
Excitation and Attenuation of Hypersonic 

Waves in Quartz—H. E. Bürnmel and K. 
Dransfeld. (Phys. Rev., vol. 117, pp. 1245-1252; 
March 1, 1960.) Description of the technique of 
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generation and measurements of absorption of 
acoustic waves at frequencies above 1 kMc. 

537.228.1:535.215 3136 
Piezoelectricity and Conductivity in ZnO 

and CdS—A. R. Hutson. (Phys. Rev. Lett., vol. 
4, pp. 505-507; May 15, 1960.) The results of 
measurements of piezoelectric constants are 
given. They show that Zno and CdS have 
electromechanical coupling constants much 
greater than that of quartz. Data on the piezo-
electric scattering mobility are given and dis-
cussed. 

537.311.31+535.37M:539.12.04 3137 
The Generation of Extremely High Lattice-

Defect Concentrations by the Irradiation of 
Solids in Reactors—N. Riehl and R. Sizmann. 
(Z. angew. Phys., vol. 11, pp. 202-207; June, 
1959.) Investigations were made on Cu foil 
and on a ZnS film whose luminescence proper-
ties were completely destroyed by radiation. 

537.311.33 3138 
Theory of the Energy Levels of Donor-

Acceptor Pairs—F. E. Williams. (J. Phys. 
Chem. Solids, vol. 12, pp. 265-275; February, 
1960.) An analysis in which the separate donors 
and acceptors are taken as point positive and 
negative charges which are bound by Coulomb 
forces to an electron and a positive hole, respec-
tively. The theory is in qualitative agreement 
with experimental results for ZnS containing 
Group IIIB donors and Group I B acceptors. 

537.311.33 3139 
Disintegration of an Exciton by Phonons in 

Atomic Semiconductors—A. A. Lipnik. (Fiz. 
Tverdogo Tela, vol. 1, pp. 726-733; May, 1959.) 
The probability of the disintegration of Mott's 
exciton into an electron and a hole is calculated 
and compared with the scattering probability. 

537.311.33 3140 
The Recombination of Charge Carriers in 

Semiconductors for a Large Concentration of 
Traps—V. D. Egorov. (Fiz. Tverdogo Tela, 
vol. 1, pp. 832-833; May, 1959.) 

537.311.33 3141 
The Determination of Effective Carrier 

Masses and Optical Constants of Semiconduc-
tors—V. P. Silin. (Fiz. Tverdogo Tela, vol. 1, 
pp. 705-708; May, 19.59.) An application of 
Fermi fluid theory for the case of spherical 
Fermi surfaces to the determination of semicon-
ductor characteristics. 

537.311.33 3142 
Diffusion and Recombination during Meas-

urements of Drift Mobility—V. N. Dobrovol'-
skii. (Fiz. Tverdogo Tela, vol. 1, pp. 719-725; 

May, 19.59.) The applicability of a simplified 
formula for calculating mobility in the case of 
one-, two-, and three-dimensional propagation 
of carriers is considered. The criterion formu-
lated is checked experimentally. 

537.311.33 3143 
Intervalley Scattering of Hot Electrons— 

M. Shibuya and W. Sasaki. (J. Phys. Soc. 
Japan, vol. 15, pp. 207-208; January, 1960.) 
The results of a theoretical treatment of the 
problem are given and are compared with ex-
perimental data; in particular, for drift velocity. 

537.311.33 3144 
Surface Conductivity allowing for the Scat-

tering of Charge Carriers at the Surface with 
Slight Band Distortions— H. Flict net. (Ann. 
Phys. ( Liepzig), vol. 3, pp. 396-413; July 2, 
1959.1 The conductivity of space-charge 
boundary layers parallel to the surface of a 
semiconductor, allowing for slight band dis-
tortion such as arises under field-effect condi-
tions, is calculated. Curves of electron and hole 

mobility and surface conductivity as a function 
of band distortion are plotted for Ge. 

537.311.33 3145 
Direct Observation of Polarons and Pho-

nons during Tunnelling in Groups III-V Semi-
conductor Junctions—R. N. Hall, J. H. Racette, 
and H. Ehrenreich. (Phys. Rev. Lett., vol. 4, 
pp. 456-458; May 1, 1960.) Conductive curves 
plotted as a function of bias voltage for a num-
ber of junctions at 4.2°K show distinct minima 
in the neighborhood of zero voltage, and 
further changes of slope at higher voltages. 
These measurements permit a direct experi-
mental determination of the polar electron-
phonon coupling constant, and the results im-
ply that the tunnelling process takes place in a 
time short compared with the lattice relaxation 
time. 

537.311.33 3146 
Investigation and Properties of the System 

AgSbre2-PbTe—H. Rodot. [Corn pi. rend. acad. 
sci. ( Paris), vol. 249, pp. 1872-1874; November 
9, 19591 

537.311.33:535.215 3147 
Theory of Current-Carrier Transport and 

Photoconductivity in Semiconductors with 
Trapping—W. van Roosbroeck. (Bell Sys. 
Tech. J., vol. 39, pp. 515 613; May, 1960.) 
Fundamental differential equations are derived 
taking into account diffusion, drift, recombina-
tion, and trapping. The general ambipolar 
theory is applied to investigate trapping in 
various connections. The theory and applica-
tion of diffusion lengths, lifetime functions, the 
photomagnetic-electric effect, and photocon-
ductivity are studied. 94 references. 

537.311.33:535.215 3148 
The Determination of Doping Gradients 

from the Photo-e.m.f. and Photoconductivity of 
Semiconductors—M. Zerbst and G. Winstel. 
(Z. Naturforsch., vol. 14a, pp. 754-755; August, 
1959.) Changes of impurity concentration 
along a specimen can be determined from 
measurements of photo-EMF and photocon-
ductivity. Results obtained in this way are 
compared with those of conductivity measure-
ments and good agreement is found. 

537.311.33: 535.215: 539.23 3149 
Properties and Structure of Ternary Semi-

conductor Systems: Part 4—Electric and 
Photoelectric Properties of Films of the Sb2S3-
Bi2S, System— B. T. Kolomiets and V. M. 
Lyubin. (Fiz. Tverdogo Tela, vol. 1, pp. 740-

747; May, 1959.) Films have a resistivity which 
is higher by two to four orders of magnitude 
than that of the bulk material (Part 3: 2484 of 
1957 (Goryunova, et en and show a mono-
tonic increase of resistivity and activation 
energy with increasing Sb2S3 content. Spectral 
characteristics of photoconductivity are within 
the limits of those for the binary compounds. 

537.311.33:537.312.9 3150 
The Piezoresistive Effect and its Applica-

tions—L. E. Hollander, G. L. Vick and T. J. 
Diesel. (Rev. Sa. ¡asir., vol. 31, pp. 323-327; 
March, 1960.) The magnitudes of the piezo-
resistive effect in semiconductors, particularly 
TiO2 and PbTe, are tabulated and an analysis 
of the fourth-rank piezoresistive tensor for two 
crystal symmetries is presented. Design of de-
vices based on the effect is discussed with refer-
ence to working models. 

537.311.33: 537.32 3151 
Effect of Charged Dislocation on the Ther-

moelectric Power of Semiconductors—T. Olita. 
(J. Phys. Soc. Japan, vol. 15, p. 197; January, 
1960.) An edge dislocation in n type Ge gives 
rise to a cylinder of positive charge with an axis 

of negative charge. The thermoelectric power of 
such material is calculated. 

537.311.33:537.32:538.63 3152 
Phonon Relaxation Time and Magnetic 

Variation of Thermoelectric Power in Semi-
conductors—J. Appel. (Z. Naturforsch., vol. 
14a, pp. 838-840; September, 1959.) Discussion 
of some of the assumptions restricting the 
validity of the theory given in 555 of February. 

537.311.33 : 538.214 3153 
Magnetism of Interacting Donors—E. 

Sonder and H. C. Schweinler. (Phys. Rev., vol. 
117, pp. 1216-1221; March 1, 1960.) The mag-
netic susceptibility of donor centers distributed 
at random in a semiconductor is calculated for 
the case of small, but not negligible, interactions 
between adjacent pairs of donors. Agreement 
with experiment is good. 

537.311.33:538.63 3154 
Field-Effect Measurements in a Transverse 

Magnetic Field— E. Aerts, S. Antelinck, and 
J. Vennik. (J. Electronics Control, vol. 7, pp. 
497-504; December, 1959.) A description of 
some effects of a transverse magnetic field on 
the field effect and magnetoresistance of thin 
semiconductor samples. 

537.311.33:539.23 3155 
Electrical Properties of Thin-Film Semi-

conductors—F. S. Ham and D. C. Mattis. 
(IBM J. Res. & hey., vol. 4, pp. 143-151; 
April, 1960.) Metallic-film theory is extended 
to single-crystal films of nondegenerate semi-
conductors. The conductivity and Hall co-
efficients are shown to vary with the orientation 
of the normal to the film with respect to its 
crystallographic axes. 

537.311.33:621.314.63 3156 
Investigation of the Growth of an fl-Type 

Semiconductor Layer at the Contact between 
Cadmium and Selenium.—V. A. Dorin, B. I. 
Kuznetsov, and D. N. Nasledov. (Fiz. Tver-
dogo Tela, vol. 1, pp. 734-739; May, 1959.) An 
investigation in the temperature range 240°-
300°C showed the square of the thickness of the 
CdSe layer to be directly proportional to the 
heating time. Data obtained can be used to 
calculate the thickness of the n type layer in a 
selenium rectifier. 

537.311.33:621.317.3.029.6 3157 
Microwave Measurement of Semiconduc-

tor Carrier Lifetimes—H. A. Atwater. (J. Ape 
Phys., vol. 31, pp. 938-939; May, 1960.) A 
mathematical treatment is given of the propa-
gation of dominant-mode waves in a waveguide 
containing an imperfect dielectric medium in 
which the conductivity is a function of time. 

537.311.33 : [546.28+ 546.24 3158 

Field Emission of Silicon and Tellurium 
Single Crystals—C. Kleint and R. Fischer. 
(Z. Naturf., vol. 14, p. 753; August, 1959.) Cur-
rent/voltage characteristics obtained at room 
temperature are given for three Si and three 
Te crystals; the Te characteristics are linear, 
whereas the Si characteristics flatten out at low 
strengths owing to surface conditions. 

537.311.33:546.28 3159 
Dislocations in Si Single Crystals—T. 

Furuova and Y. Sasaki. (J. Phys. Sac. Japan, 
vol. IS, pp. 205-206; January, 1960.t The dis-
appearance of dislocations in pulled Si crystals 
is discussed. 

537.311.33:546.28 3160 
Measurement of Minority-Carrier Lifetime 

in Silicon—T. Asakawa. (Rep. Elec. Commun. 
Lab., Japan, vol. 7, 1n3. 382-383; October, 
1959.) Describes a modified photoconductivity. 
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decay method for obtaining approximate 
values. 

537.311.33:546.28 3161 
Transmitted Phonon Drag Measurements 

in Silicon—K. Hubner and W. Shockley. (Phys. 
Rev. Lett., vol. 4, pp. 504-505; May 15, 1960.) 
Experimental observation of the phonon-drag 
effect, and discussion of further possible meth-
ods of investigation. 

537.311.33 : 546.28: 535.215 3162 
On the Spectral and Temperature Depend-

ences of the Quantum Yield in Silicon—V. S. 
Vavilov and K. I. Britsyn. (Fiz. Tverdogo Tela, 
vol. 1, pp. 1629-1631; October, 1959.) Data 
obtained by a method which excludes the effect 
of trapping centers are given. They are based 
on measuring the short-circuit current between 
the p and n regions of an illuminated crystal. 

537.311.33:546.28:538.63 3163 
Nernst and Ettingshausen Effects in Silicon 

between 300°K and 800°K—H. Mette, W. W. 
Gartner, and C. Loscoe. (Phys. Rev., vol. 117, 
pp. 1491-1493; March 15, 1960.) Measured co-
efficients are in good agreement with theoretical 
predictions. 

537.311.33:546.28:538.632 3164 
Low-Temperature Hall Coefficient and 

Conductivity in Heavily Doped Silicon—G. A. 
Swartz. (J. Phys. Chem. Solids, vol. 12, pp. 
245-259; February, 1960.) Measurements have 
been made of Hall coefficient in the range 
15°-300°K and of conductivity at 3°-30°K. Re-
sults are similar to those observed with other 
semiconductors exhibiting impurity conduc-
tion. Two types of conduction were found, of 
nonband and band type, the latter requiring 
impurity concentrations of 10,8/cm, or more. 

537.311.33:546.28:538.632 3165 
Dependence of the Hall Constant on Mag-

netic Field Intensity in Silicon—N. S. Orlova 
and V. M. Tuchkevich. (Fiz. Tvergodo Tela, 
vol. I, pp. 1631-1634; October, 1959.) Measure-
ments at 114°, 136° and 300°K are reported. 
Saturation occurs in both p and n type Si at 
field strengths of 10-12 kilo-oersteds. 

537.311.33: 546.289 3166 
Optical Constants of Germanium in the 

Region 0-10 eV—M. D. Rimmer and D. L. 
Dexter. (J. Ape Phys., vol. 31, pp. 775-777; 
May, 1960.) 

537.311.33:546.289 3167 
Optical Absorption by Degenerate Ger-

manium—J. I. Pankove. (Phys. Rev. Lett., vol. 
4, pp. 454-455; May 1, 1960.) Measurements 
made on wafers of Ge doped with known con-
centrations of As indicate that the shrinkage of 
the energy gap is greater than the rise of the 
Fermi level. 

537.311.33:546.289 3168 
1111] Direct Transition Exciton and Mag-

neto-reflection in Germanium—B. Lax. (Phys. 
Rev. Lett., vol. 4, pp. 511-513; May 15, 1960.) 
Some theoretical predictions about parameters 
of the La* valence band, and suggestions for ex-
perimental investigations are given. 

537.311.33:546.289 3169 
Mobility in High-Resistivity Germanium at 

D.C. Electric Fields—J. Zucker. (J. Phys. 
Chem. Solids, vol. 12, pp. 350-352; February, 
1960.) Measurements of mobility have been 
made on samples similar to those used by 
Seeger (3371 of 1959). Discrepancies between 
the dc pulse data and Seeger's microwave data 
are discussed. 

537.311.33:546.289 3170 
Field Effect and Reactions on the Surface 

of Germanium—H. Flietner. [Ann. Phys. 

(Leipzig), vol. 3, pp. 414-427; July 2, 1959.] 
On the basis of Kingston's model of 
phenomena (2108 of 1956), results are inter-
preted of field-effect measurements on CP4-
etched specimens of p and n type Ge whose 
surfaces were exposed to dry and humid 02, N2 
and ozone in different sequences. 

537.311.33:546.289 3171 
A.C. and D.C. Field Effects on Cleaned 

Germanium Surfaces—S. Kawaji. (J. Phys. 
Soc. Japan, vol. 15, pp. 95-99; January, 1960.) 
The density of fast states was estimated from 
measurements of the ac field effect; it decreased 
after exposure of the surface to oxygen. Meas-
urements of a dc field effect showed that the 
slow states are caused by absorbed gases on 
the outer surface of the oxide layer. 

537.311.33:546.289 3172 
Investigation of "Fast" Surface States of 

Germanium—V. G. Litovchenko and V. I. 
Lyashenko. (Fiz. Tverdogo Tela, vol. 1, pp. 
1609-1621; October, 1959.) The topography of 
fast surface states has been investigated using 
a pulsed field method. The effect of a constant 
transverse field on the concentration of surface 
states lying near the middle of the forbidden 
zone and the effect of dry air absorption on the 
concentration of one type of level are particu-
larly discussed. 

537.311.33:546.289 3173 
Diffusion and Solubility of Cadmium in 

Germanium—V. E. Kozenko. (Fiz. Tverdogo 
Tela., vol. 1, pp. 1622-1626; October, 1959.) 
The diffusion coefficient is 1.75 X 108e-lem/RT 
and the solubility at 840°C 2 X 10I8cm-3. 

537.311.33:546.289 3174 
Infrared Properties of Gold in Germanium 

—L. Johnson and H. Levinstein. (Phys. Rev., 
vol. 117, pp. 1191-1203; March 1, 1960.) In-
vestigation of fundamental parameters by ab-
sorption, photoconductivity and lifetime meas-
urements between 60 and 300°K. 

537.311.33:546.289 3175 
The Possibility of Creating Ohmic Contact 

with Silicon by Rubbing the Metal on to the 
Semiconductor using Dry Friction— I. D. 
Kirvalidze and V. F. Zhukov. (Fiz. Tverdogo 
Tela, vol. 1, pp. 1583-1586; October, 1959.) 
Good ohmic contact is obtained on polished p 
and n type Si surfaces by rubbing with Al, 
bronze, brass or tin. Mo and Ta give rectifying 
contacts. Al and Ni give good ohmic contacts 
on etched p and n type Si. 

537.311.33:546.289:535.215 3176 
Photoconductivity in Nickel-Doped Ger-

manium—V. Furukawa. (J. Phys. Soc. Japan, 
vol. 15, p. 353; February, 1960.) Steady-state 
intrinsic photoconductivity has been measured 
at fields up to 108 volts/cm to examine the 
effects of contacts. An explanation is given of 
the observed results. 

537.311.33:546.289:537.32 3177 
The Effect of Strain on the Seebeck Co-

efficient of n-Type Germanium—J. R. Drabble 
and R. D. Groves. (J. Phys. Chem. Solids, vol. 
12, pp. 285-294; February, 1960.) A study of 
the anisotropy of the phonon-drag Peltier 
tensor for a single valley in n type Ge by observ-
ing the effect of strain on the Seebeck coefficient 
with simultaneous measurements of piezo-
resistance. Results are given for a number of 
specimens. 

537.311.33:546.289:538.63 3178 
Investigation of the Hall Effect and Trans-

verse Resistance in Germanium in Fields up to 
400 Kilooersteds—V. P. Kaeasik. (Dokl. Akad. 
Nauk SSSR. vol. 130, pp. 521-522; January 

21, 1960). Results show that the dependence of 
the Hall EMF on the magnetic field in n type 
and p type Ge at 77° and 20.4°K is linear. 

537.311.33: 546.289: 539.12.04 3179 
Influence of Fast Neutrons on the Recom-

bination of Electron-Hole Pairs in Germanium 
—N. van Dong and A. Barraud. rompt. rend. 
acad. sci. (Paris), vol. 249, pp. 2181-2183; 
November 23, 1959.] A study of recombination 
processes in p and n type Ge. The abnormal 
behavior observed is similar to that reported 
by Curtis, et a/. (868 of 1959), but a different 
hypothesis is proposed to explain it. 

537.311.33:546.289:939.12.04 3180 
Annealing of 1-Ray Damage in Germanium 

—T. Asada, H. Saito, K. Omura, T. Oku, and 
M. Oak. (J. Phys. Soc. Japan, vol. 15, pp. 93-
94; January, 1960.) The variation of conduct-
ance with time is studied. 

537.311.33:546.3-31 3181 
The Conduction Mechanism of Oxide Semi-

conductors at High Temperatures—J. Rudolph. 
(Z. Naiurforsch., vol. 14a, pp. 727-737; August, 
1959.) Extension of earlier investigations on 
BaO and ( Ba, Sr)0 ( 1685 of May) covering 
measurements of conductivity as a function of 
temperature and oxygen pressure on Sr0, 
CaO, Th02, Zr02, La203, Ce02, TiO2, and ZnO 
with or without doping, are given. 

537.311.33:546.3-31 3182 
Change in the Work Function of Doped 

Oxide Semiconductors—E. Kh. Enikeev, 
L. Ya. Margolis, and S. Z. Roginskil. (Dokl. 
Akad. Nauk SSSR, vol. 130, pp. 807-809; 
February 1, 1960.) The solution of Li2O in the 
lattice of NiO, CuO or ZnO semiconductors re-
sulted in a lowering of the work function by 0.6 
to 0.8 ev. Graphs also illustrate the effect of 
Th02, ZnSO4, Fe2O3 and MgO adminixtures on 
the work function. 

537.311.33:546.47-31 3183 
Infrared Absorption of ZnO Crystals—R. 

Arneth. (Z. Phys., vol. 155, pp. 595-608; 
August 5, 1959.) Measurements were made on 
synthetic single crystals of ZnO with or without 
doping in the wavelength range 1-13 µ. See also 
878 of 1959 (Bogner and Mollwo). 

537.311.33:546.47-31:541.135 3184 
The Charge and Potential Distributions at 

the Zinc Oxide Electrode—J. F. Dewald. (Bell 
Sys. Tech. J., vol. 39, pp. 615-639; May, 1960.) 
An experimental method of measuring capaci-
tance of single-crystal ZnO electrodes in con-
tact with aqueous electrolytes is described. 
Tables of results show capacitance variations 
with bias and frequency. Results agree quanti-
tatively with the capacitance calculated from 
the Poisson-Boltzmann equation under non-
degenerate surface conditions, and with the 
Poisson-Fermi equation in the degenerate case. 

537.311.33:546.623'86 3185 
Electrical Properties of n-Type AlSb— 

D. N. Nasledov and S. V. Slobodchikov. (Fiz. 
Tverdogo Tela, vol. 1, pp. 748-754; May, 1959.) 
Investigation in the range 80-1200°K of the 
temperature dependence of conductivity, Hall 
effect, and thermoelectric power of AlSb sam-
ples doped with Se and Te. Calculated and ex-
perimental results are shown graphically. 

537.311.33: 546.681'19 3186 
High-Temperature Hall Coefficient in 

GaAs—L. W. Aukerman and R. K. Willardson. 
(J. Appt. Phys., vol. 31, pp. 939-940; May, 
1960.) 

537.311.33:546.681'86 3187 
Thermoelectric Properties of Gallium Anti-

monide (GaSb)—A. I. Blum. (Fiz. Tverdogo 
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Tela, vol. 1, pp. 766-773; May, 1959.) The 
temperature dependence of the carrier density, 
mobility, and effective mass in the impurity 
conduction region are calculated from results of 
measurements of conductivity and Hall effect. 
Formulas are derived, relating the thermal 
EMF to the width of the forbidden zone and 
the carrier mobility ratio. This ratio is calcu-
lated for the intrinsic conduction region. 

537.311.33:546.682'86 3188 
Electrical and Galvanomagnetic Properties 

of High-Purity InSb—N. I. Volokobinskaya, 
V. V. Galavanov, and D. N. Nasledov. (Fiz. 
Tverdogo Tela, vol. 1, pp. 755-760; May, 1959.) 
An investigation of the conductivity and Hall 
effect in the range 77°-500°K in magnetic fields 
from 60 to 25,000 oersteds. Some anomalies 
were noticed in the Hall effect and the de-
pendence of conductivity on the transverse 
magnetic field intensity at low temperatures. 
The transition to intrinsic conduction takes 
place at 140°K. 

537.311.33:546.714-31 3189 
Semiconductor Behaviour of Dioxides of 

Manganese with Added Foreign Ions as a 
Function of Frequency—J. P. Chevillot and 
J. Brenet. [Compt. rend. acad. sci. (Paris), vol. 
249, pp. 1869-1871; November 9, 1959.] The in-
fluence of Li* ions on the resistivity of fl-Mn02 
specimens is examined as a function of fre-
quency in the range 300-15,000 cps at 25°, 40° 
and 60°C. See also 3783 of 1959. 

537.311.33: 546.824-31 : 537.312.9 3190 
Piezoresistivity in the Oxide Semiconductor 

Rutile (TiO2)—L. E. Hollander, Jr., T. J. 
Diesel, and G. L. Vick. (Phys. Rev., vol. 117, 
pp. 1469-1472; March 15, 1960.) 

537.311.33:546.873'863'241:537.324 3191 
Solid Solutions of Bi2Tea and Sb2Te3 as 

p-Type Materials for Semiconductor Thermo-
elements—K. gmirous and L. gtourae. (Z. Na-
turforsch., vol. 14a, pp. 848-849; September, 
1959.) Good thermoelectric properties and 
efficiencies > 3.5X 10-a per °C were obtained on 
specimens of Bio Sbi 5 Te3. 

537.533:537.311.31 3192 
Contribution on the Problem of Exo-elec-

tron Emission of Metals—W. Schaaffs. (Z. an-
gew. Phys., vol. 11, pp. 220-223; June, 1959.) 
The relation between exo-electron emission and 
contact potential is discussed, with reference to 
measurements on oxidized metal surfaces (550 
of February). 

537.533.8 3193 
Inelastic Scattering and Electrons and 

Secondary- Electron Emission in Certain 
Metals: Part 1 & 2-1. M. Bronsliteln and 
R. B. Segal'. (Fis. Tverdogo Tela, vol. 1, pp. 
1489-1508; October, 1959.) A detailed report of 
an experimental investigation of Be, Bi and Ag 
is given. 

538.22 3194 
Magnetic Property of Mn.Cr_,02—K. 

Siratori and S. Iida. (J. Phys. Soc. Japan, vol. 
15, pp. 210-211; January, 1960.) Variation of 
magnetic properties with composition and 
temperature is considered. 

538.22 3195 
Evidence for an Antiferromagnetic-Ferri-

magnetic Transition in Cr-Modified Mn2Sb— 
T. J. Swoboda, W. H. Cloud, T. A. Bither, 
M. S. Sadler, and H. S. Jarrett. (Phys. Rev. 
Lett., vol. 4, pp. 509-511; May 15, 1960.) 

538.22:537.311.3:546.72'241 3196 
Magnetic and Electrical Anomalies of Iron 

Telluride Single Crystals—R. Naya, M. Mura-
kami, and E. Hirahara. (J. Phys. Soc. Japan, 

vol. 15, pp. 360-361; February, 1960.) Experi-
mentally observed anomalies are interpreted. 

538.221 3197 
On the Ferromagnetic Iron-Aluminium 

Alloys—M. Sugiliara. (Rep. Elec. Commun. 
Lab., Japan, vol. 7, pp. 333-338; September, 
1959.) The magnetic properties of specimens 
containing various percentages of Al are given. 

538.221 3198 
Studies on the Magnetic Anisotropy In-

duced by Cold Rolling of Ferromagnetic Crys-
tal: Part 2—Iron-Aluminium Alloys—S. Chika-
zumi, K. Suzuki, and H. lwata. (J. Phys. Soc. 
Japan, vol. 15, pp. 250-260; February, 1960.) 
The investigation reported in Part 1 (1797 of 
1958) is extended to body-centered cubic 
crystals. 

538.221 3199 
Variational Principles in Determining the 

Main Characteristics of a Ferromagnetic by the 
Calculation of its Hysteresis Loop—V. I. 
Skobelnik. (Dokl. Akad. Nauk SSSR, vol. 
130, pp. 1012-1014; February 11, 1960.) For-
mulas are derived which can be used in a quan-
titative evaluation of the hysteresis loop. 

538.221:538.569.4 3200 
"Foldover" Effects caused by Spin Wave 

Interactions in Ferromagnetic Resonance— 
H. Suit'. (J. App!. Phys., vol. 31, pp. 935-936; 
May, 1960.) Whereas current theory supposes 
the real part ot the susceptibility to be zero, at 
high powers this assumption is unjustified. An 
expression is given for the uniform precession 
amplitude when the phase shift is not tuned 
out, and this is shown to account for multi-
valued results. 

538.221:539.23 3201 
Magnetic Anisotropy in Single-Crystal Thin 

Films—E. L. Boyd. (IBM J. Res. & Dev., vol. 
4, pp. 116-129; April, 1960.) The preparation 
of single crystals of Ni, Fe and Ni-Fe and Ni-Co 
alloys and the measurement of their magnetic 
crystalline anisotropy by a torque balance 
method is described. 

538.221:539.23 3202 
External Fields from Domain Walls of 

Cobalt Film—B. Kostyshyu, J. E. Brophy, 
I. 0i, and D. D. Roslion, Jr. (J. Ape Phys., 
vol. 31, pp. 772-775; May, 1960.) Domain 
pattern on thin Co films are mapped with a 
Hall probe by measuring peak fields at domain 
boundaries. 

538.221:539.23 3203 
Thickness Dependence of Domain Orienta-

tion in Thin Nickel Films— K. Kuwahara and 
M. Goto. (J. Phys. Soc. Japan, vol. 15, p. 359; 
February, 1960.) 

538.221:539.23 3204 
Thin Nickel Films with Very High Coercive 

Force and High Energy Product---W. Ruske. 
[Ann. Phys. (Leipzig), vol. 3, pp. 323-326; 
May 12, 1959.] A multilayer system of Ni 
films with or without intermediate Cu film 
electrolytically deposited on hollow cylindrical 
Cu rods was subjected to axial pressure and 
the effect on coercivity was measured. For 
measurements on similar systems not subjected 
to elastic or plastic deformation, see 3804 of 
1959. 

538.221:539.23 3205 
Domain Walls in Thin Ni-Fe Films—S. 

Methfessel, S. Middlehoek, and H. Thomas. 
(IBM J. Res.& Dev., vol. 4, pp. 96-106; April, 
1960.) A description is given of experimental 
investigations into the processes taking place 
in the transition region between Bloch and 

Néel walls where the domain walls have their 
highest energy. 

538.221:539.23 3206 
The Influence of Edge Effects on Domain 

Structure and Coercive Force of Circular 
Nickel-Iron Films—M. Beckerman and K. H. 
Belundt. (IBM J. Res. & Dev., vol. 4, pp. 198-
201; April, 1960.) The coercive force can be 
decreased by removal of the shadowed edge. 

538.221:539.23:538.23 3207 
Theoretical Hysteresis Loops of Thin Mag-

netic Films—H. J. Oguey. (Pnoc. IRE, vol. 48, 
pt. 1. pp. 1165-1166; June, 1960.) Gives 
analytical and graphical methods of deter-
mining hysteresis loops; good agreement with 
experiments is obtained. 

538.221:539.23:681.142 3208 
Chemically Deposited NiCo Layers as 

High-Speed Storage Elements—R. J. Heritage 
and M. T. Walker. (J. Electronics Control, vol. 
7, pp. 542-552; December, 1959.) A simple, 
inexpensive method giving switching constants 
of 0.15 µsec oersted. 

538.221:539.234 3209 
Angle-of-Incidence Anisotropy in Evapo-

rated Nickel-Iron Films—E. W. Pugh, E. L. 
Boyd, and J. F. Freedman. (IBM J. Res. & 
Dev.., vol. 4, pp. 163-172; April, ( 960.) The 
anisotropy is incompatible with the fiber-axis 
and stress models. The angle-of-incidence effects 
appear to originate in anisotropically oriented 
imperfections, and an attempt is made to 
deduce their nature. 

538.221:539.234:538.63 3210 
Film-Thickness and Temperature Depend-

ence of the Coercivity of Thin Vapour-De-
posited Nickel Films Measured by means of 
the Magnetic Variation of Resistance—W. 
Hellentlial. (Z. Naturforsch., vol. 14d, pp. 722-
727; August, 1959.) The results of measure-
ments on Ni films deposited at 20°, 200° and 
400°C are discussed. See 1944 of 1959. 

538.221:539.234:538.632 3211 
Measurement of the Temperature Depend-

ence of the Ferromagnetic Hall Effect of 
Vapour-Deposited Nickel Films for the De-
termination of the Curie Temperature—L. 
Reimer. (Z. Phys., vol. 155, pp. 524-530; 
August 5, 1959.) Extension of earlier investi-
gations ( 1280 of 1959). Hall-effect variation 
with temperature in the range 20°-400°C is 
measured at a constant field strength of 6000 
oersteds. The Curie temperatures are derived 
from the curves obtained. 

538.221:621.318.134 3212 
Thermal Variations of the Anisotrophy 

Constants and Spontaneous Magnetization of 
Magnetoplumbite—R. Pauthenet and G. 
Rimet. [Comp!, rend, acad. sci. ( PariA, vol. 249, 
pp. 1875-1877; November 9, 1959.] See 1717 of 
May. 

538.221:621.318.134:538.569.4 3213 
High-Power Effects on Ferrimagnetic Reso-

nance—M. T. Weiss. (J. App!. Phys., vol. 31, 
pp. 778-782; May, 1960.) Measurements on 
single-crystal Mn ferrite spheres are reported. 
The variation of susceptibility with power level 
is in agreement with Suhl's theoretical treat-
ment of the saturation process ( 1309 of April). 

538.221 : 621.318.134: 538.569.4 3214 
L-Band Ferromagnetic Resonante Experi-

ments at High Peak Power Levels—E. Schlü-
mann, J. H. Saunders, and M. H. Sirvetz. (IRE 
TRANS. ON M ICROWAVE THEORY AND TECH-
NIQUES, vol. MTT-8, pp. 96-100; January, 
1960. Abstract, Pitoc. IRE, vol. 48, p. 972; 
May, 1960.) 
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538.221:621.318.134:538.569.4 3215 
High-Power Ferromagnetic Resonance at 

X Band in Polycrystalline Garnets and Ferrites 
—J. J. Green and E. Schliimann. ( IRE TRANS. 
ON M ICROWAVE THEORY AND TECHNIQUES, 
Vol. MTT-8, pp. 100-103; January, 1960. Ab-
stract, PROC. IRE, vol. 48, p. 972; May, 1960.) 

538.221 : 621.318.134: 538.652 3216 
On a Consequence of Similarity of Mag-

netization in Mixed Ferrites— L. N. Syrkin. 
(Fis. Tverdogo Tela, vol. 1, pp. 1538-1539; 
October, 1959.) An expression is derived which 
is useful in the treatment of experimental data 
on magnetostriction of mixed ferrites. A family 
of magnetostriction curves corresponding to 
various values of concentration of the non-
ferromagnetic ferrite can be constructed. 

538.221:621.318.134:621.318.57 3217 
Studies in Partial Switching of Ferrite 

Cores—R. H. Tancrell and R. E. McMahon. 
(J. Appl. Phys., vol. 31, pp. 762-771; May, 
1960.) The characteristics of Mg-Mn ferrite 
cores in a partially switched state are investi-
gated experimentally. A model is proposed to 
describe the behavior observed and applica-
tions to storage systems are discussed. 

MATHEMATICS 

519.281 3218 
A Variant Least-Squares Method of Solu-

tion of a System of Observation Equations— 
J. L. Stearn and H. Richardson. (J. Geophys. 
Res. vol. 65, pp. 1308-1309; April, 1960.) A 
mathematical device which allows a suspect 
equation to be excluded without the need for a 
new set of normal equations. 

MEASUREMENTS AND TEST GEAR 

621.3.018.41(083.74):1529.786 + 525.35 3219 
Frequency Variations of Quartz Oscillators 

and the Earth's Rotation in Terms of the N.P.L. 
Caesium Standard—L. Essen, J. V. L. Parry, 
and J. M. Steele. (Proc. IEE, vol. 107, pt. B, 
pp. 229-232; May, 1960. Discussion, pp.. 232-
234.) Frequency variations of ring type oscil-
lators at the N.P.L. and other laboratories 
were linear to within + 5 parts in 109 over a 
3-year period. A steady retardation in the 
period of rotation of the earth of 1 part in 
10" from September, 1955, to January, 1958, 
was superimposed upon the annual seasonal 
variation of + 8 parts in 109. 

621.317(083.74): 53.081.6 3220 
Electrical Units and Standards—P. Vigou-

reux. (Proc. IEE, vol. 107, pt B, pp. 235-240; 
May, 1960.) Recent advances in experimental 
techniques, such as atomic-beam frequency 
standards, the measurement of the gyromag-
netic ratio of the proton, and the development 
of an accurately calculable capacitor, are re-
viewed in relation to their application to the 
determination of electrical standards. 57 
references. 

621.317.337:621.372.413 3221 
Q of Resonant Cavities—M. Y. El-lbiary. 

(Electronic Tech., vol. 37, pp. 284-286; July, 
1960.) The phase delay which occurs in the 
modulation envelope of a signal passed through 
a resonant system is measured by comparison 
with that caused by a calibrated RC network. 
The Q of the resonant system is then evaluated 
from the phase shift. 

621.317.351:621.397.6 3222 
The Oscillographic Recording of the Non-

linear Part of the Phase Characteristics— 
L. A. Wegner. (Rundfunkfrch. Milt., vol. 3, pp. 
114-122; June, 1959.) A method is given for 
recording the difference between the actual and 
the specified linear phase characteristics of 

video networks using the equipment descr bed 
in 219 of 1958 ( Kroebel and Wegner). 

621.317.444:538.569.4:551.507.362.2 3223 
Magnetometer at Work in Outer Space— 

D. Mansir. (Radio and Electronics, vol. 31, pp. 
38-41; April, 1960.) Description of a proton 
free-precession magnetometer of the type used 
in the Vanguard III satellite. 

621.317.729.1:621.3.032.269.1 3224 
Study of Electron Optics by Electrolyte 

Tank for Space-Charge Conditions by the 
Method of Current Injection—J. Bonnerot. 
(Comp!. rend. acad. sci. (Paris), vol. 249, pp. 
1878-1880; November 9, 1959.) The design of a 
universal model is discussed, and an investiga-
tion of electron trajectories in a reflex klystron 
is described. See also 2708 of 1959. 

621.317.755:621.382.23.012 3225 
Test Set for Displaying the Volt/Ampere 

Characteristics of Tunnel Diodes—A. M. 
Goodman. (Rev. Sci. Instr., vol. 31, pp. 286-
288; March, 1960.) Principles of design, con-
struction and operation are given. Circuit 
instabilities which can occur with negative 
resistance devices have been suppressed. 
I-V characteristics can be displayed on any 
suitable CRO. 

621.317.757 3226 
A Spectrum Analyser for Video Frequen-

cies—A. L. Whitwell and N. Williams. 
(Electronic Engrg, vol. 32, pp. 268-274; May, 
1960.) A description of a general purpose equip-
ment designed to operate in the frequency 
range 500 cps-95 kc with a threshold sensi-
tivity of about 0.2 pv in a 70-cps band is given. 
The dynamic range is 50 db. 

621.317.77: 621.391.812.63.029.45 3227 
Phase-Measuring Equipment—G. E. Ash. 

well and C. S. Fowler. (Electronic Tech., vol. 
37, pp. 252-255; July, 1960.) The equipment 
described has been developed to investigate the 
influence of ionospheric changes on the phase 
of a VLF signal received at two sites separated 
by up to 400 km. A reference signal at both 
sites is derived from the VLF transmissions of 
the Gee navigational system, and measure-
ment of phase difference is made via a line-
telephone circuit. 

621.317.794 3228 
Sensitivity and Natural Limit of Response 

of Nickel Bolometers—G. Barth and W. 
Maier. [Ann. Phys. (Leipzig), vol. 3, pp. 260-
282; May 12, 1959.] Comprehensive measute-
ments were made on specially constructed Ni 
bolometers to determine the effect on their 
sensitivity of changes in various parameters 
which are functions of ambient conditions and 
bolometer constructional features. The results 
obtained are discussed with reference to theo-
retical work. A table is given for the comparison 
of figures of merit and response limits of Ni 
bolometers and various other thermal-radiation 
measuring devices, 

OTHER APPLICATIONS OF RADIO 
AND ELECTRONICS 

535.376 : 681.6 3229 
Data Storage and Display with Polarized 

Phosphors—Fl. P. Kallmann and J. Rennert. 
(Electronics, vol. 32, pp. 39-41; August 28, 
1959.) The persistent internal polarization 
(PIP) phenomenon is discussed: information 
may be stored by producing a separation of 
charges in the phosphor, using dc fields and 
radiation. 

537.311.33:537.312.9:531.78 3230 
Semiconductor Strain Transducers—F. T. 

Geyling and J. J. Forst. (Bell Sys. Tech. J., 
vol. 39, pp. 705 - 731; May, 1960.) The piezo-

resistive properties of semiconductors and their 
application in strain transducers are dis-
cussed. Both ac and de signals can be handled, 
and signal amplification is not usually neces-
sary. Problems of bond rigidity and tempera-
ture compensation are mentioned. 

621.372.029.64: 531.717 3231 
Microwave Thickness Detector—J. B. 

Beyer, J. Van Blade', and H. A. Peterson. (Rev. 
Sci. Instr., vol. 31, pp. 313-316; March, 
1960.) A device is described for continuous 
measurement of the thickness of moving con-
ducting materials. Increments of 1/40 mm are 
clearly detectable. Two methods, based on (a) 
the amplitude and (b) the phase variations of 
reflected microwave energy are compared; the 
former is preferred. 

621.375.9:621.372.44:513.6 3232 
Parametric Oscillatory and Rotary Motion 

—H. E. Stockman. ( Paoc. IRE, vol. 48, pt. 1, 
pp. 1157-1158; June, 1960.) A note on the ap-
plication of variable inductance devices to give 
oscillatory or rotary movement. 

t621.383.5:616-073 3233 
An Improved Recording Oximeter—A. W. 

Melville, D. H. Smith, and J. B. Cornwall. 
(Electronic Engrg., vol. 32, pp. 296-300; May, 
1960.) An analysis of the theory of ear oximetry 
is given, and an instrument is described which 
provides a continuous record of absolute 
arterial oxygen saturation. 

621.387.462:621.382.3 3234 
Detection of Alpha Particles with Commer-

cially Available Transistors--A. I. Yavin. (Rev. 
Sci. Instr., vol. 31, pp. 351-352; March, 1960.) 
Measurements show that an acceptable ac-
curacy can be obtained for certain experiments 
and for demonstration purposes. 

621.397.9:612.84 3235 
TV Tracker records Eye Focus Points— 

E. L. Thomas, R. Howat, and N. H. Mack-
worth. (Electronics, vol. 33, pp. 57-59; April 
22, 1960.) See 930 of 1959 (Mackworth and 
Mackworth). 

621.398:551.507.362.2 3236 
Telemetry Transmitter for Radiation Satel-

lite—A. J. Fisher, W. R. Talbert, and W. R. 
Chittenden. (Electronics, vol. 33, pp. 68-69; 
May 6, 1960.) The transmitter was designed for 
an investigation of the Van Allen radiation belt. 
It operates on 108.03 Mc with an output of 300 
mw and incorporated a phase modulator based 
on a bridged-T network. 

621.398:621.387.462 3237 
Balloon-Borne Circuits Sort High-Altitude 

Cosmic Rays—D. Enemark. (Electronics, vol. 
35, pp. 52-55; August 28, 1959.) Details of 
transistor circuits which are stable over wide 
temperature and pressure ranges are given; the 
modulator and transmitter have been described 
earlier (2373 of 1959). 

786/789:621.37/.38 3238 
Electronic Music Synthesis—H. F. Oslon, 

H. Belar, and J. Timmens. (J. Acoust. Soc. 
Amer., vol. 32, pp. 311-319; March, 1960.) The 
synthesizer described has been developed from 
an earlier model 13068 of 1955 (Olson and 
Belar)]. 

PROPAGATION OF WAVES 

621.391.812.6: 537.56 3239 
Signal Transmission through Ionized Media 

—W. A. Greenhow. (Electronics, vol. 33, pp. 
81-85; May 20, 1960.) The process of ioniza-
tion in the atmosphere and their effects on sig-
nal transmission are discussed with particular 
reference to ionization associated with nuclear 
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vehicles, hypersonic re-entry vehicles, rocket-
motor exhausts, and nuclear explosions. 

621.391.812.62 3240 
Tropospheric Fields and their Long-Term 

Variability as Reported by TASO— P. L. 
Rice. ( Psoc. IRE, vol. 48, pt. 1, pp. 1021-
1029; June, 1960.) Curves are given for pre-
dicting field strength over a smooth earth for 
frequencies between 40 and 1000 Mc based on 
long-term recording over many paths. 

621.391.812.62 3241 
Propagation in the Frequency Bands 460-

470, 585-605 and 6660-6700 Mcis over the 
Gulf of Naples—A. Bruno. (Aile Frequenza, 
vol. 28, pp. 425-440; June/August, 1959.) Sta-
tistical analysis of propagation measurements 
for various paths across the Gulf of Naples to 
assess the effect of seasonal factors and of the 
height above sea level of the transmission path. 

621.391.812.621 3242 
Refraction of Radio Waves at Low Angles 

within Various Air Masses—B. R. Bean, J. D. 
Horn, and L. P. Riggs. (J. Geophys. Res., vol. 
65, pp. 1183-1187; April, 1960.) The conclu-
sions of Schulkin (2576 of 1952) are extended by 
identifying abnormal refraction of radio waves 
with abnormalities in the refractive-index 
structure in the lower layers of air masses. A 
method of classifying air masses in terms of 
their refractive properties is described. 

621.39L812.623 3243 
Radio Transmission Beyond the Line of 

Sight between Kyushu and Amami-Oshima 
Island—K. Kakita, F. Iwai, and S. Ieiri. (Rep. 
Elec. Commun. Lab., Japan. vol. 7, pp. 350-
361; October, 1959.) Diffraction effects of a 
mountain at the mid-point of a 340-km path 
over sea can reduce the propagation loss at 
VHF and UHF by 20 db. 

62L391.812.63:551.510.535 3244 
Radio Wave Propagation Characteristics of 

a Simple Ionospheric Model based on Rocket 
Data —L. Zhekulin. (Planeiary Space Sci., vol. 
2, pp. 110-120; April, 1960.) The wave treat-
ment of the propagation of a radio wave in an 
ionospheric layer is given, and the solution ex-
pressed in Airy functions. Transient signals 
are also dealt with. When absorption is low, 
the solutions are approximately the same as for 
those depending on geometrical optics. See 
3811 of 1958 (Gringauz). 

621.391.812.63: 551.510.535 3245 
The Reflezion of Radio Waves from a 

Stratified Ionosphere Modified by Weak Ir-
regularities: Part 2—M. L. V. Pitteway. (Proc. 
Roy. Soc. (London) A, vol. 254, pp. 86-100; 
January 19, 1950.] "The results of an earlier 
paper are applied to an ionosphere containing 
weak random irregularities, statistically speci-
fied only. It is supposed that the shape of the 
irregularities is described by a Gaussian auto-
correlation function, and that thcir intensity 
varies in a known way with height. Possibilities 
of obtaining slow and rapid lading character-
istics from forward and back scatter by the 
irregularities are considered briefly. Certain 
conclusions of the earlier paper, concerning the 
importance of scattering by irregularities near 
the reflexion level, are modified. A mechanism 
for explaining the occurrence of 'spread F' sig-
nals is suggested." Part 1: 225 of 1959.1 

621.391.812.63.029.62 3246 
Angles of Arrival of a V.H.F. Signal in 

Ionospheric Forward Propagation—K. Miya, 
T. Sasaki, and M. Ishikawa. (Rep. baos. 
Space Res. Japan, vol. 13, pp. 187-200; Sep-
tember, 1959.) Newly developed equipment is 
described for measuring the voltage ratio of 
two signals at low signal-to-noise ratios. This 
equipment is used to study hearing and eleva-

tion of a signal received on 50 Mc over a 1560-
km path. The results obtained are described 
and discussed. 

RECEPTION 

621.391.812.3 3247 
Rapid Periodic Fading of Medium-Wave 

Signals—H. Misrar. (Psoc. IRE, vol. 48, pt. I, 
pp. 1167-1168; June, 1960.) Unusually fast 
fading is reported on medium- and short-wave 
bands. 

62L391.821 3248 
A Study of Atmospheric Radio Noise Re-

ceived in a Narrow Bandwidth at 11 Mc/s—C. 
Clarke. (Proc. IEE. vol. 107, pt. B, pp. 311-
319; May, 1960.) The amplitude probability 
distribution of the noise envelope was deter-
mined by a pulse counting technique. A 
graphical presentation of the distribution indi-
cating its limits, combined with a burst-width 
distribution, is suggested as the most useful 
way of providing data required by communi-
cation engineers. 

62L396.625:621.391.812.3 3249 
Measuring the Mean Square Amplitude of 

Fading Signals using a Selected Quantile Out-
put Device (SQUOD)—A. E. Adam and J. D. 
Whitehead. (Puoc. IRE, vol. 48, pt. 1, pp. 
1172-1173; June, 1960.) The principle of the 
method and circuit details are given. 

621.396.662.6 3250 
Frequency-Tuning Drive for Commercial 

[Communication] Receivers—F. Laubach. 
(Telefunken Zig., vol. 32, pp. 125-129; June, 
1959. English summary, pp. 139-140.) Details 
are given of a coarse-to-fine tuning mechanism 
and its applications. 

STATIONS AND COMMUNICATION 
SYSTEMS 

621.391 3251 
Analytical Representation of a Time Func-

tion with an Unlimited Spectrum—I. T. 
Turbovich. (Radioiekhnika, vol. 14, pp. 22-27; 
March, 1959.) This function is represented 
in the form of the sum of time functions 
with limited spectrum. The mean-square value 
of each consecutive term of the series is shown 
to be less than the preceding one, so that an ap-
proximate method can be applied. The coeffi-
cients of the series are calculated from the 
values of the approximate function at discrete 
times. 

621.391 3252 
The Reliability of a Communication Circuit 

with Reserved Finite Bandwidth—H. Wolter. 
(Arch. elekt. Übertragung, vol. 13, pp. 267--270; 
June, 1959.) A general theorem derived in 2161 
of June, giving the reliability of a communica-
tion channel is used to obtain an estimate of 
the quantity of correctly recognized bits per 
total number of bits for a channel of given 
interference-free bandwidth disturbed by ad-
jacent transmitters, as well as white noise. 

621.391:621.396.6 3253 
The Speed of Transmission of Information 

and the Carrying Capacity of a Multipath Sys-
tem and Reception by the Linear-Operator 
Conversion Method—I. A. Ovseevich and 
M. S. Pinsker. (Radioiekhnika, vol. 14, pp. 
9-21; March, 1959.) Mathematical analysis 
shows that the speed of transmission of in-
formation over a multipath system does not 
vary if some linear function of the channel out-
put signals is taken as the output signal. 
Filter transmission coefficients are derived de-
fining the form of this function. 

621.394.3:621.376.53:681.142 3254 
An Evaluation of A.M. Data System Per-

formance by Computer Simulation—R. A. 

Gibby. (Bell Sys. Tech. J., vol. 39, pp. 675-704; 
May, 1960.) This simulation technique provides 
a means of answering complex problems relat-
ing to delay distortion, influence en perform-
ance of the variation of bit speed, location of 
carrier frequency, and length and type of 
transmission medium used. 

621.394.5: 621.391 3255 
Recent Telegraphy Receiving Installations 

for Long-Distance Traffic on Short and Long 
Waves—W. Hasselbeck. (Telefunken Zig., vol. 
32, pp. 103-118; June, 1959. English summary, 
pp. 138-139.) 

621.396: 523.1 : 535-1 3256 
Search for Artificial Stellar Sources of In-

frared Radiation—F. J. Dyson. (Science, vol. 
131, pp. 1667-1668; June 3, 1960.) The energy 
metabolism of technically highly developed 
extraterrestrial beings may consist of the large-
scale conversion of starlight into far-infrared 
radiation. A search for sources of infrared radi-
ation is suggested to accompany the search for 
interstellar radio communications (320 of 
January (Cocconi and Morrison)). 

621.396.4: 62 L396.65 3257 
Frequency Patterns for Multiple-Radio-

Channel Routes—B. B. Jacobsen. (Proc. IEE, 
vol. 107, pt. B, pp. 241-249; May, 1960. Discus-
sion, pp. 249-252.) The selectivity requirements 
are considered in detail, and a specific frequency 
pattern is worked out for a route with six two-
way channels, each capable of carrying 600 tele-
phone channels or a single television channel. 
This pattern was adopted by the C.C.I.R. in 
1956. 

621.396.65 3258 
Convention on Radio Links—(Alta Fre-

quenza, vol. 28, pp. 209-524; June/August, 
1959.) Third and last issue covering the pro-
ceedings of a convention held in Rome, June 
5-8, 1957, with cumulative index. Second 
issue: 2014 of 1959. Abstracts of same of the 
papers are given individually; titles of others 
are as follows: 

(a) The Design and Realization of Micro-
wave Filters— I. Caroli and U. Cucina (pp. 211-
232). 

(b) Modulators for Multichannel Radio 
Links —E. Dalla Volta (pp. 233-244). 

(c) Electronic Stabilizers for the Power 
Supply of Klystrons in a Radio Link—M. Saba 
(pp. 245-259). 

(d) Directional Couplers in Coaxial Linea— 
l. Bucci (pp. 260-276). 

(e) Reference Cavity Resonators for Auto-
matic Frequency Control—B. Basini (pp. 277 - 
284). 

(f) Application of Compandor Circuits to 
Radio Links—P. Chiesa (pp. 330-338). 

(g) Radio Links with Travelling-Wave 
Valves--L. Barbaglio (pp. 339-355). 

(h) Tropospheric-Scatter Radio Links—A. 
Favilli ( pp. 356-369). 

(i) Interference between F.M. Radio Links 
—M. Federici (pp. 383-393). 

(j) Noise Measurements on F.M. Radio 
Links--0. Fabbri (pp. 454-468). 

(k) Panoramic Measurement Systems for 
Wide-Band Radio Link Equipment—F. Pot-
lastrello ( pp. 469-480). 

(I) Results of Acceptance Tests on Multi-
channel Radio Telephone Links—A. Cardarelli 
(pp. 481-497). 

621.396.65 3259 
The Radio-Link Installation Berae-Breiten-

rain—F. Füllemann. (Tech. Milt. PTT, vol. 37, 
pp. 188-189; May 1, 1959.) The operation is 
described and constructional details are given 
of a radiotelephony relay station operating at 
frequencies near 4 kMc. 
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621.396.65:621.391.826.2 3260 
Multiple Paths in Radio Links with Passive 

Repeaters—F. Fabbri. (Alta Frequenza, vol. 
28, pp. 394-404; June/August, 1959.) The types 
of echo likely to affect the performance of multi-
channel radio links are discussed, and curves of 
harmonic distortion as a function of echo, 
amplitude and delay are given. Methods of 
minimizing interference and results achieved in 
practical repeater systems are mentioned. 

621.396.65:621.391.826.2 3261 
The Reflected Ray in Radio Links over the 

Sea or over Smooth Plane Ground—V. Monte-
vecchi. (Alta Frequenza, vol. 28, pp. 410-424; 
June/August, 1959.) Propagation measure-
ments made on various radio links were 
analyzed to assess the influence of the re-
reflected ray on reception conditions, and from 
this a design and alignment procedure for 
radio links has been developed. The procedure 
is tested experimentally and appears to be 
economically advantageous compared with a 
diversity reception system. 

621.396.65:631.391.832 3262 
Transmission Distortion in Frequency-

Modulated Radio Relay System (Especially on 
the Relation between Harmonic Distortion due 
to Amplitude Characteristics and Differential 
Gain Characteristics)—T. Uchino. (Rep. Elec. 
Commun. Lab., Japan, vol. 7, pp. 362-365; 
October, 1959.) A theoretical treatment of 
various forms of distortion is given. 

621.396.712:621.396.66 3263 
Programme Switching, Control, and Moni-

toring in Sound Broadcasting—R. D. Petrie 
and J. C. Taylor. (BBC Engrg. Div. Mono-
graphs, no. 28, 32 pp.; February, 1960.) 

621.396.934:629.19 3264 
Radio Communication with a Lunar Probe 

—W. T. Blackband. [Proc. Roy. Soc. (London) 
A, vol. 253, pp. 511-515; December 29, 1959.] 
See 2167 of June. 

SUBSIDIARY APPARATUS 

621.314.6:621.382.3 3265 
Controlled Rectification using Transistors— 

K. Homilius. (Arch. Tech. Messen, no. 281, pp. 
129-132; June, 1959.) The suitability of a 
transistor as a switching device is discussed in 
terms of its operating characteristics, and an 
equivalent circuit is derived. A switched recti-
fier circuit for use in a chopper-type dc ampli-
fier is described which incorporates a transistor 
oscillator providing the control frequency. 

TELEVISION AND PHOTOTELEGRAPHY 

621.397.12 3266 
Slow-Scan Image Transmission: a Progress 

Report—C. Macdonald (QST, vol. 44, pp. 36-
40; April, 1960.) Report of transatlantic tests 
of a system described earlier (276 of 1959). 

621.397.12: 629.19 3267 
Pictorial Data Transmission from a Space 

Vehicle—J. F. Baumunk and S. H. Roth. (J. 
Soc. Mot. Pict. Telev. Engrs., vol. 69, pp. 27-31; 
January, 1960.) Specifications are given of a 
FM subcarrier system for transmitting pictures 
from a satellite in the vicinity of the moon. 

621.397.13 3268 
Sound-to-Picture Power Ratio—K. Melt-

wain. (Pnoc. IRE, vol. 48, pt. I, .pp. 1097-
1102; June, 1960.) The effect of changing this 
ratio from 50 per cent to 10 per cent is ex-
amined. 

621.397.13: 389.6 3269 
The Results so far Achieved in the Work of 

the C.C.I.R./C.C.I.T.T. Mixed Commission on 
Television Transmission (C.M.T.T.)—H. A. 
Laett. (Tech. Mitt. PTT, vol. 37, pp. 217-224; 

June 1, 1959.) The work of the Monte Carlo 
conference of October, 1958 is reviewed, and 
the text is given of the recommendations re-
garding standards for long-distance transmis-
sion of monochrome television signals, which 
were approved by C.C.I.R. in Los Angeles, 
April, 1959. See also 3306 of 1957. 

621.397.13:621.317.328 3270 
The Measurement of Television Field-

Strengths in the V.H.F. and U.H.F. Bands— 
H. T. Head and O. L. Prestholdt. (Paoc. IRE, 
vol. 48, pt. 1, pp. 1000-1008; June, 1960.) 
Details are given of the TASO specification. 
The program of field strength measurements 
and a summary of results are presented. 

621.397.13:621.391.81 3271 
Presentation of Coverage Information— 

D. C. Livingston. (Paoc. IRE, vol. 48, pt. I, 
pp. 1102-1112; June, 1960.) Two methods are 
described for finding boundaries within which 
television reception is of a particular grade. 

621.397.13:621.391.812.8 3272 
Forecasting Television Service Fields— 

A. H. Lagrone. (Paoc. IRE, vol. 48, pt. 1, pp. 
1009-1015; June, 1960.) An empirical method 
is suggested for forecasting service areas taking 
account of meteorology, terrain and vegeta-
tion. Estimates compare well with measured 
values. 

621.397.13:621.391.814.2.029.63 3273 
The Influence of Trees on Television Field 

Strengths at Ultra High Frequencies—H. T. 
Head. (Paoc. IRE, vol. 48, pt. 1, pp. 1016-
1020; June, 1960.) Measurements show that 
typical woods are essentially opaque at UHF 
sites near woods receive a diffraction field 
plus a small leakage field. 

621.397.13: 621.391.82 3274 
Picture Quality—Procedures for Evaluating 

Subjective Effects of Interference—G. L. 
Fredendall and W. J. Behrend. (Paoc. IRE, 
vol. 48, pt. 1, pp. 1030-1034; June, 1960.) De-
tails of test design and laboratory facilities are 
given. 

621.397.13: 621.391.82 3275 
Measurements of the Subjective Effects of 

Interference in Television Reception—C. E. 
Dean. (Paoc. IRE, I. 48, pt. 1, pp. 1035-
1049; June, 1960.) Results are given of the tests 
described in 3274 above. 

621.397.13: 621.391.83 3276 
Studies of Correlation between Picture 

Quality and Field Strength in the United 
States—C. M. Braum and W. L. Hughes. 
(Paoc. IRE, vol. 48, pt. 1, pp. 1050-1058; 
June, 1960.) An analysis of data gathered from 
a house-to-house survey in conjunction with 
field strength measurements is given. 

621.397.132 3277 
First Results of Colour-Television Propa-

gation Tests in Switzerland—K. Bernath. 
(Nachrichteniech. Z., vol. 12, pp. 281-285; 
June, 1959.) See 336 of January. 

621.397.132 3278 
Sequential Receivers for French Colour 

T.V. System—R. Chaste, P. Cassagne, and M. 
Colas. (Electronics, vol. 33, pp. 57-60; May 6, 
1960.) Description of the Henri de France sys-
tem for compatible color television using se-
quential transmission of chrominance informa-
tion and delay line storage of one-line duration. 
Details are given of an experimental 625-line 
receiver for band III. 

621.397.2:621.372.553 3279 
A Quadrature Network for Generating Ves-

tigial-Sideband Signals—G. G. Gouriet and 
G. F. (-well. (Proc. IRE, vol. 107, pt. B pp., 

253-260; May, 1960. Discussion, pp. 281-284.) 
A four-terminal linear quadrature network, 
comprising a tapped delay line, is used to pro-
duce a distortion free vestigial-sideband version 
of a 405-line television signal with a video band-
width of 3 Mc. 

621.397.331.222 3280 
Some Aspects of Vidicon Performance— 

H. G. Lubszynski, S. Taylor, and J. Wardley. 
(J. Brit. IRE, vol. 20, pp. 323-334; May, 1960.) 
The effect of operating voltages and illumina-
tion on sensitivity and transfer characteristics, 
response time, resolution, geometry and spec-
tral response are discussed with particular ref-
erence to the EMI vidicon. 

621.397.331.24 3281 
Television Field Scan Linearization—H. D. 

Kitchin. (J. Brit. IRE, vol. 20, pp. 357-379; 
May, 1960.) Conventional linearizing net-
works of the feedback type produce an S 
shaped deflection current under certain condi-
tions. This current gives the desired shape of 
field scan for wide•angle CR tubes in domestic 
receivers. 

621.397.334 3282 
Flying-Spot Scanning for Opaque Colour 

Pictures—N. Mayer. (Rundfunktech. Mitt., 
vol. 3, pp. 123-131; June, 1959.) The advan-
tages of a flying-spot system, such as Vitascan 
[279 of 1959 (Haines and Tingley)], are out-
lined, and the operation of the system is con-
sidered quantitatively. A photograph of a 
color television picture obtained with experi-
mental scanning equipment is reproduced. 

621.397.6:621.372.55 3283 
Techniques of Delay Equalization—A. N. 

Thiele. (Proc. IRE, Australia, vol. 21, pp. 225-
241; April, 1960.) 

621.397.6: 621.396.677 3284 
Determining the Operational Patterns of 

Directional TV Antennas—Kear and Kersliner. 
(See 3003.) 

621.397.61 3285 
Findings of TASO Panel I on Television 

Transmitting Equipment—Fl. G. Towlson and 
J. E. Young. (Paoc. IRE, vol. 48, pt. 1, pp. 
1081-1087; June, 1960.) Indicates the technical 
and economic factors involved in operation in 
the VHF and UHF bands. 

621.397.61:681.42.089 3286 
The Objective Lens in Television and its 

Transmission Properties as given by Amplitude 
and Phase Characteristics—H. Grabke and 
F. Below. (Rundfunktech Mitt., vol. 3, pp. 145-
152; June, 1959.) The concept of contrast trans-
mission factor in optical systems is related to 
modulation depth in electrical communication 
theory. Methods of measuring and evaluating 
the transmission characteristics of optical sys-
tems are reviewed. 15 references. 

621.397.612 3287 
Remote TV Control by Blanking-Interval 

Pulses—K. Kazama and T. Ishino. (Electronics, 
vol. 33, pp. 79-81; May 13, 1960.) Circuits are 
described for transmitting and receiving con-
trol pulses during unused line scans in the 
vertical blanking interval. Possible applications 
to local program control at subsidiary stations 
are suggested. 

621.397.62 3288 
VHF and UHF Television Receiving Equip-

ment—W. O. Swinyard. (Paoc. IRE, vol. 48, 
pt. 1, pp. 1066-10a0; June, 1960.) Data are 
given for antennas, transmission lines and re-
ceivers with particular reference to RF ampli-
fiers and mixers. Community antennas and dis-
tribution systems and the effects of transmitter 



1818 PROCEEDINGS OF THE IRE October 

sound power reduction on receiver perform-
ance are also discussed. 

621.397.62 3289 
Relative Performance of Receiving Equip-

ment as Reported by Television Servicemen— 
H. W. Taylor. (PROC. IRE, vol. 48, pt. 1, pp. 
1059-1065; June, 1960.) Statistical results of a 
six-page questionnaire are presented, covering 
VHF and UHF, color and monochrome. 

621.397.62.001.4(083.74) 3290 
IRE Standards on Television: Methods of 

Testing Monochrome Television Broadcast Re-
ceivers, 1960—(PRoc. IRE, vol. 48, pt. 1, pp. 
1124-1154; June, 1960.) Standard 60 IRE, 
17.S1. 

621.397.621 3291 
The Fine Contrast of Television Picture 

Tubes—F. Arp. (Rundfunklech. Mitt., vol. 3, 
pp. 105-113; June, 1959.) The results are given 
of photometric measurements of the brightness 
of differently sized test patterns in relation to 
the constant brightness of the background. The 
transfer characteristics for the contrast of a pic-
ture tube are derived; these cannot be de-
scribed by an equivalent linear quadripole so 
that improvement of contrast by electrical 
compensation is not feasible. The influence of 
tube screen absorption and safety front plates 
on picture contrast are discussed; optimum re-
sults should be obtainable by using transparent 
CRT screens without safety plates. 

621.397.621:621.373.444.1 3292 
Multi-triode Flywheel Synchronizing Cir-

cuit for 525- and 625-Line Receivers—M. C. 
Gander and P. L. Mothersole. (Mallard 
Tech. Commun., vol. 4, pp. 284-287; August, 
1959.) See 3500 of 1959. 

621.397.712(47) 3293 
Video-Frequency Equipment for Television 

Centres of the Soviet Union—B. A. Berlin. 
(J. Brit. IRE, vol. 20, pp. 381-386; May, 1960.) 
Present and future requirements are outlined. 
Equipment designed for mass production and 
the performance of television cameras are de-
scribed. 

621.397.743:621.372.553 3294 
Phase Equalization in the Repeater Stations 

of the Television Radio Link Milan-Palermo 
—A. Luna. (Alta Frequenza, vol. 28, pp. 441-
453; June/August, 1959.) The procedure of 
group-delay equalization for the repeaters of 
the Milan-Palermo radio link [see also 2254 
of 1958 (Carassa)J and group delay measure-
ment equipment are described. 

621.397.743.001.4 3295 
Alignment and Maintenance Tests on the 

Television Link Milan-Rome-Palermo—E. 
Castelli. (Alta Frequenza, vol. 28, pp. 498-512; 
June/August, 1959.) The procedure and equip-
ment for routine measurements of linearity, 
pass band frequency response and matching for 
the terminal and relay stations are described. 

6à1.397.9: 621.397.331.2 3296 
Television Transmission of Objects of Low 

Brightness by using Long Storage Times—F. 
Pilz and W. Habermann. (Rand/an/deck. 
Mitt., vol. 3, pp. 132-144; June, 1959.) The 
performance is investigated of commercial-type 
camera tubes under conditions of extended 
storage time; only the image iconoscope is 
capable of storage times extending to several 
minutes. A storage tube of the image-icono-
scope type is described in which harmful 
ionization effects are eliminated by the use of 
an external scanning beam ("photoscan"). The 
application of display storage tubes [see, e.g., 
976 of 1958 (Smith)] for viewing objects of low 
brightness is proposed. 

TUBES AND THERMIONICS 

621.382 3297 
A Proposed Space-Charge-Limited Dielec-

tric Triode—G. T. Wright. (J. Brit. IRE, vol. 
20, pp. 337-350; May, 1960. Discussion, pp. 
351-355.) Recent experiments on dielectric 
diodes using insulating crystals of CdS have 
shown that large controllable space-charge-

limited current can be obtained. Possible forms 
of a triode are suggested, and its static and 
frequency characteristics are forecast. These 
indicate that the device should have a high-
gain bandwidth product, a high mutual con-
ductance and a high input resistance, and be 
insensitive to temperature changes. 

621.382-71 3298 
Problems of Cooling Diode and Transistor 

Semiconductor Elements. Simple Calculation 
of the Thermal Resistance of Radiators and the 
Determination of Maximum Dissipative Power 
—J. P. M. Seurot. (Onde élect., vol. 40, pp. 164-
182; February, 1960.) 

621.382.2 3299 
Breakdown and Light Emission in Gallium 

Phosphide Diodes—J. W. Allen and P. E. 
Gibbons. (J. Electronics Control, vol. 7, pp. 518-
522; December, 1959.) Avalanche breakdown 
is discussed in alloyed or point-contact junc-
tions on n type GaP. 

621.382.2 3300 
Improvement in the Square-Law Operation 

of IN23B Crystals from 2 to 11 kMc/s—A. 
Staniforth and J. H. Craven. (IRE TRANS. ON 
MICROWAVE THEORY AND TECHNIQUES, VOL 
MTT-8, pp. 111-115; January, 1960. Abstract, 
PROC. IRE, vol. 48, p. 972; May, 1960.) 

621.382.23 3301 
The Electrical Characteristics of the Sili-

con Alloyed Junctions at Very Low Tempera-
ture—H. lzumi. ( Rep. Elec. Commun. Lab., 
Japan, vol. 7, pp. 339-344; September, 1959.) 
Large negative resistance effects have been 
observed in p-n junctions at liquid-helium tem-
peratures. See also 691 of February. 

621.382.23 3302 
Microwave Diode Cartridge Impedance— 

R. V. Garver and J. A. Rosado. (IRE TRANS. 
ON MICROWAVE THEORY AND TECHNIQUES, 
VOL MTT-8, pp. 104-107; January, 1960. 
Abstract, PROC. IRE, vol. 48, p. 972; May, 
1960.) 

621.382.23:621.318.57 3303 
Theory of the Germanium Diode Micro-

wave Switch—R. V. Garver, J. A. Rosado, and 
E. F. Turner. (IRE TRANS. ON MICROWAVE 
THEORY AND TECHNIQUES, VOL MTT-8, pp. 
108-111; January, 1960. Abstract, PROC. IRE, 
vol. 48, p. 972; May, 1960.) 

621.382.23:621.372.44 3304 
Anomalous Reverse Current in Varactor 

Diodes—K. Siegel. ( Paoc. IRE, vol. 48, pt. 1, 
pp. 1159-1160; June, 1960.) In Varactor diodes 
with a high-frequency pump source applied, 
reverse current flowed for de bias voltages 
nearer to forward conduction than reverse 

breakdown. Poss bic explanations are given. 

621.382.23:621.373.029.64 3305 
High-Frequency Negative-Resistance Cir-

cuit Principles for Esaki Diode Applications — 
M. E. Hines. (Bell Sys. Tech. J., vol. 39, pp. 
477-513; May, 1960.) A comprehensive theo-
retical treatment of the negative resistance 
characteristic of the Esaki diode for use in 
microwave oscillator and amplifier circuits is 
given. Appreciable amounts of power should be 
obtained in circuits using diodes in pairs, in 
narrow strip form, and in traveling-wave dis-
tributed circuits with ferrite nonreciprocal 

attenuation. Stabilization problems and ampli-
fier noise figure are also discussed. 

621.382.23.012:621.317.755 3306 
Test Set for Displaying the Volt/Ampere 

Characteristics of Tunnel Diodes—Goodman. 
(See 3225.) 

621.382.233 3307 
A Curious Characteristic of p-o-p-n Junc-

tions—T. Kurata and K. Komatsubara. (J. 
Phys. Soc. Japan, vol. 15, pp. 362-363; Febru-
ary, 1960.) Variations in the V// characteris-
tics with temperature are discussed. 

621.382.3 3308 
The Possibilities of the Tecnetron—S. 

Handel. (Brit. Commun. Electronic., vol. 7, pp. 

282-285; April, 1960.) A summary of the 
theory of operation of the device and a brief 
account of some recent developments in its 
application are given. See also 303 of 1959. 

621.382.3:621.317.3 3309 
On the Determination of the Minority-

Carrier Lifetime in the Base Region of Transis-
tors—M. E. Das and A. R. Boothroyd. (J. 
Electronics Control, vol. 7, pp. 534-539; Decem-
ber, 1959.) The technique described involves 
measurements of the base width modulation 
parameters and the base transport time, and 
provides a simple method of determining also 
the extrinsic base resistance and collector 
capacitance. 

621.382.3:621.317.7.029.55/.63 3310 
Measurement of Transistor Characteristic 

Frequencies in the 20-1000-Mc/s Range— 
J. Bickley. (Proc. IEE, vol. 107, pt. B, no. 33, 
pp. 301-304; May, 1960.) A description of ap-
paratus for rapid determination of the cutoff 
freq uencies. 

621.382.3:621.318.57 3311 
Applications of the Storage-Type Switching 

Transistor—W. V. Münch and H. Salow. 
(Nacheichteniech. Z., vol. 12, pp. 301-310; 
June, 1959.) A number of multivibrator circuits 
are described which incorporate transistors with 
thyratron-like input characteristics [see 696 of 
February (V. Münch)l. 

621.382.333.33 3312 
Combined Transistor Simplifies Circuitry— 

(Electronics, vol. 33, pp. 82-83; April 22,1960.) 
A short note describing a multijunction drift-
field transistor in which the two emitters func-
tion independently. The device is suitable for 
use as a combined mixer-oscillator to which 
AGC may be applied. 

621.382.333.34:621.318.57 3313 
Turn-On Transient of p-n-p-n Triode—T. 

Misawa. (J. Electronics Control, vol. 7, pp. 523 
533; December, 1959.) Experiments are de-
scribed on Si p-n-p-n power triodes to determine 
current waveform during the transient. Ex-
pressions are derived for the relation between 
base current and delay time. 

621.382.333.34:621.318.57 3314 
The Silicon Transistor Thyratron, New 

Semiconductor Element of Silicon for Rapid 
Switching of Large Powers—A. Petitclerc. 
(Onde élect., vol. 40, pp. 155-160; February, 
1960). Characteristics of a p-n-p-n junction 
transistor with a forward current of 15 amperes 
and a reverse voltage of 300 volts are given. 
Different applications are described. 

1.621.383.292 3315 
Resistance-Strip Magnetic Photomultiplier 

for the Extreme Ultraviolet—L. Heroux and 
H. E. Hinteregger. (Rev. Sci. ¡asir., vol. 31, 
pp. 280-286; March, 1960.) The multiplier 
comprises a high-resistance coated class dynode 
strip with a cathode area at one end, and a 
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parallel strip with a metal grid at the cathode 
end. A stainless steel anode is mounted close to 
the ends of the dynode and field strips. Crossed 
electric and magnetic field between the strips 
focus the electrons emitted from the cathode 
area. Current gain is los for wavelengths below 
1400 A. As a photoelectron counter the normal 
background is < 0.1 count/sec. 

1'621'383.53 3316e 
Calculation of Relaxation Processes of a 

Phototriode for Low-Intensity Illumination— 
N. D. Potekhina. (Fiz. Tverdogo Tela, vol. 1, 
pp. 1509-1515; October, 1959.) Formulas are 
derived from Shockley's theory for the relaxa-
tion of the potential difference between emit-
ter and base and also for the change of collector 
current of a p-n-p junction when illumination is 
applied or turned off. Relaxation curves are 
shown, and the dependence of the attenuation 
constant on the intensity of light absorbed is 
considered. 

621.385.029.6:061.3 3317 
Microwave Valves—(Wireless World, vol. 

66, pp. 391-394; August, 1960.) Review of some 
of the papers presented at the International 
Congress held in Munich, June 7-11, 1960, 
which are to be published as vol. 22 of Nachrich-
tentechnische Fachberichte. 

621.385.032.21:537.29 3318 
Electrical Stability and Life of the Heated 

Field-Emission Cathode—W. P. Dyke, F. M. 
Charbonnier, R. W. Strayer, R. L. Floyd, J. P. 
Barbour, and J. K. Trolan. (J. Appt. Phys., 
vol. 31, pp. 790-805; May, 1960.) The theory 
of transport phenomena in heated metals is 
applied to a quantitative study of cathode 
stability in dc and pulsed fields. Results of tests 
on 85 cathodes are reported. 

621.385.032.212:537.29 3319 
Stable, High-Density Field-Emission Cold 

Cathode—E. E. Martin, J. K. Trolan, and 
W. P. Dyke. (J. Appl. Phys., vol. 31, pp. 782-
789; May, 1960.) Instability of emission is 

„ shown to be due to contamination and sputter-
ing, causing surface changes. Experimental 
techniques are described whereby a single 
needle tungsten cathode can be operated at 
107 amperes/cm2 dc emission over a 1000-hour 
period. Reconditioning extends its life in-
definitely. 

621.385.032.213621.391.822.33 3320 
Thermal Positive-Ion Emission and the 

Anomalous Flicker Effect—S. Datz, R. E. 
Mintura, and E. FI. Taylor. (J. Appt. Phys., 
vol. 31, pp. 880-883; May, 1960.) Recent 
measurements on tungsten filaments are used 
to correlate the intensity and duration of the 
electron pulses associated with the anomalous 
flicker effect and of the positive ion pulses 
causing it. A quantitative explanation is given 
of the periodic structure of the electron pulse 

621.385.032.213.13 3321 
Evolution of Gases and Ions from Different 

Anodes under Electron Bombardment—J. R. 
Young. (J. Appt. Phys., vol. 31, pp. 921-923; 
May, 1960.) Evolution of Cl from anodes of 
Ag, Cu, Ni, Mo, Ta, Ti and W has been de-
tected. It is believed to be responsible for the 
early fall in emission commonly observed at 
low anode voltages. Evolution of 0+ ions from 
oxidized anodes reduces oxide-cathode dc emis-
sion capabilities considerably. 

621.385.032.213.13:548.74 3322 
Electron-Microscope Study of the Decom-

position Process of Oxide-Coated Cathodes— 
S. Hirota and T. Imai. (J. Phys. Soc. Japan, 
vol. 15, pp. 137-144; January, 1960.) The 
technique of electron microscopy on oxide 
cathodes is described. Oxide crystal growth be-
comes significant at 1100°C for (BaSrCa)CO3 
but at a lower temperature for BaCO3. 

621.385.032.266 3323 
Exact Electrodes for the Formation of a 

Curved Space-Charge Beam: Part 2—R. J. 
Lomax. (J. Electronics Control, vol. 7, pp. 482-
490; December, 1959.) An extension of an 
analytical method previously described (see 
651 of 1958) for determining the design of 
Pierce electrodes for curved space-charge 
beams. 

621.385.032.269.1 3324 
Triode Pierce Guns—B. Melzer. (J. Elec-

tronics Control, vol. 7, pp. 491-496; December, 
1959.) "The range of application of high-
perveance Pierce guns may be increased by 
converting them to triode and multitriode 
systems. A method is given, and its implications 
for tube design in general are pointed out." 

621.385.032.269.1 3325 
The Ca' culation of Electrostatic Electron-

Gun Performance—M. R. Barber and K. F. 
Sander. (J. Electronics Control, vol. 7, pp. 465-
481; December, 1959.) The cathode current 
density and trajectories in the space-charge-
limited gun are derived by an iterative 
procedure. 

621.385.3:621.396.61:621.315.612 3326 
The Application of Ceramics in the Develop-

ment of Techniques for the Construction of 
Transmitting Valves—G. Gallet. (Onde Elect., 
vol. 40, pp. 201-206; February, 1960.) 

621.385.6 3327 
Determination of the Sign of Power Flow in 

Electron-Beam Waves—W. R. Beam. (Paoc. 
IRE, vol. 48, pt. 1, p. 1170; June, 1960.) A 
method for determining this sign is given. 

621.385.624 3328 
Theoretical Study of Klystron Power Ampli-

fiers for the U.H.F. Band—C. Zlotykamin. 
(Onde élect., vol. 40, pp. 133-138; February, 
1960.) Geometric and electrical parameters are 
discussed in relation to conditions for maximum 
gain and bandwidth. A klystron is proposed, 

having a narrow high-density beam and its ad-
vantages are noted. 

621.385.624 3329 
Technical and Practical Aspects of the Con-

struction of Klystron Power Amplifiers—R. 
Champeix. (Onde élect., vol. 40, pp. 139-142; 
February, 1960). Two types of medium-power 
klystron are described, based on theoretical 
consideration discussed in a companion paper 
(3328 above). 

621.385.63 3330 
Beam Focusing by R.F. Electric Fields— 

E. Suguta, M. Terada, K. Ura, and Y. Ikebuchi. 
(Paoc. IRE, vol. 48, pt. 1, pp. 1169-1170; 
June, 1960.) It is shown that waves traveling 
faster than the electron beam (in the same 
direction) have a defocusing action. 

621.385.63: 621.372.56 3331 
Some Measurements of Travelling-Wave-

Tube Attenuators in 2000 Mc/s—C. H. Dix. 
(IRE TRANS. ON M ICROWAVE THEORY AND 
TECHNIQUES, VOL M TT-8, pp. 121-122; 
January, 1960.) Results are given of measure-
ments of surface resistivity, phase velocity, and 
attenuation made along steatite rods sprayed 
with Aquadag mixture. 

621.385.63:621.375.9:621.372.44 3332 
A Transverse-Field Traveling-Wave Tube— 

E. I. Gordon. ( Paoc. IRE, vol. 48, pt. 1, p. 
1158; June, 1960.) The electron beam moves in 
a spatially varying electric quadrupole field; 
the fast cyclotron wave is amplified and after 
extraction of energy in the output coupler, the 
electrons can be collected at a potential close 
to that of the cathode. 

621.385.632 3333 
Improvements in a C.W. Power Travelling-

Wave Tube—M. O. Bryant, J. F. Gittins, and 
F. Wray. (J. Electronics Control, vol. 7, pp. 
505-517; December, 1959.) Improvements are 
described in a "clover-leaf" amplifier for the 
3-cm band. An output of 1 kw or more can be 
obtained with a high-level gain ± 10 db. 

621.387:621.316.722 3334 
The Corona Discharge and its Application to 

Voltage Stabilization—E. Cohen and R. O. 
Jenkins. (Proc. IEE, vol. 107, pt. B, pp. 285-
294; May, 1960.) The properties of corona dis-
charges are outlined, and the various factors 
determining the design of stabilizing tubes for 
the range 350-7000 volts are discussed. 

MISCELLANEOUS 

621.396:061.3 3335 
Néw Radio Regulations—C. F. Booth. 

(J. IEE, vol. 6, pp. 431-433; July, 1960.) The 
main conclusions of the Administrative Radio 
Conference, Geneva, August-December, 1959, 
are summarized, including the frequency allo-
cations for space research and the nomencla-
ture of the frequency and wavelength banda 
for radio communication. 
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available in the U. S. in the English language. Further inquiries should be directed to the sources listed. 
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Russian literature 
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Journal of Experimental and 
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Monthly Complete journal National Science 
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American Institute of Physics 
335 E. 45 St., New York 17. N. Y. 

Journal of Technical Physics 
(Zhurnal Teklinicheskoi Fiziki) 

Monthly Complete journal National Science 
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Proceedings of the USSR Academy of 
Sciences: Applied Physics Section 
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Prikladnoi Fiziki) 
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Monthly Complete journal National Science Pergamon Institute 
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Radio Engineering and Electronics 
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Monthly Abstracts only Office of Technical Services 
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Washington 25, D. C. 

Solid State Physics 
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Monthly Complete journal National Science American Institute of Physics 
Foundation—AIP 335 E. 45 St., New York 17, N. Y. 

Telecommunications (Elekprosviaz') 

Automation Exprese 

Monthly Complete journal National Science Pergamon Institute 
Foundation—MIT 122 E. 55 St., New York 22, N. Y. 

Monthly Abstracts only Office of Technical Services 
U. S. Dept. of Commerce 
Washington 25, D. C. 

10/year A digest: abstracts, summaries. 
annotations of various journals 

International Physical Index, Inc. 
1909 Park Ave., New York 35, N. Y. 

Electronics Express 10/year A digest: abstracts, summaries, 
annotations of various journals 

International Physical Index, Inc. 
1909 Park Ave., New York 35, N. Y. 

Physics Express 10/year A digest: abstracts. summaries, 
annotations of various journals 

International Physical Index, Inc. 
1909 Park Ave., New York 35, N. Y. 

Express Contents of 
Soviet Journals Currently being 
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Monthly Advance tables of contents of 
translated journals 

Consultants Bureau, Inc. 
227 W. 17 St., New York 22, N. Y. 

Technical Translations Twice a 
month 
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