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System 12 Digital Exchange

This special double issue of Electrical
Communication is devoted to ITT's
revolutionary System 12* Digital Exchange,
the world’s fastest selling digital switching
system.

A previous issue of the journal published in
January 1982 (volume 56, no 2/3)
described the modular distributed control
architecture, switching network, component
technology, software, operations and
maintenance, and other key features in
some detail. The present issue provides an
up-to-date account of how the “future safe”
architecture of System 12 has allowed new
technologies to be introduced and modules
for new services and applications to be
developed while retaining the fundamental
architecture. Particular emphasis is given to
System 12’srole in afuture ISDN, including
{SDN field trials and pilot services. Also
included are details of experience with
installing and operating the first System 12
exchanges to go into service.

New applications for the System 12
architecture, including wideband switching,
a digital business communication system, a
switch for the German satellite system, and
cellular mobile radio switching systems, are
discussed in some detail.

Afullcontents list forthe issue — the largest
inthe journal’s 62-year history — is given on
pages 2 and 3.

* System 12 is an ITT trademark.
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The strength of System 12 lies in the
versatility of its architecture: terminals
equipped with their own control are able to
communicate through the digital switching
network. This structure allows fully modular
hardware and software to be used, which in
turn ensures the flexibility necessary to
build exchanges of all types and sizes, to
introduce new services, and to benefit from
advanced technologies.

Overview

When the previous special issue of Electrical Communication devoted to ITT’s System 12
Digital Exchange was published three years ago, the system with its revolutionary
distributed control architecture was on the verge of full scale implementation. In the
intervening years, the early promise of this fourth-generation architecture has been fully
‘proved by field experience with more than 25 exchanges in eight countries, and awards
totaling well over 11 million equivalent lines in 19 countries.

The essence of System 12’s “future safe” design is that it can adapt easily to take
advantage of advances in technology and add new services, accommodating change on an
incremental basis. Exchanges in operation or undergoing field trials, installation experience,
and negotiations with administrations worldwide have generated new ideas as to how
System 12 can be used and further enhanced, and helped clarify future needs as the ISDN
concept is gradually implemented in the world’s telecommunication networks. Thus the
past few years has seen anumber of changes of detail and the development of new modules
for a continuously expanding range of applications. This evolution has, of course, been
accomplished without changes to the basic distributed control architecture. It is indeed
remarkable that such a fundamentally new architecture should have accomplished somuch
s0 rapidly.

Today, several System 12 exchanges have been operating for more than two years
during which time they have demonstrated an excellent overall performance, including high
availabilities (over 0.9999 in the Deutsche Bundespost exchanges). Throughout this period
exchange performance has demonstrated the impressive fault resistance of the distributed
control architecture. However, the field experience has resulted in some fine tuning of the
system, which has taken advantage of the built-in hardware and software modularity.

One area for enhancement has been the provision of new features and capabilities,
including CCITT No 7 common channel signaling, digital operator positions, remote
subscriber units, a new network service center, and extended man-machine communication
facilities to make operation even easier. Packet switching capability has also been added,
and a wideband capability based on switching multiple associated 64 kbit s~' channels (up to
2.048 Mbits™") has undergone successful tests in the laboratory. This ability to realize a
wideband ISDN using the existing network puts System 12 in the forefront of network
evolution.

Naturally, advantage has been taken of advances in VLSI technologies as they have
become available. VLS| circuits are more widely used, there are fewer hybrid circuits, high
voltage integrated circuits have replaced relays, and a new 256 kbyte RAM has been
introduced. The results have been improved performance, lower power consumption and
heat generation, and reductions in packaging volume. An analog line rack can now handle
1024 lines with eightlines per analog line circuit board. Consequently System 12 exchanges
now make even better use of exchange floor space.

Initially System 12 was aimed at local, toll, rural, combined local/toll, and local tandem
applications; at the same time the evolution to an ISDN was a basic design consideration.
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An ISDN field trial based on System 12 has been successfully demonstrated in Italy, and
similar trials and pilot services are imminent in several countries. Telecommunication
administrations and ITT are gaining valuable experience with ISDN through these trials.

New applications are rapidly coming into existence with the development of cellular
mobile radio systems, a satellite switching system, and a business communication system
(digital PABX) based on the System 12 architecture and making extensive use of common
hardware and software. In addition, in the United States System 12 is being developed asa
series of digital adjuncts to analog exchanges to provide functions and services that are
difficultto add to existing conventional exchanges. One such adjunct under development is
the signal transfer point, a high speed switch for CCITT No 7 common channet signaling,
which will open up new revenue opportunities for telephone administrations that wish to
introduce sophisticated services such as automatic catling party screening.

System 12 technology is so effective that it opens up opportunities in areas far removed
from traditional switching applications. An example from a current project is the
development of powerful local area networks that can grow to full PBXs. One can envisage
this technology being applied to support distributed voice and data communication needs
such as exist in banking, factory, or hotel environments.

Already System 12 is being adapted to the specifications of 19 different countries,
including the United States where market conditions are very different from those in most
other countries. The modular nature of the System 12 architecture enables such adaptations
to be carried out by development teamslocated all over the world — from Taiwan (China) to
North America to Europe, with new teams planned in countries such as Turkey.

System 12is truly an international switch designed for international markets. tn competitive
international tenders, telecommunication administrations generally view System 12 as the
most technically advanced switching system among the alternatives.

The articles in this special double issue of Electrical Communication look at all aspects of
System 12 today, ranging from hardware and software evolution, through field experience,
ISDN, new features and facilities, to new applications and finally to the future direction of
System 12 which has still unrealized potential, a potential that | TT is dedicated to tapping for
the benefit of telecommunication users and industry worldwide.

Y

C. Rivet
Vice President
ITT Europe, Brussels




View of a typical
System 12 exchange
with the cabinet doors
removed.

System 12
Market Status

The innovative features of ITT's System 12
Digital Exchange have ensured its rapid
acceptance by telephone administrations
throughout the world. The validity of the
distributed control concept has already
been proved in trials and acceptance tests,
and System 12 exchanges are now carrying
live traffic in several countries. ISDN field
trials are demonstrating that the exchange
concepts are as applicable to non-voice
services as to telephony.

J. Loeber
ITT Europe Telecommunications and
Electronics, Brussels, Belgium

Introduction

Outside the United States, ITT isthe largest
supplier of telecommunication equipment
in the world, especially in the field of public
switching. In particular ITT is the major
supplier of public switching equipment to
European administrations. During 1983
alone the corporation installed exchanges
with approximately 3000 000 lines and
250000 trunks. Over the years, ITT has
installed some 64 million lines and 4 million
trunks of exchange equipment.

The corporation’s latest public switching
system, the System 12 Digital Exchange,
has completed its design phase and

become a fully proven system which is
rapidly gaining international acceptance.
Indeed, awards for System 12 equipment
have already exceeded 11 million
equivalent lines*, just three years after the
first exchange of its kind (Brechtin Belgium)
started tests with the Belgian administration.
It is fair to say that System 12 is the fastest
selling digital switching system on the
market.

System 12 Development

System 12 development, the largest project
ever undertaken by ITT, required the
coordination of all available switching
resources within the corporation. Early
studies indicated that the development of a
digital exchange based on the architecture
of traditional analog systems with
centralized stored program control would
provide an easy but shortlived solution.
Instead ITT made a conscious decision to
look for alonger term solution that would be
able to take full advantage of anticipated
evolution in technology to provide the new
telecommunication networks and services
that subscribers were beginning to demand.
The result is the System 12 concept of
distributed control and modular hardware.
Because the System 12 architecture is
radically different from that of its
predecessors, it has required major new
hardware developments, including the

* As of November 1984,



Electrical Communication - Volume 59, Number 1/2 - 1985 Market Status

design and production of several complex
custom VLS| devices. In addition, new
software concepts have been necessary to
take full advantage of the power of the
distributed control architecture.

Figure 1 shows the six principal ITT
Design Houses involved in the project,
which is coordinated by the ITC
(International Telecommunications Center)
in Brussels. The ITC and these ITT Units
together comprise about 2000 full time
engineers and support staff working on
System 12. Country adaptations and other
specific system developments are handled
by the other units shown in Figure 1.

System 12 Success in the World

The promise contained in System 12's
fresh architectural approach has been
recognized by the world’s
telecommunication community, which is
why System 12 has been so successful
over the past few years.

Western Europe

In Western Europe alone, the following
telephone administrations have ordered
System 12 for digitizing their national public
networks as the first step towards realizing a
full ISDN capable of carrying both voice and
non-voice services:

v — .__
NEARN
A ".

— Regie van Telegrafie en Telefonie (RTT),
Belgium

— Deutsche Bundespost, Germany

— Societa ltaliana per I'Esercizio Telefonico
pa (SIP), Italy

— Azienda Statale Servizi Telefonici
(ASST), Italy

— Compaiiia Telefonica Nacional de Espafa
(CTNE), Spain

— Norwegian Telephone Administration
(NTA), Norway

STR INDETEL
ZURICH MEXICO CITY

TAISEL
TAIPEI

STC
LONOON
[ PROJECT COORDINATION

-BASIC SYSTEM 12 DEVELOPMENT, COUNTRY
ADAPTATIONS, 2000 PEOPLE

[ SPECIFIC DEVELOPMENTS, COUNTRY ADAPTATIONS

Building housing the
Seinajoki System 12
digital exchange in
Finland.

Figure 1

ITT units involved
in the System 12
development — the
largest project ever
undertaken by the
corporation.
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Swiss PTT

Jydsk Telefon A/S, Denmark

Finnish PTT

Kuopio Telephone Company, Finland

Kankaanpaa Telephone Company,
Finland.

The Federal Republic of Germany, Norway,
and Switzerland were typical of the strong
competition among suppliers of digital
switching equipment.

In Germany, following a system selection
process which may be unigue in its scope
and complexity, System 12 was selected as
one of two standard systems adopted by the
Deutsche Bundespost. Considering the
administration’s long standing tradition of
using a single standard switching system,
this decision demonstrates the Bundespost's
faith in the architecture and performance of
System 12.

In Norway, the NTA selected System 12
as the only system to meet their needs for
digital switching (560000 equivalent™*
lines) in the public telephone network
between 1985 and 1988. Previously, ITT
supplied only half the equipment for the
Norwegian network.

The NTA's selection criteria included
both technology and overall economy. The
NTA highlighted other advantages of
System 12, including its flexibility with
respect to the introduction of new services
and new technology, and its advanced
operations and maintenance features. In
November 1983, the Norwegian
government officially ratified the NTA's
decision and increased the total System 12
order to 700000 equivalent lines covering
the entire spectrum of exchange sizes and
hierarchical levels. The range covers from
large toll exchanges (e.g. Oekern with
12000 toll trunks) to small local exchanges
(several hundreds of lines), as well as about
250 remaote subscriber units. This clearly
demonstrates that the System 12
architecture is able to cover the full range of
switching applications.

In December 1983 it was announced that
Standard Telefon und Radio, ITT's Swiss
affiliate, would participate in a $3 billion
programme to digitize the Swiss public
switching network over the next 20 to 25
years. Announcing the award, the Swiss
PTT stated that, in terms of the criteria set
down by the administration, System 12

** The total number of equivalent lines is given by adding the
number of lines to twice the number of trunks.

came first as a result of its advanced
technology and its ease of integration into
existing telephone networks. The first two
orders for exchanges under this programme
have already been received.

International Markets

System 12 has also become the leading
product outside Western Europe, with

Table 1 — System 12 awards list (October 1984)

quivalent Exchanges
lines
Belgium 1115080 149
Mexico 580214 350
Germany 453610 51
Denmark 97860 29
Italy 112680 35
Finland 27860 19
Spain 1126110 212
Venezuela 143000 20
Nepal 23750 18
Philippines 8000 4
Taiwan (China) 121920 S
Norway 700000 458
People’s Republicof China | 2372000 325
Yugoslavia 570000 75
Switzerland 19840 2
United States 19600 2
Chile 3600 1
Turkey 3400000 350
Colombia 16000 2
TOTAL 10911124 | 2105

* Includes local field trial exchange.

Large local System 12
exchange installed in
Wuppertal for the
Deutsche Bundespost.




Electrical Communication - Volume 59, Number 1/2 - 1985 Market Status

awards from countries as widely separated
as Mexico, the People’s Republic of China,
Yugoslavia, and Turkey.

Mexico: In Mexico, Telmex has selected
System 12 to meet 75% of their public
digital switching needs (578000 equivalent
lines) between 1982 and 1987. Initially BTM
(Bell Telephone Manufacturing Companyy)
will supply this equipment, but
subsequently will transfer equipment
manufacture to Indetel, the ITT affiliate in
Mexico.

People’s Republic of China: Over the past
few years suppliers of digital switching
equipment have been making vigorous
attempts to gain a foothold in the country
with the largest population on earth.
System 12 was recently selected for a major
contract by the China National Postal and
Telecommunications Industry Corporation.
The contract includes the direct supply by
BTM of 100000 equivalent lines together
with the further supply of components for
the local assembly of System 12 exchanges.
In addition the award covers the transfer of
technology to China and the construction of
a factory which at the end of a five-year
period will achieve a yearly output of
300000 System 12 lines.

Taiwan, China: The System 12 proposal for
two 30000 trunk digital toll exchanges was
the lowest tender. The official award was
given to ITT in November 1983, and the
exchanges are already being manufactured.

Yugoslavia: In November 1983, BTM and
ISKRA, Yugoslavia’s main
telecommunication manufacturer, signed
an agreement for the introduction of
System 12 into the national network. BTM
will provide equipment and technology
leading to the production of 570000
equivalent lines over a period of five years.

Turkey: System 12’s most recent success
has been a major award from the Turkish
PTT for a total of 3.4 million lines over a
10-year period. More than 100000
equivalent lines will be manufactured by
BTM; the remainder will be manufactured
locally in Turkey, with BTM being
responsible for transferring the necessary
technological knowhow. Turkish
Government officials stated that one of the
reasons for selecting System 12 was that it
is more technically advanced than the
products offered by competitors.

Current Status

Awards for System 12 equipment have
been received from 19 countries totaling
over 11 million equivalent lines — in excess
of 2100 exchanges. Table 1 shows the
System 12 awards list (as of October 1984)
which clearly demonstrates that System 12
can cover the entire application range.
Indeeditincludes every conceivable type of
exchange configuration, ranging from very
small rural systems to very large toll
exchanges. Also included are several
international gateway and transit
exchanges.

The System 12 digital operator position
completes the application range. It can be
used either as a stand-alone operator
position subsystem, or fully integrated in a
System 12 exchange. Several awards for
both configurations have been received
from the administrations in five countries —
Belgium, Italy, Nepal, People’s Republic of
China, and Switzerland.

International System 12
toll exchange of Acilia

in ltaly, the first
installation for the
international application.

Operating System 12 Exchanges

The large number of lines already ordered
has lead to the need for the rapid and
simultaneous introduction of System 12 in
several countries. Exchanges have already
been installed, tested, and handed over to
administrations in eight countries (Figure 2).
The various signaling interfaces, billing
schemes, and other features required for
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Figure 2

Countries in which
there are installed
System 12 digital
exchanges.

these applications demanded significant
country specific adaptations. System
modularity and ease of adaptation are crucial

to the successful introduction in so many
different environments.

System 12 Technology Transfer

Today System 12 is the top ranking digital
switching system inthe world and has been
adopted as the universal product by the
telecommunication manufacturing units
within ITT. Currently the system is being
manufactured at BTM, FACE-Standard,
Standard Elektrik Lorenz, and Standard

Eléctrica.

System 12 hardware integration is
straightforward as an exchange typically
contains only around 35 types of printed
board. The comparabile figure for other
digital systems generally exceeds 150. This
feature, together with ITT's long experience
in the transfer of technology, will allow

TRANSFER TO

Figure 3

Transfer of System 12
technology to countries
throughout the world.
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1985

System 12 to be manufactured throughout
the world. Already System 12 technology is
being transferred to several countries for
local manufacture (Figure 3).

System 12 ISDN Application

ITT is well advanced in the development of
ISDN features for its digital switching
system. Close cooperation between ITT
and the telephone administrations in Italy,
Belgium, Germany, and Spain has been
going on for a considerable time in order to
define and implement ISDN field trials
involving System 12,

In Italy, Belgium, and Spain these field
trials have already been defined in detail.
The System 12 ISDN field trial in Italy was
successfully initiated on the occasion of the
International Switching Symposium held in
Florence in May 1984, The trial in Belgium is
scheduled to start soon and, together with
the ltalian trial, will last until about mid 1985.
Agreement has been reached with CTNE to
start the Spanish field trial in mid 1985.
ISDN subscriber loop operation, including
digital voice, fast facsimile, and both circuit-
and packet-switched data calls, will be
demonstrated on System 12 exchanges
which have already been installed and
operational in their respective networks.

System 12 ISDN pilot installations will go
into service in Germany during 1986, with
the full series production and introduction of
ISDN exchanges in the network planned to
startin 1988.

Adaptation of System 12 for the United
States market is also well underway. As part
of the introduction of System 12 into North
America, ITT is working with the Southern




Exchange building in
Salamanca which
houses Spain’s first
System 12 digital
exchange. The capacity
of the exchange is
10000 subscriber
lines.
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New England Telephone Company. This
application is for a telemetry field trial,
covering both analog and digital subscriber
loops, in which a System 12 exchange will
act as a digital adjunctto an existing stored
program control analog exchange.

Outlook for Digital Switching

Over the years the development of digital
communications systems has become an
increasingly expensive undertaking.
Reasons for this phenomenon include the
huge R&D investments required to build up
and maintain skilled software staff and a
state-of-the-art custom VLSI design
capability, as well as the increasing trend in
system complexity needed to provide
features such as common channel

signaling, complex interfaces (e.g. access
to packet networks), advanced subscriber
features, and the sophisticated operations
and maintenance features expected by
administrations. Implementation of the
ISDN will reinforce this trend.

In order to keep pace with present
developments in digital switching alone, a
company has to spend around $100 million
yearly on R&D. Assuming 10% of the sales
figure can safely be spent on R&D,
minimum sales of about $1 billion are
required in switching alone.

ITT is well above this figure — many
others are not. This problem is affecting
several companies, leading to areductionin
the number of digital switching products,
possible mergers of companies or projects,
and cancellation of other projects. The
systems that survive will be characterized
by an extensive content of state-of-the-art
(V)LSI components, sophisticated software,
and high volume production. This will be the
only way to achieve high reliability at
reasonable cost. Administrations should
seriously consider these aspects before
selecting a particular system.

Conclusions

Development of System 12 required a
major investment of ITT's R&D resources.
Within the corporation there has always
been afirm belief that the System 12
architecture, built on the foundations of
distributed control and VLSI technology, is
essential to a new generation of switching
equipment. The significant success of
System 12 over the past few years is now
confirming this belief. The introduction of
System 12 fortelephony is in full swing. The
next major step, the addition of ISDN
capability, will prove the soundness of its
concept beyond doubt.

11




System 12 exchange
at Namur. This was
one of the first
System 12 exchanges
to carry live traffic.
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System 12

Integration and Field Experience

Experience with installing and operating
more than 20 System 12 digital exchanges
has proved the basic advantages of a
distributed contro! architecture. Target
values for parameters such as call
effectiveness, service availability, and
hardware failures have been rapidly met,
and in some cases exceeded by wide
margins.

K. J. Hamer-Hodges

International Telecommunications Center,
Brussels, Belgium

G. De Wachter

Bell Telephone Manufacturing Company,
Antwerp, Belgium

H. Weisschuh

Standard Elektrik Lorenz AG, Stuttgart,
Federal Republic of Germany

lntrodl:ction
By the end of October 1984, System 12
exchanges had been installed in the
networks of Belgium, Denmark, Finland,
Germany, ltaly, Mexico, Nepal, and Spain
(Table 1). In addition, well over 11 million
equivalent lines had been ordered by 17
administrations on four continents?.

When evaluating the experience gained
during System 12 integration on laboratory
test beds and with field installations, it is

important to realize that System 12 is not
merely an upgrade of an existing system
concept but has an entirely new switching
architecture (Figure 1) that takes advantage
of two fundamental changes in the
telecommunication and technological
environment. First, digital switching and
transmission are of increasing importance;
in future digitized voice will be treated
simply as one of many forms of data.
Second, advances in LSl and VLSI
technologies now make it possible to
distribute many of the functions in a
switching system.

Because the concept of System 12 is
completely new, the field experience must
notonly prove the exchange’s ability to treat
calls in accordance with classical standards,
but also that all aspects of this new
architecture are fundamentally sound? 3.

Although only about seven years have
elapsed since the concept was suggested,
and just five years since firm proposals
were patented, a configuration with more
than 600 intercommunicating distributed
control elements (microprocessors) has
already been installed and accepted by the
administration. Exchanges carrying live
traffic in several networks have proved
that this high number of control elements
can communicate and interwork reliably.
The largest size exchange based on a
4-stage digital switching network would
have about 6000 control elements.
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System 12 Integration Experience

Before System 12 was installed in the field,
valuable information on system behavior
was obtained from integration studies on
test beds in ITT laboratories. Integration of
the basic software building blocks — finite
message machines and system support
machines — into a system is accomplished
in three stages: local integration, master
integration, and system testing.

Subsystems consisting of logically
connected modules are tested during local
integration in order to validate the
subsystem functions and exercise all
internal interfaces. Next, the various
subsystems are assembled step-by-step
and the new configuration is tested at each
stage during master integration. This is
done on a laboratory prototype using the
control element software for a particular
market segment. Finally, the compiete
system is tested as an exchange using the
currently released software on a hardware
configuration that meets the exchange
requirements. System testing, as this is
called, aims to verify that ali functions are
available and that the exchange meets the
performance requirements.

Tools for Integration Testing

Integration testing is supported by the
program test control element and its
associated terminal (Figure 2), whichis able
to access other control elements in the
configuration under test via the digital
switching network. This dedicated control
element provides password controlled

DIGITAL
SWITCHING
NETWORK

AUXILIARY
CONTROL ld
ELEMENT

OPERATOR INTERFACE
MOOULE

MAINTENANCE AND
PERIPHERALS MOOULE

CLOCK AND TONE
MODULE

access for display and modification of
memory locations in the control element
under test (target control element in

Figure 1

System 12 distributed
control architecture.

Table 1 — Instalied System 12 exchanges as of October 1984

Size Numberof | Number of
Exchange -
Lines Trunks processors racks
Brecht, Belgium 960 41 9
Stuttgart, Germany 3800 197 27
Heilbronn, Germany 800 56 12
Namur, Belgium 1920 60 11
Wuppertal, Germany 4000 119 20
Hueckeswagen, Germany 1200 54 11
Bologna, italy 3780 540 40 20
1080T
Salamanca, Spain 10000 798A 200 34
30D
Corregidora, Mexico 3000 101 15
San Juan, Mexico 2000 1477A 236 27
2177D
Borda, Mexico 2000 4580A 270 39
270D
Acilia, Italy 12390 570
Aarhus, Denmark 4020 12720 621 64
Torsted, Denmark 8160 191 24
Horsens, Denmark 5070 226 26
Seinaejoki, Finland 1500 96 12
Katmandu, Nepal 5000 141 25
Jambes, Belgium 1000 37 7
Antwerp, Belgium 660 40 9
Birgunj, Nepal 2000 281 78 18
Lugo container, italy 960 90D 32 5
Roma, Mexico - 2000 2789 200 25
Mayo, Mexico 2000 450 82 13
Popocatepetl, Mexico 2000 2959 205 25
Bolzano, Italy 7860 570 27
720T

A - analog trunks D - digital trunks

T - two-party lines

13
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Figure 2), as well as for break point setting
(i.e. interrupting programs executing in
other control elements) in order to retrieve
test and status information.

The program test control element allows
four modes of message tracing: FMM (finite
message machine) basis, process basis,
message basis, or transaction basis. in
addition it provides control element restart
and reload controls for test initialization.
Other features include user-defined macro
facilities for test automation, and a host
interface for configuration management and
patch control.

Information from the Error Handler
Throughout system integration testing,
built-in automatic error treatment reporting
obtains valuable information from the error
handler. The error handler supervises
control element initialization sequences
following an error, and sends the internal
state of the FMM that reported the fault,
together with other relevant information
such as terminal identity, over the digital
switching network for display or printout at
the man-machine communication terminal.
The location of software errors and their
correction has proved to be relatively fast.

Figures 3 and 4 show the results of load
tests in the laboratory on models of the
exchanges for the Deutsche
Bundespost.The curves show how rapidly
stabilization was achieved.

System test engineers have observed
that fully distributed control provides a more
tolerant environment for a given level of
program quality than central control
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Figure 2

. . . Program test interface.
systems, primarily because the impact of an

error is limited to a single control element.
The many other system control elements
continue to operate normally, providing
information that facilitates fault tracing and
system testing. As a result, subsystem
testing and system testing are able to
proceed in parallel.

If a problem occurs in a subsystem, that
subsystem can be independently restarted
without aborting the testing of other
subsystems executing in other control units.

Built-in Test Facilities

Integration and operation are supported by
two built-intest features. Thefirstisa ROM-
based control element self-test program
that is activated whenever a hardware
interrupt or software error is detected. With
the aid of this program, faulty control

— _ _

NUMBER PER TEST RUN
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Figure 3

System integration
testing showing the
numbers of errors and
single control element
restarts during the first
two weeks of operation
of the laboratory
models.
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elements are taken out of service and
recovery actions are started.

This so-called fast test is supported by
the second built-in facitity: a set of three
LEDs per control element which indicate
the immediate status of that control element,
including the identity of faulty hardware.
Control elements also use these three LED
indicators to show the status of the
operational processor, as well as the fault
status. During normal operation, their flash
rate indicates the instantaneous processor
load. in a fully distributed exchange, these
lights have proved useful indicators of
exchange status and behavior, comparable
to the audible indications given by
electromechanical exchanges.

Reconfiguration Flexibility

The flexibility and relocatability of FMMs
have been clearly demonstrated during
integration and testing. It is possible to test
each set of FMMs constituting a subsystem
within a single control element before the
FMMs in the set are distributed, together
with other FMMs, between the many control
elements in larger system configurations.
This approach enables the performance
requirements for a particular exchange to
be met in the optimum way.

Multiservice Configurations

One of the major features of the distributed
System 12 architecture is that it has been
designed to handle both voice and non-
voice services in an ISDN. The switching
network handles both digitized voice and
datain exactly the same way. One of the first
successful demonstrations of a small scale
ISDN was given by ITT on their stand at
Telecom 83 in Geneva where a System 12
exchange was used to handle a range of
services including digital telephony,
facsimile, teletex, and videotex.

A number of ITT units are establishing
ISDN field trials in cooperation with local
administrations*5, The first of these trials at
the Bologna System 12 exchange in ltaly
was demonstrated to delegates who
attended ISS 84 in Florence in May 1984,
Successful implementation of these ISDN
models has proved that System 12 can
indeed meet the challenge of handling both
voice and non-voice services.

Capacity and Overload Capabilities

No problems have been encountered in
building and testing both large and small
System 12 configurations. The design is

such that the largest configurations are little
more complex than the small ones.

Overload tests are an excellent example
of this important point. The capacity of each
control element is fixed irrespective of
exchange size. Overload tests are therefore
a case of successively focusing traffic at
individual microprocessors. For example,
stress tests of the trunk resource manager
ACE under overload conditions for the
Stuttgart exchange were carried out by
focusing traffic from other call handling
control elements onto the trunk resource
manager under test. The results verified the
correct functioning of the built-in overload
prevention mechanism,

Large configurations require multiple
trunk resource managers, each managing a

|  Figure 4

| System integration
testing showing how
rapidly the percentage
of faulty calls declined
during the first six
weeks of operation.

FAULTY CALLS (%)
10 | T

0.001 | l ‘
| 0 1 2 3 4 5 6

WEEKS OF SYSTEM TESTING

subset of the total exchange (e.g. Stuttgart
toll exchange has four resource manager
pairs; the large Aarhus exchange in
Denmark has 5 pairs}; the behavior of any
one under load is no different from its
behavior in the test configuration.

Each functional control element has
likewise been tested under stress
conditions in quite small, manageable
configurations. The mechanisms of the
generic kernel and the distribution tables
are unchanged. Only the configuration data
needs to be adjusted for the different field
configurations.

System 12 Installation Experience
System 12 exchanges, including local,

transit, combined local-toll, and international
toll exchanges, have now been installed in
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Table 2 — Generic hardware circuit boards in a 1920-line System 12 exchange

Functional circuits | ORI el % total
types boards
Digital switching network 1 32 4.7
Analog subscriber lines 2 352 51.6
Digital trunks 2 8 1.2
Control elements 3 202 29.6
Transmission test equipment 3 9 1.3
Clock and network
synchronization equipment 4 27 4.0
Peripheralinterface equipment 4 10 1.5
Exchange call services 5 18 2.6
Exchangealarms and display 5 24 3.5
Total 29 682 100
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eight countries: Belgium, Denmark, Finland,
Germany, ltaly, Mexico, Nepal, and Spain
(Table 1). Experience gained from the
installation of these exchanges has shown
that System 12 needs less time for on-site
installation and hardware testing than
previous-generation switching systems.

System 12 exchanges are delivered to
the site in fully equipped racks. A typical
exchange requires only about 35 printed
board types, thus simplifying production
and on-site testing, as well as the storage of
spare parts. As an example, the 1920-line
Namur exchange in Belgium is equipped
with just 29 types of printed board,
excluding the three types of DC-DC plug-
replaceable power units supported by the
configuration. These boards are equipped
as shown in Table 2.

Each rack is tested as a stand-alone
functional unit prior to shipment. Once on
site the racks are easily maneuvered into
position. The cables, which are fitted with
connectors during production, are then
quickly installed.

Field Experience

Excellent performance results have been
achieved with System 12 exchanges in the
field. The results discussed here have
been obtained from exchanges listed in
Table 1. As some exchanges have been
commissioned for more than two years,
while others have been operating for only a
few months, the results collected to date are
quite varied. More attention has therefore
been given to exchanges that have been in
service for some time in order to provide
more relevant figures covering exchange
operation over a significant period.

Distributed Processor Behavior:

Individual Restarts and Reloads

One of the most interesting aspects to be
observedinthe field is how well a distributed
processor system and the associated
distributed software perform their tasks.
Because ultimately an error leads to the
restart or reload of an individual processor,
this performance has been measured
(Figure 5). The results were obtained during
1982 and 1983.

The design goals for the mean times
between reloads and restarts of individual
processors have been significantly
exceeded. Moreover a mean time between
restarts of 2000 hours per control element
is now regarded as readily achievable.
Indeed, the Heilbronn exchange in
Germany has operated for several months
without a reload of any of its 56 equipped
microprocessors. The large Aarhus
exchange in Denmark was observed to
have a mean time between restarts of 1870
hours and a mean time between reloads of
6390 hours. The exchange at Birgunjin
Nepal has exhibited even better values,
namely 2750 and 16 200 hours respectively.
Atsuch low levels, both reloads and restarts
have a negligible impact on the overall
system availability.

Any restart or reload in a fully distributed
system relates only to individual control
elements and therefore has little impact on
overall exchange performance. The needto
restart or reload more than an individual
control element has proved to be such an
infrequent event that meaningful projections
of the mean time between such occurrences
cannot be made. Consequently the time
and effort required for exchanges to achieve
acceptable service levels have been less
than anticipated. Every field configuration
confirms that distributed processing relaxes
critical concerns regarding the mean time
between failures of subsystems.

System Behavior: System

Restarts and Reloads

The global behavior of the system is in the
end more important than the behavior of
individual processors. It is therefore of
particular interest to note that the system
reload facility has been used infrequently
for recovery reasons and that the design
of the system makes no use of any global
system restart facility in order to
synchronize data or purge corrupted data.

Digital Switching Network Behavior
The digital switching network has proved its
high traffic handling capacity and to date



Figure 5

Meantime between
individual reloads and
restarts. The design
objectives were for a
mean time between
Individual reloads of
1700 hours, and
between individual
restarts of 600 hours.

Figure 6

Trunk effectiveness
and exchange
effectiveness ot the
Namwur local exchange.
The lower the
effectiveness, the
better the exchange
performance.
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there has been no observed blocking.
Additionally, it has effectively prevented the
propagation of errors within the system.
This inbuilt protection is inherent to end-
controlled networks and full distribution.
The errorisolation performance of the digital
switch has been demonstrated by the
control element restart and reload results
from the exchanges currently in operation.

Call Effectiveness
Call effectiveness is a measure of the failure
rate of call attempts and established calls
caused by switching or trunk connection
failures (hardware or software). Call
effectiveness has two components. Trunk
effectiveness considers calls processed by
the exchange under consideration together
with other exchanges in the network that
handle the calls and the trunks that carry the
calls. Exchange effectiveness only
considers processing in the exchange itself.
Figure 6 shows the exchange and trunk
effectivenesses for the Namur System 12
local exchange in Belgium. The exchange

effectiveness relates to the Namur
exchange alone. It reflects the lost call rate
for both local calls and calls incoming from
or outgoing to the network, but only
considers failures within the exchange
itself. It shows how efficiently the software
and hardware treat calls.

Trunk effectiveness was measured by
generating outgoing calls at the Namur
exchange and looping them back via
another exchange in the Belgian network.

At the time the Namur exchange was
connected into the public network for
testing, the call effectiveness had not
achieved its specified value, particularly
with respect to trunk effectiveness (see
Figure 6). As trunk effectiveness is only
concerned with trunk calls, it appeared that
incoming or outgoing network calls were
more prone to failure than local calls.
Improvements were therefore made to the
trunking interface and the corresponding
trunk call software. As a result, by the time
the exchange was handed over, call
effectiveness was acceptable to the Belgian
administration. Subsequent investigations
indicated that modifications were needed to
other parts of the network.

After six months of operation, trunk and
exchange effectiveness had been reduced
well below the initial targets established
by the Belgian administration (one-fifth
and one-eighth of the target values,
respectively). Also, the performance of the
System 12 exchange was better than that of
the semielectronic stored program control
exchange used in the tests for trunk
effectiveness. Recently call effectiveness
for the exchange has reached 0.5 x 107,

Service Availability

Service availability is a measure of the time
that service is available to each subscriber.
Figure 7 shows the service availability for
the first four exchanges delivered to the
Deutsche Bundespost8. The requirements
of the German administration specified
that the first exchange integrated into the
network was to achieve a service availability
of 0.99908 in the first six months after
handover. (This corresponds to a
nonavailability of a termination circuit of four
hours in six months.) The average annual
long term service availability after
stabilization'was specified as 0.99977. (This
corresponds to a nonavailability of a
termination circuit for two hours in

12 months.)
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Figure 7 shows that stabilization was
rapidly achieved with a grade of service of
0.99 during the second month. The high
availabilities from the outset are a
consequence of the distributed structure of
System 12,

Similar results have been achieved at the
Belgian local exchange in Namur. Start-up
values were very high (0.9999); the largest
dip experienced to date is 0.9991, with an
average value of 0.99989.

Software Performance over

an Expansion Programme

An interesting aspect of exchange
performance is the system behavior under
substantially increased engineering
manipulations as a result of interventions
when additional line or trunk terminals and
modules are put into service, when the
network configuration is changed, or when
the system is extended.

Figure 8 shows afirst case example of the
behavior of System 12 during a tenfold
expansion programme in the field in Mexico.
Individual processor reloads and restarts
did occur more frequently during the
expansion phase, but rapidly improved on
the low target levels.

Hardware Failures

System 12 hardware is characterized by the
excellent reliability of the main VLSI
components compared with the calculated
values. Table 3 shows the failure rates of
key VLS| components in the two German
toll exchanges after 17 months of operation.
The failure rate is measured in FITs (failure
intime), which gives the failure rate per hour
for 10° modules. The values show that the
failure rate is much better than predicted.

Figure 9 shows the early hardware
failure distribution for the four German
exchanges. The number of trunks and
subscriber circuits of all four exchanges are
normalized to equivalent lines, assuming
that one trunk is equivalentto 2.5 subscriber
line circuits.

The ability of System 12 to reconfigure in
order to replace a faulty control element
automatically by a standby control element
has led to some alarms being downgraded.
This is possible because the faulty control
element can be replaced automatically in a
much shorter time than the mean time to
repair by a technician, so such failures no
longer resuit in urgent alarms.
Consequently, maintenance can be
deferred thereby reducing the number of
urgent service calls.
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Table 3 — Actual and predicted failures of System 12 LSI components

Reported Measured Predicted
Number of : ) )
LS| component components failures failure rate failurerate
P (17months) | (FITs) (FITs)
Switch port 3392 1 24 195
Terminal port 1265 1 63 160
64 K dynamic RAM 15796 3 15 600
Microprocessor 253 0 e 300

Conclusions

Field experience over the past two or more
years has proved the soundness of the
distributed control architecture used in the
System 12 Digital Exchange. These early
results are very encouraging and show a
remarkably better performance for

System 12 in its first years than previous
generation exchanges in their start-up
period. The evolution of System 12

described elsewhere in this issue’: 8 will
ensure even better results in the future.

—_
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Figure 1

System 12 architecture
showing the intelligent
terminal modules and
the digital switching

System 12
Review of the Fundamental Concepts

The modular distributed control architecture
of System 12 depends on microelectronics
for its effective implementation. Full use of
VLS| technology has made it possible to
implement a flexible architecture that is
suitable for use in small to very large
exchanges, and can handie both voice and
non-voice services.

R. Van Malderen
ITT Europe Telecommunications and
Electronics, Brussels, Belgium

Introduction will be able to handle the complex user
interfaces and greatly increased call
handling capacity required in an ISDN
environment characterized by the carrying

of many data calls of short duration, with a

Digital technology is rapidly being
introduced into today’s telecommunication
networks as a result of the wide availability

of digital microelectronic circuits. In turn,
this trend is leading to the integration of
voice and various data services in a single
digital telecommunication network — the

integrated services digital network, or ISDN.

The current telecommunication
revolution makes it essential to design a
digital switching system architecture that

mix of circuit and packet switching. At the
same time, effective use must be made of
VLSI technology by adopting a highly
uniform and repetitive architecture so that
advantage can be taken of high volume
production of the main VLS| components.
By the second half of the 1970s ITT
engineers had realized the profound

network.
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STANDARD Figure 2
INTERFACES System 12 hardware
levels.
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consequences of implementing an ISDN Dimensioning of the group switch is
and the potential of VLS in this context. determined by two parameters: system size
System 12 was conceived with a fully and switched traffic. System size grows with
distributed control architecture both to the number of access switches, which in
prepare for the transition to an ISDN and to turn determines whether one, two, or three
ensure effective use of VLS| technology. group switching stages are required. This
range meets all size requirements in real
networks. The second parameter, switched
traffic, then determines the number of
System Architecture planes in the group switch: two, three, or
four planes are provided.
Figure 1 illustrates the distributed control Figure 3 shows the generic diagram of a
architecture of the System 12 Digital module. The TCE consists of three basic
Exchange. At the highest level the system hardware blocks: microprocessor, memory,
consists of a digital switching network and terminal interface. The microprocessor
connected by a standard interface to a runs on programs stored in the memory.
series of modules. Figure 2 looks at the The terminal interface connects the
architecture in more detail, revealing the module to the digital switching network via
two module levels (terminal hardware and two bothway 32-channel PCM links. Since
standard TCE) and the two digital switching each timeslot contains 16 bits and the
network levels (access switches and group  repetition rate for a 32-timeslot frame is
switch). The interfaces between the four 8000Hz, the links run at 4.096 Mbits™".
levels in the architecture are standard Thirty of the 32 channels are available to Figure 3
throughout System 12. Generic System 12
Control elements establish digital paths module.
through the switching network to ] 1
interconnect the terminal modules. A digital OPTIONAL LINKS FOR PACKET TRAFFIC
path consists of a 16-bit timeslot with a |7
repetition rate of 8000 Hz. Eight bits are DIGITAL
available in each timeslot for external users, I EC SR “NETWGRK
resulting in a 64 kbit s™' digital path for user
. . . USERS 4.096 Mbit 5 ! 4096 Moit s !
traffic. This can be increased to [ SorNRL aa
n x 64 kbit s~ by using multiple paths’. [ [REEEIE ¢.056 My S 4096 Mbit s ! |

The digital switching network is end
controlled: in-timeslot commands allow
paths to be established between terminal
modules without a central network map and
path search mechanism. In principle, this
characterstic allows the four stages
depicted in Figure 2 to be expanded
indefinitely.

CLOCK AND
HIGH SPEED BUS TONE
DISTRIBUTION

| LOW SPEEO BUS
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user traffic (PCM voice or data). Two similar
bothway PCM links connect the terminal
interface to the terminal.

An incoming-only link to the terminal
interface provides for up to 32 PCM
encoded tone or voice announcement
sources which are located in the clock and
tone module. Finally, the terminal interface
is connected to the microprocessor and
memory via a high speed bus. The
microprocessor can establish a
unidirectional digital path from the terminal
interface through the digital switching
network to a second terminal interface and
microprocessor, which can in turn establish
a path back to the first microprocessor.
These two paths can then be used to
transmit messages between the TCEs.

The microprocessor can also establish
digital paths between any channels of the
incoming and outgoing PCM links
connected to the terminal interface. This
allows user traffic to or from the terminal to
be switched to the digital switching network.
Bothway traffic between two users requires
two unidirectional paths to be set up through
the digital switching network.

The hardware in the terminal depends on
the module type and may contain user-
specific interfaces. As an example, two
further 4.096 Mbits~' PCM links connect the
digital switching network to the terminal of
modules handling user packet traffic2. A
digital switching network path is then
established on a per packet basis directly
from the terminal.

Information can be transferred between
the terminal and the TCE either viathe PCM
links or via a low speed bus. One or both
methods are used depending on the type of
module.

It should be stressed that in System 12
the digital switching network is used for all
communication between the distributed
control elements as well as for circuit- and
packet-switched user traffic.

The software in the various TCEs consists
of the operating system, call handling,
telephonic support, and maintenance and
administrative programs. Each control
element contains application programs
specific to the module. The entire
configuration operates as a distributed
software system.

Distributed Control
What distinguishes System 12 from other

digital switches is its fully distributed control
of the following call processing functions:

22

Signal processing (F 1) deals with the
conversion of telephonic signals to and
from the outside world.

Call control (F2) keeps track of the state of
the call. When an incoming telephonic
signal is received, call control determines
the necessary call state transitions and
generates the outgoing telephonic signals.

Resource management (F3) manages the
telephonic resources. It keeps track of
idle/busy status (e.g. for trunks or service
circuits) and selects and assigns idle
devices to calls upon request.

Translations (F4) deal with digit analysis,
routing, etc.

Table1~ Assignment of call processing functions

Terminal | Auxiliary | Digital
Call processing control control | switching
functions elements | elements | network

L7 L2

Signal ' X X
processing F1
Call control  F2 X
Resource X
management F3
Translations F4 X X
Switching
network X
control F5

System 12 exchange
equipment in the
10000-line Salamanca
exchange in Spain.
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Switching network control (F5) maintains a
memory map (idle/busy status of network
links) and provides path search, path setup,
and path cleardown mechanisms. It also
ensures that no conflicts occur between
paths for different calls.

In System 12 none of the above functionsis
handled by a single computing element.

System 12 Call Processing
System 12 call processing is divided into
three basic levels:

— TCEs (L 17) associated with each terminal.

— ACEsnnotassociated with aterminal (L2);
ACEs are software assignable to a
particular function. A spare ACE may
easily replace the function of a failed unit.

— Digital switching network.

Table 1 shows how call processing
functions are assigned to these three

control levels. Each level can be expanded
asrequired sothat nobottlenecks can occur
in the call handling capacity at any level
when the system grows or the number of
call attempts increases. In particular, the
switching network cantrol function is
dispersed throughout the network.

Digital Switching Network

Figure 4 shows the digital switching network?.
The basic building block is the DSE

(digital switching element) — essentially

a small switching network with 16 input
and 16 output ports. Each port is a PCM
link similar to those between the modules
and the access switches, that isit has 32
channels with 16 bits per channel, running
serially at 4.096 Mbits™'. In total a DSE has
512incoming and 512 outgoing channels.
In-channel commands originating from

STAGE 1 / STAGE 2

GROUP 7

Figure 4
Digital switching
network.
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control elements allow a path to be
established from any incoming to any
outgoing channel in a DSE.

The DSE printed board is buiit up of a
single type of VLS| known as the switch
port*. The entire switching network is built
up by interconnecting DSEs.

In its full-size configuration the group
switch consists of four planes, each with
three switching stages, connected as
shown in Figure 4. The access switches,
which are paired, are also constructed from
DSEs. For reliability, each control element
is connected to each access switch ina pair,
and each access switch is connected to all
the equipped planes.

A three-stage group switch allows up to
512 access switch pairs to be connected.
At this size and using four planes in the
group switch the network is able to switch a
traffic of well over 30000 erlangs, making it
suitable for use in local exchanges with
more than 100000 lines or toll exchanges
with over 60000 trunks.

Path Setup

The digital switching network is end
controlled. To establish a unidirectional
folded path from an incoming port and
channel to an outgoing port and channel, a
series of 16-bit in-channel commands are
injected into the incoming network port by
the originating control element via its
terminal interface. The number of
commands needed to establish a path
equals the number of DSEs to be traversed
(i.e.1, 3,5, 0or7)depending on whether the
path is reflected in an access switch or in the
first, second, or third stage of the group
switch. The time separation between
successive commands equals one PCM
frame (125 us); each successive command
is acted on by the next DSE along the path
being established. A variety of command
types exist, but in normal call handling the
outgoing DSE port is selected either at
random (up to the point where the folded
path is reflected) or is directed towards the
terminating control element (beyond the
point of reflection). In the fatter case the
channel is selected at random but path
delay is minimized.

Establishing a bothway path between two
control elements requires the path setup
procedure to be executed twice, once for
each direction. Because of the random
nature of the individual DSE select actions,
paths for the two directions are entirely
independent. As several unrelated path
setup actions may start simultaneously at
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Table 2 — System modules

Analog subscriber module interfaces up to 128 analog subscriber lines. Each
subscriber line interface contains the necessary BORSCHT functions including a
codec per line. Exceptional software control flexibility is provided with respect to
audio gain, balance impedance setting, polarity reversal, sending of metering
pulses, etc.

ISDN subscriber module interfaces with 144 kbit s=' ISDN subscriber loops
(CCITT). It can handle both circuit- and packet-switched traffic.

Digital subscriber module interfaces with 144 kbit s~ digital subscriber loops
in a similar way to the ISDN subscriber module, but its functions are limited to
circuit-switched voice and data services.

Remote subscriber unit interface module: a pair of such modules interfaces
with a set of remote subscriber units in a multidrop arrangement over one or two
digital trunks (2.048 Mbit s™'). Each remote subscriber unit in the multidrop
configuration can handle up to about 500 lines, with the total multidrop
arrangement able to handle 1000 subscriber lines.

Analog trunk module interfaces with up to 36 analog trunks. It interfaces with
only 32 trunks when equipped with optional equipment for CCITT No 5 supervisory
signaling and echo suppression.

Digital trunk module interfaces with a 2.048 Mbit s~' (32-channel) or
1.544 Mbit s' (24-channel) digital trunk . Optional digital equipment is available
for CCITT No 5 supervisory signaling and echo suppression.

ISDN trunk module interfaces with a digital trunk facility which handles circuit-
and packet-switched calls. This digital trunk connects the exchange to either a
second digital exchange in the public network, an existing packet network, or a
digital PABX with ISDN features.

Service circuits module provides a set of 32 multifrequency senders-receivers
for a range of signaling schemes, including CCITT R1, R2, No 5, and dual-tone
multifrequency. An alternative configuration provides for a combination of

16 senders-receivers and a digital conference bridge.

Clock and tone module provides the necessary clock signals and digital tone
sources for the entire exchange. An exchange is always equipped with a pair of
clock and tone modules for reliability.

Common channel module provides functional levels 2and 3for CCITT No 6 and
No 7 signaling. One common channel module can handle up to 16 common
channel data links.

Data communications module provides subscriber service functions belonging
to layer 4 and upward as defined in the ISO reference model for open systems
interconnection. Examples are videotex databanks, telemetry data collection,
protocol converters, and electronic mail.

Maintenance and peripherals module provides three major functions;
— man-machine interface (VDU, printer) and bulk data storage (disk, tape)

— coordination of maintenance and system recovery actions under fault
conditions

— control of software loading from the bulk storage to the distributed
microprocessors in the exchange.

An exchange is always equipped with a pair of maintenance and peripherals
modules.

Operator interface module interfaces to a cluster of up to 15 digital operator
positions via a digital trunk.

Auxiliary control elements — control elements without an associated
terminal — provide a variety of system functions. Should an auxiliary control
element fail, it is replaced automatically from a pool of spares.




Figure 5

System 12 software
structure based on the
virtual machine
concept.
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various inlet ports without utilizing any
central control mechanism, the network
overload problems inherent in centralized
control systems do not occur.

System Modules

The range of System 12 module types is
open ended. The distributed control
architecture and consistent use of standard
interfaces makes it possible to add new
modules as necessary without a major
impact on the existing modules. Some
commonly used types are shown in

Figure 1. Each module type is briefly
described in Table 2.

Software Structure

To a company with a world presence like
[TT, itisimportantthat the System 12 Digital
Exchange should be flexible so thatit can be
used in different applications (e.g. local,
local-toll, tandem) and meet the needs of
administrations throughout the world. The
software structure was designed to achieve
this flexibility through a high degree of
modularity with independence between
software modules, as well as through the
use of appropriate programming languages
(e.g. problem-oriented languages, CHILL).

Virtual Machines

The System 12 software is organized in a
number of hierarchical levels using the
virtual machine concept by which software
and hardware implementation details at the

lower levels are hidden from the higher
ones. Figure 5 shows these levels and their
functions.

The entire set of software functions is
distributed over the various control
elements in the system. The actual software
implementation is based on a distributed
operating system and database control
system, finite message machines, and
system support machines.

Finite message machines (FMMs): The
complete set of System 12 application
programs is divided into modules, known as
FMMSs, which communicate via standard
messages. Depending on whether
communicating FMMs are located in the
same or different control elements,
message transfer is either internal to the
control element or between two different
control elements via the switching network.
The allocation of FMMs to particular control
elements within an exchange configuration
is determined on the basis of economy and
performance.

System support machines (SSMs): The
most frequently used software functions are
implemented as SSMs; these consist of
one or more procedures which may be
invoked by a procedure call froman FMM or
the operating system.

Database control system: Optimum
performance of the distributed control
requires a distributed database. The
database control system within each control
element handles access to and updating of
data. It hides the physical location of data
from the FMMSs to increase software
flexibility.

Operating system: An operating system in
every control element supports execution
of the application programs. Specific
operating system functions include
message handling between FMMs, process
scheduling, and access to peripheral units.

Copies of all system programs and data are
provided on disk ready for reload if required.

Call Setup Procedure
Figure 6 shows the modules and ACEs
involved in setting up alocal call between
subscriber A and subscriber B. itis
assumed that subscriber A has a dual-tone
multifrequency telephone subset, so a
service circuits module isincludedto detect
the tone pairs generated by this subset.
The main software functions and data
types associated with local call setup are
distributed between the control elements.
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Figure 6
Call setup procedure.
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Analog subscriber modules are combined
into small groups (e.g. six per group), each
of which is semipermanently associated
with a call control ACE. InFigure 6, TCE 7 is
associated with ACE 7 and TCE 2 with
ACE 2. However, no such association
exists for TCE 3. Signaling functions are
spread over TCEs 1, 2, and 3 and
ACEs 7 and 2. Call control is provided in
ACEs 7 and 2, but is only active in the
originating side of the call (ACE 7 in the
example). Resource management (i.e.
selection of a dual-tone multifrequency
receiver in the example) is handled by
ACE 3.

Data and programs for translations are
assigned as follows:

TCEs 1 and 2: class of line

ACE 1: originating class of service

ACE 3: digit analysis, directory to equipment

number translation, terminating class of
service.

The various call handling phases (i. e. digit
reception, ringing, conversation,
disconnect) are all triggered by telephonic
events (i.e. seizure, reception of individual
digits, answer, disconnect signal) which
cause software processes to be activated in
the control elements and messages to be
exchanged between control elements®.

System Availability

Several redundancy techniques are used to
achieve high system availability. At least
two planes are equipped in the digital
switching network and the access switches
are paired. There are a multiplicity of
network paths.

Certain types of module, such as the

Main standard analog and digital subscriber modules, are

components of the ) A ]
System 12 equipment paired in a dual control arrangement which
practice. allows one TCE to take over the control of
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both terminals in the event of a TCE failure,
or in order to update the software. Some
modules (e.g. service circuits module) are
engineered on an n+ m basis, while others
(e.g. clock and tone module) are duplicated.
High system availability for ACEs is
achieved through automatic replacement
by spare ACEs. In the case of a few critical
functions, active-standby ACE pairs are
used.

Equipment Practice

A single size of printed board is used
throughout. Equipment racks are 2.10 m
high, 0.90 m wide, and 0.45 m deep and
contain seven subracks plus a top rack unit.
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Each subrack can house up to 32 printed
boards. Most connections within a subrack
are provided by printed wiring backplanes,
although wirewrapping is used in a few
exceptional cases. Subracks in the same or
different racks are connected by plug-in
cables. Aluminum doors form the front and
back of each rack. Interrack and main
distribution frame cabling either run
underneath araised floor or, if preferred, via
an overhead cable grid.

Packing density is very high; a typical
analog subscriber line rack houses
1024 line interface circuits. Figure 7 shows
the number of racks and the required
floorspace for a typical 10240 line
exchange. Under average ambient
conditions System 12 racks are convection
cooled.

Fundamental Advantages of System 12

Open-Ended Control Capacity

The fully distributed architecture of

System 12 allows both the switched traffic
capacity (in erlangs) and the call capacity to
grow with the size of the exchange. Call
capacity may be engineered as required.
This allows large size systems to be realized
and avoids the need for multi-unit
configurations to build a single exchange
(i.e. it avoids double switching and splitting
of trunk groups).

Fail Safe System

System 12 is based on multiple intelligent
terminal modules each containing a
microprocessor-based control element.
The handling of a call involves only a few of
the many control elements making the
system extremely resistant to large scale
failures. Total system outage is virtually
impossible, as has been shown by
experience with the exchanges in service®.

One System for the Entire Range

In a distributed control system, the number
of peripheral circuits and control elements,
and the size of the switching network grow
linearly with the required exchange size.
The entire spectrum of exchange sizes,
from small to very large, is covered by a
single system.

ISDN Evolution
Two crucial features will allow System 12 to
evolve gracefully into the ISDN era:

First, the ISDN will require new interfaces
with the external environment, additional to

those for traditional telephony. System 12
modules all contain their own control
elementand the handling of calls originating
from a particular module involves only afew
other control elemernits. This makes it
feasible to have different module and control
elementtypes, containing software adapted
to particular types of user. In this way
conventional telephony subscriber modules
can coexist with ISDN subscriber modules
in the same System 12 exchange with little
interaction except for the ability to set up
voice calls between both. Itis expected that
ISDN ftraffic will substantially increase the
number of call attempts to be handled.
Independence between module types

M m Tosm
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0.45m l s | 8 | 8 ‘
|
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|
:
m |
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Figure 7

Typical floor plan for a
10240-line System 12
exchange.
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SERVICE CIRCUITS AND GROUP SWITCH

allows modules and their control elements
to be dimensioned according to the required
call capacity.

Second, ISDN services will represent a
mix of circuit- and packet-switched traffic.
The digital switching network used in
System 12 does not rely on centralized path
search and path setup mechanisms.
Instead, the end-controlled network allows
many paths from different portsto be set up
simultaneously. This mode of operation
enables individual packets to be sent
through the network. The digital switching
network thus appears as the ideal switching
vehicle for an ISDN, truly integrating circuit
and packet switching into a single network.

Technology

The method of fully distributed control
implemented in System 12 results in a very
uniform structure for both the modules and
the digital switching network. In fact the
switching network consists essentially of a
large assembly of just one basic type of
integrated circuit.
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This uniform structure provides the
potential for making wide use of a few LS|
types, as well as simplifying the introduction
of more advanced LS| and VLSI
components in the future. Uniformity has
alsoresulted in a very low number of printed
board types being used in the system. A
typical System 12 exchange today uses
only about 35 board types.

In addition, just eight types of board
represent over 80% of the boards equipped
in atypical exchange consisting of 35 board
types. This has several advantages with
respect to testing procedures, spare stock,
training and local manufacture.

Conclusions

Fully distributed control allows System 12
exchanges to grow smoothly from small to
very large sizes. As the control capacity
increases with system size, no bottlenecks
are encountered even with very large
exchanges. Moreover the call capacity is an
engineerable quantity and the system may
be dimensioned as required to operate in
an ISDN environment. Consequently
System 12 is a universal switch covering
the entire size and hierarchical application
range, thereby giving unequalled network
planning flexibility.

Control of the digital switching network is
fully distributed throughout the network,
allowing both circuit and packet switching.
Thus System 12isalsoa universal switchin
a second sense in that it truly integrates
circuit and packet switching in a single

system, making it ideal for application in a
future ISDN.

From atechnological viewpoint, the
uniform structure enables it to accept new
components with improved performance or
of smaller size, lower power, higher
reliability, and greater complexity (VLSI)
without affecting the basic architecture?.
The System 12 architecture and technology
make it ideally prepared to stay in step with
telecommunications as it evolves over the
next decades.
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An important feature
of System 12 is that it
is future safe. The
architecture, which is
based on modular
hardware and software,
provides the flexibility
to introduce advanced
technologies, new
features, and new
applications with the
minimum impact on
existing equipment.

SYSTEM 12 ARCHITECTURE

System 12

Technological Enhancement

Over the past few years technological
advances and new services have been
implemented within the System 12
distributed control architecture, proving
that it is truly “future safe”. In addition, use
of the System 12 architecture has been
extended from telephone switching to other
applications, including a digital business
communication system.

R. Cohen
international Telecommunications Center,
Brussels, Belgium

Introduction

During the 1970s, and particularly during
the latter half of the decade, ITT undertook
many studies and development projects to
determine the best strategy for developing
adigital switching system. One of the crucial
questions to be answered was whether or
not a new digital switching system should
be based on the successful METACONTA*
stored program controlled analog switching
system. In view of the considerable
progress in semiconductor technology
since the Metaconta system had been
developed, and taking into account the
continuing rapid advance in the technology,
it was concluded that the time was right for
another significant leap forward in switching,
comparable with those from step-by-step to
register controlled systems and to stored

CONVENTIONAL ARCHITECTURES

NEW TECHNOLOGY

MINOR IMPACT

NEW TECHNOLOGY

NEW

NEW
FEATURES APPLICATIONS |

MAJOR IMPACT

program controlled systems with central
control.

When this decision was taken in 1979, it
was decided to base the system
architecture of System 12 not on the
available semiconductor technology, but on
the technology that it was anticipated would
be available at the time production started.

The rapid progress in semiconductor
technology, computer science, and
telecommunication service requirements
adversely affects the product lifetime of a
telecommunication system unless that
system can readily take advantage of such
changes. Therefore a conscious decision
was taken that System 12 must be “future
safe”. To achieve this System 12 has been
designed with a revolutionary distributed
control architecture which allows new
technologies, new features, and new
applications to be implemented with very
little impact on the equipment already in
place in exchanges. As the articles in this
issue of Electrical Communication show,
experience has proved that this major goal
has been achieved.

Since the first System 12 exchanges
were installed towards the end of 1981 in
Belgium and the Federal Republic of
Germany, many telephone administrations
have decided to introduce System 12in
their networks. They have chosen
System 12 largely because of its ability to
exploit future advances in semiconductor
technology and its potential to carry both
voice and non-voice services in future
ISDNs and wideband ISDNs.

* Atrademark of ITT System
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Figure 1
System 12 exchange
architecture.

30

Discussions with administrations
covering their detailed requirements and
anticipated future network evolution,
together with the continuing rapid progress
in semiconductor technology, led to the
setting up of a number of evolutionary
development projects during 1982 and
1983. This article highlights the main areas
which have been affected by the
evolutionary development programme and
overviews the main new areas of application
for System 12. More details are given by
other articles in this issue. Further
evolutionary developments will depend on
future progress in technology, and on new
feature and service requirements.

Objectives of the Evolutionary
Development Programme

Evolution of System 12 had to be defined so
that it maintained compatibility with the
existing design and did not compromise the
system’s flexibility to evolve further to meet
new needs. In contrast to other digital
switching systems, this was not a problem
as a major feature of the modular System 12
architecture is that it allows easy system
evolution. One of the most important areas
of investigation was that of new telephone
administration requirements, primarily
relating to the implementation of an ISDN.
In addition, feedback from exchange
installation and operation, and from
manufacturing and engineering, was
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channeled to the planners of the
evolutionary development programmes.

Definition of the evolutionary
development also took into account
advances in semiconductor technology,
and looked closely at the benefits of
enhancement in relation to the required
R&D effort.

The result was the setting up of
development projects covering the
following areas:

technology and system hardware

software and software tools

— new services

new System 12 based products.

Progress inthe firsttwo areas is determined
by advances in semiconductor technology
and programming techniques.
Administration and user requirements and
CCITT recommendations are guiding
factors for further development in the other
two areas.

Technology and System Hardware

Figure 1 is a block diagram of a System 12
exchange showing the basic components:
digital switching network with built-in
distributed control for path search and
setup, microprocessor-based terminal
modules, and auxiliary control elements.
Various terminal modules have
undergone evolutionary design (e. g. analog
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subscriber module, analog and digital trunk
modules). Compatibility with previous
module versions has been ensured by
maintaining the standard interface to the
digital switching network.

Analog Line and Trunk Circuits

Priority was given to enhancing the line and
trunk circuits because of their major impact
on the entire system.

To reduce the power and space
requirements, and to increase reliability, a
number of new custom VLSI circuits have
been developed'. Three of these integrated
circuits are constructed using 3 um CMOS
technology. The functions of these CMOS
devices are:

— digital signal processing: high speed
sampling (1 MHz), analog/digital
conversion, digital filtering, digital level
adjustment, and digital balancing

— transcoding of the linearly coded output
from the digital signal processor to A- or
u-law code for a group of lines (eight) or
trunks (six)

— control and multiplexing for a group of
lines (eight) or trunks (six).

The other two new VLS circuits use
TRIMOS (triac metal oxide semiconductor)
technology and BIMOS technology, a
combination of bipolar and CMOS
technology'. TRIMOS technology is used to
realize a circuit with 300 V high voltage solid
state switches; this replaces the miniature
relays used in previous analog line and
trunk circuits. BIMOS technology is used in
a line interface circuit which provides line
feeding, supervision, and the 2-/4-wire
hybrid function.

Applying this line circuit technalogy, eight
line circuits or six trunk circuits can now be
assembled on one standard System 12
printed board, increasing the packing
density to 1024 lines per rack.

Control of Terminal Circuits

A serial interface, the dual port terminal
controller which isimplemented as a custom
VLS| device, is used to control groups of
terminal circuits in one module from the
TCE via channel 16 of the 32-channel PCM
link, as shown in Figure 2 for the analog
trunk module. This makes it possible to
configure subscriber or trunk modules in
pairs, so that in the event of a TCE fault, the
working TCE can take control of both
terminals. A further advantage of this
arrangement is that software reloads and
TCE maintenance can be performed without
disrupting service? 3 4. Module pairing also
provides redundancy for certain classes of

- Figure 2

Analog trunk module.

High voltage switch
for ringing and test
access constructed in
300V TRIMOS
technology and 15V
CMOS technology.
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hardware fault, thereby enhancing the
service availability.

Processor Memory

Althoughthe 64 kbit RAM used so far is well
suited to System 12, the new 256 kbit RAM
that is now available allows more efficient
packaging. More importantly, itallows TCEs
to be equipped with sufficient memory for
them to perform call control in addition to
terminal control — yet another step towards
greater functional distribution in System 12,
In this implementation, the subscriber and
trunk modules represent “mini-exchanges”
which are supported by other types of
module (e.g. service circuits module,
maintenance and peripherals module), and
by the system ACEs for functions such as
signaling, call routing, and call charging.
This conceptisalso usedin ISDN modules?®.

Software and Software Tools

The structure of the System 12 software
and its implementation were designed to
complement the distributed architecture of
System 12. Specifically, the principles of
modularity and clearly defined and
controlled message interfaces have been
rigorously maintained.

The software concepts of System 12 are
described elsewhere in this issue®; the
support tools have been described
previously’. However, two software areas
are particularly important in relation to
evolutionary development: software
allocation and software packaging for
exchanges for a particular market segment.

Software Allocation

When it was decided to implement call
control in the TCEs, it was known that this
could be achieved quite easily by relocating
the call handling software from the ACEs to
the TCEs, as indicated in Figure 3. This was
possible because from the outset it had
been a design objective, now fully realized,
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that software should be freely allocatable or
relocatable. This characteristic is used
when defining the software packages for
the exchanges of a certain market segment.

Free allocation and relocation of software
are the results of using a modular design
based on FMMs (finite message machines)
which communicate by defined sets of
messages which are transferred in the
same way regardless of whether two
communicating FMMs are in the same or
different processors. In the first case
transfer takes place internally within one
processor; in the second case transfer
takes place viathe digital switching network.

Following the relocation of call control
software from an ACE to the TCE, some
messages will continue to be transferred
through the digital switching network, while
others become internal messages.

Software Packaging for Market Segments
In order to minimize the effort required to

prepare the system load tapes for individual

exchanges, it is important to use the same
software allocation in exchanges with the
same feature requirements as they exist in
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Linear to A-/u-law
converter and remote
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Figure 3

Principle of relocating
call control software
from an ACE to a TCE.
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one market segment. To achieve this, the
software for each type of control element
required in amarket segment is defined and
tested. These processes are performed
both for the resident software (generic load
segment), which is permanently located in
the memory of a control element, and the
overlay software (generic overlay segment),
which can be loaded from disk to the
memory of a control element. Both types of
software consist of FMMs and system
support machines. Following definition of
the generic load segments and generic
overlay segments for one market segment,
these software packages are integrated and
tested to ensure high quality (i.e. freedom
from bugs).

Software tools are available to support
the development and manufacture of
software for an individual exchange. They
are used to produce system load tapes with
pretested software packages of high quality®.

New Services

At present, most of the standard telephonic
services have been developed and are
already in service. Evolutionary
development concentrates on services for
which new CCITT recommendations are
available, or nearly finalized.

The most important area concerns the
ISDN, for which modules have been and are
being developed; they will initially be used
in field trials in Belgium, Italy, Spain, and
Germany?®.9, Services to be provided in the
trials include circuit-switched digital
telephony, facsimile, and packet-switched
teletex on the B and D channels. Custom
VLSIs are under development for these
modules.

{SDN subscriber and trunk modules are
connected to the digital switching network
via the standard interface (Figure 1). The
messages defined for interprocessor
communication are compatible with those
used in modules which were initialty
implemented for telephonys®.

Experience gained from the field trials will
be used to develop product versions of the
{SDN modules.

A further design enhancement relates to
the wideband ISDN. Whereas many
switching systems cannot easily provide
n % 64 kbits™" paths with mutual timeslot
integrity, System 12 can provide such paths.
To achieve this, the spare bandwidth of the
System 12 digital switching network is used
to transmit a multiframe identifier which

allows the receiving trunk module to
re-establish timeslot integrity with the
transmitting end. This will be implemented
in @ wideband subscriber module'©.

System 12 Based Products and
Extended System 12 Applications

The System 12 solutions — modular
hardware, distributed control, programming
techniques, programs, and software tools —
can also be of great value for the
development of other products, and for
extended System 12 applications which
were not part of the initial design. The most
important new applications are:

— Network service center; this System 12
based configuration can be used in a
network to concentrate the operations
and maintenance functions (e.g. man-
machine communication, charge
recording, network management) for a
number of System 12 exchanges at a
single location'.

— ITT5630 business communication
system, a digital PABX which covers the
size range from 60 to 10000 extension
lines'.

— System 12 application for switchingin the
German satellite system DFS13,

— System 12 application in cellular mobile
radio systems’.

— System 12 as a digital adjunct used to
extend the operating life of an existing
analog exchange. This approach is being
used in the North American
telecommunication network!5. 16,

In most of these and similar applications, it
is the modularity of System 12 that has
allowed new terminal modules and new or
modified software to be added without
changing the system architecture. This is a
clear demonstration of the future safe
characteristic of System 12.

Conclusions

The enhancements made to System 12
since its inception show how straightforward
itisto add new services and implement new
technologies as they become available. The
concepts of standard interfaces and
distributed control ensure that all
enhancements are fully compatible with the
previous design and that System 12
remains flexible for future enhancements.

33



—

Technological Enhancement Electrical Communication - Volume 59, Number 1/2 - 1985

The need for further evolution will be
determined by new requirements and by
the continuing progress in semiconductor
technology, as well as the speed with which
administrations implement the ISDN
concept. ITT will meet this challenge to
ensure low cost of ownership and a long
product lifetime for System 12.
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System 12
Architecture for Change

The System 12 distributed control
architecture was conceived at a time when
major changes in the world’s
telecommunication networks were
inevitable, and were likely to occur with
increasing rapidity for many years. The
architecture has already proved its ability to
cope with change as System 12 evolves to
meet new requirements.

R. H. Mauger
International Telecommunications Center,
Brussels, Belgium

Introduction

When development of System 12 was
started in the late 1970s, ITT recognized
that the 1980s would herald the start of a
period of rapid change in the world's
telecommunications networks — change
which would continue until at least the end
of the century driven by rapid advances in
VLSI technology and increasing subscriber
demands for more sophisticated services.
Thus one of the primary objectives when
developing System 12 was to design an
architecture that would be future safe, that
is, which would allow evolution in
technology and services without
fundamental architectural changes. Indeed,
so basic was this objective considered to be
that System 12 was not designed around
the component technology available at the
start of development, but around the VLSI
technology that ITT forecast would become
available by the time development was
complete.

The result was the by now well known
System 12 distributed control architecture
with its extensive modularity, standard
interfaces, and intelligent digital switching
network — an architecture designed for
change. New modules can be developed to
provide additional services, or modules can
be redesigned to take advantage of
advanced VLSI technology, and connected
to the system via the standard interfaces
without affecting the operation of the rest of
the exchange.

The architectural concepts have already
proved themselves by allowing the analog
subscriber and digital trunk modules to be
enhanced to take advantage of more cost-

effective custom design VLSI circuits. The
digital switching network has also benefited
from the availability of 3 um VLS| technology
with the development of a new custom
design dual switch port. In addition, several
new modules have been developed for use
with the future ISDN, including an ISDN
subscriber module, digital trunk module,
and ISDN trunk module.

As well as these specific hardware
changes, a number of more general
evolutionary changes were established for
System 12. The mostimportant of these are:

— Increasing the number of lines perrack to
1024 by using CMOS technology. This
has maintained System 12’s.leading
position in terms of exchange floor space
and heat dissipation.

— Higher avaitability using a paired (dual
control) configuration for some modules
to meet the requirements of operating
companies in the United States that
specify much higher line and trunk
availabilities than those recommended
by CCITT.

— Provision of advanced digital switching
capabilities for ISDN (packet switching
and digital wideband switching). Although
CCITT has not yet produced full
recommendations for the services
supported by these features, the long
lead time for new custom VLSI circuits
made it essential to develop the
necessary infrastructure for both packet
switching and digital wideband switching.
The geneiic nature of the hardware
ensures that it will not be outdated by
future CCITT recommendations.
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Dual processor
terminal controller
used in the System 12
line circuit. This 3um
1SO-CMOS device
incorporates

23000 transistors.

Figure 1

Dual control
arrangement of an
analog subscriber
module pair.

The digital distributed control architecture
has allowed all these objectives to be met
without any major system redesign, fully
justifying ITT's confidence that System 12is
“future safe”.

Technical Strategy

The three programmes outlined above are
highly synergistic and together have led to
three main enhancements to System 12:
pairing of some types of module in a dual
control configuration, simplification of the
control structure, and the development of a
multipurpose digital terminal chip set for
specific System 12 terminals.
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DIGITAL
SWITCHING
NETWORK

The programme for increasing the line
density to 1024 lines per rack required a
substantial reduction in the number of
control elements for a given number of
lines. This has been achieved by pairing
some types of module in a dual control
configuration. In this configuration, two new
VLS| circuits perform some of the control
functions of the line and trunk boards,
thereby reducing the TCE load per call and
eliminating any reliability problems. As a
result it has been possible to increase the
number of lines controlled by a TCE from 60
to 128, or 256 in failure mode. In addition
the simplified control structure allows the
number of ACEs in the 1024-line rack to be
reduced.

Dual Control Pairing

This feature allows certain types of module
(e.g.line and trunk modules) to be paired so
that each terminal is connected to both
TCEs in the pair. In normal operation each
terminal is controlled by its assigned TCE.
However, inthe event of a TCE fault, control
can be transferred smoothly to the other
TCE aline atatime.

Control can also be transferred at the
request of a man-machine command, for
example to allow maintenance to be
performed or software to be updated without
affecting service. In this case, stable calls
are allowed to complete before control of
the line or trunk is transferred to the other
TCE in the pair.

Figure 1 shows how pairing has been
applied to the analog subscriber module.
The lines are divided into four 64-line
groups. Traffic from each group is
concentrated onto a 30-channel
4.096 Mbits™" serial standard interface in
the normal operational mode. In the
“crossover” mode, two 64-line groups are
concentrated onto a single 30-channel
interface as indicated by the dashed lines.
Usually a TCE controls 128 lines (i.e. two
groups), but in the crossover mode all
256 lines are controlled by the same TCE.

Realization

Module pairing is supported by two new
VLSI chips: a DPTC (dual processor
terminal controller) and an OBCI (on-board
controller interface).

The DPTC is used in analog line and trunk
terminals, as well as in miscellaneous
devices such as the ring and alarm boards
which operate on the basis of scan and drive
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points. The OBClI interfaces directly to an
on-board controller which may be one of a
wide range of commercial microprocessors.
The device allows any type of intelligent
terminal (i.e. a microprocessor-based
System 12 terminal such as an ISDN line
circuit or digital trunk circuit) to be
connected to the system,

DPTCsand OBCls are equipped with two
4.096 Mbits™ System 12 serial standard
interfaces for connection to the two TCEsin
a dual control pair. Each serial interface is
connected as a bus arrangement of up to
32 DPTCs and/or OBCls which can operate
compatibly on the same bus.

Figure 1 illustrates the principle of dual
control. The DPTCs and OBCls are
controlled by packets, typically in
channel 76 (optionally on other channels for
the OBCI). The DPTC supports scan and
drive commands addressed to the
connected devices and autonomously
detects changes in an 8-bit scan byte
(mismatch processing). OBCi time
switching operations can be controlled
directly by TCE commands; in addition,
control packets can be sent to or received
from the on-board controller for the control
of attached intelligent terminalis.

Transfer of Control

Referring again to Figure 1, in normal
operation line groups 77 and 70 are
controlled by TCE 7 and line groups 00 and
01by TCE 0. This assignment is determined
by the TCE software; it is not known to the
line groups. The DPTC and the on-board
controller can distinguish between assigned
and nonassigned terminals, where assigned
means related to one of the two TCEs for
control purposes. If asignal is received from
a nonassigned terminal it is sent to both
TCEs, whereas if the terminal is assigned
then only the designated TCE receives the
signal.

In call handling operations a line or trunk
isnonassignedifitisidle, and assignedtoa
particular TCE if it is engaged in a call or is
part of a leased line. When a software
package in the two TCEs has to be
upgraded, the procedure is as follows. First
a message is sentto TCE 1 to instruct it to
handle all new calls, and another message
to TCE Oto instruct it not to handle any new
calls. The first message of a new call is sent
to both TCEs; in this condition TCE 1
accepts all such messages and assigns all
the associated lines to itself.

Any message relating to a line still
associated with TCE Ois sent to TCE 0

which continues to control the release
phase of that call until control of the line has
been transferred to the other TCE. After a
wait traffic clear period, typically five
minutes, any leased lines are transferred to
TCE 1, freeing TCE 0to load the new
software.

When the new software has been loaded,
TCE Ois instructed to handle all new calls
and the same procedure is used to free
TCE 1 for loading with the new software.
Finally, as soon as TCE 7 has been
reloaded, both TCEs are instructed tc return
to the normal control configuration.

On-board controller
interface for line and
trunk circuits.
Constructed in 3um
NMOS technology,
this device includes
50000 transistors.

T

If control is transferred because of a
hardware failure, lines are transferred
immediately without a wait traffic clear
period.

Serial Control of DPTC Group

As indicated in Figure 1, 64 lines are
controlled as a single group. Figure 2
illustrates the operation of the eight DPTCs
serving this group. Control of a group of
DPTCs is a continuous serial process. The
packet launched from the TCE is serially
processed by all the DPTCs, which may
respond in any of three ways:

— with an “echo” for common control
information

— with the contents of a register

— with a series of mismatch reports.
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Figure 2

Serial control of a

DPTC group.

MMI - mismatch
indication.

38
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Consider the packet structure shown in
Figure 2. The start of packet word initiates a
transaction and initializes all DPTCs to a
control operation mode. All DPTCs then

-echo the start of packet to the originating

TCE where it prepares the TCE to receive
the return packet.

Select DPTC 1is detected by the addressed
DPTC but echoed by all so that it is received
in the reply packet.

Read register nis addressed to the selected
DPTC. All DPTCs echo the command with
the exception of the addressed DPTC which
overwrites the data area with the contents of
scan register n.

Select DPTC 2 and write register m similarly
cause the drive register of DPTC 2to be
updated.

Start scan initiates the collection of
mismatch indication reports which are held
in FIFO (first-in/first-out) memory in each
DPTC. All DPTCs in the control group are
interconnected by a mismatch indication
coordination bus which nominates each
DPTC in turn for the delivery of a mismatch
indication report to ensure equal treatment
of all lines in the group.

End of packet is generated automatically
when either all FIFOs are empty or the reply
packet reaches the maximum size of

32 words, thereby terminating the serial
control operation.

Packet Transfers Using the OBCI
The OBCI supports an extensive command
set which may be used flexibly in a wide

MMI DPTC 1

LEND OF PACKET

range of applications. It is not possible in
this article to describe the full potential of
the device.

A typical example of communication
between a TCE and an on-board controller
is illustrated in Figure 3 which shows the
contents of the send and receive packets
for both directions of transfer. Transfers
through an OBCI between a TCE and an
on-board controller are controlled by a
command register. in the-transfer shown in
Figure 3, the packet in the TCE may be
launched on any channel, although typically
channel 76 is used.

Select OBCI 1 selects a particular OBCl and
a free internal command register, and links
the command register with the channel on
which the command was received.
Subsequent commands are addressed to
the linked command register.

Assign DMA channel selects a free DMA
(direct memory access) channel on the
interface to the on-board controller and
links it to the command register.
Subsequent data words are transferred
serially into the command register and then
transferred in parallel to the on-board
controller memory. Because of the serial-to-
parallel conversion, a no operation
command is required following the data
words.

End of packet clears the command register
and terminates the DMA transfer with an
interrupt to the on-board controller. The
DMA channel remains busy until cleared by
an on-board controller interrupt routine
which changes the address to point to the

-




Figure 3
Packet transfers using
the OBCI.
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memory space for the next packet to be
reviewed.

Transfer in the opposite direction from
controller to TCE operates similarly, as
follows:

Select OBCI: although thereis aone-to-one
relation between the controller and its
interface, this command is still necessary as
the OBCI has the same functional operation
on all its ports. The command links a
command register to the selected DMA
channel.

Assign channel selects a channel towards
the TCE. The command may be addressed
specifically to channel 76 or may select any
channel.

Start of packetis recognized by the TCE and
a packet area is created in the packet RAM.
Subsequent data words are transferred to
the packet RAM.

End of packet terminates the transfer in
both OBCland TCE. The command register
inthe OBClis then cleared and the on-board
controller receives an interrupt. In the TCE
the content of the packet RAM is delivered
to the software in the same way as for other
System 12 developments.
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Simplified Control Structure

The commercial availability of 256 kbit
dynamic RAM VLSI chips has led to the
development of a processor with 1 Mbyte of
memory on a single printed board. This has
enabled the System 12 call handling control
structure to be simplified. The previous
structure consisted of two levels: the TCE
level, which dealt with device handling and
signaling, and the ACE level, which was
devoted to call handling. Development of
the new 1 Mbyte processor board has now
allowed these two control levels to be
integrated in the TCE.

The main objective of the change is to
extend the application of distributed control
in the areas of call handling, resource
management, fault and error handling, and
exchange maintenance.

The flexibility of the finite message
machine concept allows the System 12
software to be distributed largely by
selecting existing software modules when
building the software package for a control
element rather than by redesign. This
flexibility has allowed the simplified control
structure to be introduced without affecting
the ability to provide feature enhancements
to existing exchanges with the two-level
control structure.

Call Handling

Call handling is currently performed by
ACEs which typically serve 480 lines or
120trunks. The main advantage of
distributing this function to the TCEs that
serve the lines and trunks is that it reduces
the design and regression testing effort
required when engineering System 12 for
new markets as less control element
software needs to be modified.

Resource Management

The management of resources (e.g. lines,
trunks, multifrequency receivers and
senders) is not fully distributed in present
exchanges. In particular, the busy/free
status of all such circuits is held in ACEs that
provide the resource management function
as well as in the TCE that handles the
particular terminal. This is not a problem in
most exchanges, but development of the
international exchange configuration', with
the provision cf extensive alte:native
routing, required a change of strategy in
which the resource management function is
guided by the busy/free indicators of trunk
groups and routes, and the busy/free status
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of the individual terminal is handled
exclusively by the associated TCE.

The simplified control structure allows
this improved strategy to be applied cost-
effectively to all exchange types.

Fault and Error Handling

These functions are largely centralized in
currently installed exchanges. The
remarkable stability of System 12 in
operational exchanges allows central
operation without difficulty. At early stages
of system integration, however,
centralization caused some problems. The
functions have now been redesigned on a
distributed basis. This has substantially
reduced overall system interactions
between control elements, thereby allowing
software integration testing of each control
element to proceed independently.

Maintenance of Exchange Terminals

The OBCI supports a wide range of
intelligent terminals which are being
designed to be self testing. Built-in self
testing and diagnostics together with the
simplified control structure make System 12
modules fully responsible for the
maintenance of their terminals without the
need for any centralized maintenance and
peripherals module to overlay additional
test programs.

Multipurpose Digital Terminal Chip Set

This set of VLSI chips has a variety of
applications. An important objective of the
development was to allow pairing of
System 12 digital subscriber and trunk
modules. Other major objectives were to
support remote subscriber unit capability
for analog and digital subscriber lines
(Figure 4), packet switching on ISDN lines
and CCITT No 7 or X.75 trunks, and digital
wideband switching (n X 64 kbits™" up to
2.048 Mbits™).

The chip set comprises elements for
support at layers 7, 2, and 3 of the OIS
model, and control.

Layer 1 support: this includes digital trunk
logic for interfacing with 2.048 Mbits™
digital trunks. A U-interface circuit provides
echo cancellation for 144 kbits™' ISDN line
transmission and an ISDN line interface.
Finally the multichannel aligner is an
alignment circuit for digital wideband
switching.

40

Layer 2 support consists of a commercial
HDLC (high level data link controller) which
supports CCITT No 7 common channel
signaling and CCITT X.25 links, an ISDN
link controller to support the D-channel and
E-channel protocols, and B-channel packet
switching service.

Layer 3 support: the OBCI provides a
control and switching interface between a
control element and an intelligent
System 12 terminal.

Control is based on a commercial
microprocessor.

Basic Application

The general principles of the multipurpose
digital terminal architecture are shown in
Figure 4. Specific applications are
discussed elsewhere in this issue? 3. The
application shown in Figure 4 for the digital
trunk terminal has three main features:
HDLC signaling protocol, wideband
switching, and a 2.048 Mbit s~ digital trunk
interface.

Figure 4

Application of the
multipurpose digital
terminal architecture
for remote subscribers.
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The OBClisdesigned so thatit can actas
either master or slave on its 4.096 Mbit s’
serial interfaces. The 2.048 Mbit s™ digital
trunk may therefore be terminated at its
remote end by a similar remote digital trunk
terminal using the same chip set. The OBCI
on this board is in the master mode so that
terminal control boards can be directly
connected in order to realize a remote
subscriber unit. In different configurations
the remote terminals may be:
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f Figure 5
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— wideband: CCITT X.21 with n 64 kbits™ virtual calls onto the same ISDN subscriber
channels (where nis between 2 and 32) or trunk line.
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analog subscriberiines Wideband Switching

Signaling over the digital trunk connection

can use a reduced form of CCITT No 7 The principles of wideband switching are
common channel signaling, a special illustrated in Figure 6. Individual 64 kbits™
purpose HDLC protocol, or channel paths across the digital switching network
associated signaling, depending on the experience a variable time delay which may
particular application. amount to a dispersion of a number of

frames between the paths making up a
wideband connection. However, the internal

Packet Switching paths of the digital switching network
operate at 128 kbit s, with 16 bits per frame
The application of the multipurpose digital to transport each external 8-bit byte. A
terminal chip set in the ISDN subscriber frame reference can therefore be inserted
module is outlined in Figure 5. The at the input to the switch which can be used
implementation of ISDN subscriber at the output to control a variable time delay
modules to support packet switching is to realign the channels. This view is purely Figure 6
described elsewhere4 PrRACIE ofiwidaband
: switching.
The System 12 digital switching network
iS, in €ssence, a paCket SWItCh Since MUJLTICHANNEL ALIGNER DIGITAL SWITCHING METWORK MULTICHANNEL ALIGNER
message communication between control
elements is directly based on packet N
switching principles. In order to provide a INSeRTION 71
packet switching capability to external T - /\\\\\\\
users, the ISDN line circuit controllers are = - TIE DELAY
given direct access to the switching network \t\\//:/ 7
by an OBCI operating in a special packet B——— SO
mo d e. EXTRACTION 7 N\ < g;?ani;g;“mE
Virtual calls are processed in the same D // n \\
way as circuit switched calls during the aseLE ////// \\\\\\
setup phase, but once established each TIME DELAY S8 oY f
ISDN line circuit controlleris able tosetup a \\\\/’j/ L e
path across the network to deliver a packet SN INSERTION
to its destination. This mode of operation R
_A IO!!!S sIaI'sI'ca muﬂMMrﬁnt | TIME DELAY DIVERGITY
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functional; further details are given in a
companion paper®. The feature has already
been demonstrated in an exchange
environment.

Conclusions

One of the main claims made for System 12
when it was launched was that it is “future
safe”, meaning that it is able to evolve and
use new technology to the full and to provide
the full range of new services promised by
future ISDNs. Experience to date has fully
confirmed these expectations. In particular
the System 12 architecture has allowed
evolution in the following areas without
major changes: dual control, 1024-line
equipment racks, ISDN subscriber access,
packet switching, wideband switching, and
remote subscriber units.

The simplicity and elegance of the
solutions outlined in this article illustrate that

“future safe” is no longer a vague concept
but an established fact.
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Analog line circuit
board.

System 12
Analog Line Circuit

A number of different LSI technologies
have been used to produce the integrated
circuit chips for the System 12 analog line
circuit. The result is a standard device that
can meet a wide range of administration
requirements. Eight line circuits can be
mounted on a printed board, enabling 1024
circuits to be housed in a single line rack.

J. Danneels

A. Vandevelde

Bell Telephone Manufacturing Company,
Antwerp, Belgium

Introduction

Advances made over the pastthree yearsin
high voltage technology, complex
processing techniques, and design aids for
LS| circuits have been used in designing
the System 12 analog line circuit. The result
is a line circuit which makes wide use of the
latest integrated circuits to achieve high
performance, flexibility, small size, and low
power consumption.

Considerable effort has been expended
within ITT to define and develop
technologies that can meet the specific
telecommunication system requirements
(e.g. metering tone level) of the analog

line circuit. This has led to three main
advanced technologies being used:

— high voltage technology using dielectric
isolation

— 70V bipolar and 15V CMOS combined
processing

— 3um CMOS technology for low voltage
digital and analog circuits.

These technologies have been used in the
line circuitdesign so thatitis fully electronic
with solid state switches. Excellent
transmission performance has been
achieved by using digital hybrid techniques.

The line circuit functions are provided by
a small number of LSI circuits. These so-
called BORSCHT functions — battery feed,
overvoltage protection, ringing,
supervision, coding and decoding (codec
function), hybrid for 2-wire to 4-wire
conversion, and testing — are fundamental
to any digital exchange. In addition the line
circuit provides a range of telephony
features that are able to meet the
requirements of administrations throughout
the world.

The line circuit meets or exceeds the
recommendations on transmission and
noise performance for digital terminals as
specified in CCITT Recommendations
G.712and Q.517.

Design Approach
In order to fulfill the wide range of

requirements encountered in countries
throughout the world, the design allows
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Figure 1

Block schematic of the
System 12 analog line
circuit.

Figure 2

Major functional parts
of the high-voltage
switch device.
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considerable flexibility in choosing
important parameters. Both AC and DC
feedback loops are used so that various
impedance requirements and DC feed
characteristics can be realized either by a
simple choice of components or under
software control. Transmission levels are
settable by software in coarse and fine
steps. Similarly, hit-timing (debouncing
time) on hook switch detection is software
selectable, enabling it to be set to meet
various telephony requirements. [n addition,
the terminal balance networks can be
chosen to meet particular needs.

Analog Line Circuit

Figure 1is a block diagram of the analog line
circuit; it emphasizes the serial bus
approach for sharing transmission and
control over several lines. Each analog line
circuit consists of three functional units; in
addition, two common units are equipped
per eight line circuits (i.e. on each line
circuit board). The functional units for each
line circuit are:

— High voltage solid state switch unit which
provides access to the ringing and test
bus.

— BLIC (BIMOS line interface circuit),
which controls the DC loop gain thereby
determining the synthesized DC feed
resistance. It also controls the AC loop
gain and thus the AC impedance of the
line circuit.

— Digital signal processor which controls
the gain, terminal balance return loss,

SWITCH
CONTROL

LOGIC-TD-AC
CONVERTER

SWITCH
CONTROL

BIMOS LINE | DiGITAL =
hour | |_Shoetsson |
| L .

filters, and codec functions. As digital
techniques are inherently precise and
stable, the design requirements on the
analog functions can be relaxed.

The two functional units per eight line
circuits are:

- Transcoder and filter, which includes the
metering tone function as well as the
transcoding function. Transformation
from the linear coding in the digital signal
processor to the required u- or A-law
encoding is performed on a time-shared
basis.

-~ DPTC (dual processor terminal
controller) which provides the PCM bus
interface and control functions.

A feed resistor is provided per speech wire
for AC and DC impedance synthesis and for
subscriber line supervision. The voltage
drop across these feed resistors is
continuously controlled by the BLIC. The
AC and DC feedback loops for impedance
synthesis are within the BLIC, separating
the DC and AC loops. The feed resistor and
the resistive dividers for line supervision are
realized as a thick film hybrid circuit to
achieve the required accuracy and stability.

Functions and Technology

High Voltage Switch

This integrated circuit connects the
subscriber line to the ringing bus, test bus,
or line circuit. In addition it can connect the
test bus to the line circuit and isolate the
subscriber line.

The major functional parts of this 8-switch
device are shown in Figure 2. A CMOS
logic decoder sets the appropriate switch
configuration in the various ring, talk, and
test states from a 3-bit logical input. This can
come either from a TTL or CMOS interface
with no direct ground through-connection.
Capacitive coupling in the converter ensures
full galvanic isolation. The decoder output is
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converted into a 1 MHz AC signal which is
further transformed into a gate control
voltage for the switching device. One
completely floating control is provided for
each switch.

The high voltage switches are of the
TRIMOS type. Initially they exhibit an MOS
characteristic, but at a certain current level
they switch to a TRIAC characteristic. These
switches have a characteristic with a
resistance of 6000 Q when the voltage
between the terminals is less than 0.8 V.
Above this voltage (i.e. in the on state) the
dynamic resistance falls to only 10 Q.

Inthe off state, the switch leakage is a few
tens of nanoamperes. Switching from the
low ohmic on-state to the high ohmic off-
state is possible even when the DC current
has to be interrupted. The maximum
interruptible current is 250 mA for the
ringing switches and 150 mA for the other
switches.

BIMOS Line Interface Circuit

The BLIC provides both constant-current
feeding and constant-voltage feeding for the
subscriber line. AC and DC impedance
synthesis loops are designed into the BLIC,
which also provides for battery reversal and
the control necessary to connect both
speech wires to the battery.

All line supervision is done in the BLIC:
loop or ground start, ground detection on
both speech wires, ring trip, dial pulses, and
overcurrent. The BLIC also allows for 12 or
16 kHz metering tone injection, 2-wire to
4-wire conversion, and software driven
output signals for off-board functions (e.g.
c-wire drive/scan).

Various integrated circuit technologies
are used in the BLIC. Conventional bipolar
circuitry is used in conjunction with CMOS
analog building blocks. Standard static
CMOS gates interface with dynamic CMOS
logic and bipolar level shifters and dedicated
input/output structures. Pure analog signal
processing goes handin hand with sampled
data techniques such as switched capacitor
structures for the gain and filter stages. All
thesetechniques are necessary to minimize
chip size and the number of external
components. The resultis a chip with an
area of 30 mm2 containing an equivalent of
22 operational amplifiers, 10 comparators,
and 200 gates.

Digital Signal Processor
The digital signal processor incorporates a
rudimentary analog transhybrid circuit to

Two LSI chips used in
the analeg line circuit:
BIMOS line interface
circuit (top), and digital
signal processor.

assure a nominal terminal balance retumn
loss for normal terminations even when the
digital hybrid is not active. The hybrid has
coefficients that are software selectable;
they are set to match customer-defined
networks or, as an important alternative,
they can be determined by automatic line
impedance measurements. Auto-selection
allows the terminal balance return loss of the
connected line to be customized.

In addition, the digital signal processor
contains simple analog filters for analog-to-
digital and digital-to-analog conversion.
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Digital filters supply the transmission
characteristics defined for PCM systems.
The processor also provides digital control
of loss in both the transmit and receive
directions. The loss is set by software
selection of the coefficients.

Other important functions of the digital
signal processor are the transfer of line
control information and the debouncing of
line status bits, such as hook switch, ring
trip, and overcurrent detection.

The complete integrated circuit, which is
realized in 3um CMOS n-well technology,
measures just 5.3 by 5.8 mm. With a power
supply of 10V for analog functions and 5V
for digital functions, the power consumption
is about 135 mW at the full clock frequency
of 4 MHz and 40 mW in the power down
mode.

Transcoder and Filter

The transcoder and filter converts the linear
coded 4 Mbit s~ output from the digital signal
processor to A- or u-law 8-bit PCM code, as
required. The linear code is transmitted in
two’s complemént format, with all bits
inverted in order to fill all the idle channel
bits with logical high (i.e. “1") obtained by
using a pull-up resistor in the transmit
direction, which represents “silence”. The
firstthree bits of the linear code are the sign
and two sign extensions; the last bit is used
for rounding only.

The PCM interface has 32 channels each
with eight bits. The companding law is
selected by means of a strap. For the A-law,
all even bits are inverted, while for the u-law
all bits except the sign are inverted.
Transcoding of all 32 channels, in both the
receive and transmit directions, is
performed every 125 us.

Intelephone communication, a frequently
used charging method is to inject a signal
containing a 12 or 16 kHz sinewave burst
onto the line. This is then detected by a
meter at the telephone set. Because line
attenuation is high atthese frequencies, the
metering level has to be quite high relative
to the speech level. Injection of the signal
burst must not cause any audible clicks. As
such high levels complicate the design of
the metering path, the generation and
shaping of metering signalsis relegatedto a
common point in the transcoder and filter.

To achieve low power consumption and
minimize chip area, all the transcoder and
filter circuitry is implemented in fully
dynamic CMOS technology. The chip,
which has atotalarea of 9.7 mm?, is housed
in a 16-pin dual-in-line ceramic package.
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Dual Processor Terminal Controller
The DPTC acts as the interface between the
line circuit and the associated TCE, and thus
to the System 12 digital switching network.
The DPTC provides access to two PCM
links. One of these links is connected to
the TCE associated with the terminal, while
the other is connected to the TCE of a
“paired terminal”. In the event of a TCE
failure, orin orderto load new software, one
TCE can take over control of the line circuits
associated with both terminals in the pair.
Each 4 MHz PCM stream consists of
32 channels of 16 bits at the standard 8 kHz
frame rate. Channel 0 normally contains
synchronization code and channel 16
command information. System 12 is
designed so that the TCE (associated with
128lines) can insert commands into
channel 76 and receive line circuit
information on the returned channel 16.
High speed parallel processing and highly
efficient data handling are reflected in an
internal multibus architecture. An analog
phase locked loop circuit derives the 4 MHz
local timing from the asynchronous
exchange clocks. Additional dedicated logic
was designed into the DPTC to enhance its
testability in accordance with ITT's
philosophy of “design for testability”.

Transcoder and filter
chip used in the analog
line circuit.
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The DPTC contains a 1 kbit dynamic RAM
which stores 8-byte control packets on a
per-line basis.

A static switching RAM is efficiently
addressed in an associative way by a
channel number and a port address to set
up simplex or duplex links from any serial
portchannel to any other serial port channel.
The associative key of the switching RAM is
controlled by the DPTC. A fully optimized
dynamic channel allocation scheme (on a
per-line basis) minimizes delay through the
circuit.

The 22000-transistor DPTC chip is
implemented on a 35 mm?2 silicon areain an
advanced two-layer polysilicon, 3 um n-well
CMOS technology. The power consumption
is only 150 mWw.

Line Circuit Board

The high functional integration achieved by
using LSIs and the low number of discrete
components per line circuit have enabled
eight line circuits to be mounted on a
standard System 12 board. As aresult of the
low power consumption per line and the
efficient airflow resulting from the low
blocking by the components, 1024 line
circuits can be housed in a System 12 line
rack. The feature set builtinto the integrated
circuits makes it possible to cover different

Analog Line Circuit

administration requirements using a single
type of analog line circuit board.

Conclusions

Maximum advantage has been taken of
technological advances to develop a
System 12 analog line circuit that is cost
effective, compact, reliable, and has a low
power consumption. The generic design
and versatility of adaptation to meet various
specifications mean that the System 12
analog line circuit is able to satisfy the
requirements of administrations worldwide.
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System 12

Analog and Digital Trunk Circuits

The analog and digital trunk circuits are
fundamental to any digital switching
system. In System 12 these circuits have
been designed to be generic so that only a
few types of printed board are needed to
perform all the functions necessary for
interfacing with the wide range of existing
trunks.

J. J. van Rij

Nederlandsche Standard Electric Mij BV,
The Hague, Netherlands

P. Wéhr

Standard Elektrik Lorenz AG, Stuttgart,
Federal Republic of Germany

Introduction

Trunk circuits provide the interface between
exchanges and all types of transmission
media, making them an important part of
any switching system in terms of both
functions and performance. In a
telecommunication network they are used
in concentrators and local, toll, and
international exchanges. The primary
function of the trunk circuits is to interface a
switching system to various types of
transmission equipment which may use
analog low frequency, frequency multiplex,
and digital time division multiplex
techniques. Because they have to adaptthe
speech channel and handle interexchange
signaling (and line signaling in particular),
numerous variants are required for use in
existing networks.

An important design objective for
System 12 was to meet all the various
interface requirements using the minimum
of different hardware and software. The
modular structure and distributed control
architecture of System 12 made it possible
to meet all requirements using just two
types of trunk module: the analog trunk
module and the digital trunk module!to4,

As with other important modules, the
trunk modules operate in a paired
configuration which allows one TCE to take
over control of both terminals in the pair in
the event of a TCE failure. Two new custom
VLSI circuits are being used in the trunk
modules for interfacing the trunk circuits
with the TCEs in paired modules: the dual

processor terminal controller (used in the
analog trunk module) and on-board
controller interface (used in the digital trunk
module)5: 8,

The analog trunk circuit makes extensive
use of custom VLSIs developed for the
analog subscriber line circuit’. The digital
trunk circuit uses an on-board
microprocessor and allocated firmware,
giving considerable flexibility in adapting
the trunk circuit to interface with various
signaling systems simply by changing the
firmware. As a result of preprocessing
being performed by the firmware-driven
on-board controller, the software-firmware
interface is more standardized, thereby
minimizing software development for
adaptation to different signaling systems.

Analog Trunk Circuit

The task of the analog trunk circuit is to
interface the System 12 digital switching
network with the predominantly analog
telephone network environment. In
practice, therefore, it must work with a wide
variety of analog trunk types in terms of
traffic handling, incoming and outgoing
interexchange signaling, trunk supervision,
and analog-to-digital conversion.

To meet these diverse requirements the
System 12 analog trunk module can be
equipped with trunk circuit boards for 4-wire
E &M incoming or outgoing trunks, 2-wire
outgoing trunks with loop disconnect, and
2-wire incoming trunks with battery
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reversal. These trunk circuits realize and
control the telephony, transmission, and
interface functions and requirements.
Telephony functions consist of battery
feeding, line signaling, line signaling control,
and interregister signaling. Transmission
functions and requirements cover transmit
and receive levels, exchange impedance,
different losses, frequency attenuation,
delay, noise, intermodulation, and
distortion. Interface functions include the
interface to the digital switching network,
transmission interface, digital speech
interface, signaling interface, and test

interface.

An analog trunk module consists of six
trunk circuit printed boards, each equipped
with six trunk circuits. A module can be
configured with 4-wire trunk circuits, 2-wire
outgoing trunk circuits, 2-wire incoming
trunk circuits, or a combination of the last

two.

Special Signaling Requirements

The signaling function can be divided into
two main parts. Line signaling defines the
status of the physical line and controls the
signals on the line, while interregister
signaling covers the interchange of register
information between exchanges.

Line signaling is defined as layer 1 of the
communication protocol between
exchanges. It provides the scan function for
signal detection and the drive function for
signal generation (see Table 1). Line
signaling can be realized as continuous

Table 1 — Line signaling functions for different analog trunk types

Line signaling

persistency

Trunktype - - -
Scan function Drive function

detection on E lead generationon Mlead
E&Mtrunk detection of group-carrier trunk blocking following a
(bothway) control signal fault or for maintenance

persistency splitting function forin-band

tones

polarity detection

(normal feed, reserve feed, loop signaling with loop
Outgoing trunk no feed) resistance (low-ohmic,

high-ohmic, open)

Incoming trunk

loop detection with loop
currents

persistency

line feed

polarity reversal with/without
click suppression

blocking function

signaling or in noncontinuous or impulsive
forms.

Interregister signaling can be
multifrequency or decadic signaling; the
latter uses the same components and
hybrids as the line signaling. Both signaling
principles work in two directions; forward in
the direction of the connection setup and
backward in the other direction.

The System 12 trunk types are based on
continuous signaling (CCITT R2) and a
basic set of decadic signaling principles.

Implementation

Trunk circuits are designed using hybrids to
meet the transmission requirements. Local
adaptation only requires the design of a new
hybrid which can then be assembled onto
the corresponding printed board.

Figure 1 shows the configuration of the
analog trunk circuit which consists of a trunk
part and a common part. The transmission
interface provides impedance matching,
signal level adjustment, and pad insertion to
adjust insertion loss in accordance with
transmission plan requirements. Software
selectable pads are inserted in both
directions.

A transformer is provided in the
transmission interface for overload
protection and for use in phantom circuits
with 4-wire trunks. In the case of 2-wire
trunks, 2-/4-wire conversion is needed to
realize a 4-wire information stream. Analog-
to-digital and digital-to-analog conversion
are performed by the digital signal
processor. The transcoder and filter
converts the linear coded output of the
digital signal processor to A- or u-law 8-bit
PCM code. The interface is constructed
using one digital signal processor per trunk
and an integrated circuit transcoder and
filter for each trunk printed board (six trunks).

In the transmit direction, analog-to-digital
conversion is performed by the sigma-delta
modulator. The output goes to the
decimation filter which attenuates out-of-
band noise and reduces the data rate from
1024 kwords s~ (each one bit long) to
32 kwords s™ (each 16 bits long). Next the
decimation filter output goes to the transmit
digital filter which carries out spectral
shaping and reduces the data rate to
8 kwords s™' (each 21 bits long). Transmit
gain control then compensates for gain
tolerance in the analog front end and adjusts
the signal levels. Gain control reduces the
signal word length from 21 bits to 13 bits.

Inthe receive direction, areverse process
takes place via the receive gain control,
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Figure 1
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receive digital filter, and interpolator. The
digital signal processor also includes a
digital hybrid which allows the customer-
defined balance networks for 2-wire trunks
to be set under software control. In addition,
the digital signal processor sets the gain in
both the transmit and receive directions.
The transcoder translates the 8-bit A- or
u-law PCM of the speech channel into
13-bit linear PCM.

The signaling interface detects and
generates signals for the communication
protocol. Inthe case of E&Mtrunks it scans
and drives the E&M wires directly.
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modules (Figure 2). The dual processor
terminal controller is connected by a

4 Mbits™' PCM link to the microprocessorin
each TCE of the paired module
configuration. All functions are controlled by
software using a virtual hardware concept.
The device handler system support

mac ..ne is defined in such a way that it
hides the hardware configuration from the
programs on a higher level.

The system support machine in the TCE
handles a mixture of the three analog trunk
types described earlier. Signaling logic is
structuredinthe same way and can support
different signaling types at the same time in
one program. The performance of the
hybrids and the modular software structure
minimize customer design engineering.

Digital Trunk Circuit

The System 12 digital trunk circuit connects
2048 kbits™' 32-channel PCM links to the
digital switching network. Thus it must,
above all, provide a 32-channel PCM
interface that meets CCITT
Recommendations in the G.700 and Q.500
series, with the exception of the
requirements that apply to the switching
system itself.
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In common with the analog trunk
modules, each digital trunk module is paired
with a similar module in the standard
System 12 architecture so that, in the event
of a TCE failure, the remaining TCE can take
over control of both terminals.

Functions of the digital trunk terminal
include the handling of channel associated
signaling in channel 76 (mismatch reporting
to the associated TCE and signal sending
according to instructions from the TCE), and
the handling of CCITT No 7 common
channel signaling at tevel 2. In addition the
on-board processor and associated
firmware help to perform self-testing of the
digital trunk terminal after power-on and at
the request of the software.

Implementation

The digital trunk circuit (Figure 3) is
constructed on a single printed board. Two
custom VLSIs (on-board controller interface
and digital trunk logic) and a microprocessor
(on-board controller) are the key
components of the digital trunk circuit.

DIGITAL TRUNK TERMINAL

PCM 30

Digital trunk logic: This block performs a
wide range of functions such as HDB3
conversion, frame synchronization and
supervision, jitter and slip control, frame
alignment buffer control, and CAS (channel
associated signaling) channel 76 muitiframe
butfer control. It also carries out alarm
handling and alarm signaling, as well as
in-channel signaling for trunk testing. The
digital trunk logic is realized as a semi-
custom VLSI circuit using standard cell
design.

On-board controller interface: This custom
VLSI circuit carries out software controlled
channel allocation to and from TCE links and
software controlled switching of one PCM
channel to the high level data link controller
for CCITT No 7 common channel signaling.
In addition it provides direct memory access
control for message transfer from TCE to
RAM, and vice versa, and supervises the
TCE links.

Frame alignment RAM: This buffer provides
storage for two frames to control frame slips

INTERFACE  DIGITAL TRUNK LOGIC

e s Figure 3
TERMINAL Block schematic of the
LI new digital trunk circuit
which occupies a
ON BOARD CONTROLLER INTERFACE single System 12
} printed board.
TERMINAL
CONTROL
ELEMENT B

SIGNALING FIRMWARE

Memory chips (RAM and ROM or EPROM)
are allocated to the on-board controller for

program and data storage, and to the digital
trunk logic as a frame alignment buffer and

channel associated signaling buffer.

Hardware Functions
The functions of the various hardware
blocks shown in Figure 3 are as follows:

2 Mbits™ interface: Provides the interface
to the transmission equipment, including
clock extraction from the incoming signal.

(in conjunction with the slip control logic of
the digital trunk logic) in cases where there
is too large a deviation between the
phases of the incoming bit stream and the
exchange clock.

CAS RAM: Buffers CAS information in
channel 76 in the receive and transmit
directions, as well as information in the odd
and even frames in channel 0. Access to
and from the 2048 kbits™' PCM link to other
exchanges is provided under the control of
the digital trunk logic in accordance with the

51




Trunk Circuits Electrical Communication - Volume 59, Number 1/2 - 1985

Digital trunk circuit
printed board.
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multiframe and frame structure. This
method allows the on-board controller more
time-independent access the CAS RAM for
reading, writing, and mismatch handling.
CAS channel 16 signaling must be handled
by the on-board controller with a rate of

2 ms, and channel 0 handling (particularly
alarm handling) within 0.25 ms.

CAS RAM interface provides the circuits for
on-board controller access to the CAS
RAM. As the CAS RAM operates from the
digital trunk circuit clock, which is
independent of the on-board controller
clock, the interface is necessary to enable
the on-board controller to access the

CAS RAM with the correct phases.

High level data link controller: This controller
handles part of the CCITT No 7 signaling
systemlevel 2, such as indicating the arrival
of messages. It communicates with the
on-board controller to transfer data to/from
the on-board controller. Thus the high level
datalink controller provides physical access
for a PCM channel carrying CCITT No 7
common channel signaling.

Firmware
Three firmware packages contain the
general firmware, CAS firmware, and CCITT

No 7 signaling firmware. The first provides
the functions necessary for trunk circuit
initialization and trunk circuit hardware
testing, as well as message transfer
between the on-board controller and TCE.
In addition it acts as an on-board controller
monitor and scheduler.

The second package, the CAS firmware,
deals with receive channel 16 mismatch
handling, receive TCE message generation,
transmit TCE message handling, and
transmit signal sending and timing. It also
performs in-channel handling for trunk
testing (transparenttransfer of CAS through
the switching network for individual
channels).

Third, the CCITT No 7 signaling firmware
carries out level 2 handling in cooperation
with the high level data link controller, as
well as message translation and transfer
from TCE to the allocated PCM channel, and
vice versa.

Conclusions

The analog and digital trunk circuits have
both demonstrated how advances in
integrated circuit technology can be
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incorporated into the System 12 design
without any change in the overall system.

Development of the analog trunk circuit
required only a limited effort in view of the
common usage of custom designed VLSIs
in lines and trunks. The new analog trunk
circuit described here occupies a single
printed board, with six boards being
equipped in an analog trunk moduie.

The digital trunk circuit connects
2048 kbits™ 32-channel PCM links to the
System 12 digital switching network. By
make use of the latest VLSI technology it
has been possible to construct the new
digital trunk circuit on a single printed board
rather than the two required previously. The
same hardware is used for both CAS and
CCITT No 7 common channel signaling —
only the firmware is different. The chosen
design approach allows signaling functions
to be extended for future digital trunk
circuits.
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Microphotograph of
the new dual switch
port VLSI chip which
incorporates around
20000 transistors.
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System 12
Dual Switch Port

Advantage has been taken of the latest
VLSl technology to integrate two System 12
switch ports onto a single chip. Atthe same
time new features have been added and
the device testability enhanced. The new
digital switching element, which is based on
this dual switch port, remains fully
compatible with the previous version.
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Introduction

The manufacture of electronic systems
becomes more cost-effective and
performance is improved as the integration
level of the semiconductor chips is
increased. Reasons for this include the

e

lower number of parts, the need to
interconnect fewer devices, and the smaller
area required for mounting the integrated
circuits. Increases in integration level are
made possible by continuous evolution of
semiconductor technology towards smaller
feature sizes. Hence, it is worthwhile
investigating whether existing LSI
components can be further integrated.

Such a study has been performed on the
switching element of the System 12 Digital
Exchange'. As a typical 10000-line
exchange based on the present technology
has 3168 switch ports, significant
advantages can be expected from halving
the number of devices. With this in mind, a
dual switch port has been developed.

Switching Element Functions

Figure 1 shows the structure of the
switching element with 16 ports connected
by a common time division multiplex bus.
Each switch port has a bidirectional PCM
interface for an incoming and an outgoing
4096 kbit s~ serial bit stream with

32 channels of 16 bits per frame. A clock
circuit selects one of the two 8192 kHz
system clock signals (A or B) and provides
the ports with 8192 kHz, 4096 kHz, and a
local frame reference (8 kHz) for its internal
bus operations and outgoing links.
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Incoming PCM signals have an arbitrary
phase relation to the switch port clock, one
reason being the physical length of the PCM
link. Hence itis first necessary to acquire bit
synchronization and frame alignment. Bit
synchronization is achieved by detecting
the transients (17— 0and 0— 1) in the
incoming PCM bit stream.

Frame alignment is based on the
detection of a synchronization pattern in
channel 0 of the incoming PCM link. If no
synchronization word is detected, a loss of
synchronization alarm message is launched
onthe outgoing PCM links of switch ports N
and N+ 8. As soon as a synchronization
word is detected within the serial bitstream,
the beginning of the frame (channel 0) is
known.

The following channels are convertedto a
16-bit parallel word. The two most
significant bits characterize the word format
as being idle, select command, spata
(speech or data), or escape. When the
protocol bits indicate idle, no further
operation is performed: the channel is
simply not used. When the protocol bits
designate the word as being a select
command, appropriate action is taken to set
up a path. If no free channel is available for
setting up a path, a NACK (no
acknowledgment) message is sent back to
the adjacent port of the preceding switching
element. Sending this NACK message
back to the source clears the existing path.

If the protocol bits indicate that the word
has spata (speech or data) format, then
action is taken to transmit that word over the
existing path using two switch ports and the
TDM bus. Each receive side of the switch

ports has access to the TDM bus during a
fixed bus cycle per channel time of 3.9 us
(32times perframe). Abus cycleis splitinto
four phases P, D, W, and R (Figure 2}, each
with a timeslot of 244 ns. The bus cydles at
ports 0 to 15 are staggered by one timeslot
to avoid overlapping on the TDM bus.
During phase P a port address is sent
from a receive side of the dual switch port
on the port bus. Each transmit side
compares this address with its own port
identity to check whether it should process
the information on the active buses in
phase P and phase D. Subsequently the
information is processed by the selected
transmit side in phase W; an
acknowledgment may be returned during
phase R. The port identity, which is
determined by exteinal strap inputs of the
dual switch port, defines the timeslot Ei
. , \ . igure 2
assignment to each receive side (Figure2).  timinginthe

System 12 digital
switching element.
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Figure 3

Block schematic of
the receive side of
the dual switch port.
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Some intelligence is built into the switch
ports to allow distributed control via the
serial PCM links. Port addresses can be
chosen autonomously at the receive side,
but it is also possible to extract the port
address from select commands received
via the serial input. Both selection modes
are used during path setup through the
switching network. All receive sides
independently keep track of their PCM
channel status and can detect erroneous
actions, such as the appearance of spata
protocol in an idle channel.

At the transmit side, data is picked from
the data bus and control bits from the control
bus. Control bits dictate the action to be
performed. In the case of a select command,
a channel is assigned and a check made to
determine whether it is free. The channel
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is determined by the type of select
command. If it is a free select, a channel
number is chosen by the transmit side. In
the case of a specific select command, the
channel number is put on the channel bus
by the originating receive side, and the
transmit side selects this channel. In both
cases, the address of the selected channel
is returned to the receive side during
phase R.

If the select operation has been
successful, an acknowlegment is sent back
to the receive side. Transmission of the
following select commands and spata words
is analogous, but in this case the channel
number is always taken from the channel
bus. A protection mechanism in the transmit
side supervises the transmission on
selected channels: if two paths cross,
neither is acknowledged and both paths are
cleared down. Another function of the
transmit side is to process the contents of
channel 0. This channel is handled

separately; it carries the synchronization
word and may contain different commands
for maintenance purposes. These
commands allow a port to be masked for
maintenance so that it cannot be used for
call setup; they may be used to inhibit or
invoke alarm generation, suppress the
synchronization pattern, or request
maintenance status.

Itis not possible to select channel 0.
There is a fixed duplex path for channel 0
words via ports N and N+ 8 of the switching
elements and the PCM links between the
different stages. Such a complete duplex
path between two TCEs is called a tunnel.
All channel 0 words are propagated along
this tunnel towards a TCE where the
commands are generated and the alarms
and responses interpreted. Channel 16 also
has a special function: it carries NACK
information to the adjacent port of the
preceding stage of the switching network
and so, stage by stage, back to the TCE.

Dual Switch Port Structure

The block schematics of both the single and
dual switch ports are very similar as the two
versions are functionally equivalent. The
major functional aspects of this device are
explained below, and the differences from
the single switch port are highlighted.

Receive Side

Figure 3 is a block diagram of the receive
side of the dual switch port. Two PCM input
streams are, after synchronization and
serial-to-parallel conversion, interleaved on
an internal bus (eight clock periods each).
The content of the internal bus can be
interpreted asidle, data, orcommand. Ifit is
data, the 16-bit word is placed on the TDM
bus, together with a 4-bit port address
(stored in the port RAM) and a 5-bit channel
address (stored in the channel RAM). These
addresses determine the destination of the
dataword. In addition, an appropriate control
word is sent on the bus.

When a path setup command is detected,
the 16-bit word is processed by the receive
control part. The select code is interpreted,
andif portand channel addresses are given
they are extracted from the corresponding
fields in the select command. It is also
possible for the port address to be freely
chosen by the receive side hardware using
the free port select circuits that keep track of
the availability of all the transmit ports on
one switching element. The chosen port
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and channel addresses are put on the
respective buses together with a control
word. The port address is also stored in the
port RAM for use during the transmission of
subseqguent spatawords. The channel RAM
is loaded with the address as it is returned
from the destination transmit side. The
function of the status RAM is to keep track of
PCM channel status changes on the PCM
input line.

While there is no functional difference
between the receive sides of the single and
dual switch ports (i.e. all commands are
interpreted and executed in exactly the
same way), there is a significant
implementation difference arising from the
fact that receive side operations can be
executed in seven clock cycles, although
16 clock cycles are available. Thus it is
possible to treat two receive side channels
within the 16 available clock cycles, allowing
the two receive sides of the dual switch port
to be multiplexed onto one internal bus. So
that the processing time for both receive
sides is identical, the 16 clock cycles are
splitinto two groups of eight. As one receive
side is processed eight clock cycles later
than the other, their bus cycles (P, D, W, R)
must be separated by eight clock cycles.
This is one reason for grouping the switch
ports with identities N and N+ 8 into one
dual switch port. The strap for the most
significant bit of the port address can thus
be omitted or be replaced by an internal
signal that distinguishes port N from
port N+ 8.

Not all parts of the receive sides may or
can be multiplexed. The input
synchronization circuits must be completely
independent as there is no relation between
the PCMsignals. All the RAM section has to
be separate for the same reason. The other
parts of the receive sides are common to
both.

As a result several hundred transistors
have been saved, thereby reducing power
consumption and chip area (approximately
3 mm?2).

Transmit Side

A block diagram of the transmit side is
shown in Figure 4. Both transmit sides of a
dual switch port are identical. Each transmit
side has an address (which differs by 8) that
is used to detect whether or not it is to
process data on the TDM bus. If the port
number on the port bus equals the address
of a specific transmit side, data on the buses
is accepted. Data on the control bus is
evaluated to determine the action to be

taken. If a select command is tc be
executed, the status RAM is updated and a
channelis chosen. This can be done by free
search or it can be a specific channel, in
which case it is determined by the channel
address on the channel bus. In both cases,
the channel address is returned to the

initiating receive side via the response bus.

Selection of a free channel is perfarmed
by a first free select circuit which keeps a
stack of three channels that can be chosen
for path setup. The stack is updated soasto
minimize delay between acceptance of the
channel from the TOM bus and outpulsing
of the data via the PCM link. If a spata word
istakenfromthe TDM bus, itis stored inthe
data RAM at a location defined by the
channel address on the channel bus
Channels are read sequentially from the
data RAM and output serially on the PCM
line.
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0JTPUT [

DATA RAM J=—

New System 12
digital switching
element printed
board based on the
dual switch port.

Figure 4

Block schematic of
the transmit side of
the dual switch port.
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Transmit control checks whether two

paths are crossing, whether path search is

ended by a NACK, or whether a channel is
cleared. It also launches alarms (loss of
synchronization, write activity error),
executes channel 0 commands, and inserts
the synchronization code. Should the
adjacent receive side (i.e. the side
accepting the PCM bitstream) lose
synchronization, information from the data
RAM is suppressed. Only protocol bits and
the synchronization patternin channel O are
sent. This ensures correct synchronization
by the adjacent receive side.

As both transmit sides can be addressed
independently by data coming from the
TDM bus, they can be involved in different
processes at the same time. This makes it
impossible to share a significant amount of
hardware between the two transmit sides.
However, some savings have been possible
in the so-called bypath circuit: as switch
ports N and N+ 8 are on the same chip,
there is no need to provide an external
bypath connection. Parallel-to-serial
conversion has also been omitted as the
bypath bits are more easily exchanged
directly between the switch ports.

Compared with the single switch port, the
command set has been enhanced with the
clock interrogate command for channel 0.
This allows the software to check whether
both system clocks in a specific switching
element are operational or faulty, and which
one is currently selected. Also a power on
resetcircuit has been included. After power-
up, all dual switch ports in a switching
element are in a state that does not allow
them to accept path select commands or
send any alarms before they have been
correctly initialized by the system software.

With the exception of the above changes,
there is no functional difference between
the transmit sides of the dual and single
switch ports.

Testability Logic

Testing increasingly complex VLS| circuits
is a real challenge. Dedicated circuitry has
therefore been included on the dual switch
portto enhance circuittestability. It consists
of a set of 16 shift registers which can be
connected to the switch port circuits under
hardware control. It is then possible to
access internal points that could not
otherwise be monitored. Four of these test
registersare provided in each of the receive
sides, and four in each of the transmit sides.
Data can be shifted in these registers and
subsequently written to a specific location.
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Figure 5

Typical hardware
circuit included on
the chip to improve
testability of the
dual switch port.
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A typical circuit is shown in Figure 5. On the
other handitis possible to retrieve datafrom
that same location, and shift it out for
analysis. Data shifted in and the test register
used for the test can be independently
controlled. A third set of test inputs (read
and write) makes it possible to choose
when a specific test action is to be
performed.

Data can be exchanged between the test
logic and the circuit by connecting the
in-circuit gate and the shift register gate
togetherin a wired AND configuration.
Simultaneously, the gate that is to be written
is forced to logic 7 condition as its input is
tied to ground. The additional hardware
occupies about 5% of the total chip area.
Seven additional input/output connections
are necessary to make use of all test
registers. When the VLS| device is mounted
on the printed board, the test registers are
not used: the testability circuit is disabled
and in a low power state. An additional test
feature is the possibility of communication
between ports N and N+ 8 without using
the input/output structures.

Dual Switch Port Characteristics

The dual switch port VLSI circuit is realized
in 3 um single polysilicon NMOS
technology. Die size is 6.08 mm X 6.16 mm,
giving an area of about 37 mm2. There are
around 20000 transistors in the complete
circuit, including those provided to improve
testability. The devices operate on a single
5V supply in contrast to the single switch
port chip which needs three supplies (+5V,
+12V, and —3V). The +12V was mainly
used to power the input/output circuitry
while the — 3V was for substrate biasing.
The dual switch port dissipates about

650 mW, with a maximum of 300 mW. Itis
packaged in a 68-pin leadless chip carrier.




New Switching Element Printed Board

The reduction from 16 single ports to eight
dual switch ports in a switching element has
considerably simplified the layout of the
new printed board which has been
developed in a four-layer technology. Lines
of the common TDM bus are much shorter,
thus reducing the capacitive load. Power
dissipation of the board has been reduced
by a factor of about 1.7.

The 68-pin leadless chip carrier, which
replaces the 64-pin leaded chip carrier,
uses a new chip carrier interconnection
element called a pin frame. This injection-
molded glass-reinforced polyester frame
with embedded interconnection pins23.4
enables leadless ceramic chip carriers tobe
reliably, simply, and inexpensively attached
to standard glass epoxy printed boards.

The new switching element printed board
with dual switch ports is fully compatible
(upward compatible) with the present
switching element printed board, and can
therefore be used to replace the earlier
type. The additional clock interrogate
command can be used in switching

networks equipped with the new switching
element.

Conclusions

A dual switch port VLSI circuit has been
developed in 3 um NMOS technology which
performs the same functions as the single
switch port, provides new features, and
enhances testability. A new switching
element printed board for System 12 has
been constructed using this dual switch
port.
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Figure 1

Structuring of software
functions according to
the virtual machine
concept.
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System 12
Software

Many of the major features of the System 12
Digital Exchange depend entirely on the
software which must support the distributed
hardware architecture and allow changes
to be introduced without major disruption.
The concepts of virtual machines, finite
message machines, and system support
machines have made it possible to achieve
these goals. In addition, a distributed
database has been designed.
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Introduction

In System 12, as in many telecommunication
products, programming represents the
major part of the development and
maintenance effort. If this activity is to meet
the needs of administrations and the
manufacturer, a number of basic
requirements must be satisfied: software
development and maintenance must be
cost-effective, the product should be easily
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adaptable to changing requirements, and
naturally the logic should be correct and
complete in terms of both functionality and
performance. These objectives can only be
achieved if the product is developed on a
sound conceptual basis.

The structure of the System 12 software,
which is based primarily on the virtual
machine concept, software building blocks,
and leading edge programming techniques
for database management, has made it
possible to meet all these objectives.

Virtual Machine Concept

Virtual machines are a well known software
design technique that makes it possible to
structure the functions of asysteminsucha
way that programs on higher levels do not
need to know how functions are
implemented on lower levels.

Logical View of Virtual Machine Concept
The structuring of functions into a nesting of
several levels of virtual machines was
applied early in the System 12 software
design. Figure 1 shows the arrangement of
System 12 software into virtual machines.
Closest to the hardware is level 1
software such as the operating system,
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network handler, device handlers, and
database. Level 2 supports primitive
telephonic functions, including conversion
of signals into telephonic messages and
vice versa, trunk resource management,
and charging functions. Application
functions such as call handling are
performed at level 3; a virtual machine is
allocated to execute telephonic functions
directly. Call handling functions on level 3
generate data for administration. The
administration programs on level 4 work
only on this data, and are thus completely
separate from the call handling programs.

Implementation of this concept restricts
the influence of hardware changes to small
areas of the virtual machine. This is of great
importance for switching systems, since
technological advances in the
semiconductor industry result in frequent
changes. The operating system and
network handler isolate the application
FMMs (finite message machines) from
most nontelephonic hardware properties.
Thus, for example, changes to processor
hardware only require the level 7 programs
to be modified, and do not affect the
application programs.

During development, these levels of
problem definition are converted into CHILL
programs and packaged into FMMs with the
aid of an interface context library that
ensures the communication standards of
System 12. As levels 210 4 are transparent
to physical machine properties, FMMs at
these levels can be freely allocated between
the many microprocessor-based control
elements of System 12’s distributed design,
taking into consideration both performance
and economy.
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Figure 2

Typical allocation of
software functions to
control elements. It
should be noted that
the figure shows a
particular exchange
configuration.

Physical View of Virtual Machine Concept
Figure 2 shows the various types of control
element, together with their resident
software functions. In System 12, not only
the call handling functions are distributed,
but also major parts of the maintenance,
administration, operating system, network
handler, and database software.

The flexibility of the FMM concept allows
software to be allocated in various ways to
suitthe requirements of particular exchange
configurations. Furthermore, during
detailed design and coding itis unnecessary
for designers to know how the software will
ultimately be allocaled. This information is
only needed when the software package is
being produced for a particular exchange
type in terms of size and market
requirements. For example, in a small
exchange functions can be concentrated in
a few types of control element. In contrast,
in a large exchange these functions can be
distributed over a greater number of control
element types in order to meet the
performance requirements in the optimal
way.

Building Biocks for System 12 Scftware

Figure 3 shows the three types of physical
building block for the software: operating
system, FMMs for the application programs,
and SSMs (system support machines) to
support the FMMs. Communication
between FMMSs is by messages; all other
communication within the system is by
procedure calls to the SSMs and the
operating system.
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The operating system provides basic
support for executing the application
programs by performing such functions as
intermodule communication, process
scheduling and timing, access to peripheral
units, and autonomous recovery.

FMMs are based on a concept that
ensures a highly modular, flexible, and
well-structured software design. Each FMM
is defined as a unique entity: this means that
the internal structure of a particular FMM
need not be known to designers of other
FMMs. The interface between an FMM and
the rest of the software system is defined by
a set of messages received and sent. The
functional behavior of each FMM is defined
completely by the sequence of messages it
receives, and the messages that it sends in
response (Figure 4).

The FMM concept allows software
functions to be distributed over a large
number of control elements. As already
explained, this distribution can be fixed as
late as during the building of the software
package for a specific exchange. At this
time a set of distribution tables is populated
which map the selected layout of software
components in the exchange.

The sending of messages between FMMs
is controlled by amessage handler, which is
part of the operating system. It resides in all
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machine concept.
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control elements of the distributed control
system. Each control element is equipped
with a serial 4 MHz data link for information
exchange via the digital switching network.

Figure 5 shows how messages are
passed between control elements. The
message handler consults its message
routing table to identify the destination of a
message. If the message routing table
indicates a distant control element, the
message is passed to the network handler
which routes it to the destination control
element where the message handler
completes delivery.

The third type of building block in the
System 12 software is the SSM. Frequently
used software modules which interface with
hardware are implemented as SSMs
(Figure 6). An SSM consists of one or more
procedures which are invoked by procedure
calls. For example, the following procedures
may be contained within one SSM: interface
procedures, clock-driven and interrupt-
driven procedures, and event handlers.
SSM procedures can share common data
which is accessed via monitors that ensure
controlled access to the data. These
procedures are called by a mechanism,
supported by the operating system, using
software interrupts. Thus SSMs need not
be linked off-line to the FMMs that call them.

Operating System

Whereas FMMs are defined to be driven by
messages and represent a process
definition, SSMs representimplementation-
defined built-in routines to support
hardware-related control functions. The
System 12 operating system supports this
modularity by providing an environment in
which FMMs and SSMs can coexist and by
providing mechanisms that enable the
system to be driven through messages.

The System 12 operating system is a
distributed real-time multitasking system.
Each control element is considered as a
self-contained unit, and therefore contains
basically the same operating system, which
provides the following features:

— support for the concurrent operation of
many instances of process (FMM)
definitions running in the same control
element

— mechanism to allow concurrent process
instances to communicate via messages
(including transfer to a remote control
element where necessary)
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— range of timing facilities

— miscellaneous support functions, such
as report of real-time usage,
management of sanity timer, memory
management, and recovery from
hardware and software faults.

System 12 is a completely distributed
system from a hardware viewpoint. Its use
of an intelligent digital switching network
and microprocessor-based terminal
modules has been the key to building a
powerful distributed system. Each terminal
module includes a terminal control element
(consisting of a terminal interface,
microprocessor, and memory) which
controls the terminal hardware. This
approach has resulted in a flexible and
expandable network.

The System 12 operating system has
taken advantage of the distributed
architecture by providing a mechanism
which conforms to the needs of the
specialized terminal hardware, whether it
be telephone lines and trunks, ISDN, input/
output, or just simple data reference control
elements.

The operating system can configure itself
at build time and run time to provide the
features necessary to support user
application programs and system hardware
features. This approach eliminates
unnecessary storage of code and data in
control elements and supports only those
features specific to the included user
application code. Thus it differs from
centralized design which builds operating
systems with all the features in one software

package. The System 12 approach is
designedto allow the system to change and
conform to future product lines without
burdening all control elements with all past
and future features.

The operating system is packaged in the
same way as user applications {FMMs and
SSMs). Software modules for operating
system support functions and the terminal
interface subsystem are present in all
control elements.

Operating system support includes the
following facilities:

— message handler which routes the user
communication

— process manager which provides the
scheduling algorithms
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Figure 5

Passage of messages
between control
elements.

Figure 6

Basic structure of a
system support
machine.

63




Software Electrical Communication - Volume 59, Number 1/2 - 1985

— buffer manager which provides the
resource allocation scheme

— time services which provide the system
timing mechanism

— overlay manager which supervises
nonresident user application software.

The terminal interface subsystem provides
the basic mechanism for interfacing the
control element with the intelligent digital
switching network.

In contrastto these kernel modules, other
software modules are only included in
particular control elements in order to meet,
for example, specific hardware needs and
overload control features.

A method for allowing software modules
to be added or removed is required in the
kernel. The method for implementing user
level FMMs and SSMs is via the FMM and
SSM control blocks, which describe all
relevant attributes of the module to the
operating system. Using this method, the
kernel is informed of the software modules
within a processor. This method is also
used for the removable parts of the
operating system.

Data Handling

As the distributed control principle leads to
data being distributed to the various control
elements, a distributed relational database
and a corresponding database control
system have been developed for

System 12. Each control element contains a
section of the database, and a database
control system which controls access to
and updating of data. To ensure flexibility
and prevent the same data from being
stored in more than one control element,
the database control system hides the
physical location and implementation details
of the data from the programmer who need
not know at coding time which control
element will house the requested data.

An FMM in a control element handles
communication with the database (i.e. with
all sections of the database, residing in all
control elements) using simple commands
such as get and modify. Database access
mechanisms also reside in all control
elements. The database control system
supports these requests by providing local
or global access to data. Local access
means that data can be accessed from the
database section that resides in the same
control element as the requesting control
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system; global access means that it is
necessary to access part of a database in
another control element. Selection of the
access method is hidden from the
application programmer.

Security is an important aspect of data
handling; it is achieved by duplicating data.
Synchronization between copies and
recovery actions in the event of a fault
should be integral to the data handling
system. The System 12 database
management system, which consists of the
database control system and the database
security system, satisfies all data security
requirements. The handling of security
functionsis hidden from the FMMs, as isthe
physical distribution of data. Security
aspects are defined off-line; on-line they
are taken over by the database security
system. Once again, it is the manufacturing
process that identifies security levels in the
distribution tables.

Classification of Software ltems

System 12 software packages are designed
to be as generic as possible. The basic
package is the system kernel, which is
identical in all applications (Figure 7). The
components of the system kernel are the
operating system with network handler,
database management system,
maintenance system, input/output system,
man-machine communication system, and
other components that cause the hardware
and system kernel to act as a fault-tolerant,
real-time, extendable multiprocessing and
multiprocessor machine.

The next software package in the
hierarchy is the shell which consists of the
telephonic device handlers. These
programs are written so that they all have a
standard interface to the surrounding
application programs which constitute the
remaining software packages. Functions
supported by these packages include call
handling, administration, and charging.

Typically, customer design engineering
is linked to the shell and the application
programs. If an exchange of a particular
type (i.e. with the same logic as a previous
exchange) is to be installed again in a given
network without any change in features,
only customer application engineering is
necessary. Thisis limited to the provision of
data for the specific application, and
integration of the data into the existing
software system.

APPLICATIONS
SHELL
| KERNEL

Figure 7
Classification of
software items.




System 12 Data Design

A relational database is used in System 12.
Data is represented by relations, each of
which is a two-dimensional organization of
interrelated data items. This results in data
independence (i.e. separation between the
user's logical view of data and its physical
representation), flexibility (relational
operations permit different treatment of data
depending on user needs), and clarity.

Asshownin Figure 8, logical and physical
data models are used during design. The
logical data model describes the logical
structure of System 12 data: it contains the
data submodel definitions for FMMs and
SSMs that use the database, the access
rights models, and the virtual and real
relation definitions.

The physical data model describes the
physical layout and attributes of each relation.
Furthermore, it defines the control element
in which each physical relation has to
appear, resulting in the definition of the data
load segments for each processor.

Data development consists of two main
steps: data specification and data design.
Inputs to the data specification process are
the functional specifications, system
requirements, programmers’ and
designers’ ideas, and database designers’
know-how. During specification, the
database designer supports the program
designer in identifying data items and
analyzing relationships (functional
dependencies). The data dictionary is
consulted for existing data items, and new
data item descriptions are inserted; if
necessary, the required modes for each
data item are described. Finally, a data
population document is created which
describes the population rules.

Inputs required for data design include
the previous release of the logical and
physical data model, data mode definitions
(in the CHILL sense), data item
descriptions, population documents, and
the definition of the software build for an
application (e.g. an exchange type). During
this process, conflicting data requirements
are identified and resolved. Data submodels
and access right models are defined, as well
as physical relations and their distribution
between the control elements. Data
population documents are reviewed, and
the final data population algorithms are
defined. Finally, new versions of the logical
and physical data models are created.
These two data models together with data
mode definitions form the so-called
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metadatabase which is used as an input for
production of the system load tape for a
series of exchanges with the same
characteristics (e.g. size, market segment).

Data design involves two teams of
designers with different skills: program
designers (who understand the functions to
be performed by FMMs and SSMs, and
their implementation), and data designers
(who have specific knowledge about the
contents of existing metadatabases, the
database management system, and the
tools used to produce the system load
tapes).

Software Production and Manufacture

The System 12 product lifecycle is
supported by an integrated set of systems
to support engineering activities. Most of
these support systems currently run on
IBM 370 and compatible mainframes under
the MVS (multiple virtual storage) operating
system.

Generation of a system load tape for a
System 12 exchange relies heavily on
some of these support systems, as shown
in Figure 9.

Two categories of processes may be
distinguished:

— Software production processes, which
create components that are common to
all exchanges of the same type. These
may be further classified into the
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generation of FMMs and SSMs, and the
generation of GLSs.

— Software manufacturing processes,
which create components that are
specific to one exchange and therefore
have to be run for each exchange. These
may be further classified into the
generation of data load segments and
system building.

Software production is based on two
libraries, the source library of FMMs and
SSMs (written in a problem-oriented
language, in CHILL, or in assembler), and
the context library which contains the
metadatabase, description of messages
between FMMs, etc. The production
process starts with FMMs and SSMs.
Information input to this process defines
which FMMs and SSMs have to be
translated, and how the process is to be
performed.

Depending on the type of source
program, different translators are activated.
The problem-oriented language processors
translate source programs coded in
problem-oriented languages into pure
CHILL statements; the CHILL compiler
translates CHILL statements into an
intermediate relocatable binary object
format and assembler language.

After the FMMs and SSMs have been
produced, a general linkage editor is used
to make the FMMs and SSMs available in
relocatable object format so that they can be
used to produce GLSs. A GLS consists of
allthe FMMs and SSMsthat are to be loaded
into a particular type of control element
(several control elements in an exchange
will execute the same logic). This layout of a
control element type isinputto the segment
mapper which takes the relevant FMMs and
SSMs and combines them to form GLSs in
absolute binary object format.

In a second stage, a customer design
engineering map generator is activated to
process information about a particular
application (e.g. exchange type). It also
adds reference information about all the
control element types that form the specific
application to the information contained in
the control element map files. All
components described above, the context,
the exchange configuration data, and the
customer application engineering data for a
specific application, represent the input to
the software manufacturing process, and in
particular the production process for the
data load segments. Together with the
exchange configuration and other typical
exchange-related data, this input is
processed by a customer application
engineering support system and a database
generator, which then output the data load
segments in absolute binary object form.

in the final stage, the system builder
combinesthe GLSs and dataload segments
on a systemload tape which isthen ready to
be loaded into a System 12 exchange. It
should be emphasized that for customer
application engineering (i.e. producing a
system load tape for an existing exchange),
only the data load segment production
process and the system builder have to be
applied; GLS production is required only
once for each exchange type, and FMM and
SSM production only once per FMM and
SSMtranslation. The entire generation
process and the associated tools have been
designed to minimize the need for manual
inputand interference. Within each process,
inputand output information is automatically




validated, thereby ensuring that high quality
system load tapes can be shipped to the
laboratories or to the exchange sites.

Conclusions

The advanced software structuring
techniques applied to System 12 offer a
number of advantages with regard to easy
extension, high system reliability, and nearly
‘unlimited control capacity. Development
and manufacture of the software are both
supported by powerful engineering
systems. All this has ensured that the
functional and performance objectives of
System 12 have already been achieved in
many field applications. Experience in the
field has also proved the high system
reliability, flexibility, and future safety of the
System 12 design.
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System 12

Software Quality Assurance

At the outset of the System 12
development, software quality assurance
measures were identified as essential to
the realization of good quality software and
high programming productivity. The main
objectives were to prevent defects during
design, then to identify any remaining faults
and remove them at the earliest possible
development phase.

J. Nenz
Standard Elektrik Lorenz AG, Berlin,
Federal Republic of Germany

Introduction

Modern telecommunication products, such
as the System 12 Digital Exchange, must
meet stringent performance and reliability
objectives in order to achieve the high
equipment standards demanded by most
telecommunication administrations.

As software development represents
more than half the total development effort
for a complex telecommunication system, it
is essential to define and implement
measures that help ensure that the finished
software willmeet all the quality targets. The
discipline which provides these methods,
procedures, tools, and organizational
recommendations is termed SWQA
(software quality assurance).

A comprehensive SWQA programme
was considered as mandatory from the
outset of the System 12 development, and
SWQA methods and techniques have
played an important part in achieving a high
quality product.

Characteristics of Software Quality

Software quality can be defined as the sum
of all the characteristics and attributes of
software products and processes and their
qualification to satisfy user requirements
and expectations. Reliability, effectiveness,
and user friendliness are examples of these
characteristics. It has to be emphasized that
these characteristics refer not only to the
product attributes but also to all aspects that
may influence the quality of the final product
in a given project environment. Thus all

technological aspects of software product
development (e.g. methods, tools,
concepts) and all management aspects
(e.g. planning, coordination, control) must
be checked to see whether they contribute
to quality.

The quality characteristics that are
relevant to a software product can be
derived from the product requirement
specification. It is then possible to use
quality metrics (measurement systems for
quality characteristics) to define the testable
quality targets for each characteristic. Only
when clear target values or definitions have
been produced for both the product and
development processes is it possible to
plan, control, and evaluate product quality
throughout the software lifecycle.

Elements of Software Quality Assurance

After the quality targets have been defined
in detail, measures by which to achieve
these targets must be selected. SWQA
offers the technical and organizational
methods that are necessary to achieve the
specified product quality targets
economically. These measures can be
subdivided into five main activities:

Software quality planning defines the
product quality characteristics, quality
targets, and acceptance criteria; it also
defines all SWQA activities to be performed,
including resource planning and SWQA
milestones.

Software quality construction covers the
definition and implementation of a quality-




Figure 1
SWQA system and
associated interfaces.
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oriented development concept and defect
prevention techniques, and ensures that
software engineering methods and tools
are applied, and project standards are
adhered to.

Software quality control includes the
implementation, coordination, and
supervision of SWQA activities, the
acceptance of phase products, the reporting
of software product quality status, and the
initiation of compensating measures should
product quality be at risk (e.g. as a result of
high defect rates, poor performance, or low
availability of product components, or of the
system as a whole in operation).

Software quality testing is concerned with
the testing of design phase products
(requirement reviews, design inspection,
code inspection, etc); with test planning,
test specification, and test performance;
and with project and process audits.

Software quality evaluation permanently
supervises the quality status of software
products and software development
processes, provides defect measurement
and quality cost analysis, and evaluates the
applied tools, methods, and concepts.

During System 12 development it was
shown that the only way to achieve the
required product quality in the most cost-
effective and controlled way was to combine
activities from all five areas. SWQA activities
are chosen according to the product quality
targets; together they constitute the project

——— PROJECT-INDEPENDENT ————

SWQA programme, and are specified in the
SWQA plan for the project.

The relationship between the quality
system of a company, its SWQA standards,
andthe project SWQA plan and programme
is shown in Figure 1.

Software Quality Planning

Product quality is a major objective of
softwaie development, so a plan must be
carefully drawn up on how to proceed from
the quality targets specified during the
project definition phase to a final product
which satisfies these requirements.

The SWQA plan defines this process and
all the SWQA activities necessary to reach
the goal. It contains clear instructions as to
which activities have to be carried out in
which development phase and refers to the
underlying procedures (tools) and
guidelines set out in (project or company)
standards. The plan also clearly specifies
which team is responsible for SWQA and
which other functions have to participate. In
addition the SWQA plan includes
acceptance criteria that must be met by
phase products before they are released to
softwase configuration management,
enabling the next development phase to be
started.

Table 1 outlines an SWQA plan similar to
that being used for System 12 development.

MARKET

—— PROJECT-SPECIFIC ——
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Table 1 — OQutline of SWQA plan

Introduction

Objectives

Scope

References to project plan, company quality
system, etc.

Requirements

Prerequisites for SWQA
Priority quality characteristics
Definition of quality targets/acceptance criteria.

Activities
SWQA activities within project

SWQA standards/methods (reference only)
SWQA tools to be used (reference only).

Organization

SWQA within project organization structure
Allocating responsibilities for SWQA activities
Interfaces to other functions

Effort estimation

Reporting.

Built-in Quality

From the start of the System 12 project it
was recognized that the very high quality
standards necessary in suchacomplexand
sophisticated telecommunication product
could not be achieved simply by using
comprehensive defect removal techniques
and other analytic and test-oriented SWQA
methods throughout the development
lifecycle. It was clear that quality had to be
“designed-into” the product by selecting a
quality-oriented software architecture. The
System 12 software has achieved this by
using, for example:

finite message machine concept

virtual machine concept

data separation (database)

reusable basic software.

In addition, modern programming practices
have been used throughout, including:

— top down design/bottom up testing
— lifecycle milestone control
— problem-oriented languages

— development standards (programming
practices and guidelines)

— host computer based documentation
— strong configuration management
— suitable design and test tools.
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“Doitrightthe firsttime” has been a slogan
used by ITT in campaigns to enforce and
maintain hardware quality, but it is equally
relevant for software development and a
valid recommendation for all participants in
software development projects.

Early Defect Detection and Correction

Defects are inadvertently introduced into
software products in all development
phases and during all activities. This is
particularly true of the earlier phases of
software development, with some 60% of
all defects being design defects.

Traditionally defects have remained until
testing started when they were detected in
the firstor asubsequenttest phase, oreven
at the customers’ sites. This certainly is not
an efficient way to remove defects; SWQA
offers more advanced and more cost-
effective methods. If it is not possible to
avoid a defect by prevention techniques,
the second-best method is to detect that
defect as early as possible and remove it
immediately after the relevant design phase
has been completed.

All reviews, designinspections, and code
inspections come within this category.
Basically, these procedures define
immediate inspection of development
products (i.e. design documentation) by
independent project team members after
the author has released the product as
complete. The main purpose of these
activities is to avoid remaining defects
causing a “defect avalanche” which would
require more testing, increase project costs,
cause delays and, inevitably, lead to product
quality problems.

As many published SWQA experiences
indicate, early defect removal techniques
are the most efficient means of eliminating
defects (total effort/total defects found), and
have a major impact on reducing test and
maintenance effort.

Independent Verification and Validation

Defect detection by the person that
designed the product leads to disappointing
results as far as the removal of any
remaining defects is concerned. Thus
defect removal must be supported by
independent team members with sufficient
knowledge of the test object and defect
removal techniques.
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in the System 12 project, each
development phase was followed by a
verification and validation step (performed
by independent members of the development
team) in order to detect as many defects
in each phase as possible and to carry
out a formal acceptance for all phase
products in all project phases. It also
made it possible to evaluate and control
product quality throughout the development
cycle (Figure 2). Each design phase was
followed by design inspection and an
acceptance procedure for each product.
Each test phase was followed by a
comprehensive acceptance procedure in

PHASE PRODUCT DEVELOPMENT

maintainability and usability, and in revealing
the interrelationships between quality
attributes, means that software quality
measurementis not yet a mature technique.
The main criterion for numeric evaluation
and analysis of software quality is the
number of defects found within the different
software products during reviews,
inspections, and tests. Simply counting the
number of defects wouid be misleading so
defects must be “weighted” according to
their impact on the system. Only then can
measures of different software components
be compared and “error-prone” parts
isolated. To obtain a clear indication as to

REJECTED
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[

SOFTWARE QUALITY
ASSURANCE ACTIVITY
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which test coverage and documentation
quality were checked.

The concept of separating the
responsibilities for design and testing/
acceptance — which is what independent
verification and validation entails — has
been extended in the System 12
development with the establishment of a
new function for software/hardware
integration and testing. This new function
covers:

— acceptance of software design products

— integration of software and hardware
items

— testing of software/hardware subsystems
— final system testing

— change control

— release of final product for installation.

This arrangement of responsibilities withina
separate organization has major
advantages.

Quality Measurement and Analysis

Problems inherent in defining metrics for
quality characteristics such as

where improvements are necessary, many
other defect characteristics should ke
collected and analyzed, including the type
and source of a defect, the phase during
which it was introduced, and the phase
during which it was removed.

In large projects, defect measurement
(recording, collection, and analysis) can
only be successful if test personnel are
supported by software tools that help them
(indeed force them) to record defects. Only
a complete set of defect data will lead to
correctanalysis results and to the necessary
countermeasures.

The results of these measurements
clearly indicate where defects are generated
and how they could be avoided (or at least
minimized), or in which phase of the
software development cycle they were
detected, and when they could have been
detected. Thus the impact of defect
measurement is threefold. First it leads to
an analysis of the quality of the methads and
tools used during design and how well they
fulfill the requirement to support “building-
in quality”. Second it evaluates all defect
removal techniques and the discipline and
effectiveness with which they are applied.
Third it provides an analysis of error prone
parts of the software system which shouid

Figure 2
Acceptance and
release of phase
products.
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Alternative project
organization structures
involving SWQA. The
top structure uses a
project-specific

SWQA function; the
alternative uses a more
independent SWQA
function.
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be redesigned or at least thoroughly
tested.

In addition, product quality indicators can
be used for defect trend analysis and
reliability assessments for the final product.
Itis a helpful method for flagging quality
risks early enough to take corrective action,
thereby avoiding the penalties of high
maintenance costs, customer
dissatisfaction, and so on.

As yet there are only a few quality
characteristics for which metrics exist and
are useful for analysis and comparison.
There is thus a wide field for investigation
and research to provide more and better
quality metrics, and to increase product
quality visibility and the control of quality
targets throughout the software lifecycle.

Organizational Aspects of SWQA

Not all SWQA activities need be performed
by a separate SWQA function. As overall
product quality is the responsibility of the
project manager, he must decide how to
organize SWQA (e.g. whether to allocate a
project-specific SWQA function or to use
the resources of an existing quality
organization). Two possible organizational
structures are shown in Figure 3. In general,
using a project-specific SWQA function
reporting to the project manager (upper
structure) means a higher degree of
acceptance of this function by the project
team and greater familiarity of the SWQA
personnel with the software products
involved. ’

On the other hand, the lower proposal
implies greater independence for SWQA

activities, possibly a broader knowledge
for SWQA personnel as a result of their
earlier involvement in other software
projects, and the opportunity to share
common SWQA resources and experience
on more than one project. Nevertheless, by
avoiding the possible disadvantages, both
structures have proved effective during
System 12 software development, and
have been used in design centersin Europe
and the United States of America. In most
cases the SWQA function has been made
responsible for tasks such as quality '
planning, quality control, and quality
evaluation, while quality construction and
quality testing have remained the
responsibility of the project design or test
function.

These two structures enable the SWQA
function to act independently of the other
project functions — a prerequisite for
activities such as product acceptance and
product evaluation.

The existence of a separate SWQA
function should not reduce the motivation
for quality within the development team, but
rather demonstrate the importance of
product quality targets and SWQA
measures.

Software Quality and Software
Productivity

In current software projects, more than
50% of the total development effort is spent
on test activities. Defect detection and
defect correction are the most important
cost factors within software projects. Defect
removal effort and the related costs depend
on the quality of development products
(i.e. poor quality in development products
means poor productivity).

It has been shown by experience in ITT
software projects (including the System 12
development) that the earlier defects are
detected, the less expensive is their
removal. Defect removal activities during
the design phase (e.g. design inspection)
have considerably reduced overall testing
effort in later project phases.

Conclusions

A comprehensive SWQA programme was
initiated at the start of the System 12
development, and is still going on. This has
produced much useful experience, and
clearly shown the role SWQA should have
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in future software projects, how itshould be
organized, and which SWQA activities can 1
contribute to the success of a project.

As it is a relatively new discipline, SWQA 2
will be continually improved by more
research and practical experience with new 3
methods and tools. In particular, the
following areas are receiving such attention:

Bibliography

E. H. Bersoff et al: Software Configusation
Management: Prentice Hall, 1980.

B. W. Boehm: Characteristics of Software Quality:
TRW Series of Software Technology 1, North Holland,
1978.

B. W. Boehm: Proceeding of the TRW Symposium on
Reliable, Cost Effective, Secure Software: TRW
Software Series, Report TRW-SS-74-14, 1974.

4 B. W. Boehm: Software Engineering Ergonomics:

— defect prevention technigues
— software quality measurement
— support tools for SWQA. g

Improvements in these areas will ensure 7
that future software projects benefit even

more from the systematic application of

SWQA technigues.

Prentice Hall, 1981.

R. Dunn: Quality Assurance for Computer Software:
McGraw-Hill Book Company, 1982.

G. Myers: Software Reliability — Principles and
Practises: Wiley Interscience Publication, 1976.

D. Freedmann and G. M. Weinberg: Ethnotechnical
Review Handbook: Ethnotech Inc, 1979.

73



74

System 12
Traffic Overload Control

System 12 overload control ensures a high
throughput with a good grade of service for
accepted calls under even severe overload
conditions. The control mechanism is
based on a distributed structure which can
cope with overloads in a network of
processors.

G. Morales Andrés

M. Villén Altamirano

Standard Eléctrica Research Center,
Madrid, Spain

Introduction

The System 12 Digital Exchange has good
traffic handling characteristics as a result of
its distributed control architecture and
intelligent digital switching network. The
virtually nonblocking switching network

provides paths for both speech traffic and

interprocessor communication. It maintains
a negligible blocking probability under
normal, overload, and unbalanced traffic
conditions!.

The exchange control has fully distributed
hardware, with well structured software.
The distributed hardware, based on
microprocessors, allows a linear relation
between the traffic to be handled and the
required equipment. Thus, the exchange
control can be tailored, according to the
exchange size and traffic, to provide the
required capacity to handle calls under
normal and high load conditions.

The software is structured in separate
modules, each of which performs a specific
function, with standard interfaces between
them. This approach provides considerable
flexibility for adapting each module to
administration requirements. Network
management, traffic measurement, and
overload control are provided by three
separate modules which benefit from this
flexibility. As an example, this allows the
network management module to be adapted
to the network management philosophy of
the surrounding network.

The traffic measurement module consists
of data collection and report generation
parts. Data collection is distributed over the
different processors. At this level events of
statistical interest are gathered and counters
are updated. The report generation part

requests information from data collection,
and produces output reports in response to
operator requests. As a result of its
organization, the measurement module is
very flexible making it possible to run user-
defined traffic measurements.

The purpose of the overload control
module is to ensure that in the event of a
severe overload, the exchange maintains a
high throughput with agood grade of service
for accepted calls.

Overload controls for previous stored
program control systems had to cope with
overloads in a centralized configuration2 3,
In the present case, a new design of
overload control was necessary in view of
the distributed structure of System 12. This
new overload control has to deal with
overload in a network of processors, in
which focused overload can affect only a
few processors. Accordingly, the overload
control also has a distributed structure in
which the detection mechanisms and the
actions taken are divided between the
appropriate processors.

Overload Control Objectives

The effect of a severe overload in an
exchange which is not designed to cope
with it is a fall in the throughput, measured
as the number of calls correctly handled
with an acceptable grade of service.
Reasons for this reduced throughput
include:

— delays which are greater than those
corresponding to the minimum grade of
service
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— waste of system resources as a result of
the loss of calls after partial treatment by
the system; loss of calls may be caused
by insufficient memory, mistreatment of
calls, or premature on-hooks and
timeouts because of excessive delay.

The System 12 Digital Exchange is
designed to cope with severe overload
without incurring these problems. This
objective has been achieved as a result of
the system structure and an efficient
overload control mechanism which is
designed to maintain system throughput
under any overload condition and to handle
calls according to specified priorities.

Overload Control Strategy

The overload control strategy takes into
account the distributed structure of

System 12. Accordingly, each processor
has its own overload detection and reaction
mechanisms which depend on the type of
processor4 3, Three types of processor can
be distinguished from the overload
viewpoint:

— Call control processors are associated
with agroup of terminals (lines ortrunks);
they have overall control of calls
generated by or terminated at these
terminals.

— System processors, which work as a pool
with load and/or function sharing, provide
facilities for the entire exchange. They
are requested to perform specific
functions on a per-call basis (e.g. prefix
analysis or trunk resource management).

— Service processors, each of which
controls a specific group of service
circuits: pushbutton receivers or
multifrequency senders/receivers.

When a call is being set up, two call control
processors, one in the originating side and
the other in the terminating side, have
overall control. One or two service
processors are used if the call needs service
circuits, and system processors are invoked
as necessary to perform specific functions.

In this context, the overload detection
and reaction mechanisms are implemented
in the following way. Each processor has its
own detection mechanism, which is
common to them all, that enables it to
provide an indication of its overload status.
The actions taken depend on the type of
processor: when a call control processor or
a service processor is overloaded, the
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Overload detection.

processor itself takes the necessary MR - message ready.

corrective action. However, when a system
processor is overloaded, this fact is
communicated to the processors that are
sending messages to it so that they can take
the necessary actions.

Overload Detection

Each processor has an overload status
indicator. In addition to level 0 (no
overload), two overload levels (levels 1
and 2) have been defined so that controls
can be applied according to traffic priorities.

The overload status is determined by
comparing the length of the queue of
messages waiting for processing (message
ready queue) withtwothresholds T7and T2
(see right hand side of Figure 1). These
threshold values are dynamically updated to
ensure that the processor load during
overload is equal to a target load for any
overload condition. The target load is such
that the throughput and response time
requirements are satisfied during overload.

Actual processor load during a period of
one second is compared to the target load.
The result determines the increase or
decrease of the threshold values by moving
acursorin a table, as indicated to the left
hand side of Figure 1. If the load during this
period was greater than the target load, the
cursor moves one step to the right pointing
to a pair of lower threshold values; the
cursor moves to the left if the load during
this period was smaller than the target load.
In this way, the values are automatically
tuned to the appropriate value, ensuring
that the processors work at the target load,
regardless of the level and type of overload.
Consequently the throughput and grade of
service are always optimum.

In normal traffic conditions, the cursor is
at the left of the table, pointing to the higher
threshold values. As well as being repeated
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ten times, these high values provide
“inertia” before the overload status is set at
level 7 or 2, thereby preventing overload
control actions being initiated by transitory
peaks during normal traffic conditions.

Overload Control Actions

Processor overload actions depend on the
processor type. Figure 2 shows the actions
taken by each processor when an overload
is detected.

Call Control Processors

When a call control processor is overloaded,
it initiates the necessary defensive actions.
Calls that the processor has just started to
treat (i.e. for which the process control
block of the signaling control finite message
machine has yetto be created) are rejected.
Rejection priorities depend on the type of
call and which side of the call (originating or
terminating side) is being handled by this
processor. In particular, if the processor
overload statusis level 1, all originating side
calls (i.e. calls for which the calling terminal
is controlled by this processor) are rejected,
as are terminating side line-to-trunk calls. In
the event of a level 2 overload, all calls are
‘rejected.

At the request of an administration,
certain lines or trunks can be defined as
high priority. Calls on these lines or trunks
are never rejected.

The principle used for assigning the level
atwhich acallis rejected isto give priority to
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calls that have already been treated by other
processors in the exchange (terminating
side calls) or by other exchanges (trunk-to-
line or trunk-to-trunk calls), and to calls on
high priority lines or trunks.

When a call is rejected, any resources
which it was using are released, and a
“message” is sent to the corresponding
line or trunk in accordance with
administration requirements (e.g. recorded
announcement, special tone or congestion
tone, parking of the line, etc). The
processing time spentin call rejection has
been minimized in order to maintain
throughput even when overload is severe
and many calls have to be rejected.

System Processors
The overload status of a system processor
is communicated via the message
acknowledgment packet to the processors
that are sending messages to it. These
processors then take the corresponding
actions. No action must be taken by the
overloaded system processor because
(in contrast to the call control processor) the
processing time needed to reject a call is
similar to the processing time needed to
treat a call, so overload control would be
ineffective.

Two principles have been followed in
defining what actions must be taken when a
system processor is overloaded:

— if a call is to be rejected, this must be
done as early as possible to minimize
wasted processing time

Figure 2
Overload control
actions.
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— only calls that would use the overloaded
system processor must be rejected to
avoid an unnecessary decrease in
throughput in the case of focused
overload.

To achieve this, system processors are
classified into two types according to the
actions to be taken during an overload. The
types are assigned according to the
exchange configuration.

Type 1 is assigned to a system processor
when it only treats part of the calls of the
exchange (e.g. a processor with only trunk
resource manager functions which is not
used by line-to-line or trunk-to-line calls).
When an acknowledgment packet informs a
processor that atype 1 system processor
is overloaded, the processor rejects a call
when the first message of that call is going
to be sent to the overloaded processor.
Thus, only calls which would use the
overloaded system processor are rejected.

Type 2 isassigned to a system processor
when it treats all or most of the calls in an
exchange, or if the processor belongs to a
load sharing pool and the whole pool treats
all or most calls in the exchange. Typically,
type 2 processors are those with several
system functions. When a processor is
informed that any type 2 system processor
is overloaded it rejects calls at the beginning
(i.e. when the process control block of the
signaling control finite message machine is
going to be created in the call control
processor which treats the originating side).

In both cases, only line-to-line and line-
to-trunk calls are rejected if the overload
statusis 7;alltypes of call are rejected if the
overload status is 2. Calls from high priority
lines or trunks are never rejected.

When a system processor is overloaded,
the overload control actions mean that it
may not be sent normal messages; under
these circumstances it does not send out
acknowledgment packets containing
information on the current overload status.
To avoid possible deadlock when a
processor has rejected a certain number of
calls because of a system processor
overload, without in the meantime having
received an acknowledgment from the
system processor, the former sends a
“probe packet” to the latter. This packet
generates an acknowledgment and avoids
deadlock without producing a significant
load in the overloaded system processor.

Service Processors
The number of service circuits assignedtoa
service processor during dimensioning

can prevent overload of the service
processor, since the number of service
circuits limits the number of calls per unit
time which it has to handle. However, if the
service circuits are overdimensioned, they
may not limit the number of calls sufficiently
and overload of the service processor is
possible. As this circumstance may occur
because service circuits are equipped in
multiples of 16 or as a result of the average
holding time of the service circuits being
shorter than was foreseen when the
exchange was dimensioned {(e.g. following
a change in the network or in the call mix),
overload control has been provided for the
service processors.

When a service processor is overloaded,
the control actions delay release of the
service circuits. If the service processor is
overloaded when a service circuit is going
to be released, the service circuit is kept
busy fora certain timeout. When the timeout
expires, itis restarted if the processor s still
overloaded. Delaying the release of the
service circuit does not affect the call which
was using it, but prevents a new seizure of
this circuit during the timeout, reducing the
call rate offered to the service processor.

This control action is taken for pushbutton
receivers when the overload status is
1 or 2, and for multifrequency senders/
receivers only when the overload status is 2.

Overload Control Performance

A time-true multiprocessor simulation
model was builté to give traffic support to the
development of the overload control
system. The model was used as a basic tool
for designing the overload control, tuning its
related parameters, and evaluating its
performance.

An exhaustive study of overload control
performance, involving a large number of
simulation runs, has been carried out
covering a wide variety of overload
situations:

— Different traffic levels, ranging from
normal loads to extreme overload
situations.

— Various overload patterns: general and
focused overloads, and overloads
caused by excessive traffic demand or
fault situations.

— Different exchange sizes and control
configurations {i.e. different distributions
of system functions among the system
processors).
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Figure 3

Results of four
simulation runs: total
offered calls, calls
rejected due to each
processor, and final
throughput.

— Various dimensioning situations:
exchanges in which the capacity of all the
processors is balanced, and exchanges
in which the capacity is limited by some
processors which act as bottlenecks in
the event of overload.

These studies have shown that all overload
situations are controlled by the mechanisms
used for System 12. Under normal load
conditions, the overload control does not
affect call handling (i.e. normal traffic
variations never cause the overload control
to be activated and calls rejected).

Under normal conditions the processors
work at a load of 0.6 erlang, including the
fixed overhead of 0.15 erlang. Even under
overloads as high as 40%, practically all
calls are accepted and correctly handled,
satisfying the grade of service specified for
high load situations.

Under more severe overload situations,
the throughput corresponding to a 40%
overload is practically maintained in most
cases. Although in a few special cases the
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throughput may be lower, it is always
significantly higher than that corresponding
to normal load conditions. Allaccepted calls
are correctly handled with a grade of
service, in terms of response times,
corresponding to a 40% overload.
Consider, as a typical example, the case
ofamedium size local exchange in which all
the call control processors and system
processors work under normal conditions at
aload of 0.6 erlang, so that the capacity of all
the processors is balanced. The service
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circuits have been overdimensioned so that
they do not limit the load offered to the call
control and system processors.

Each call requests three different system
processors for its treatment. These are
termed A, B, and Caccording to the order in
whichthe first message is sent to each one.

Four traffic levels were investigated
corresponding to normal load, and 45%,
100%, and 190% of general overload.
Figure 3 shows how each processor reacts
in the four cases. Under normal load
situations, a processor does not reject any
calls and thus the final throughput (red
column) is equal to the total number of
offered calls (brown column). Under a 45%
overload, only a few line-to-line and line-to-
trunk calls are rejected because of the
originating call control processor.

In severe overload cases, 100% and
190% overloads, calls are rejected by
different processors, resulting in a final
throughput which, in both cases, is
practically equal to the case for a 45%
overload. The originating call control
processor and system processor A appear
to be the main bottlenecks, since they are
the first ones to treat the call and therefore
act as a filter for the other processors. As a
result of the selective rejection of calls, the
throughput of trunk-to-line and trunk-to-
trunk calls (lower “gray” area of columns in
Figure 3), which have been assigned a
higher priority, increases when the number
of offered calls increases.

As an example of the grade of service
obtained, Figure 4 shows the averages and
distributions of the dial tone and ringing
tone sending delays (distribution for 100%
overload has been omitted for clarity).
Again, the response time is practically the
same for 45%, 100%, and 190% overloads.

Conclusions

The System 12 overload control has a
distributed structure which matches the
distributed architecture of the system.
Dynamic updating of the thresholds on
which the overload control is based ensures
that the system can adapt to each specific
overload situation. The selective rejection
of calls allows calls to be handled according
to priority.

Simulations have proved that the
overload control mechanisms ensure a high
system throughput with a good grade of
service for accepted calls under all overload
situations.
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