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A TUTORIAL ON RECORDABLE COMPACT DISC

Laura J. Tyson
Denon America, Inc.
Parsippany, New Jersey

ABSTRACT

As the compact disc medium establishes a
stronger position in the broadcast industry, broad-
casters may need to explore new recording formats
compatible to existing CD playback hardware. This
paper serves as a tutorial on the new CD-WO (Write
Once) format, and discusses its comparisons to CD-
Audio. The paper will include an overview of the
physical and optical properties of the recordable disc.
The CD Cart Recorder will be studied as an example
of this technology, and examples of how the CD
recorder can be useful to broadcasters will be pre-
sented.

THE WRITE ONCE RECORDABLE DISC

From the practical standpoint, a recordable disc
offers the same benefits as conventional discs, includ-
ing ease of handling and storage convenience (vs.
Open Reel Tape). The audio quality of a recorded or
partially recorded disc is compatible with CD Audio
specifications.

For the description of a recordable disc, the
Taiyo Yuden Co. “That’s” Compact Disc Recordable
CD-R63/CD-R74 is used as an example. Figure 1

shows a cross section of the “That’s” Recordable disc.

The Recordable CD can be described according to 3
stages: the Blank disc, the Partially Recorded disc,
and the Recorded disc.

Blank Dis¢

The Blank disc contains a pregroove, a spiral

track starting from the center, which has been
modulated with a slight wobble. This wobble
allows the CD Recorder to maintain accurate
constant linear velocity (CLV) and timing during
recording. The wobble occurs at a frequency of
22.05 Khz. The timing information imbedded in
the pregroove is referred to as Absolute Timing In
Pregroove (ATIP). This serves as a preliminary
time code which allows the blank disc to be
recorded, and the partially recorded disc to be
played back in the CD Cart Recorder.

Partiall r i

Data on the Partially Recorded disc is organ-
ized into the following sections:

Laser Power Calibration Area - The first
section of the partially recorded disc is dedicated
to calibration of the laser power for each record-
ing. To achieve consistency of laser intensity for
each recording, the intensity of the laser of the
first recording is stored in the Power Calibration
Area (PCA). During subsequent recordings, the
power of the writing laser will be matched to that
of the first.

Program Memory Area - When several
tracks are recorded on a disc at different times, but
prior to the Table of Contents (TOC) being added,
the start times for each of those tracks is stored in
the Program Memory Area. Once the disc is fully
recorded, the final track location information will
be stored in the TOC.

Lead In Area - The Lead In area accommo-
dates the TOC when the disc is fully recorded, and
no other recordings will be added.

NAB 1991 Broadcast Engineering Conference Proceedings—3



l—Rct]ecﬁvc Layer (Gold)
— Recording Layer (organic dye)

|
|
|

| = Clear Substrate (polycarbunate)

| Total Thickness: 12 mm

- Protective Coat (UV Resin) 10 - 30 um

Figure 1

Cross Section of

"That's” CD-R63/CD-R74
Recordable Compact Disc

READ OUT METHOD
TRACK SHAPE

OUTER DIAMETER
ECCENTRICITY
DEFLECTION (WARP)
CENTER HOLE DIAMETER
TOTAL THICKNESS
REFLECTION
WAVE-FRONT DISTORTION

TRANSPARENT SUBSTRATE:
REFRACTIVE INDEX
MAX BIREFRINGENCE

RECORDING AREA:

>

STARTING DIAMETER OF PROGRAM AREA

MAX DIAMETER OF PROGRAM AREA
MAX START DIAMETER OF LEAD IN
TRACK PITCH

DIRECTION OF ROTATION
SCANNING VELOCITY

MAX VELOCITY VARIATION

SHELF LIFE:

CD Audio Disc

via reflection
One, Spiral
120 mm
+/-0.2 mm
+/-0.4 mm
15 mm

1.2 mm

70%

NA

1.55
100 nm

50 mm

116 mm

46 mm
1.6pm
C.Clockwise
1.2-14m/s
+/-0.01 m/s
N/A

*118 mm for Unrecorded disc, 116 mm for Recorded disc

Note: Exact allowable tolerances for measurements are not indicated above. For specific tolerances,

consult the Orange Book Specifications.

Figure 2

CD WO Disc

same
Ssame
same
same
same
same

same
less than 0.05 X

same
same
10 years
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DIGITAL INPUT DIGITAL OUTPUT

DIGITAL INTERFACE

ENCODING RECORD / PLAYBACK
SECTION SECTION
Optical Pickup control circuit

Recording data control circuit Opfical \Eleidip| Stagndl

. .. rocessing circuit
Encoder Circuit p £
F. T. S. control circuit
Sub-code Control Circuit
Servo Motor control circuit

Record timing control circuit
CPU for Servo Control

ATIP Demodulator circuit Optical Pickup Mechanism

CPU Control Decoder circuit

SYSTEM CPU " RS-232C PARALLEL REMOTE

DISPLAY & CONTROL PANEL

BLOCK DIAGRAM CD RECORDER

Figure 3
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Program Area - The Program arca contains the
actual audio or data which has already been re-
corded.

Recordable User Arca and Leadout Area - The
Recordable User Area represents the available
remaining space on the disc which can still be re-
corded. The Leadout Area is determined only after
the TOC is finalized, and serves as a means for the
CD player to determine where the recorded area
ends. The Leadout Area occurs following the last
recorded track.

R r i

Once the disc is fully recorded and the TOC has
been added, it fulfills the same requirements as a
“Red Book” disc, and can be played back in any CD
player. Figure 2 shows a comparison chart between
CD Audio and CD Write Once discs.

DATA ORGAN ION

According to Red Book Specifications, data is
arranged on the disc under the Eight to Fourteen
Modulation (EFM) format. In this method, the
digital audio information, containing parity informa-
tion, is grouped into 8 bit symbol. Each of these 8 bit
symbol is replaced with a 14 bit symbol, according to
a fixed table. Then an additional 3 merging bits is
added to cach 14 bit symbol. The EFM assures that
no pattern of less than 3 or more than 11 “0”s will
occur between each “1”. Thus, a pattern of EFM and
Merging bits such as 00000000000100010 is allowed.
A pattern of 00000000000001001 (too many “0”sin a
row) or  00010100010010001 (not enough “0”sina
row) is not allowed.

The “1” in the EFM translates to a physical
change from land to pit or pit to land on the disc, and
to optically “read” a pit corresponding to “101”
would be nearly impossible with currently available
technology. Therefore, EFM is required in order to
physically represent the data on the disc so that it can
be read using laser technology presently available.

“RR RRECTION

Error correction on the Write Once Recordable

6 —NAB 1991 Broadcast Engineering Conference Proceedings

Disc is achieved via the same method as regular
playback discs. The recorded data on the disc has
been “scrambled” according to the Cross Inter-
leave Reed-Solomon Code (CIRC). The CIRC en-
coding rearranges and adds parity bits to the data
prior to the EFM stage, according to a specific
pattern. Upon playback, the EFM signal is de-
coded, and the data is reorganized by the CIRC
decoding process. Parity bits are stripped away
from audio bits. All CD players perform CIRC
decoding, but the method or algorithm by which
this is done may differ from one CD player to
another.

QOVERVIEW OF THE CD CART
RECORDER

The Denon CD Cart Recorder model DN-
7700R will be used as an example of CD Write
Once hardware. Figure 3 shows a block diagram
of the DN-7700R CD Cart Recorder. A few of the
key sections are described as follows:

AES/EBU Decoder - Converts serial digital
information to parallel.

Recording Data Control - Responsible for
the arrangement of data. The timing of parallel
data can be adjusted prior to transfer to the En-
coder.

EFM Encoder - Data is encoded to fulfill the
Orange Book CD format.

Optical Pickup Control - Transmits the
encoded data in a serial format, so that pits re-
corded on the disc conform with the Red Book CD
Format. Controls laser intensity during recording,.

Subcode Control - Adds the PQ subcodes
(Table of Contents, Timing and location informa-
tion for each Track and Index) to the subcode arca
which was generated by the system CPU.

Record/Playback Timing - Adjusts the
timing of the data to be recorded consistent to the
timing of previously recorded data, providing
continuity of playback timing.

Optical Pickup Control - Controls Focus,
Tracking, Slide Motor position, and Constant
Linear Velocity (CLV) of Spindle Turntable.



Servo Motor Control - Adjusts the timing of the
major Servo Control (Focus, Tracking, etc.) signals.

The remaining playback circuits (EFM decoding,
CIRC decoding, audio processing, etc.) are very simi-
lar to conventional CD players.

The optical pickup of the DN-7700R carries the
same optical requirements as the pickup of a play-
back only CD player.  The wavelength is specified
to fall between 770 and 830 nm.

USING THE CD CART RECORDER

First R in

The CD Cart Recorder uses the same cartridge
format as the CD Cart Player. A new, unrecorded
disc should be removed from its jewel box, and
placed in the cartridge (Model ACD-5B) for handling
and recording. The cartridge protects the blank disc
from fingerprints, dirt, and damage. The cartridge
may be labeled or coded according to to the program
material to be recorded. The disc itself can be written
on, but only with a soft tip marker (and not with a
ball point pen).

Audio is recorded onto the disc in real time. On
a new blank disc, least 5 minutes of audio must be
recorded continuously. If only a few minutes or sec-
onds of audio are recorded, during playback a CD
player may not be able to locate the tracks due to their
extremely small physical size. Once the first 5
minutes have been recorded, any duration recording
may be done thereafter.

During the recording process, the emitted laser
beam heats up sections on the blank disc, and the
heated sections create “pits” in the recording layer.
The laser output is modulated according to the data
stream to be recorded. The reflectivity of the disc is
decreased where the pits are located on the disc.

During playback, the laser follows the track of
pitand land areas, and the intensity of the signal
varies according to the reflectivity. The intensity of
the reflected laser beam is measured by a quadrant of
photo diodes, and the resulting current recreates the
EFM signal.

The Partially Recorded Disc

Once the first 5 or more minutes of audio is
recorded on the disc, the result is a Partially
Recorded disc. The Table of Contents (TOC), has
not yet been recorded. At this point, the Partially
Recorded disc cannot be played back in a conven-
tion CD Player, with the exception of the Denon
DN-970FA Production CD Cart Player. The DN-
970F A contains special software which instructs
the player to skip the “READ TOC” sequence if
the TOC cannot be located, and to locate and play-
back audio data. Even if the TOC has not been
written, the DN-970FA can still cue up to selected
tracks, and play any recorded audio on the disc.
The CD Cart Recorder can also be used to play
back the Partially Recorded disc.

[he Fully Recorded Dis¢

A maximum of 74 minutes of audio may be
recorded on a blank disc. This information can be
divided into up to 99 different Tracks, and 99
Indexes within each track. Once the disc has been
recorded up to its desired capacity, the TOC must
be added. The CD Cart Recorder has a WRITE
TOC function built in. Manual creation of the
TOC is also possible during the recording process.
Once the TOC is finalized, the disc may be played
in any conventional CD player. However, no ad-
ditional recordings may be added to the disc.
(Additional recordings would require new TOC
information, and at this stage, the TOC may not be
modified.) Therefore, it is most efficient to use up
as much disc space (time) as possible prior to
writing the TOC.

USES FOR A CD CART RECORDER

PSA’ ipn 1D’

The CD Cart Recorder makes it possible for a
radio station to truly be 100 % CD. All of the
stations spots, promotional announcements,
station 1D’s, etc., can be placed on compact disc.
For example, radio station WXXX has as an
advertiser Bob’s Car Dealership. All of Bob’s
commercials are gradually placed on one disc, as

NAB 1991 Broadcast Engineering Conference Proceedings—7



they are created. At any time before the disc is full
(and the TOC is added), it may be played back in
the DN-970FA CD Cart Player. Later, more spots
can be added and played back. Using Bar Coding
on the cartridge, the traffic director of the station
can control which spot is played at what time.

For example, perhaps during the month of
July, Bob’s Cars wants to run their special 4th of
July promotional spot. The 4th of July spot is
located as Track 7 on the disc. Using the Auto
Track Select Feature on the DN-970FA, the traffic
director could code the cartridge containing the
Bob’s disc as “Play TNO 7 ONLY”, using the
appropriate bar code. When the disc is loaded
into the DN-970FA, Track 7 would automatically
cue up, with no effort from the jock. With the cor-
rect bar coding, the DN-970FA would prohibit
manual selection of another Track. In August,
Bob’s decides to run their Summer Clearance spot,
which is recorded on the disc as Track 3. Now the
traffic director changes the code on the cartridge
to “Play TNO 3 ONLY”, and that spot would
automatically cue up when loaded into the DN-
970FA. The station could be 100% confident the
Christmas Special spot would not accidentally run
during the President’s Birthdays week.

Archival

For broadcast stations having large CD
libraries, the CD Cart Recorder allows more
efficient storage of the music library. For example,
a Classic Rock radio station may have 20 or more
different Beatles CD’s. On each of those CD’s,
perhaps only a few tracks will ever be played on
the air. The selected tracks from the 20 or more
CD’s could be recorded onto one blank disc, thus
providing the station with a “Master” Beatles disc.
Now, the Master disc replaces the 20 or more in
the music library. The size and storage of the CD
library could be scaled down considerably. Selec-
tions from other artists could be recorded onto a
disc according to style or format.

Stations which run several different formats
throughout the day could have a smaller number
of discs dedicated to Jazz, Classical, Oldics, etc.,
rather than having several thousand discs in the
music library. “Master” discs for cach format
could be compiled in a logical manner. Scveral
hundred albums per format could be reduced to
perhaps 100 discs (over 700 minutes of music).
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Using a DN-7700R, a recording studio can
provide a client with a “take home” copy of his re-
cording on compact disc, entirely compatible with
the client’s car or home CD player. This allows
immediate monitoring of the recording in alter-
nate environments than the recording studio
control room, allowing the artist to better evaluate
the tonal quality, mix, and performance.

CONCLUSION

This paper has discussed a CD Cart Record-
ing system. A CD Cart Recorder has many practi-
cal applications for broadcast studios. With the
onset of Recordable CD, the broadcast station only
needs one format of audio playback in the studio.
This paper has shown how the CD Cart Recorder
can be used for production of spots, PSA’s, station
ID’s and other “custom” materials. Thus it allows
the station to use the CD format exclusively for
playback of materials in the air studio. The
cartridge format is consistent with the CD Cart
Player currently in use for playback of audio discs
in radio stations.
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LOW COST DIGITAL SAMPLE-RATE CONVERTERS

Sangil Park
Motorola Inc.
Austin, Texas

ABSTRACT

This paper describes a method for generation of an inter-
polated signal for use in “low cost” sample rate conversion
applications on digital-signal-processors (DSP’s). The par-
ticular example uscd is a conversion form 44.1 kHz (CD)
10 48 kHz (DAT) and is implemented on the Motorola
DSP56001, a 24-bit DSP. The speed of the algorithm is dic-
tated by the number of instruction cycles needed to imple-
ment it, which is variable. A comparison is made of the
number of instruction cycles required for implementation
to the resulting signal 1o total harmonic distortion + noise
ratio (STHDNR). The assembly code for the routine and
the filtering method to generate intcrpolated samples are
included.

1.0 Introduction

The concept of a sampling rate (sampling frequency) is
always important in applications which usc digital data as
a signal. In the past few years, there has been increasing at-
tention given to the problem of matching the sampling rates
between two media which are trying to communicate with
each other [1-5). Even when the two machines are using the
same sampling frequency, the digital systems arc not nec-
essarily synchronous, and must be synchronized to ensure
a proper data transfer. However, many transmission sys-
tems such as, satellite links or digital networks, may not be
synchronized by their nature, since their sampling frequen-
cies might drift due to fading channel characteristics.

There are many industry standard sampling rates includ-
ing: telephone quality speech at 8 kHz, wide-band telecom-
munication uses 16 kHz, video systems use 24 kHz rate, the
CD-I format uses 37.8 kHz, while compact disc players and
DAT players use 44.1 and 48 kHz (which is also universal-
ly accepted for most digital audio applications), respective-
ly. It is essential, therefore, to have a converter which can
change and synchronize two different sampling rates with-
out losing any of the useful information in the original dig-
ital signal. In this paper a simple and effective digital
technique to convert 16-bit digital data between two sam-

10—NAB 1991 Broadcast Engineering Conference Proceedings

ple rates is discussed. In particular the memory and DSP
instruction cycle requirements are analyzed and tabulated
to obtain an optimum “low cost” sample-ralc converter in
trade of STHDNR performance degradations. The soft-
ware and hardware design issues for the rcal-time imple-
mentation are discussed in sections 4 and 5.

2.0 Conventional sample-rate converters

2.1 “Direct” Technique

There are three techniques conventionally used for
sample-rate converters. The first technique is the “direct”
method, in which the sampled signal is simply output at
the different sample rate. Figure 1 shows the block dia-
gram of such method. Only single memory is shared for
input and output. The input samples are received by the in-

Data-In Si“gle Data-Out
Data —»
sampling freg.= f;; Buffer Sampling Freq.= f,;

Figure 1. Sample-rate conversion via the “direct” method

terrupts created at the sampling rate of £;; and the internal
timer generates interrupts to send out the value in the data
buffer at the output sampling rate of f;;. Figure 2 illus-
trates the problem which results when using this method.
When two sample rates are very close cach other and the
signal which will be converted has relatively low frequen-
cy content, the jitter created by the phase difference be-
tween the two different clocks sould be small. However,
when the frequency content of the input signal is relatively
high, the output signal will contain discontinuies as shown
in Figure 2. Clearly this method can only used in low per-
formance applications.

2.2 D/A and A/D (resampling technique)

Conversion through the analog domain using a digital-
to-analog (D/A) converter and an analog-to-digital (A/D)
converter is intuitively simple. Figure 3 shows the block
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diagram of this method. The input digital signal is convert-
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Figure 3. Sample-rate conversion via D/A and A/D method

ed to an analog signal and then resampled at the desired
sampling rate. Normal D/A converters create “image” fre-
quency components (the D/A equivalent of the A/D fre-
quency modulation process) above the input sampling rate
atinteger multiples of the sample rate in the analog domain.
Because of these images, a reconstruction filter combined
with an anti-aliasing filter, is needed between the D/A and
A/D converters and is designed with a bandwidth compat-
ible to the lower sampling rate. The primary drawback of
this approach is that this analog reconstruction filter is ex-
tremely expensive and complex for 16-bit performance.
Also, the harmonic distortion and background noise of the
D/A and A/D converters are additive and tend to degrade
the overall performance of this conversion method.

2.3 M/N method

The third conventional technique has been used 10 digi-
tally convert sampling rates in a simple fixed ratio M/N [1].
There arc many papers which have been written using this
approach with different trade-offs [2,3). Figure 4 illustrates
the block diagram of the M/N method. The reconstruction

ol ¢ Reconsruction |aino] |1 o

In |7 1M econstrucior] | Aliasing .| i N:1 | Ou

il gital f,
Interpolatiors Filter Filter Decimatior]

Figure 4. Sample-rate conversion using the M/N method

and anti-aliasing filters arc operating in the digital domain
unlike the analog approach described in section 2.2. This
approach is practical when the ratio of two sampling rates
can be represented by two rational numbers which are com-

puted by the least-common-multiple of the two sampling
rates. The ratio of 44.1kHz and 48 kHz, for example, can
be expressed as 147:160. Thus, the sampling rate of the in-
put signal is first interpolated up by a factor of M=160 us-
ing digital filters and decimated back down by a factor of
N=147 10 obtain the final predefined sampling rate. This
approach can only be utilized in practice when the integers
M and N are manageable numbers typically each less than
10. For most digital audio applications, the sampling rates
are already so high there is no room to interpolate more
than 10 times, so this approach cannot be utilized effec-
tively at 44.1 kHz or 48 kHz.

3.0 Fractionally Interpolated Data

A real-time method to generate a fractionally sampled
signal for the sampling conversion from CD rate to DAT
rate was introduced by the author [5]. This paper extends
that analysis and implementation to the conversion be-
tween two arbitrary sampling rates. In this section an in-
terpolation method to create a value between two sampled
data points, which can be viewed as fractionally sampled
data, is discussed. In order to dcrive solutions for the dis-
crete-time domain interpolation, a mathematical deriva-
tion in the analog domain is explained followed by
discrete-time domain equations.

Let s(t) and s(t-t) be an analog input signal and its in-
terpolated version, respectively. The Fourier transform
(FT) of s(1) is defined as (6]

S(@) = [s@e”a )
where ® is the radian frequency assumed to satisfy
0<]w| <m . The FT of s(1-t) can be obtained by
[st-v e =
Since multipication in the frequency domain is viewed as
a convolution operation in the time domain, the convolu-
tion theorem shows that [6]

s(t=1) = IFT[7®Y) ® 5(1) A3)
where IFT and ® denote the inverse Fourier transform and

convolution eperator, respectively. Using the IFT defini-
tion, IFT (¢7®"] in (3) can be rewritten as

FT(s(t-7)] 8 S (@), (2)

IFT (e /mt] Al J'e"/““e’““dm = sinc(1-1) 4)
where

. é sinTtx

sinc (x) = d ©)

Thus, the interpolated signal in the analog-domain can be
found using the convolution operation with two obtainable

signals as
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s(t=-1) = jsinc(u—t)s(:-u)du. 6)
Derivation from (1) through (6) can be applied to dis-
crete-lime domain signals. When signal s(t) is sampled at
the sampling frequency f;, the discrete signal s(nT) can be
obtained and defined as

s@|,_ 2 s ™

where the sampling period T=1/f;. Using discrete Fourier
transform (DFT) representation, (4) can be rewritten as

"8 DET[sinc(nT-1)] = 3 sinc(nT—1) e "(8)
For a simple mathematical derivation purpose, let T=1.
When 1 is a ron-integer (fractional) number, the discrete
version of s(¢—1) in (6) can be obtained by

s(n-1t) = Y sinc(m-t)s(n-m). ()]
Figure 5 shows the discrete (sampled) signal s(n) and a
fractionally interpolated value s(n-t) at time index n.

S n1 n nel 7
n«

Figure 5. Discrete signal and its delayed value

Using frequency domain interpretation, the delayed signal
s(n-1) in (17) can be viewed as passing the input signal
s(n) through a time-invariant filter whose transfer function
is

Hy(®) = DFT [sinc(m-1)]. (10)
Taking DFT of (9) with the definition in (10), we have
DFT[s(n-1)] = H (0)S(w). (11)

Thus, s(n-1) can be exactly realized by the filter which
has an infinite number of FIR filter coefficients whose val-
ues are plotted in Figure 6. Note that the peak of the sinc
function is at m = T. However, since the sinc function is dis-
crete in time and 7 is a fractional number, the discrete val-
ues of the sinc function are skewed but centered by m = 1.

Clearly, it is not practical to estimate an infinite number
of coefficients. However, since the function sinc (m — 1) in
(9) approaches zero as |m| increases as shown in Figure 6
and the maximum delay value 7 is up to one sample delay,
the series summation in (9) can be truncated at a predeter-
mined finite number with predictable performance degra-
dation. Thus, (9) can be written to
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M
s(n-1) = Y sinc(m-t)s(n-m) (12)
m=-M
where 3(n) is an approximation through the truncation
and M is a design parameter which can be chosen by opti-
mization of the performance criteria [7].

" P-L 0 A W ST B A WP o
MRV = ViR =

Figure 6. The sinc function

3.1 Error Minimization

The truncation in (12) can create the leakage phenome-
na which can be smoothed by a window function [6]. In
this implementation, the Blackman-Harris window has
been used, and it optimizes for maximum side-lobe atten-
uation. The Blackman-Harris window values are plotted
in Figure 7. Using the window function w(n), equation
(12) can be rewritten as

M
$(n-1v) = Y w(m)sinc(m-1)s(n—m) (13)
m=-M

1.0 T
0 d N
0.6
04 /
02 )
ol e o - )

-N 0 N

Figure 7. The Blackman-Harris window function

where the Blackman-Harris window function is defined as
(8]

wn) = 0358+0.488cos|:¥] +0.141 cos [ZLN"]

+0.011cos [3%"] (14)

forn = -M, ...,-1,0,1, ..., M. On defining new filter coef-
ficients which are windowed original coefficients shown
in (9), we have

h(n) = w(n)sinc(n-1), (15)
And (9) can be rewritten as

s(n=1) = Y h(m)s(n-m). (16)

Since h(m) has a finite number of elements due to the def-
inition of the window function in (14), the summation in



(16) can be simplified to

M
S(n—-1) = z h(m)s(n—m). (17)
m=-M
Thus, the discrete signal s(n) is related to its windowed and
interpolated version $(n —t) through a filter whose coeffi-
cients are h(n), the values of which are dependent on 1.

3.2 Time-varying delay function estimation

The above concepts for the constant delay function T can
be extended to the case where the delay 7 is a function of
the time index n. In other words, the value of T varies sam-
ple-by-sample (time-varying). This is achieved via a bank
of time-invariant filters. When the individual set of filter
coefficients is formed as a vector, the filter bank then can
be formulated as a matrix whose rows correspond to the
time varying interpolation value t(n). If the time-varying
delay function is T(n) where n is the index for the new sam-
ple rate, then the nth filter has the two-dimensional transfer
function H (®, n) as

Hy(o,n) & 707 (18)

Thus, the individual impulse response function vector can
be found by

hy(nm) = IFT (7)) = sinc(m-t(n)]. (19)

Redefining 7 to be an output time index and & to be an input
time index, from (16) the output of the nth filter at time k is
given by

sqtn) = 3 hy(n,i)s(k—i)

§ = —oo

= Y sincli—t(n))s(k—i) = s[k—1(n)] . (20)
The timing relationship between k and n will be discussed
in the next section. Since (20) can not be possible due to the
infinite number of coefficients, a similar approach de-
scribed in Section 3.1 can be applied. From (13)-(17) and
(20), the converted signal y(n) which is the delayed version
of input sample values can be expressed by the approxima-
tion (truncation) with the window function w(my) in (14) as

y(n) B34k n) = 5(k—1(n)]

M
=,,, Euh(m m)s(k-n) 21-a)
where
h(n,m) = w(m)sinc[m-1(n)] forn=0,1,.,N-1(21-b)
From (21), the time-varying filter coefficients A(n,m) can
be interpreted as a weighting function whose maximum
value occurs at m = t(n). Figure 8 shows the matrix forma-
tion of the bank of coefficient vectors where H(n,m) is a N
by 2M+1 matrix and N denotes the total number of differ-

ent t(n) values. Therefore, y(n) in (21) can be viewed as
being the output of the time-varying filter which is gener-
ating a sample-rate converted (new sample rate) signal.

3.3 Aliasing problems in sampling-rate converters

Itis important to note that when the input sample rate is
larger than the output sample rate, a large portion of the
the higher frequency components will be aliased back to
lower frequency range at the new sampling rate. This phe-
nomena is due to the decimation (sampling rate reduc-
tion). Thus, a band-limiting lowpass filtcring must be
employed with the conversion process [9,10].

H(0) | h0.-M) [h(0-M+1)[ ceereeeeve. |h00y e h(O,M)
H(1) | h(.-N)
H(2)
H(n,m)
H(N-1) [n(N-1,-Mmy h{N-1,M)

Figure 8. Time-varying coefTicient matrix

From (8), it is clear that (n) are the samples of the con-
tinuous-domain function sinc(t-t), with the maximum at ¢-
T = 0, as shown in Figure 6. In other words, given coeffi-
cients h(n), the delay 7 is the value of ¢ at which the max-
imum of h(t) (where h(t) is the continuous-time domain
impulse response function), can be reconstructed from the
discrete-time domain impulse response function [11].
Since the interpolated signal A() has to be band-limited by
the new Nyquist sampling rate, f,,/2, the interpolation
(sinc) function has a band-limiting factor f as [12]

= sinmP (1 - m)
h(1) = ) :z_mh (m) = T
where B is the highest allowed frequency in the new sam-
pling rate, normally less than equal to f,5/2.
Applying this result to (15) with discrete-time domain
interpretation, we have

(22

sinty(n—1)
my(n-1)
where y = f.,/f,,. However, when f2>f»Y=1hasto
be applied 10 (23), since there is no need for band-limiting.

h(n) = w(n) = w(n)sinc[y(n-1)] (23)

4.0 Real-time operation considerations

Consider when the algorithm in (21) is applied in a real-
time processor. When the output must be generated at the
output sample rate f,, the value of T and current data
pointer for the input buffer must be determined. Figure 9
shows an example of the input and output timing relation-
ship when the output sampling rate is greater than the in-
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put sampling rate. When y(0) is ready to output, s(0) can be
copied to the output buffer because the timing difference
between input and output is zero. However, when s(1) is
ready to output, the value T, has to be estimated, and then
the processor has to compute the 2M+1 coefficient FIR fil-
ter in (21) whose cocfficients correspond to the value of 7.

s(IO) 1) s(2) s(3) s(4) s(5)

Tzl

b,

tn

yoy v y2) v y4) yi) y6) y7)
Figure 9. Input and output timing relationship

Also, note that the same input data starting from s(3) are
used io generate y(4) and y(5) values with different time de-
lay parameters T4 and Ts as shown in Figure 9. Thus, the es-
timation of the time variant delay function and the starting
point of the input data vector are very important for this
real-time implementation.

Since the current delay value 1, for the output sample in-
dex n is always referenced to the current index k of input
data sample, the 1, can be defined as

o= "T‘z— kT‘rl (24)

where Ts;=1/fs; and Ts,=1/fs; Thus, 1, is always a non-
negative number with the following range

Dkt ST (25)
n J’l f;l

When two arbitrary sampling rates are delivered to the
converter the discrete values of t,, may be infinite. Howev-
er, in practice the two sampling rates are normally known,
so that the number of values for t,, may be finite. Assuming
there are N number of fractional values which is linearly
spread between an input sample period Ts; as shown in

Figure 10, the 1, can be computed as

T TY=%" 7.

fori=1,2..,N-1 . (26)
i
If 2M +1 coefficients are used for the FIR filter in (21),
the memory required for the interpolation coefficients is
(2M +1)-N words. Figure 11 illustrates the memory location
for the coefficients.

4.1 Estimation of T by external circuitry

Let’s consider how T can be estimated. Figure 12 shows
an extemal circuit which was built from three common Pro-
grammable Logic Devices (PLDs). Basically, this circuit is
a bus-addressable, 24-bit synchronous counter. The
counter is reset by the input data interrupt which is gener-
ated by the SSI Receive port of the DSP56001. The routine
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Figure 10. Linearly distributed time delay function

0 [ 2M+1 words 0 h.m
1 2M+1 words 1 hovay
2 2M+1 words 2 ;
hy
N-1[ 2M+1 words 2M hyy g

Figure 11. Memory location of the bank of coefficients

which services this interrupt places the new input sample
in a circular input buffer and updates the buffer’s pointer
in anticipation of the next input sample. Because better
temporal resolution achieves lower phase estimation jitter,
the counter runs from a 27 MHz clock, the same clock
which drives the DSP56001.

The SSI Transmit port of the DSP56001 generates the
output interrupt. When this interrupt occurs, the
DSP56001 reads the contents of the counter through its
memory-mapped address and translates this count to the
value of the current 7. In turn, the corresponding set of FIR
filter coefficients is located, the filter is applied to the con-
tents of the irput buffer and the new output sample is de-
livered to the SSI Transmit hardware—all in real time.

4.2 Filtering Process

To generate new signal with converted sampling rate,
an FIR filtering stage is required at the output sampling
rate using the current 2M+1 input data samples. From
equation (21) the output y(n) can be obtained using an FIR
filter with tapped-delay-line (TDL) structure as shown in
Figure 13, where 2! and z blocks make one past sample
(one sample delay) and one future sample, respectively.
Since the structure shown in Figure 13 which is a the im-
plementation of (21) also uses future values, from s(k+1)
to s(k+M) at k, the filtering process is non-causal. In other
words, it can not be implemented in real-time, because the
future values are not available. Thus, a causal TDL struc-
ture can be implemented as shown in Figure 14. The only
difference is that the output is delayed by N samples com-
pared to the non-causal implementation shown in Figure
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Figure 12. External circuitry for phase estimation

Figure 13. Non-causal implementation of the TDL structure

13. Also, note that since the filter coefficients are made us-
ing the symmetric window design rule, the linear-phase
through out the frequency spectrum is guaranteed. Figure
18 shows the entire block diagram explained in this section.

5.0 An Experimental Example

In consumer audio applications, there are two popularly
used sampling rates: 44.1 kHz for compact disc (CD) play-
ers and 48 kHz which is universally accepted for most other
digital audio applications including digital audio tape
(DAT) recorders. This section discusses, as an example, the
sample rate conversion of a 16-bit digital output from CD
players to DAT recorders. The ratio of two sampling rates
can be rcpresented by two integers which are computed by
the least common multiple of the two sampling rates. The

Input signal

Qutput signal

Figure 14. Causal implementation of the FIR filter

Stereo Digital DSP56001 Stereo Digital
Data In Data Out =
Dual FIR Filter o
Clock 1 Clock 2
Phase
Sync. ;
Logic 8K x 24-bit
' r.l:” —
Address
Generation
270"5132' p{ Counter J

Figure 15. Hardware connection diagram

ratio of 44.1 and 48 kHz, for example, can be expressed as
147:160. In other words, at every 160 output data trans-
fers, the input and output will be synchronized again as
shown in Figure 9. Thus, the value of N can be 160 which
is defined in (21) and for this implementation let M be 31
(i.e., 63-1ap FIR filter).

Figure 16 shows a block diagram of the hardware set-
up for the real-time implementation. In order 10 prevent
the linear interpolation between samples from introducing
errors greater than the input quantization error, it is neces-
sary that the number of coefficicnts and the number of bits
per coefficient be sufficiently large. These conditions can
be satisfied only when the exact sample-rate change is
known. However, the DSP56001 offers filter coefficients
having 24-bits of resolution to assure 144 dB of dynamic
range along with 16-bit input resolution. Also, during the
FIR filter computation in (21), the 56-bit accumulator has
been utilized to guard against unnecessary truncation or
rounding— a common deficiency with popular 16-bit
DSP processors.
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As shown in Figure 16, the proposed method has been
implemented using a DSPS6000ADS application develop-
ment system and a converter board which has two DS-
P56ADC16’s (Motorola’s 16-bit  Sigma-Delta A/D
converters) [13-15] and two 16-bit D/A converters. Soft-
ware has been developed and down loaded on a SUN3/160
workstation, utilizing 10K words of memory to store the
coefficients described in section 3.0. The input sample ratc
of 44.1 kHz is driven by the A/D converters and the output
sampling ratc of 48 kHz can be created by an external 48
kHz oscillator or generated by the DSP56001.

< DSP56001 |
DSP56ADC14 Application SUN 3/160
Evaluation u Development Workstation
Board > System
Specakers D/A ] ’

[ A A} ‘
Amp.|| Audio OSC.
m,_. = Source M 27 MH#

Figure 16. Block diagram for real-time implementation

Now, consider the software implementation of the tech-
nique. With a 27 mHz clock, the DSP56001 executes 13.5
million instructions per second (MIPS) [16]. In other
words, the execution time for a 64-point FIR filter is only
4.8 ps. The input delay-line buffer is updated by the input
sample rate indexed by &, while the output samples are
computed in terms of output sample rate indexed by n. The
input sample stream and the output sample stream are
aligned relative to each other every 160 output samples.
Thus, 160 blocks of coefficients are necessary to perform
proper sample rate conversion. Since each block consists of
63 coefficient points as shown in Figures 8 and 11, a total
10080 words are required to store all coefficients. Howev-
er, since the time-delay function of the sinc function in (21)
has an odd symmeltry with reverse coefficient indexing as

sinc(m-1(n)) = —sinc(-m+1(n)) 27
and the Blackman-Harris window in (14) is an even sym-
metric function, the total length of memory required for co-
efficient storage can be reduced by half, fitting into 5k
(5120 actual) words of memory.

The optimized DSP56001 assembly code for the FIR fil-
ter in (21) can be written as

cr a
rep #62
mac x0y0,a x:(r1)+x0 y:(rd)+y0
macr x0y0,a

x:(r1)+,x0 y:(rd)+y0 cleara

repeat next 62 times
,a=a+c(m)*x(n-m)
;a=a+c(63)"x(n-62)

where rl is the register pointing to the input buffer which
is modulo-addressed to accommodate only 63 current data
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points, while register r4 is pointing to the current coeffi-
cient location. The Modifier Register m1 is set to be 62
(input buffer size-1). This stage requires only 64 instruc-
tion cycles per output sample period, which yields a pro-
cessing requirement of only 3.072 MIPS at 48 kHz of
output sample rate. To accommodate stereo signals for
sample-rate conversion at least 6.144 MIPS of computa-
tions are required with some extra set-up and reset instruc-
tions.

5.1 Computer Simulation Results

The performance of the proposed sample-rate conver-
sion technique is tested using a single sinewave created
with 16-bits of resolution. To estimate the STHDNR the
following steps are used. First, find 2048 FFT (fast Fourier
transform) with the 4-term Blackman-Harris window and
normalize each bin by the peak value so that the input sig-
nal frequency always has 0 dB power strength. Due to the
window effect the signal power is smeared to side bands
so that 47 bins (23 lower frequency bins, 23 higher fre-
quency bins and the middle (signal) bin itself) has to be re-
moved from the FFT output bins prior to the total noise
power calculation. Since the input signal is always real,
the first 1024 bins, which represent from DC to the
Nyquist frequency, can be used for evaluation. The next
step is to sum the individual values of the rest of the bins
and multiplied by 1024/(1024-47) which compensates the
power of the removed bins.

Figure 17-a shows the spectrum of the input signal with
44.1 kHz sample rate when the signal is a sinewave at 3
kHz and the STHDNR is measured as 94.56 dB. The sig-

0 -+ v =
-20
—-40
-80

2 _s0
-100

-120 *l \ )
ot Aty

10.00 15.00 22.08
frequency in kHz

Figure 17-a. Spectrum of input data at 44.1 kHz

nal is then processed with the proposed sample-rate con-
version routine with several sets of coefficients for
performance comparison. The spectrum of the signal con-
verted to 48 kHz is illustrated in Figures 17-b through 17-
g which correspond to the number of coefficients, 2M +1
=7,15,31,63, 127 and 255, respectively. Similar compar-
isons were performed with different signal frequencies
and the resulting estimated STHDNR of the output spectra
are tabulated in Table 1. As Shown in Figures 17-b
through 17-g, the spectral peaks which may not be the har-
monics of the input signal are decreased as the number of
coefficients is increased. Also note that the input STHD-
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Figure 17-g. Spectrum of output signal when 2M+1=255

Frequency
# of taps 1kHz 3 kHz 10kHz | 20kHz

255 94.69dB | 92.38 dB | 88.81 dB | 85.42 dB

Output 127 93.11dB| 91.29dB| 87.58 dB | 84.23 dB
STHDNR 63 89.21dB| 89.46dB | 86.46dB | 81.48 dB
31 85.34dB| 86.72dB | 81.74 dB| 72.55 dB

15 78.89 dB| 74.57 dB| 75.58 dB | 69.34 dB

7 76.49dB| 70.58 dB| 64.01 dB| 61.08 dB

Input STHDNR 95.10dB| 94.56 dB | 91.56 dB | 89.88 dBj

Table1 STHDNR performance of the converters

NR were ditterent even though the same 16-bit sinusoidal
signal was generated. Thus, the difference between input
and output STHDNRs gives a guideline for optimization.
The memory requirements and number of instruction cy-
cles used for different implementation are tabulated in Ta-
ble 2. The number inside the parenthesis shows the
capacity of the DSP56001 (27 MHz) to run the routine in
real-time.

# of taps # of words (24 bit) # of inst. cycles/sec
255 20480 12.29 MIPS (95 %)
127 10240 1.14 MIPS (47 %)
63 5120 3.07 MIPS (24 %)
31 2560 1.54 MIPS (12 %)

15 1280 0.77 MIPS (6 %)
7 640 0.38 MIPS (3 %)

Table2 Hardware requirements for the converters

For performance evaluation, two more sinusoidal sig-
nals which are the lowest (20 Hz) and the highest (20 kHz)
signals in most of digital audio applications, arc applied
when the number of cocfficients are 63. Examining the
low frequency results in Figure 18, shows that, as expect-
ed, better than 16-bit performance is obtained. Usually the
worst case performance is expected in the high frequency
range due to the very limited resolution which can be uti-
lized 1o represent the wave form. However, even when a
20 kHz signal is applied to the converter, there is a negli-
gible increase in harmonic distortion as illustrated in Fig-
ure 19.

6.0 Concluding Remarks

A digital sample-rate conversion technique has been
described which is based on a table Iookup method. In the
case where the two sample frequencies are a rational num-
ber, the table entries can be exact since all © values are
known. In the most general case a table having a finite size
can be used and the filters with a T close to the actual T can
be used. I has been shown that t he resulting performance
is not only a function of the table size, but also the number
of coefficients used in the FIR filtering. Depending on the
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application, where more or less STHDNR 1is preterred, it
can be optimized by choosing right system parameters us-
ing Tables 1 and 2. Also the feasibility of implementing the
proposed method using the DSP56001 based system has
been presented. By taking advantage of 24-bit coefficient
precision, the system is capable of converting a digital sig-
nal with 44.1 kHz sample rate to a DAT compatible sample
rate with 90 dB of signal-to-(noise+distortion). Although
the DSP56001 can handle a stereo 127-coefficient FIR fil-
ter computation, the memory requircment may be much
larger than the applications which can use only 15 coeffi-
cients to achieve about 70 dB of STHDNR. The approach
described in the paper has the following design advantages:
1) it uses only digital filtering techniques; 2) it has linear-

18-—NAB 1991 Broadcast Engineering Conference Proceedings

phase response for no phase distortion; 3) it execules in
real-time with two-channels using only a single
DSP56001; and 4) it obtains signal-quality compatible
with 16-bit digital audio. The entire DSP56001 assembly
code is included in Appendix A. Although an uniform in-
put sample period was assumed for analysis and imple-
mentation, it is conceptually straightforward to extend this
technique to non-uniformly sampled signals with un-
known input sample rates.
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Appendix A
page 132,60,3,3
opt cc
start equ $0040  ;the scene of the crime

InBuffer  equ $0100
InBuffLen equ $0100  :size of input butfer

Table equ $0000 ,pUr to table of coefficients
TableLen equ 64°160  length of coefficient table

K _PTR equ $0080C ;mpy constant for ptr computation
CLR_CNTRequ $FFFO  ;R/W address to clear the counter
RD_CNTR equ $FFF1  ;Read address for delay count

M IPR equ $FFFF  ;interrupt Priority Reglster

M BCR equ $FFFE  ;Bus Control Register

M PCC equ $FFE ;Port C Control Register

M CRA equ $FFEC  ;SSIConvol Register A

M CRB equ $FFED ;SSI Control Register AB
M_SSiDataequ $FFEF  ;SSI Data Reglster(s)

;starting Addr for Input Butfer

;* 8SI Recelve Vectors *
org P:$0000C
movep X:M_SSIData,X:(r0)+ ;getthe SS| data word
movep a,Y:CLR _CNTR iClear the delay counter
ithe circult ignores cata
movep X:M_SSiData X:(r0)+ ;SStRx w/ Exept. Status
movep aY:CLR_CNTR

.* SSI Transmit Vectors *

org P:$0010

move #0,r7 ;flag that a new sample is needed
movep b1,X:M_SSIData ;ship the LAST filtered sample out
move #0,r7 ,SS! Tx w/ Exception Status
movep b1,X:M_SSIData

:* Initialize DSP56001 and define pointers/buffers *

org P:start

srconv clr a you'll need this soon...
movep a,X:M BCR ;BCR = 0, no wait states
movec a,sp ;init stack pointer
movec a,sr iclear loop flag

move aX:M PCC ,zero PCC to cycle it, reset SSI
movep #$4104,X:M_CRA ;16-bit words,2 words/frame,
;SSI Clk=0sc/8/(4+1)=0s¢/20
movep #$F1B0,X:M _CRB ;Tx/Rx enabled, both Ints. enabled
;normal,cont.clk,async,Rx,F S(bit)
;Tx,FS(word),MSBout 1st,int clk
movep #$01FF,X:M_PCC ;enable all SSI & SCI functions

;% Initialize all pointers *

move  #InBuffer,ro ,r0 points to input data

move #InBuffLen-1,m0  ;InBuff Is a circular buffer

move moO,m1 Jfilter ptr needs same modulus

bset #1r7 flag set = nothing to do...

movep #$3000,X:M_IPR ;set SSI Interrupt Priority Level

andi  #$FC MR ;unmask all interrupt levels
loop jset #1,r7,° .now, loop waiting for data...

;* Intarpolate Next SSI_Tx Sample *

SSI TX
movep Y:RD_CNTR.x0  ;x0 = delay in ticks from ext. cntr
move #K_PTR,y0 :y0 = mpy constant to adjust ptr.
mpyr  x0,y0,ar0,r1 ;compute ptr to filter coeff.s

;r0 may change...r1 = input ptr

;ré will point into coeff. table

;set flag for new sample needed

move ail,r4
bset  #1,7

;* APPLY FILTER *

clr b X:(r1)+,X0 Y:(ra)+,Y0;get data, coeff, init B
rep mo

mac  x0y0b  X:(r1)+,X0 Y:(r4)+ YO ;apply filter
macr  x0,y0,b Jleave next output in "B"

Jmp loop ;continue

END srconv

NAB 1991 Broadcast Engineering Conference Proceedings—19



SPECTRUM EFFICIENT DIGITAL AUDIO TECHNOLOGY (SEDAT)™

William Koos, Larry Koos, and Kent Malinowski
Scientific-Atlanta, Inc.
Melbourne, Florida

INTRODUCTION

In the early 1980s, Scientific-Atlanta engi-
neers invented and patented the world's
first satellite digital audio transmission system
(DATS). The company developed DATS
in concert with the major U.S. radio net-
works, ABC, CBS, NBC and RKO (now
Westwood Radio Networks). Because
each network adopted DATS, this technol-
ogy has remained the de facto standard
for satellite-delivered digital audio. Thou-
sands of Scientific-Atlanta DATS earth
stations provide the nation's radio
network feeds.

In the last few years, in response to market
conditions, Scientific-Atlanta initiated a
development program to improve on its
PCM-based DATS standard. Market
research had indicated that radio broad-
casters were interested in three areas of
technology improvements:

* Spectrum efficiency
* Audio quality (20 KHz vs. 15 KHz)
* Network management capabilities

As a result, Scientific-Atlanta set out to
deliver a new audio compression technol-
ogy and product line. This was intended
to transmit( transparently and efficiently)
compact disk (CD) quality audio over
typical satellite links.

Initial studies indicated that this technol-
ogy should be capable of the dynamic
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range of CD players over a wide range of
bandwidth and bit rate combinations.

In other words, broadcasters wanted to
achieve transmission of one source at 7.5-
10 KHz bandwidth using 1 to 3 bits-per-
sample, and another source at 15-22 KHz
using averages of 2 to 4 bits-per-sample.
To reach this kind of efficiency with little
or no degradation to the perceived audio
quality, Scientific-Atlanta research deter-
mined that the technology had to exploit
the properties of the Human Auditory
System (HAS). Further, the HAS fre-
quency noise masking property would
need to be fully exploited. In addition, it
was recognized that the technology should
be easily implementable on standard third
generation Digital Signal Processors
(DSPs) becoming widely available to the
market at decreasing prices .

Theoretical and empirical results from
early investigations indicated that a form
of Adaptive Transform Coding (ATC)'
was optimum, not only in terms of
exploiting the noise masking property of
the HAS, but also in terms of coding effi-
ciency, i.e., using a minimum number of
bits per sample.

Scientific-Atlanta engincers achieved
breakthroughs in coding technology.
These breakthroughs (proprietary
enhancements to basic coding techniques)
improved ATC's capability to exploit noise
masking properties of the HAS. Addi-
tional algorithm development resulted in



extremely efficient implementations that
were easily capable of running on any
third generation DSP platform.

These resulting algorithms, along with
the technology to implement, encode,
transmit, decode and manufacture sup-
porting systems, is a Scientific-Atlanta
technology family called SEDAT™, for
Spectrum Efficient Digital Audio
Technology.

In the fall of 1990, the ABC and CBS
Radio Networks jointly announced deci-
sions to implement SEDAT. Each network
will upgrade its existing Scientific-Atlanta
DATS system with new SEDAT encoders
at the networks' headends and decoders
at each affiliate's downlink. Conversion
of affiliate decoders has been scheduled
for the second quarter of 1990. This
paper outlines one part of SEDAT
technology, the SEDAT algorithm.

SPECTRUM EFFICIENT
DIGITAL AUDIO TECHNOLOGY

SEDAT™

Properties of the Human Auditory
System (HAS)

Researchers in psychoacoustics discovered
many years ago that the HAS processed
signals very much like a bank of filters or
a spectrum analyzer.? Anatomically, this
was due to the interaction of the inner
hair cells and the basilar membrane of the
cochlea, which produce a bank of resona-
tors. The overall effect of the basilar
membrane, the individual hair cells and
the individual fibers of the auditory nerve
results in a resolving power which can be
said to be equivalent to a bank of bandpass
filters which have become known as
critical bands.

Although the critical bands have continu-
ously overlapping center frequencies,

certain frequencies have become common
in analysis. These can be compared to
one-third-octave filters with 23% band-
width. Itis common to see 24 critical
bands listed in various tests across the
audible spectrum.

Closely related to the critical bands is the
phenomenon known as noise masking.
Fletcher's original procedure for defining
the critical bands involved mixing wide-
band noise with a pure tone and asking
listeners to determine when the tone was
just audible.® The bandwidth of the noise
required to mask the tone could be used
to define the critical band.

It was also discovered that, when a tone
was only 20 dB or so higher than the sur-
rounding noise, the HAS would mask the
noise, meaning that the noise became
inaudible. The degree of masking is also
a function of its frequency displacement
from the tone. As the noise is moved
further from the tone the amount of
masking decreases.

The lesson in this for audio compression
is that, if the quantization noise caused
by the compression can be constrained to
small frequency bands, then the signal to
quantization noise within the band only
has to be about 20 dB down for the HAS

to ignore it.*

Adaptive Transform Coding (ATC)

ATC has been applied in speech and
image coding since the mid 70s.!> Obvi-
ously, the transform theory was widely
available before this time, but first gen-
eration DSPs began to make it practical
to implement inexpensively.

A basic principle of transforms is the
decomposition of a block of time domain
signals into a set of independent compo-
nents called basis vectors. If the goal is to
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represent the most signal power with the
least number of basis vectors, then an
optimum transform in terms of minimiz-
ing the mean square reconstruction error
is given by the Karhunen-Loeve Trans-
form (KLT).

The KLT expands the input signal into a
set of basis vectors which are ordered by
the energy of the vector present in the
signal. For compression, we could there-
fore use only the lower n components

(n being dependent on the amount of
compression) for transmission and recon-
struction. Unfortunately, the KLT is
computationally prohibitive because the
transform is dependent on the input
signal. Fortunately, the Discrete Cosine
Transform (DCT) is a very good approx-
imation to the KLT for the class of signals
in which we are interested and can be com-
puted very efficiently.

Although we cannot guarantee ordering
of basis vectors by power in the signal
(the ordering is always fixed), the DCT
does exhibit the energy compression
characteristic of the KLT. In other words,
adjacent vectors tend to have nearly equal
values and the overall spectrum tends to
fall off smoothly toward the higher fre-
quency components.

The adaptability of the ATC comes from
adapting many quantizers for the quan-
tization of the transform coefficients.
The quantizers are adapted with respect
to the number of bits used and the step
size or scaling. By the use of many quan-
tizers, we can constrain the quantization
errors to small frequency bands, thereby
optimally exploiting the noise masking
property of the HAS. It is this combin-
ation of near optimal efficiency due to
the DCT and optimal exploitation of the
noise masking property which makes ATC
so desirable for audio compression.

22 _NAB 1991 Broadcast Engineering Conference Proceedings

The SEDAT Algorithm

A block diagram for the Scientific-Atlanta
SEDAT encoder and decoder is shown in
Figure 1. Audio samples are input to a
Time Domain Aliasing Cancellation
(TDAC) analysis function, which takes in
blocks of 1024 time samples and applies
to it a time domain window.® The com-
posite block is transformed by a 1024-
point modified DCT, out of which only
512 samples are unique. The analysis
window is then moved by 512 time sam-
ples relative to the previous block - and
the operation is repeated. Thus, for
every 512 input samples, 512 transform
coefficients are produced and encoded.
(The synthesis portion of the TDAC
technique is performed in the decoder.)

TDAC allows one to use a longer overlap-
ping analysis window and guarantees
complete elimination of the time domain
aliasing produced by the overlapping
blocks, without increasing the number of
coeflicients to be compressed. Longer
windows decrease the coefficient leakage
into adjacent coeficients, thereby
providing higher frequency resolution.

Encoding consists of quantizing the
TDAC coefficients using a bank of quan-
tizers across the frequency domain. The
TDAC coeflicients are divided into fre-
quency bands or sub-bands such that all
the coefficients in the sub-band will be
quantized with the same quantizer. The
TDAC analysis provides very high fre-
quency resolution across the audible
spectrum, allowing these sub-bands to be
closely matched in bandwidth to the
critical bands whose bandwidths increase
with frequency.

This gives SEDAT a decided edge in both
bit efficiency and perception over tradi-
tional sub-band approaches, which
typically use a small number of uniformly
spaced sub-bands. Variable bandwidth



sub-bands allow improved bit utilization
without perceptual degradation.

Proprietary bit allocation and scaling
algorithms are run against the TDAC
coefficients to pick the number of bits
and scaling for each quantizer. The
actual transmitted information block
thus contains quantized coefficients and
side information necessary for the
decoder to dequantize them.

In an error-free environment, we could
simply send this block to the decoder for
dequantization and reconstruction.
Unfortunately, in any real world comm-
unication link we are faced with the
prospect of bit errors which corrupt the
transmitted data. SEDAT uses several
levels of error correction and conceal-
ment to allow its use at bit error rates as
low as 10 with imperceptible degrad-
ation. The side information and the Most
Significant Bits (MSBs) of the low fre-
quency coefficients are protected with a
Reed-Solomon code.”

The SEDAT decoder must perform two
functions before it can get on with the
basic job of dequantization and recon-
struction. First, it must acquire and
maintain block synchronization, i.e., it
must know where the beginning of the
block is. In SEDAT, synchronization is
achieved using information in the error
correcting codes, and thus requires no
additional overhead bits. Once block
sync is achieved the decoder begins
normal block processing.

Block processing commences by
checking the coded information for
errors. Four results are possible:

1) no errors have occurred;

2) correctable errors have occurred;

3) detectable but non-correctable errors
have occurred;

4) non-detectable errors have occurred.

In the first two cases, the potential errors
are corrected and the processing contin-
ues. In the third case, the bit allocation
and scaling of the previous correctable
block are substituted as an error-
concealment strategy and processing
continues. In the fourth case, non-
detectable errors disguise themselves as
either no errors or correctable errors and
the algorithm proceeds accordingly. This
last case has an extremely low probability
of occurrence (one of the strengths of
the Reed-Solomon code).

After error correction (and possible con-
cealment), the decoder reconstructs the
frequency domain coefficients from the
compressed coefficients and the side
information. The resulting coefficients
are transformed back into time domain
samples, and the synthesis half of the
TDAC technique is performed by
overlapping and adding the results of
successive blocks.

The robust ability of the Reed-Solomon
decoder to detect non-correctable errors
is the basis for the block synchronization
and audio muting functions. Simply put,
if the decoder detects a sufficiently large
number of non-correctable blocks in a
given length of time, it determines that
the link quality has degraded below an
acceptable level and mutes the audio
output.

If the error correction performance is
poor enough (typically occurring during
extended intervals with bit error rates of
102 or worse), the decoder assumes that
it has lost block synchronization and
begins re-acquisition.
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What's next?

The SEDAT algorithm has applications

in many other areas. For example, digital

audio compression is possible in terres-
trial backhaul, telephony, digital music
storage, broadcast automation, d1g1tal

radio broadcast, simples RF transmission,

cellular telephone and a host of others.
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AN INTEGRATED DIGITAL SYSTEM FOR BROADCAST AUDIO

David J. Evers
Broadcast Electronics, inc.
Quincy, lllinois

A varicty of digital audio “"solutions™ for thc broadcaster
have been proposed in the past few years; but none have
attained widcspread acceptance by the industry. Perhaps the
primary reason is that broadcast audio deals not just with the
basic requircments of recording and playback of program
material; but with a number of control and managcment
issues as well. A truc solution must address such concerns
as scheduling, format enforcement, casc of access, security,
and intcgration with othcr programming sources; in addition
to the fundamental ability to record and play high quality
audio. And all of thesc issues must fit within an acceptable
conccplual "model” that provides a comfortable and familiar
environment for the broadcast uscr.

This paper outlines a solution to the digital audio needs of
the broadcast industry which addrcsses all of these issues in
an integrated fashion; providing high quality, cfficicnt audio
storage and retrieval within a framework that fits into the
broadcaster's world instead of forcing him to learn to live in
a ncw onc.

Digital Audio in Broadcasting

The ability to capture and replay audio in digital
form has been available to the professional
recording and broadcast industry for some time
now. The basic concepts of Analog to
Digital/Digital to Analog conversion, with data
storage on various media in between, are well
documented and applied to dozens of existing
products; ranging from PCM (Pulse Code
Modulation) data stored in pseudo-video form on
video recorders to huge and expensive multitrack
systems in DASH (Digital Audio - Stationary
Head) format used in recording studios.

In recent years, this expensive technology has
made its way to the consumer market in the form
of Compact Disks as a playback-only medium
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and DAT (Digital Audio Tape) for full record-
play functionality. These have "backed into" the
broadcast marketplace even though few products
are specifically aimed for it. And most recently,
we have seen the introduction of Mass Storage
Digital Audio devices using hard disk media to
store a complete inventory of commercials and
other short audio segments.

In attempting to analyze why this clearly superior
technology hasn’t been more widely accepted in
the broadcast industry, the following three areas
of concern seem to stand out:

Access

A product must offer a means of locating
and readying for play the exact selection
the operator is looking for; in a quick,
simple and efficient manner.

Programmability

In addition to being able to randomly
select something at a moments notice; an
operator can benefit from having those
elements of his show that are known in
advance (such as his spot schedule) pre-
programmed for him. Programmability
also allows the product to run for some
length in an unattended mode.

Control

The product must allow for outside
control over the functions of Access and



Programmability. Simply having these
capabilities provided internally is not
enough; the product must be able to
operate in conjunction with other
elements of a system.

With these criteria in mind, let's examine the
current state of the art in digital audio equipment
to see why none have literally taken the market
by storm.

Control and Source Equipment

There are two types of equipment used in the
studio of a radio station today: Source Equipment
and Control Equipment.  Source Equipment
covers the range of products that are a source of
audio, such as Cart Machines, CD Players, and
DAT Recorders. Control Equipment encom-
passes those products used to control audio
sources, including Consoles, Automation
Programmers, and Live Assist Systems.

In most instances, there is a clear distinction
between Source and Control Equipment; each
filling a part of the overall puzzle. However,
digital technology tends to blur this line; simply
because the power to do more things is available.
Consider the fact that most CD players have
built-in programming capability to select the
order in which tracks can be played. For the
home user, this provides a convenience;
however, in professional use this capability is
seldom used. It is preferable instead to have
individual remote control capability in each
source that can be centralized at an appropriate
point of control.

The product area where this division is most
indistinct, however, appears to be in Mass
Storage Digital Audio; where a number of short
selections (typically commercials) are held in
digital form on a large storage medium such as
hard disk. Because of the unique nature of such
a device, it is difficult to distinguish whether it is
a piece of source equipment, control equipment
or both. Obviously, it is a source of audio; so it

Control Equipment  Source Equipment

Consoles Cart Machines
Automation CD Players
Sequencers Tuintables

Live Assist igi Studios
) Networks

Figure 1 Mass Storage Digital Audio devices have attributes
of both Source and Control Equipment.

must qualify as source equipment. However,
most systems now available have significant
levels of programmability. In addition, most of
these systems are also geared towards use in
satellite programming situations where they not
only provide control over the internal material
played, but also for external sources such as the
satellite audio and cart machines.

The question with such devices is not whether to
provide control and programming capability;
these systems need it to provide for the access
and programmability criteria defined earlier. The
real problem is determining where to stop! Once
a certain level of capability is reached, additional
program and control functionality is redundant
and, in some cases, detrimental to the
performance of the product in the station. More
capability usually means higher cost. Sometimes
it also means sacrificing some measure of
performance or making the product more
complex and harder to use. In all products of
this type, there is a fine line beyond which any
additional capability is simply a burden.

In the development of Broadcast Electronics'
contribution to the Mass Storage Digital Audio
market, the AudioVAULT, great concern was
placed on the appropriate division of source and
control responsibility. As the balance of this
paper will explain, the answer involved not just a
single product; but rather the shared capabilities
of two separate but interrelated technologies.
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AudioVAULT

As with all present entries in the Mass Storage
Digital Audio area, the Broadcast Electronics
AudioVAULT is a record & playback device
using hard disk storage as a random access
medium for short duration audio element such as
commercials, jingles, ID's and liners. The basic
design  criteria  for the  AudioVAULT
encompassed several key requirements which
were felt necessary to provide a suitable
environment for radio station use:

1) The unit would be required to allow
recording and playback of audio material
simultaneously.

2) The unit would allow multiple,
asynchronous access from two to four
stereo output channels from the stored
"inventory" of recorded material. One
copy of an audio selection could be
played to four separate output pairs
independently.

3) Access to the stored inventory would be
virtually instantaneous; involving no
cumbersome  searching and cueing
procedures.

4) The unit would be equally at home in a
controlled environment, such as an
automation system where all selections
are programmed in advance and sent to
the device as needed; or in an interactive
"Live Assist" situation where the
operator accessed selections one at a
time.

S) The unit would incorporate a graphical
user interface to provide necessary
feedback for system operation; such as
dynamic meters during recording and
"progress displays” during playback.
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To meet all of the above requirements involved
the selection of adequate hardware and software
platforms. The hardware consists of a computer
section, which is basically a 286 or 386 PC
compatible subsystem of CPU, Hard Disk Drive,
and VGA Color Graphics; and an audio section,
which contains the actual A/D, D/A and storage
“engine” running under the direction of the
computer. The audio section is a subsystem
manufactured by WaveFrame, Inc.; a widely rec-
ognized leader in the field of digital audio. This
component provides a working equivalent of an
8-in, 8-out digital multi-track deck; however, in
this instance, it is used more like 4 independent
2-track decks accessing the same storage
inventory.

For the software platform, the choice was made
to use Microsoft Windows 3.0; for a variety of
reasons.  First, it offers a stable graphical
development  environment with device-
independent control of input and output. Second,
as a cooperative multi-tasking environment, it
offers the potential to co-exist with other
Windows-based  programs. And finally,
Windows offers a consistent user interface; so
customers familiar with the rapidly increasing
number of Windows programs have less of a
"learning curve” to begin to use the program.

Outside of the hardware and software platform
issues, a choice also had to be made about the
“model”; or the way the AudioVAULT would be
made to simulate "real world" products. In the
radio broadcasting environment, there is only one
model to build upon: the Cart Machine. While
there are many physical differences between the
way the AudioVAULT works as compared to a
cart machine; there are many conceptual
similarities. We chose to exploit these
resemblances in order to make the operation of
the AudioVAULT more intuitive to station
personnel already comfortable with the use of
traditional equipment.
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Figure 2 A Screen Display from the Broadcast Electronics AudioVAULT

The "Cart Model"

With any type of Mass Storage Digital Audio
device, the processes of recording and playing
back audio material are significantly different than
those for cart machines and other analog
recorders. For one thing, the media is invisible -
there is no physical handling, erasing, recording,
and storage like there is with an analog cart.
Audio simply "disappears” into the inside of the
system; where it magically reappears when you
request it for playback.

However, the operator must feel comfortable with
the processes involved in getting audio in and cut
of the system. For this reason, Broadcast
Electronics decided to make the operations and
terminology mimic those that the operator was
already familiar with. The software platform
provided this capability in the form of "object
orientation”; in which software representations of

real-world "objects” are made to behave as if they
were truly physical entities manipulated by the
operator.

For example, a basic object in the AudioVAULT
is the "Deck"”; a software representation of a Cart
Machine. The Deck has the attributes you would
expect for a Cart Machine: A START button, a
RECORD SET button, meters, a STOP button,
RUN and READY lights, and a place to put a
“Cart” object to be played. The operator
manipulates these familiar controls in exactly the
same manner as he would a Cart Machine; and he
gets the results he would expect, even though the
internal operations involve foreign concepts like
hard disks and Digital/Analog conversion.

Likewise, the audio selections are represented by
objects in the AudioVAULT software. The most
fundamental object is a "Cut": a single mono or
stereo audio segment. The operator records a Cut
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in a familiar manner: he presses the RECORD
SET button, adjusts the record level on the
meters, and presses the START button. The Cut
is concluded by pressing STOP. A Cut has
additional attributes such as a Cut Title, a Length,
and information about the time and date when it
was recorded; serving the same functions as a
paper label.

Most Mass Storage Digital Audio devices provide
the capability of recording the equivalent of a Cut
on the AudioVAULT. However, because of the
sheer capacity of the storage media involved, a
device may end up with literally thousands of
individual audio selections. Selecting the desired
Cut from this inventory becomes a major chore
for the operator.

Analog carts handle this problem by allowing
multiple Cuts on a single cart; and then rotating
the Cuts automatically when the cart is played.
The AudioVAULT provides exactly the same
capability by allowing one or more Cuts to be
assigned to a "Cart” object. Selecting a given
Cart will play its assigned Cuts in rotation;
although any Cut may be directly accessed if
desired. The effect is to subdivide the overall
inventory of selections into a more manageable
group of Carts; much in the same way
subdirectories divide up file storage on a PC's
hard disk.

Stacks and PlayLists

Because of the power available in the
AudioVAULT, it was possible to implement
higher-level objects made up of Carts to extend
the level of programmability to the operator.
Two mechanisms are provided to allow for
multiple Cart objects to be manipulated: "Stacks”
and "PlayLists”. A Stack is exactly what its name
implies: a Stack of Carts. Much in the same way
as an operator might stack up analog carts for
easy access to selections he knows he may need
quick access to (such as jingles or PSA's), the
AudioVAULT allows setting up Stacks made up
of individual Carts. A unique benefit of these
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Stacks, however, is that a single Cart may exist in
more than one Stack; something an analog cart
could not do without duplicates. A Stack is an
inherently random access mechanism; allowing
any Cart to be quickly addressed and played. In
effect, Stacks provide a way to subdivide the
inventory of Carts the way that Carts subdivide
the inventory of Cuts.

A PlayList, on the other hand, is more of a
sequential access mechanism. This is an object
that specifies the particular order that certain
Carts are to be played; and has the ability to
enforce that order. A PlayList may be created by
the operator "on the fly”, or it may be prepared
for him "off-line" in the form of a simple ASCII
text file which is later loaded into the
AudioVAULT.

The most obvious use of the PlayList is to define
the scheduled commercials for airplay. This is
typically information that is known well in
advance; and is usually of an important enough
nature to try to ensure that it is played in the
order scheduled. By having all his commercials
pre-scheduled for him in a PlayList, the operator
can concentrate on the balance of his show.

PlayLists also form the fundamental basis of the
AudioVAULT's programmability. The operator
need not be present to execute the elements of the
PlayList. When so scheduled, the PlayList can
execute automatically for any desired period;
allowing for a short break for the operator or even
providing the ability to program the system for
full 24 hour automatic operation. This,
incidentally, raises one of the most likely uses of
the AudioVAULT: Satellite Programming.

Radio From Space

Satellite programming has been around since
about 1982; and has become a major force in
broadcasting today. It's advantages are obvious:
it allows any station, even in the smallest markets,
to sound like a major market station with high-
caliber talent and programming. For the price of



a dish in the back yard and a monthly fee, 100%
of a stations programming needs can be met.

From the very beginning, automation technology
has played a large role in the development of
satellite radio. After all, it made little sense to
replace an announcer with the satellite; and still
have a person feeding commercials into cart
machines for the spot breaks. However, most
automation systems were overkill for the
relatively simple requirements of satellite formats;
most were too expensive; and few had the ability
to handle the automatic changing of local liner's
and ID's when the satellite announcer changed,
meaning someone had to attend to the system
several times a day.

Virtually all Mass Storage Digital Audio devices
have been directed in some fashion towards
satellite programming. Since all systems have
some level of programmability, they allow for the
pre-scheduling of the local spot breaks. Since all
of these systems offer "instant access” to the
inventory of material, they are well suited to
playing the ID's and Liners which come at the
whim of the satellite announcer. And since the
storage capacities of these units allow for holding
all Liners and ID's for all announcers; they
provide an easy method of switching between
them at an announcer change on the satellite
format.

Ironically, it is exactly this capability that forms
the paradox of Source Equipment vs. Control
Equipment orientation for the product. At what
point does the addition of features designed for
providing control capability such as the pre-
scheduling of spot breaks or announcer changes
begin to detract from the overall utility of the
device for its intended purpose: as a source of
audio?

Broadcast Electronics struggled with this question
and arrived at a simple and elegant answer; which
can be stated succinctly as follows:

Rule #1 of Source/Control Technology

"A piece of Source Equipment ceases to be a piece of
Source Equipment and becomes a piece of Control
Equipment when it is required to provide machine
control to other sources outside itself."

The key word in this statement is machine
control. This infers that some type of physical
control; such as a contact closure or control data
stream, is being provided by the unit to control a
source other than itself. Whenever this occurs,
the system's complexity is necessarily expanded
beyond it's original intent, by a margin that may
never be truly defined. What kinds of external
source control is allowed? What happens when a
new type of external source comes along that has
radically different machine control requirements?
Where does it all end?

You will notice that sources which do not require
machine control are not prohibited. These would
be (by definition) limited to audio feeds, such as
studios, networks, and (surprise) satellite feeds.
Since these sources merely involve the switching
of audio signals on and off, they add no
complexity to the system, and are guaranteed to
remain simple forever.

In many Mass Storage Digital Audio systems, the
switching of audio outside the system is
accomplished by an external audio switcher. This
can be considered a violation of Rule #1 of
Source/Control Technology because the control of
the audio switcher requires machine control.
Broadcast Electronics addresses this requirement
in a much simpler way. The AudioVAULT has
the capability to support up to 8 audio inputs (in 4
stereo pairs); each fully addressable within the
AudioVAULT as a digitized audio signal capable
of being routed to any of the 4 stereo output pairs
(using the digital loop-through or source
monitoring function). In effect, all audio
switching is accomplished by fully digitizing the
input signal and routing it in the digital domain'
The command to perform this switching function
is entered in the PlayList as CH2&3 (indicating
Channels 2 and 3).
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To accomplish the playing of Liners and ID's, a
special Stack known as a Pre-Load Stack is used.
This takes a Stack of up to 8 Carts and pre-loads
them into the system's cueing mechanisms; so that
each may be started directly upon receipt of a
contact closure from the satellite decoder. A
given contact closure is directed to a given Cart;
and normal rotation of Cuts within the Cart
insures a different Liner or ID each time it is
called upon. When the time comes for a new
announcer to appear on the satellite, a simple
Stack Change command is entered in the PlayList
to abandon the current Pre-Load Stack and replace
it with a new one; holding the Liners and ID's for
the upcoming announcer.

Therefore, all requirements for most satellite
formats (and perhaps many other types of formats
as well) can be accomplished using only the
AudioVAULT without violating Rule #1. But
what happens when the specific demands of the
station require that multiple sources of audio;
some needing machine control, must be
addressed? In this instance, Broadcast Electronics
decided that the most appropriate response is to
relegate the AudioVAULT back to its original
intended purpose: as an audio source product; and
to provide for the control requirements with a
product specifically designed for this function.

The CORE 2000

The Program Automation business has been
around for 25 years or more; evolving from
relatively simple electro-mechanical systems to
complex dedicated microprocessor  control
configurations.  In the mid-80's, it became
apparent that it was time for a new generation of
program control products, for a variety of
reasons:

1) To take advantage of the developing PC
industry to provide a powerful control
center with attractive features (disk
storage, large memory capacity, and color
graphics displays) at a reasonable price.
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Figure 3 The Core 2000 Program Display Screen

2) To address the rapidly evolving source
equipment situation; including exotic
sources such as CD jukeboxes and
RDAT's.

3) To provide a new level of control

software that allowed not only for
sophisticated automation control; but laid
the groundwork for unprecedented Live
Assist capability using sophisticated
sources.

The CORE 2000 was developed to address these
requirements.  Consisting of a new RS-232
controlled audio switcher/mixer and a standard
PC as the "brains”; the system was designed with
the following basic requirements in mind:

- Addressability for up to 36 source inputs;
each with flexible machine control and full
audio control including VCA level adjustment
under computer/database control. This was
important for sources such as CD jukeboxes
which could require level adjustment on an
event-by-event basis.

- Independent "Smart" Source Interfaces for
each input; with the capability for
sophisticated parallel 1/O (for such sources as
Sony CDK-006 CD Changers) and Serial 1/O
(RS-232, RS-422, and infrared-remote-
controlled sources).
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- Backward compatibility with all present
automation source equipment (Reel to Reels,
Single Play Cart Machines, and Random
Access Sources).

- Forward compatibility with known and
unknown sources; using full microprocessor
control capability on each source interface.

- Standard 286 or 386 PC compatibility,
allowing for tremendous power at an
unprecedented price.

- Extensive database-supported programming
capability; allowing operators to work with
the system in their own terms (Song Titles
and Artist, Commercial Names, and exact
event durations).

In short, the CORE 2000 becomes a Control
Equipment partner to the AudioVAULT when the
particular format requirements would exceed the
control capabilities of the AudioVAULT.

Traditional automation systems included a wide
variety of source equipment; such as Reel to Reels
for music; Random Access Cart sources form
commercials, and Single-Play Carts for such
elements as Jingles, ID's, News, and Weather.
Using new source equipment such as CD changers
like the Sony CDK-006, and Mass Storage Digital
Audio sources like the AudioVAULT; a Core
2000 system could provide significantly more
capability in significantly less rack space. And
given the fact the such a system is configured with
complementary Source and Control equipment
technology; the appropriate division of task
responsibility is maintained.

In what cases, then, would a Mass Storage Digital
Audio device like the AudioVAULT alone be
appropriate? In following the general guideline of
Rule #1, one use could be for a satellite-only
format in which the only external source inputs
were those for the satellite itself, and perhaps with
a separate network news feed. Another
appropriate configuration might be in a Live

Assist situation in which the announcer intends to
remain in full control; and the only cases of semi-
automation are for spot breaks.

Conversely, an inappropriate situation for a lone
Mass Storage source would be a part-time satellite
operation in which the off-satellite programming
was originated from sources requiring machine
control; such as contact closures to one or more
cart machines. In such a case, a clearly more
flexible configuration would add a system
controller such as the CORE 2000 to the system;
to more effectively manage the multiple
requirements of the various sources.

Conclusion

It is tempting to look at the capabilities of the
PC's that are so common in todays broadcast
product market; and to assume that with just the
addition of "a little software” a given product
could be made to do more than it was originally
intended. Indeed, many products today
demonstrate  this  philosophy. However,
sometimes it is better to step back for a bit and
examine whether or not the addition of some
feature or capability might actually detract from
the overall value of the product; because it is
suddenly more complex and harder to use.

The trend today sometimes appears to be heading
towards a “one product does all" approach.
Sadly, this concept ultimately portends products
which may do everything; but are too difficult to
understand and use. It may be wise at this point
to realize that while "one might fit all", perhaps
"two might fit better".

NAB 1991 Broadcast Engineering Conference Proceedings—33



AN ALL DIGITAL CD QUALITY STUDIO-
TRANSMITTER LINK FOR THE 950 MHZ BAND

Howard Friedenberg and Jamal Hamdani
Moseley Associates, Inc.
Santa Barbara, California

Abstract - A new digital modem has been developed which
converts CD-quality audio to a spectral-efficient digital sig-
nal that is ready for transmission over standard analog FM
STLs. Excessive bandwidth requirements have in the past
made transmission of digitized high-quality program mate-
rial incompatible with 950 MHz Studio-Transmitter Link
radio usage. Performance tcsts have shown the resulling
digital FM signal to bc compatible with existing analog
services. This paper describes the considerations that drove
the development of this modem as well as performance and
compatibility tests.

INTRODUCTION

Digital Audio Tapes (DATSs), Compact Discs (CDs), digital
carts and other digital storage media have made significant
infoads toward the culmination of the “all digital” radio
station. The benefits of this metamorphosis are generally
appreciated and accepted. The digital media is inherently
morc robust and avoids the noise and distortion accumulation
thataccompanics analog stages in the audio chain. This trend
toward digital component replaccment of their analog counter-
parts has initially targeted the weak spots in the processing
chain. Onc stagc in that chain that could benefit from digital

quality is the Studio-Transmitter Link (STL). Resting at the
cnd of the processing chain, it sets many of the crucial chain
characteristics. Butdigital improvements in STL technology
have been limited by the current investment in 950 MHz
analog FM STLs. Also, the large bandwidth required by
digital audio obviates the usc of this band when using conven-
tional STL technology.

Recent advances in digital signal processing have solved this
dilemma and fuelcd the development of a 16-bit digital sterco
STL that operates through existing 950 MHz analog STL
equipment.  Figure 1 illustrates the typical configuration
using the digital modem over an STL radio link. The digital
cncoder converts audio program and auxiliary data channels
into a shaped digital baseband signal. From this, the STL
ransmiticr can generate a spectrally compact digital FM
signal that is compatible with existing analog FM scrvices.
At the receiver, an inversce operation is performed to recover
the original program information with perfect digital accu-
racy. The digital link delivers audio with exceptional trans-
parency that has not been attainable with strictly analog links.
Dircct PCM inputs and outputs facilitatc a 100% digital
processing chain.

This report describes the benefits, technology considerations
and performancc requircments that lead 1o the development
of the Mosclcy DSP-6000 digital STL system.
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Digital STL in Retrofit Configuration.
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.
BENEFITS OF DIGITAL TRANSMISSION

A standard analog STL system adds a certain amount of noise
lo the audio program (though these contributions may be
acceptable in a well designed systcm). For multiple STL
repeater hops, these noise and distortion products add. The
signal-to-noise ratio (SNR) can never be better than the first
hop and will continue to worsen with each hop. In a digital
system, so long as there is sufficicnt SNR to regenerate the
data accurately, the last hop will produce the same data as the
first without degradation of the SNR distortion or frequency
response. The 20th hop will be as clean as the first.

C lio SNR during fad
Audio program SNR is approximately proportional to the
reccived carrier power in analog radio transmission. In
digital transmission, so long as the data is received cleanly,
SNR remains constant at its maximum level. Fades have no
cffect on SNR.

Most analog signals arc considered unacceptable when their
Carrier-to-Noise (CNR) reaches 30 dB. Most digital systems
will continue to regenerate data correctly ataCNRratioof 15
dB. Theiraudio SNR will remain constant until that threshold
1s reached.

No crosstalk

Because left, right and auxiliary audio program channels are
multiplexed digitally rather than in an analog fashion, there is
no crosstalk between any of these channels. Thus, concerns
for STL effects on composilc sterco gencrators or SCA
subcarriers arc eliminated.

During those periods of the day when your signal has faded
and your neighbor’s hasn’t, adjacent or co-channecl interfer-
cnce may be a problem. The digital system will operate
cleanly and quietly under these conditions in contrast to thc
analog sysicm which may generate audible background chat-
ter or birdies.

Noohase ’
The extreme phase lincarity associated with the use of linear
PCM encoding techniques and phase-lincar FIR filters results
in negligible phase distortion. Thus, peak overshoot is
minimized allowing for safe use of maximum carmer devia-
tion. Also, zero differential channel phase eliminates the
phasc synchronization problems normally associated with
sterco or dual mono transmission.

Linear 16-bit PCM for broadcasting (15 kHz audio) requires
512 kbit/s/channel at 32 kHz sample rate. A typical STL
configuration might require two 15 kHz channels for stereo
andone 7.5 kHz SCA channel yielding an aggregate datarate
of 1280 kbit/s. It is this high data rate that has made previous
attempts at digital STL usage in the 500 kHz (and 300 kHz)
bandwidths of the 950 MHz band impractical. The rcquired
spectral efficiency suggests that coding techniques of greater
complexity than conventional FSK with binary signaling arc
necessary to squecze the data into standard broadcast chan-
nels. Such coding may be partitioned between source and
channel encoding techniques to reduce the burden of com-
plexity on either. Currently, state-of-the-art source coding
hardware offers bit rat¢ reduction by a factor of four. Channecl
coding formats yielding spectral efficiency of 1 bit/s/Hz will
allow 320 kbp/s transmission in 500 kHz bandwidths.

Source coding

For high quality audio, there are three kinds of source cod-
ers— transform coders, sub-band coders and hybrids.!??
Choice of source coder is governcd by rcquirements for
quality, bit rate, dclay, bit error protection, post processing
capabilitics and hardware implementation complexity. The
relative importance of each of these parameters is very
application-specific. For ‘live’ transmission purposcs, the
coding delay is acritical parameter. Thc maximum tolerable
delay for thesc applications is on the order of 10 milliscconds.
Longer delays present problems for off-air monitoring such
as when using IFB or cueing channcls.

Transform coders involve the conversion of a block of con-
sccutive samples into the frcquency domain. This strategy
enablcs a rcduction in the redundancy of the audio signals.
Transform coders rely heavily on thc computationally inten-
sive FFT algorithm for frequency analysis of the signal. A
certain amount of error protection overhead must also be
included to enhance performance in poor environments duc
1o the unforgiving nature of the coding. Though very cffec-
tive at bit rate reduction, transform coders have long coding
delays, typically greater than 50 ms, making them impracti-
cal for our application. Sub-band coders divide the broad-
band signal into a number of sub-band signals with a suitable
filter band. This method avoids time-frequency-time conver-
sion and therefore, reduces the degree of signal processing
complexity. Depending on the implementation complexity,
coding dclays are between 1 ms and 20 ms.

Currently, the DSP-6000 digital modem is bascd on an
implementation of sub-band ADPCM with lincar prediction
and backward adaptive quantization. Like the aforc men-
tioned coding schemes, sub-band ADPCM exploits the con-
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siderable natural redundancies of voice and music to achieve
the substantial 4-t0-1 reduction in bit rate (for further details
sce [4]). This system satisfied the critical design considera-
tions for our needs. Complexity is moderate. Coding delay
is 3.8 ms which is quite reasonable for this application.
Transparency was exceptional. Also, an important by-prod-
uct of sub-band coding is excellent bit error immunity and
gentle error handling which offers great benefit in broadcast
radio transmission.

Al ~
4 ¥y

Efficient spectrum utilization is a primary consideration for
the choice of modulation format. The format must co-exist
favorably in the primarily analog frequency-modulated 950
MHz band. Thus, the out-of-band specctral energy must be
well suppressed to avoid interference of the digital carrier
with existing analog services. Lincar modulation formats
suchas QPSK or QAM will regenerate sideband energy when
confronted with non-linear Class-C amplification found in
conventional FM STLs thereby limiting their usefulness. In
contrast, continuous-phase frequency shift keying (CPFSK),
a broad class of digital frequency modulation, is particularly
well suited to FM transmission with non-linear amplification
due to its constant-envelope property.

Spectral cfficient schemes, such as tamed FM, partial re-
sponse FM and GMSK, belong to aclass of CPFSK known as
corrclated or partial response CPFSK. This class may be
thought of as binary FM that has been very heavily band-
limited prior to modulation. Theresult isacontrolled amount
of intersymbol interference (ISI) in pulse shapes that last a
few bit periods. The pulse value at a given time becomes
correlated to the value of previous pulses producing a com-
positc multilevel FM signal.

The simplest form of partial response FM is known as
duobinary FM. This scheme gives rise to intersymbol inter-
ference from only one previous pulse to yield a bascband
signal that has three levels at the sampling instants. Duobi-
nary signaling providesa 2:1 bandwidth compression relative
lobi-level or binary signaling. The Nyquist criteria places the
maximum symbol packing rate for bi-leve! binary signaling
at 2 symbols/s/Hz but practical filter realization scts this rate
closer to 1 symbol/s/Hz. With duobinary signaling, the ideal
Nyquist rate of 2 symbols/s/Hz can once more be attained
with practical filters that are tolerant of production, tempera-
ture and time variations. The price for this increased signal-
ing efficiency is a small loss in robustness for adding the third
signalling level. (For comparison, to produce the same spec-
tral efficiency as duobinary, a corresponding zero memory or
full-response multi-level signal would require 4 signalling
levels thereby further reducing system robustness.) Using
duobinary baseband signaling with the FM modulator’s peak
deviation set for one quarter of the data rate (h=0.5), an RF

spectrum is created with a spectral efficiency of 1 bit/s/Hz. It
is should be emphasized that spectral efficiency, as generally
defined, docs not refer to the 3 dB bandwidth that is consid-
ered by Carson’s rule but to the “infinite attcnuation” band-
width which is more practically tiken to be the 20 dB to 50dB
attenuation points depending on the interference require-
ments of the application.

Along with high spectral cfficiency, duobinary signaling has
been shown to have good error performance’® and speed
tolerance. Speed tolerance is defined as the amount of
increase in signaling speed that will just cause overlap be-
tween adjacent levels (eye pattern closure). For ordinary
duobinary, this specd tolerance is 43%. This translates to
robustness in withstanding circuit and channel perturbations
such as filter variations and unintentional intersymbol inter-
ference due to co-channel and adjacent channel interference
and transmission channel distortions. This robust quality has
been proven in several long haul communication links over
the years and proven to be very reliable.

Another benefit of duobinary signaling is that error detection
may be readily obtained without introducing redundancies
into the data stream. This is accomplished by monitoring the
received data for violations in its correlation properties. This
cerror signal aids in determining the quality of the overall
transmission path.

Error detection ability, constant envelope, high data rate
packing, perturbation tolerance and efficient spectral shape
have made duobinary signaling an appropriate technique for
use in this modem to compliment existing STL technology.

DSP-6000 IMPLEMENTATION
Source Coding

The source coder portion of the modem is shown in Figure 2.
The modem accepts up to four audio program inputs (main
left and right and two SCAs) in 15 kHz or 7.5 kHz band-
widths. All audio inputs and outputs are active balanced XLR
type. The audio program is converted to 16-bit linear PCM
data by a 64 times oversampling dual A/D converter with
digital linear-phase anti-alias filtering capable of 95 dB
dynamic range. Alternately, the encoder acceptsdirect 16 bit
linear PCM data from a digital source for contiguous digital
transmission of the main program channels. On the decoder
side, the PCM signal is ouput as either AES/EBU formatted
or unformatted serial data. Analog outputs are also available
by usec of a4 times oversampling dual D/A convertor. Two
low speed asynchronous data channels (up to 9600 baud)
allow for supervisory functions, low data rate services, and
other possible applications. All timing and control functions
are handled by ficld programmable gate-array (FPGA) logic
(not shown in figure) which greatly reduces parts count 1o
enhance reliability and allows for future upgrades.
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The duobinary channel encoder is illustrated in Figure 3.
Note the simplicity of the cncoder. The encoder accepts data
from the digital audio encoder or from an cxternal data
source. The external data input allows the modem to be
configured as a repeater. It also allows transmission of any
external data source from 64 kbits/s 1o 512 kbits/s thereby
facilitating the transmission of low data rate services such as
basic ratc ISDN, Musicam source coders, €lc.

A scrambler is the first operation that the input data encoun-
ters. The FCC requires that all digital radios randomize their
carriers 1o prevent spectral lines, caused by particular data
formats, from interfering with adjacent channels. The next
block performs precoding of the data which is necessary o
prevent error propagation in the receiver due to the correla-
live properties of cach received bit. The data is Nyquist
shaped by a raised cosine low-pass filter with 100% roll-off
which is well known to minimize ISI distortion. The shaped
data drives the frequency modulated oscillator of the STL
transmitler.

Baseband Recovery
Al the STL receiver, discriminator detection is uscd for
baseband demodulation since it is best aligned with present

FIG 2A DIGITAL AUDIO ENCODER

urt { ] o

hardware. Also, it avoids the carrier synchronization prob-
lem associated with coherent detection. Though coherent
recovery docsa good job against ISIand provides better static
BER performance by 2 104 dB, it requires complex hardware
and has been found to be problematic in multipath cnviron-
ments such as those that characierize terrestrial communica-
tions®. Other attractive features of discriminator detection are
that it offers immunity to center frequency drift’ and can
handle arbitrary values of modulation index without realign-
ment.

Channel Decoding

The tri-level baseband is recovered at the discriminator
output. This signal enters the channel decoder, as displayed
in Figure 4. Here it is first noise averaged by raiscd cosine
shaped low-pass filtering. Ideally, optimal data detection
requires a maltched filter system to maximize the ratio of
output signal power to output noisc power. The filtering
would be partitioned equally such that the transmitter and
receive filter characteristics are identical. But since spectral
efficiency is of greater importance than optimal data detec-
tion, most of the filtering is performed during the data shaping
process in the encoder. Receiver filtering is sct to approxi-
matcly 1.5 times the cutoff of the transmit filtering to band-
limit channel noise while avoiding additional eye pattern
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Digital Source Coder Portion of Modem showing a) encoder and b) decoder.
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Figure 3
Duobinary Channel Encoder Portion of Modem.
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distortion. The loss in C/N performance isonly about 1 dB for
this filter partitioning versus optimal partitioning®.

Clock Recovery

From the recovered tri-level baseband signal at the discrimi-
nator output, both bit clock and data rccovery are accom-
plished. The bit clock synchronizes the rest of the system Lo
the recovered data. The duobinary signal is similar to NRZ
data in that it contains no significant spectral cnergy at the
clock frequency. A non-linear circuit is used to generate the
necessary clock information. The resulting signal has been
corrupted by pattern related jitter due to ISI and channel noise
jitter. This signal is pre-filtered to 6 kHz and synchronized by
a narrowband 2nd order phase-lock loop. The prefilier
greatly improves the input SNR o the PLL allowing continu-
ous clock synchronization in the face of deep channel fading
behavior to error rates less than 1E-1. An cxtra pole was
placed in the loop to reduce the effect of high frequency or
“infinite variance™ jitter which may result in potential cycle
slips. The locked loop band width of 206 Hz and damping
factor of 0.8 provide a lock time of 63 milliscconds. These
loop dynamics aticnuate the jitter component for a tracking
crror less than 0.5 degrees rms after 10 repeater hops.

Data Recovery

Bit-by-bit detection is performed on the filtered bascband
signal by means of a digital sample-and-hold. This method
was judged the most effective for data recovery yielding
adequate BER performance with the least amount of circuitry
complexity. Following data sampling, decode logic recon-
structs and descramblcs the data for output to the digital audio
processor. Bit-error and BER threshold detection are also
provided by the decoder for signal quality indication as
described above.
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PERFORMANCE TESTS

Spectral Occupancy

Figure 5 shows the RF spectrum produced by the digital
STL transmitter for 256 kbits/s and peak deviation of 64
kHz (h=128/256=0.5) mcasured in a 3 kHz bandwidth.

Two FCC compliance mas

ks are ovcrlayed on this spec-

trum. The hatched overlay mask represent the emission
boundries for FM aural STL transmission under Part
74.535 in 500 kHz spacings. The dashed line overlay

represents the emission bo
transmission (Docket No.

undrics for digital microwave
19311, FCC Rules Part 21.106)

for 500 kHz channels. In this docket, a measurement
bandwidth of 4 kHz is specified. The correction for the 1
kHz differcnce in bandwidth is to add 1.24 dB to the
spectrum shown in the figure. In any case, the spectrum
falls well within either emission mask.
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Transparency

Back-to-back performance mecasurcments were taken on the
digital STL. Most of these tested the limits of our measure-
mentequipment. Frequency response was +/-0.1 dB from 10
Hz to 15 kHz. Static SNR was greater than 90 dB. Stereo
seperation was greater than 80 dB over the entire 15 kHz
bandwidth. Differential phase and amplitude deviation be-
tween left and right channels were negligible. Group delay
was 1.89 ms +/-0.001 ms over the bandwidth. Several critical
listening tests were performed using A-B comparison toa CD
source. Experienced impartial listeners certified the high
sonic quality of the overall system.

Ihreshold Performance

Sensitivity is an important measure of overall coding cffi-
ciency of this system. A baseline configuration with two
main channels was selected for this test. Data ratc was 256
kbits/s and h=0.5. Since no perceivable degradation in audio
quality occurs for BER < 1E-4, this level was chosen as the
system threshold. For a receiver IF bandwidth of 500 kHz,
this threshold was reached for a measured RF input level of 5
microvolts or -93 dBm. For comparison, a compositc STL
would produce a de-cmphasized SNR of 32 dB at this re-
ceived signal level.

. ibility With Existi aloe STL Radios

a. Digital STL with adjacent digital STL interferer.
In gauging the effects that digital STLs have on adjacent

digital STLs, the digital receiver BER threshold was exam-
ined in the presence of an adjacent fully modulated digital
carricr. The encoder was configured for two main channels
(256 kbil/s data raic). The reference STL carrier was sel for
amodulation index of 0.5 at 950 MHz. The interfering digital
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Figure 6
I/C, for a Digital STL with Digital STL Interferer.

STL was configured similarly. Its carrier was placed at 500
kHz and 300 kHz offsets from the reference carrier. The
adjacent signal was increased until the 1E-4 BER threshold
was reached. The difference between the two carrier levels
(in dB) at this point is the Interferer-to-Desired-Carrier wc)
ratio. The results are displayed in Figure 6.

The results show that the adjacent signal power needs 1o be
at least 30 dB higher for all input levels (500 kHz spacing) to
degrade the BER threshold noticably. As expected, I/C .
lower for the narrower 300 kHz spacing yet BER degradation
still requires an adjacent carrier level 11 dB above the
refercnce signal level. This was judged to be more than
adequate margin for most applications.

b. Digital STL with adjacent composite STL interferer,

In this case a composite FM STL was used as the interfering
STL to the digital reference STL. The digital STL was
configurcd as previously described. The interfering compos-
ite carrier was modulated by 2 kHz tone (i.c., L+R and L-R
channels) at 50 kHz pcak (100%) deviation. The results are
displayed in Figure 7.
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Figure 7
I/C, for a Digital STL with Composite STL Interferer.

Theresults show that I/C, remainsrelatively constant for both
channel spacings. In 500 kHz channels, an adjacent compos-
ite FM signal must be at Icast 30 dB larger than the digital
STL’s level. In 300 kHz spacing, BER degradation requires
an adjacent composite signal 15 dB above digital carrier
level. These results arc considerably better than for an analog
STL with asimilar analog interferer. Thus, the digital carrier
appcars very capable in face of adjacent analog STL interfer-
ence.

NAB 1991 Broadcast Engineering Conference Proceedings—39



¢. Analog STL with adjacent digital STL intcrferer.

This test is esscntially reversed from the preceding test. The
test parameters were identical to those previously described.
Monitoring the composite SNR, the adjacent interfering
signal was increased until the composite SNR dropped by 3
dB. The results are displayed in Figure 8.
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Figurc 8
I/C, for a Composite STL with Digital STL Interfercr.

The 1/C, dependence on the composite carrier level results
from SNR degradation with lower carrier levels (i.e., com-
posite SNR drops from 76 dB at 3.2 mV 10 52 dB at 32 uV).
In essence, it requires more interference noise from an adja-
cent signal to swamp the channel noisc.

Atatypical reccived power of 1mV for 500 kHz spacing I/C,
is +19 dBc which is approximately comparable for acompos-
ite FM STL with a similar compositc FM intcrferer. By
extension, this suggests that the digital STL is compatible
with existing analog STLs in 500 kHz spacings.

For 300 kHz spacing, I/C, is lowered 10 -2 dBc at 1 mV
received level. This might suggest that an adjacent 300 kHz
digital channel must always bc lower in power than the
primary analog FM carrier. This is not an unreasonable
assumption, however. Under normal conditions,agiven STL
channel will exhibit an RF signal level about 10 to 20 dB
stronger than the adjacent channels on either side. This is
mainly due to the effects of alternating the antenna polariza-
tion from one channel to the next and assumcs the use of
similar cquipment (i.e.,Lransmitler power, antenna gain, €1c.)
and similar path lengths. This certainly seems to be the case
for the majority of users in large metropolitan areas and is a

result of their frequency coordinating committees. However,
during the course of time the common path will take fades,
and because of the space diversity between users, the effect
will not be uniform. The desired signal will take 18 dB fades
1% of the time while the adjacent interfering signals will
remain unaffected. It would therefore stand to reason that an
adjacent digital carrier, as configured, could co-exist next 1o
a composite FM carrier in 300 kHz spacing without much
problem if proper planning of channels and signal lcvels has
been done.

CONCLUSION

Digital transmission of CD quality audio over a 950 MHz
studia-transmitter link is now areality. The benefits of robust
digital transmission and the reliability of radio STLs are
married in one system. The digital modem as described and
testcd solves several inadequacies that presently exist in
analog FM STL transmission. The digital quality may be
obtained even using an cxisting analog STL. The system has
proven 1o be very robust and flexible. Spectrally speaking, it
co-exists admirably with analog FM transmission.

We would like to acknowledge Dr. Douglas Hogg and Dan
Barnett for their guidance and assistance during the course of
the work and writing of this paper.
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MODERN METHODS IN MEDIUMWAVE
DIRECTIONAL ANTENNA FEEDER SYSTEM DESIGN

Ronald D. Rackley
du Treil, Lundin & Rackley, Inc.
Washington, District of Columbia

INTRODUCTION

Advances in computer modeling of antenna
arrays and feeder systems allow study of
medium-wave directional antenna characteris-
tics not possible little over a decade ago. Exact
theoretical solutions for the two separate, but
related, areas of impedance bandwidth and
pattern bandwidth are possible, allowing optimi-
zation of antenna performance as it impacts the
delivery of high quality over-the-air audio within
the entire coverage area of a station.

With the advancement of computational capa-
bility have come new approaches to design of
power dividing, phasing, and matching net-
works. This paper is intended to provide an
overview of the current technology and show,
by an example, the differences in performance
between systems designed using modern meth-
ods and the best of traditional methods.

Modern design tools and circuit concepts will
be covered in survey fashion. Because of the
broad scope of this paper, it will not be possible
o examine every concept mentioned in great
detail. A list of suggested books for further
reading about several key concepts may be
found at the end.

PRIOR METHODS OF ANTENNA MODEL-
ING

The prediction of antenna electrical characteris-
tics involves very complicated mathematical
analysis. As a simplifying assumption, it has
been traditional to consider the current in a
linear antenna element to be distributed sinu-
soidally along its length. Among other things,
this assumption has a very obvious problem for

towers exactly one-half wavelength in height:
the base current would have to be zero for any
radiated power level! It stands to reason that
impedance predictions for towers with height
other than one-half wavelength can significantly
miss the mark also. This is indeed the case.

For towers in directional arrays, the sinusoidal
current distribution assumption becomes even
more problematic. Even if it is assumed that a
nondirectional antenna tower driven at its base
has a sinusoidal current distribution characteris-
tic, the same tower, undriven but bathed in
incident field from another source, could exhibit
a very different current distribution. In the
receiving mode, the current distribution is a
function of the terminating impedance at the
base.

The fact that each tower in an array operates
both to radiate energy itself and to receive
energy from the other towers means that the
individual tower current distributions will not be
identical. This means that, not only can the
sinusoidal current distribution assumption not
be relied upon for reliable base impedance
predictions, but one cannot even make the
convenient assumption that drive current ratios
and phases are the same as field ratios and
phases.

Using the traditional methods involving sinusoi-
dal current distribution assumptions, precise
prediction of antenna system characteristics
cannot be done prior to construction because,
by and large, the precise determination of
operating currents and impedances must be left
to trial-and-error.  Feeder system designs
cannot be optimized for specific base operating
impedances and drive parameters predicted
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with a high degree of confidence, but must be
capable of meeting a wide range of conditions.

MODERN ANTENNA MODELING- THE

MOMENT METHOD

Moment method antenna modeling has proven
to be a very useful tool in overcoming the
limitations of traditional antenna theory. Mo-
ment method modeling, very basically speaking,
divides each radiator into a large number of
individual segments for which corresponding
current values can be calculated, freeing the
designer from the necessity of making any
assumptions about current distribution. The
Numerical Electromagnetics Code (NEC) and
its descendent, MININEC, are the two most
commonly available programs for moment
method analysis.

It is now possible to design and adjust antenna
systems using moment method software with
little, if any, experimentation, if the conditions
at the site approach the ideal in terms of flat
terrain and an absence of nearby reradiating
objects. Even where conditions are not ideal,
moment method modeling is a very useful tool
in relating current drives to field parameters
and reducing the amount of trial-and- error
work necessary. It also makes possible very
reliable base impedance predictions for use in
optimizing array bandwidth predictions.

COMPARISON OF PRIOR AND MODERN
ANTENNA MODELING METHODS

Figure 1 shows predicted antenna current using
both the moment method and sinusoidal as-
sumptions for a three- tower array with each
element having a height of one-half wavelength.
Significant differences between the tower cur-
rents predicted by the two methods are obvious.

The moment method current distributions make
it appear that the towers differ in electrical
height, even though their physical heights are
identical. This is very commonly found in such
arrays. There is a five-to-one difference in
base current between the tower shown on the
left and the one shown on the right, even
though their field ratios are identical in the
pattern design. The drive current phases differ
over a range of approximately 40 degrees, even
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though, by sinusoidal assumptions, there should
be no variation.

MOMENT METHOD PREDICTED CURRENT
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Figure 1. Comparison of the Three
Tower DA Current
Distributions for Moment
Method and Sinusoidal
Assumptions

Measured current distributions, operating base
impedances and base drive requirements have
been found to agree well with the moment
method predictions for directional antenna
systems. The importance of having a method
for predicting directional antenna element
currents and impedances with more sophis-
tication than possible with the sinusoidal cur-
rent assumption is obvious from Figure 1. This
is particularly true if it is desired to optimize
the feeder system design for realistic base drive
values.

NODAL ANALYSIS OF NETWORKS

The technique of nodal analysis has been well
known in the field of electrical engineering for



a long time. The complexity of the system of
networks necessary to feed a directional anten-
na array, however, severely limited its use for
this field in the pre-computer age.

In nodal analysis, network branch currents are
defined in terms of voltages at the points where
branches interconnect, or nodes, and the branch
admittances. Figure 2 is a general network
example with two independent nodes, A and B.
Figure 3 shows the standard form for the
resulting node equations for a network with N
independent nodes. The linear equations in
this form lend themselves to simultaneous
solution using the method of determinants,
which must be accomplished with matrix alge-
bra.

A B
Y.
lA Yo | | ts lnl Y, ls
\
0

Figure 2. Network Example with Two
Independent Nodes, A and B

Nodal analysis is of great use in predicting the
bandwidth performance of directional antenna
phasing and coupling equipment, since admit-
tance values can be given for each component
and the tower bases can be modeled as nodes
with sell and mutual admittance values deter-
mined using moment method analysis. An
exact solution for carrier and sideband currents
and impedances can be found for every branch
in a system, bypassing the “"chicken and egg”
problem of simpler analysis techniques which
must assume a set of base current parameters
to determine operating impedances which, when
presented to the system of networks, yield a
different set of base current parameters and
render the starting assumptions invalid.

There is a catch, though. In order to perform
the necessary matrix algebra, an N by N matrix
(where N is the number of independent nodes)
must be inverted. Since even a simple two-
tower phasing and coupling system can easily
have 20 nodes, the nodal analysis technique is
not practical for directional antenna analysis
without the aid of a computer. The author
cannot recall manually working with a matrix
larger than about five-by-five, even in engineer-
ing school.

YAAVA + YABVB+ YA(‘V(‘ + - + YANVN = IA
YouVat Yoa Vo + YocVe + - + Yoy Vo = Iy
YeaVa+ YV + Yoc Ve + - + Yo Vu = I

WaVa+ YusVa+ YacVe 4+ + YiuWa = Iy

Figure 3. Node Equations for N
Independent Nodes

Fortunately, we today have computing equip-
ment and software to take over the burdensome
work of matrix algebra and free the design
engineer for tasks better suited to the human
mind, such as exercising judgement in the
selection of networks and components to opti-
mize not only impedance and pattern band-
width but also adjustability with phasing system
controls.

TRADITIONAL CIRCUITS FOR POWER
DIVIDING, PHASING, AND MATCHING

EQUIPMENT

Before discussing new techniques in phasing
and coupling system design, a review of tradi-
tional approaches is in order. Figure 4 shows
the two types of power divider used for the
majority of phasing systems designed prior to
the late 1970s. The "tank” or "jeep coil” type of
power divider goes back to the very earliest
days of radio and the "parallel" or "Ohm's law"
design became popular during the 1950s.
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Both circuits of Figure 4 function primarily as
power dividers, with separate networks neces-
sary for phase adjustments. Both can introduce
high system Q, thus possibly restricting band-
width. The "tank” circuit circulates all of the
power fed into the system through a parallel
tuned antiresonant circuit and the "parallel”
circuit can result in relatively high circulating
current due to the low resistance presented
when several tower feeds are paralleled. Of
course, the high Q of such circuits could serve
to counteract bandwidth problems inherent in
an array design. This would require careful
system modeling to be effective. Such modeling
was not practical in the era when most such
systems were built.

TO TO
COMMON COMMON
POINT POINT LOADS
L
LOADS
7 3
"TANK" OR "PARALLEL" OR
"JEEP COIL" "OHMS LAW"

Figure 4. Traditional Power Divider
Types

For phase shifting and antenna matching, %0
degree T networks were common building
blocks. They were believed to be the optimum
circuit for matching two differing impedances,
although this author can find no reason for
using them other than the mathematical sim-
plicity of their design and their ability to be re-
adjusted over a fairly wide range of phase
shifts.

MODERN POWER DIVIDER CONCEPTS

Figure 5 illustrates the general principle of
operation for all power divider circuits. If the
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common feed for all power dividing circuits is
considered to be a voltage buss, the power
delivered to each tower is determined by the
conductance value presented to the buss by that
tower's power dividing circuit. The voltage for
the desired buss impedance can be determined
and then the circuits necessary to present the
required conductances, when terminated in the
transmission lines, can be designed.

EBUSS

" 1=

Ya=Gi+iB,
Pv=Gy(Egyss)

Figure 5. General Power Divider
Principle

It is usually desirable to design for a buss
impedance of S0 ohms where 50 ohm transmis-
sion lines are used, unless another factor sug-
gests otherwise. Such an alternative situation
would arise where one tower in a system needs
much higher power than any of the others and
could be fed directly off of the buss without
adjustment capability and satisfy the require-
ments for optimum overall phase shift. For
instance, a 25-ohm buss would feed half of the
power delivered to it directly to a 50-ohm
transmission line.

MODERN POWER DIVIDER CIRCUITS

Any network which can adjust the conductance
presented across the buss for a tower feed can
be used as a power divider circuit. There is no
need to have the same type of power divider
network for every tower in an array. Indeed, it
may be desirable to have different types inter-
mixed in a system from the standpoints of
adjustability and bandwidth.
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Figure 6. Modern Power Divider Circuits
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Figure 6 shows several power divider circuits
which have become popular in recent years.
Each one shown is capable of serving for con-
trol of both power and phase, making separate
phase adjustment networks unnecessary. If
properly applied, the circuits of Figure 6 can
generally lead to lower power dividing and
phasing network Q than attainable with either
power divider of Figure 4.

Of the networks shown on Figure 6, circuit A,
an adjustable T network, is very popular for
towers with power ranging from 20 percent to
50 percent of the total system power. This
circuit provides a non-reactive load to the buss
at design center branch values.

Circuit B, which consists of cascaded 45 degree
L and 90 degree T networks, makes it possible
1o adjust both phase and power division over a
wide range while maintaining an essentially
non-reactive load for the buss, with the slight
disadvantage of not having independent control
of power and phase. It is useful for towers with
as low as 10 percent, and sometimes less, of the
total power.

Circuit C, an L network, is a good choice for
the highest power tower of an array, where
some transformation is necessary in order to
allow for a 50 ohm buss. Front panel adjust-
ment is often not required in such a case.

Circuit D, a capacitive power divider, is eco-
nomical in high power service, where the vacu-
um variable capacitor cost is justifiable. It is
not possible to have a non-reactive buss with
this circuit unless a parallel inductance is add-
ed.

Circuit E, the quadrature power divider, is a
very simple circuit to use where two towers are
related in power by a factor of three-to-one, or
less. The two outputs, for design center adjust-
meny, differ in phase by 90 degrees.

Circuit F gives very good control of base cur-
rent and phase for a tower which may operate
with either positive or negative power flow
because its operating resistance is near zero. In
order to realize this advantage, it is necessary
that the total phase shift of the transmission
line and networks between the buss and the

tower base be a multiple of one-half wave-
length.

Most of the circuits of Figure 6 do not have
separate controls for power and phase. This is
not a great disadvantage, because the circuits
that do only offer totally independent control
when connected to load impedances that re-
main constant. This is not the case for any
power divider which is feeding elements in an
array, due to the effects of mutual coupling
between the elements. The controls for circuits
B, D and E are very predictable. Generally,
turning both controls in the same direction will
predominately change either phase or power
while turning them in opposite directions will
predominately change the other parameter.

The low Q circuits of Figure 6 are popular
modern alternatives to the traditional power
dividers of Figure 4. For some directional
arrays with highly volatile power division,
however, the traditional power dividers, with
their higher Q, may be desirable if easy adjust-
ability is valued. Proper system modeling could
be used to minimize the high Q effects or
actually use them to improve overall system
bandwidth.

MODERN POWER DIVIDER DESIGN

Figure 7 shows how the basic power divider
circuits of Figure 6 can be applied in phasing
system design. Circuit A offers good control
and a 50 ohm buss, but can be simplified to
circuit B if the proper value is chosen for the
lowest-power tower’s power divider coil so that
the capacitor necessary to antiresonate it is of
the same reactance magnitude as the top tow-
er's fixed L network shunt coil. This would be
possible in a case where the lowest-power
tower would not change power flow direction.
In the process, the power divider Q is lowered
by the elimination of a parallel antiresonant
circuit across the buss.

Circuit C shows how, if the phase shift require-
ments allow it, the top, high-power tower feed
can be connected directly to the buss, eliminat-
ing the three components of the L network.
Circuit D is identical to circuit C, except that
the buss has been divided with a series L-C
slope network. In the case shown, the high-
power towers need to have the phase shift of
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their feeds tailored to track the lower-power
tower in order to preserve pattern bandwidth.
This is the purpose of the L-C slope network
shown.

As can be seen from circuit D of Figure 7, high
Q circuits can be inserted at appropriate loca-
tions in phasing equipment to effectuate broad-
banding. It must be understood, however, that
such processes require modeling of total system
performance, such as with nodal analysis, in
order to be effective. In many cases, it will be
necessary to improve pattern bandwidth with
high Q circuits added after the common buss,
with an additional network to improve imped-
ance bandwidth included in the common point
matching circuit.

MODERN CONCEPTS OF PHASING AND
MATCHING

Absent the determination of a good reason to
insert high Q circuitry for bandwidth improve-
ment, it is generally a good idea to minimize
circuit Q for the feeder system. Figure 8 shows
a conventional T network, which is the basic
building block for antenna matching and phase
shifting functions. Although it is popularly
assumed that optimum bandwidth performance
results with the phase shift of a T network
adjusted to 90 degrees, the family of curves
shown on Figure 9 indicate otherwise. There is
clearly an optimum T network phase shift for
each transformation ratio. These values are
generally lower than 90 degrees.

R N ROUT

-

Figure 8. T Network: Basic
Circuit for Impedance
Matching
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Figure 9. T Network Sideband VSWR

Versus Phase Shift for

Various Transformation
Ratios

The high VSWR bandwidth for a twenty to one
transformation ratio T network suggests that
there might be a better way to achieve such a
match. Figure 10 shows how two networks can
be cascaded to achieve a gradual step-up of
resistance that requires that only one additional
shunt branch be added alongside the normal
tee network configuration. Such a circuit may
be designed from either L and tee or L and L
cascaded networks. Figure 11 shows the band-
width performance of such a circuit designed
with two cascaded networks. For the cost of an
additional network branch, there is approxi-
mately a three to one improvement in sideband
VSWR.

T1

Figure 10. Cascaded T and L Net-
works for Optimizing
Phase Shift and
Transformation Ratio
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COMPARISON EXAMPLE

Figure 12 shows a conventional phasor design
for a two-tower array which was constructed
during the early 1970s. The array consists of
two 59 degree towers which are spaced 70
electrical degrees and driven to produce a near-
unity field ratio with a phase difference between
the tower fields of 162 degrees. The design
uses a conventional shunt power divider and tee
networks with phase shifts near 90 degrees at
all circuit locations.

Figure 13 shows a design using modern con-
cepts. A quadrature type power divider is
utilized and cascaded networks are employed
for the tower matching units. Impedance
bandwidth correction circuitry is employed at
the common point.

It was found, through nodal modeling, that
proper selection of total system phase shift

beyond the common buss had a large impact on
pattern bandwidth. The pattern bandwidth
improvement resulting from system phase shift
optimization exceeded that from reduction of
matching circuit Q.

It has long been recognized that transmitter
sideband performance with narrowband loads
can be optimized by careful selection of phase
shift between the final amplifier stage and the
load. The same principles may be used to
optimize the individual tower feeds as presented
to the power divider in a directional antenna, so
as to improve the stability of the antenna
parameters as frequency is varied. Such pattern
broadbanding is only possible with whole-sys-
tem modeling, as with nodal analysis.

Figure 14 shows predicted carrier and sideband
patterns for one kilowatt carrier power and
predicted common point impedance values for
the traditional feeder system design of Figure
12. The same information for the modern
broadband design is presented on Figure 15.

As can be seen from Figures 14 and 15, both
the pattern and impedance bandwidth may be
improved dramatically using modern design
approaches. The movement of null azimuth
with frequency seen for the traditional design
produces very high envelope distortion within a
wide range of azimuth near the nulls. Because
of sideband imbalance, phase modulation to
distort stereo reception occurs in all areas, most
particularly in the null and minor lobe regions.
Since both sidebands are significantly attenuat-
ed, several dB of de-emphasis occurs in both
lobes.

For the modern design, the "null talk” is almost
completely eliminated. Additionally, sideband
balance is greatly improved at all azimuths and
de-emphasis effects are greatly reduced.
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Figure 12. Traditional Phasing System Design
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Figure 13. Modern Broadband Phasing System Design
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CONCLUSION

As has been shown, modern computational
capability has led to vast improvements in
directional antenna feeder system design capa-
bilities. Studies aimed at improving bandwidth
performance and adjustability have suggested
modern circuits which are often simpler than
those which composed the standard technology
of the past.

When planning a new facility, or improvements
or refurbishment of an existing antenna system,
careful attention to the phasing and coupling
system design can yield great rewards. The
additional engineering costs should be viewed in
the proper perspective. Much is often spent on
audio processing and stereo generating equip-
ment, where the possibilities of making great
improvements in null-region coverage and
overall over-the-air sound by antenna system
improvement are left unexplored.
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..... +10 KHZ
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FREQUENCY IMPEDANCE VSWR
=10 KHZ 50-j16 1.38
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+10 KHZ 44412 1.34

Figure 15. Carrier and Sideband

Patterns for Modern
Broadband Phasing System

SUGGESTIONS FOR FURTHER READING

Many articles dealing with specific areas of
antenna feeder system design have been pub-
lished in the trade press within the last 15
years. Although it is impossible to enumerate
them all here, three of the most active authors
are Grant Bingeman, Dane Jubera, and Jerry
Westberg.

The following textbooks are listed because they
treat the basic principles discussed herein and
at least some of them should be available at
any library with an engineering section:

Moment Method Modeling

Stutzman, W. and Thiele, G., Antenna Theory
and Design, John Wiley & Sons, 1981

Balanis, C., Antenna Theory, Analysis and
Design, Harper & Row, 1982
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Rockway, J. and others, The Mininec System,
Artech House, 1988

Kraus, J., Antennas, McGraw-Hill, 1988

‘Nodal Analysis

Hayt, W. and Kemmerly, Jr., Engineering
Circuit Analysis, McGraw-Hill, 1962

Edminster, J., Electric Circuits, McGraw-Hill,
1965

Skilling, H., Electric Networks, John Wiley &
Sons, 1974

Broadbanding

Johnson, R. and Jasik, H., Antenna Engineering
Handbook, Chapter 43, McGraw-Hill, 1984
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USING ISOLATION TRANSFORMERS
TO LEASE AM TOWER SPACE

Thomas F. King
Kintronic Laboratories, Inc.
Bluff City, Tennessee

Abstract-  With the emergence of today's
mobile communications technology-cellular
telephone, paging systems, trunking systems,
etc.--the need for vertical height of the
associaled antennas above average lerrain
has presented a possible new source of
income for the owners of AM broadcast
stations.  Also as a result of a growing
opposition to the erection of new tower
structurcs, the installation of the mobile
communications antenna(s) on an existing
AM 1tower is a low cost and fast solution in
getting the mobile site up and operating. A
comparison of several types of isolation
transformers appropriate for this
application will be discussed.

INTRODUCTION

In this paper, the standard AM broadcast
tower is a series-fed, base insulated, guyed
or self-supporting tower. The point at the
base of the tower above the base insulator, to
which RF power is applied, presents a
lumped impedance load to the RF source.
This impedance is referred to as the self
impedance for an omni-directional antenna
and as the drive point impedance for an
element in a directional antenna. In order to
add any ancillary antenna to the AM tower
structure requires that a corresponding
transmission line be routed across the base
insulator and up the tower to the antenna.
This antenna and transmission line must be
added to the tower in such a way that
minimum change in the tower impedance and
radiating characteristics results.  This is in
fact the purpose of an isolation transformer.

From basic nctwork theory if an impedance
of magnitude greater than 10 times the tower
base impedance magnitude is applied in
parallel with the tower base impedance, the
resulting impedance will be approximately
equal to the original tower base impedance.
In addition to cffectively presenting a high
impedance across the base of the tower, an
isolation transformer must also present
minimum insertion loss to the RF source
driving the ancillary antenna or to the
received RF signal coming from the antenna,
whichever may be the casec.

Three types of isolation transformers will be
compared in this paper--the quarter-wave
stub, the isocoupler and the multi-coax
isolation inductor. This comparison will
assess the relative merits of these three
approaches with regard to the impedance
presented across the tower base, insertion
loss, peak vollage rating, throughput power
rating, installation procedure and cost. Also
the applicable FCC rules will be discussed.

The Quarter-Wave Stub

The quarter-wave stub is the oldest
technique that has been used for isolating
transmission lines across an AM tower base
insulator.  Figures 1A and 1B illustrale two
approaches of quarter-wave stub installation
for tower electrical heights greater than or
equal to 90 degrees or less than 90 degrees,
rcspeclively1 For tower heights in cxcess
of quarter-wave, the transmission linc is
insulated from the tower up to the quarter-
wave point at which the outer conductor is
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conductor is bonded to the tower just abovc
the base insulator and to the antenna ground
at the quarter-wave point toward the
transmitter.  This approach is rarcly used
due to the scparation distance required
between the tower and the transmitter.

The major drawback of the quarter wave stub
isolation approach is the influence of the
insulated quarter —wave coaxial cable outer
conductor on the shape of the tower radiated
ficld. The RF current flowing in the tower
leg, which supports the insulated quarter-
A. For Tower BForTower wave stub, produces an electromagnetic field.
Height 290 ° Height <90 * The presence of the outer conductor of the
quarter wave stub in this field results in an
induced current flow on the outer conductor
as illustrated in Figure 2 bclow. The
resulting interaction of the radiated field
from the tower with the re-radiated field
from the quarter-wave stub outer conductor
will tend to directionalize the overall
radiated field of the tower.

=

e NN DS A NN

Fig.l Typical Quarter-Wave
Stub Installations.

bonded to thc antenna ground just below the
base insulator. The combination of the outer
conductor of the coaxial cable in parallel
with the tower leg electrically equates to a
quarter wave section of transmission line.
By bonding the outer conductor of the coaxial
cable to the tower at the end of the quarter—
wave section, a shorted quarter — wave

transmission line is formed, which in O:J”Y:m‘“‘“‘l)‘f‘m“
accordance with classical transmission line ,-\,—\QA“:* AVESTUR
theory,2 presents an open circuit to the RF TOWER /- A% "
source, i.e., the AM transmitter. e |

MAGNETIC
It is too often the case that quarter-wave = FELD
stubs are improperly installed on the tower 14 1
resulting in poor impedance isolation and ELECTRIC| s INSULATED
reduced tower radiating efficiency. If the SIEED STANDORF
coaxial cable is not bonded to the tower at
the quarter wave point, a variable vacuum L— 1 T
capacitor or variable inductor can be =

installed between the coaxial cable outer
conductor and the tower base to effectively
increase or decrease, respectively, the
electrical length of the transmission line
stub. This adjustment can be made 1o
minimize the change in the original tower
base impcdance.

TO AM XMTR

Fig. 2 Induced Current in the Quarter-Wave

For tower heights less than a quarter-wave, Stub Outer Conductor.

the quarter-wave scction of transmission o ] )

line is insulated above ground as opposed o This is a particular concern if the quarter-
being insulated off the tower leg as wave Stnbiiishinstaltodiioid l(.)»\fer. =Y
illustrated in Figure 1B. THe (otler directional array. One way to minimize the
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effects of this induced field is to route the
quarter wave stub to the inside of the tower
structure.  Also an alternate approach to the
typical installation is to insert a 90 degree
length of transmission line between the
ransmit or receive equipment and the base
of the tower.] The outer conductor would be
bonded to the tower just above the base
insulator and grounded at the
transmit/receive end, which would normally
be the case anyway.

The relative merits of the quarter wave stub
approach are summarized in Table 1 below.

Table 1. Advantages and Disadvantages
of the Quarter Wave Stub

Advantages Disadvantages

*Simple, Does *Reradiation From
Not Require Insulated Outer
Separate Isolation Conductor Distorts
Device Pattern Shape

*Not Bandwidth
Limited

*Not As Conducive
To Multiple Line
Isolation As

*Not Limited In Other Approaches.
Utilization By
Peak RF Voltage
Across Base
Insulator

*Critical Install
Procedure To
Achieve Good
Impedance Isolation

*No Additional
Insertion Loss *Tower Bond Point
May Be At or Near
Voltage Maximum,
Hence May be Subject
To Arcing

Isocouplers

The second approach for isolation of
ancillary antennas on an AM broadcast tower
is the isocoupler.  An isocoupler may be
described in electronic terminology as a
double-tuned, inductively-coupled isolation
transformer.  These devices were originally
used in the early 60's to isolate FM antennas
on an AM tower. The same design concept
has becen expanded to higher frequencies to
include remote pickups (450-455 MHZ),
trunking systems (800 MHZ) and studio-lo-

transmitter links (948-955 MHZ) as well as
other applications in the 24-1000 MHZ
region,

Figure 3 below shows the internal
components of a typical isocoupler.

Fig.3 Internal Components of a Typical
Isocoupler.

The isocoupler input and outpul
ransmission line seclions are terminated in
a series inductor and capacilor that form a
low Q series resonant circuit at the pass
frequency of the isocoupler soas to yield a
50 ohm termination in the desired passband.
The terminating copper loop constitutes the
inductor whereas the brass stud threaded
into the base of the loop and extending into a
teflon dielectric in an expanded end of the
center conductor assembly equales to a
variable capacitor, which is adjusted to yield
the desired 50 ohm termination at the pass
frequency.  This capacitance value is fine-
tuned in accordance with the mutual
inductance that exists between the two
coupled loops to yield the desired passband
characteristics with minimum insertion loss,
which is typically 0.2-0.8 db depending on
the throughput frequency and the power
rating. The throughput power rating of this
isocoupler design is limited by the voltage
breakdown of the wvariable capacitor
assembly, which also impacts the operational
passband of the isocoupler. Power rating is
traded off for bandwidth in the design of the
variable capacitor to yield the best possible
performance.
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The typical passband of an isocoupler
utilizing the electrical design as shown in
Figure 6 is illustrated by the oscilloscope
trace shown in Figure 4 bclow.

INPUT
IMPEDANCE (Ohms)

0
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8

/

aummN
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g8 & &8 B

FREQUENCY (MHZ

Fig.4 Typical Frequency Passband of
Isocoupler.

This trace was achieved by coupling a sweep
generator lo the isocoupler input with the
isocoupler output terminated in a 50 ohm
load. The output of the swecp generator was
fed into the X-input of an oscilloscope sel up
to operate in an X-Y format. The Y input was
originally calibrated with a 50 ohm load
prior to inserting the isocoupler in the test
fixture. This passband contour illustrates
the response of the input LC loop assembly
on the left half of the graph and of the output
LC loop assembly on the right half. As is
evident in the sweep trace, the bandwidth
over which 50 ohms input impedance is
maintained is 8 MHZ.

Another consideration in determining the
suitability of an isocoupler for installation
on an AM tower is it's peak voltage raling in
relation to the peak RF voltage that appears
across lhe lower base with maximum AM
transmitter peak modulation. The isocoupler
voltage rating is determined by the minimum
spacing between the conducting elements
that are effectively across the tower base.
This voltage rating ranges between 6 KV and
35 KV depending on the passband, power
rating and manufacturer. A minimum safety
factor in isocoupler voltage rating of twice
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the peak base voliage should be specified 1o
accommodate lightning related voltage
lransients.

The impedance presented by an isocoupler
across the base of an AM tower is typically
represented as a lumped capacilance ranging
in value from 6 to 200 picofarads, depending
on the passband, power rating and
manufacturer. In the AM band this will
conslitule a capacilive reaclance between
-j675 and -j40,000, which typically should
result in minimal change in the tower base
impedance. This fact also makes the
isocoupler a more acceplable isolation
approach for the installation of multiple
transmission lines across an AM tower base
insulator.

An excellent example of a multi-isocoupler
installation is located at the directional
antenna site of WROK Radio in Rockford,
Ilinois. The WROK array is a three-lower
inline operating at 5 kilowatts daylime on
1440 kHz. The center tower of this array is
225 degrees electrical height or 440 feet. A
total of twelve isocouplers are installed
across the base of this tower as illustrated in
the block diagram (see Figure 5 below)
provided by Mr. Marvin Beasley of Sinclair
Radio Laboratories.>

g
ROSS-BAND
(OUPLER

FoT ¢ oo

il SO
[Fo0R | € o0 [

15¢ PLER B
=
166
97.5 20KW

ISOCOUPLER
12

450470

Fig.5 Block Diagram of Multiple Isocoupler
Installation at WROK Radio.



As shown in Figure S, these isocouplers are
used for a variety of applications, including
FM transmission, land mobile
communications, remote pickup units and an
800 mHz trunking system, which has
recently been increased to its maximum ten
channel capacity duc to increased user
demand. According to Mr. Dennis Carter of
Rock River Service Company, which is under
contract to maintain this site, the
operational reliability has been excellent
since the original installation in 1986.
Photographs of the WROK installation are
shown in Figures 6A and 6B.

Fig.6A Multiple Isocoupler Installation
at WROK Radio.

Regarding the proper installation of an
isocoupler the outer conductor of the upper
transmission line section of the isocoupler is
bonded to the tower, and the outer conductor
of the lower section is bonded to the tower
ground system. The outer conductor of the
transmission line between the isocoupler and
the antenna on the tower should be bonded to
the tower above the base insulator, at the
antenna end and at intervals not to exceed 50
feet in between. The transmission line on
the tower should appear electrically as an
integral part of the tower structure soas not
to effect the omni-directional shape and
magnitude of the radiated field.

Fig.6B WROK FM Isocoupler and Ancillary
Antenna Transmission Lines Routed Across
Tower Base Insulator.

The pros and cons of the isocoupler isolation
transformer are summarized in Table 2
below.

Table 2. Advantages and Disadvantages
of Isocouplers

Advantages ~ Disadvantages

*High Impedance *Susceptible To

Lightning Damage

*Low Insertion

Loss *Insufficicnt Voltage
Rating For Some

*Acceptable Applications

Bandwidth For

Most Applications *Limited In RF
Throughput

*Pcak Voltage Power Rating

Rating > 15KV

Multi-Coax Isolation Inductor

The third isolation transformer approach to
be considered is the isolation inductor. This
method of isolation has been historically
associated with the use of sampling loops
installed on the towers in an AM directional
array. An isolation coil is simply an
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inductor wound with the same or different
size of coaxial cable as that being fed across
the tower base insulator. The outer
conductor of the coaxial cable is attached to
the tower RF feed on one end and to the
antenna ground on the other end soas to
constitute a lumped inductive reactance
across the base insulator. The inductive
reactance should be sufficiently large
compared to the base impedance magnitude to
result in a less than 2 percent change in the
base resistance or common point resistance.
Otherwise a new Form 302 showing the
revised impedance value must be submitted
to the Federal Communications Commission
(FCC) in accordance with section 73.45 of the

FCC rules.4

In a typical trunking system or cellular
telephone installation a minimum of two
transmission lines are required for the
associated transmit and reccive antennas.
The bandwidth and throughput power ralings

application, and the installation of multiple
quarter wave stubs may be impractical as
well as unadvisable in maintaining the AM
station’s coverage. The solution for this
situation is a multi-coax isolation inductor
as illustrated in Figure 7.

the multi-coax isolation
inductor is to merge several isolation
inductors together so that electrically they
equate to one isolation inductor as opposed
to several isolation inductors in parallel,
which would reduce the effective impedance
across the tower base to an unusable level.
This is accomplished by forming a large
copper tube with a slot in its side into an
inductor. Individual coaxial cables are
placed through the slot inside the copper
inductor, and the outer conductors of each
line section are electrically connected to the
copper inductor winding at each end. The
ends of each line section are terminated in a
standard type N or UHF connector. The outer

The intent of

of isocouplers may be insufficient for this
TYPENFEMALE  coax caBLES
BRASS MOUNTED IN 7o ANTENKAS (
CLAMP INSULATED PANEL

W/LOCKJNG NUTS GROUNDING 1)
e | CLAMP ™, {1
= o ‘.’r l / ’ '
. f:{ S - - ‘

‘ A i TO KT CONGUIT AT {

VACUIM —emmm e\ ! TOWER POTENTIAL
CAPACITOR L e "ﬁl’:‘_ l”
—————— ‘- I‘l

N e f —— | TO AC “

3 b - CIRCUIT ON )

N 7 el e TOWER VIA AC CIRCUIT
TYPE N FEMALE Q‘_\_ L - A CONDUIT JUNCTION BOX “
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GROUND STRAP ﬁ 7 BYPASS d '
W/LOCKING NUTS : " CAPACITORS N
YN\ \ v
foopananan S N 3 3-TERMINAL STRIP <y
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W/QTY.4 SECTIONS COAX AND QTY.2 ON INTERIOR OF BOX
NO.12 AWG STRANDED WIRE

Fig.7 Multi-Coax Isolation Inductor Configured for Cellular
Telephone Installation on AM Broadcast Tower.
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conductors of all the lines going onto the
antennas and at a maximum interval of 50
feet. The outer conductors of all the line
sections, going to the transmitter building
should be connected to the antenna ground.

Another feature of this isolation scheme is
that other AC insulated wiring can be laid in
the slotted copper inductor and terminated
in bypass capacitors at both ends in a
similar configuration to a standard lighting
choke. This wiring could be used for tower
lighting, antenna heaters, antenna rotors,
preamplifiers or other applications.

In the event that the tower electrical height
is in excess of 120 degrees resulting in a
high base impedance, a variable vacuum
capacitor could be connected in parallel with
the slotted copper inductor to yield an anti-
resonant tank circuit. In this case the
reactance of the variable vacuum capacitor
would be set equal to that of the copper
inductor assembly at the AM carrier
frequency. The resonant Q of the tank
circuit should be low soas to maintain a high
impedance at the AM carrier as well as at the
+10 kHz sidebands. This will also help
minimize the reactive volt-amperes that are
produced in the tank circuit as a result of
the AM transmitter modulation. It is also
important to note that the peak voltage rating
of the anti-resonated isolation inductor is
limited to that of the variable vacuum
capacitor.

The only disadvantage of this isolation
transformation approach is the insertion loss
added by the coaxial cable in the isolation
inductor. Typically 1-5/8" foam coaxial
cable is utilized to feed cellular antennas
soas to minimize the attenuation in their
operational frequency range. The slotted
copper winding would be prohibitively large
to allow for two or more sections of 1-5/8"
line; hence smaller coaxial cables with
higher attenuation must be used. The loss
will typically range between 1.5 and 2 db,
including the connector losses at each end.
With additional preamplification, this loss
can be offset if necessary.

An example of a multi-coax isolation
inductor installation is shown in Figure 8.

Fig.8 Multi-Coax Isolation Inductor
Installation At WBET Radio in
Brockton, Massachusetts.

This unit is installed at the base of one of
the self-supporting towers in the two-tower
directional array of WBET Radio in Brockton,
Massachusetts. This slotted isolation
inductor has the following cables and wire
inserted in it:

A. Qty.5 Pieces of 3/8" Foam
Transmission Line For:
a. Sampling Loop
b. 455.8 MHz Antenna
c. 450.7 MHz Antenna
d. 173.225 MHz Antenna
e. 945 MHz STL Dish

B. Qty.3 No.10 AWG Wires For
Tower Lighting

C. Qty.8 No.14 AWG Wires For
An Antenna Rotor

D. Qty.3 No.12 AWG Wires For
FM Antenna Heater

This example testifies to the versatile use of
the multi-coax isolation inductor. A
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summary of the advantages and
disadvantages of the multi-coax isolation
inductor are listed in Table 3 bclow.

Table 3. Advantages and Disadvaniages
of Multi-Coax Isolation Inductor.

Advantages Disadvantages

*Multi Transmission *Higher Insertion
Line Isolation Loss Than Isocoupler

or Quarter-Wave Stub

*Accessory AC
Circuit Isolation

*Very High Effective
Impedance Across
Tower Base

*Not Bandwidth Limited

*Comparable In Cost
To Multiple Isocoupler
Installation

Summ;uy

For a comparison of the relative merits of the
three isolation transformer approaches that
have been discussed the quarter-wave stub,
the isocoupler and the multi-coax isolation
inductor--please refer to the bar chart in
Figure 9.

If the throughput power rating and or tower
base peak voltage exceed the ratings of
available isocouplers, a properly installed
quarter-wave stub is the best solution. For
the majority of single or double transmission
line applications, the isocoupler is the most
cost effective solution. For applications
involving more than two transmission lines
and/or wide bandwidth and high throughput
power requirements that exceed isocoupler
ratings, the multi-coax isolation inductor is
the best solution.

In closing, it is also important to remember
the following FCC policy regarding towers in
a directional antenna--any change above the
base insulator requires a partial proof of

performance.4 This added cost factor makes
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non-directional towers the most desirable
choice.

ITEM OF COMPARISON POOR BETTER BEST

IMPEDANCE [ !
ISOLATION
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MULTI-COAX
APPLICATION

I
EASE OF j
INSTALLATION ‘
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227771 1ISOCOUPLER
ESSS 557 MULTI-COAX ISOLATION INDUCTOR

Fig.9 Comparison of the Relative
Merits of the Three Isolation
Transformer Approaches.
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IMPLEMENTATION OF ANTISKYWAVE ANTENNA
TECHNOLOGY BY EXTREME TOP LOADING OF SHORT
ANTENNAS IN A DIRECTIONAL ARRAY

Timothy C. Cutforth, P.E.
Vir James Consulting Radio Engineers
Denver, Colorado

ABSTRACT

Top 1loading of short vertical
antennas is usually limited to
groundwave field enhancement.
A successful method of top
loading to achieve antiskywave
properties is detailed. The
allocation criteria of the KNWZ
Thousand Palms, California
nighttime directional array
includes protection of a
station 1in the direction of the
major population center in the
service area making antiskywave
design essential. The high
radiation efficiency achieved
in the KNWZ nighttime array is
also attributable to the
antiskywave characteristics in
the antenna design. A similar
nondirectional toploading
implementation at KIAM Nenana,
Alaska achieved dramatic
improvement in fringe reception
both daytime and nighttime.

ANT1 SKYWAVE ANTENNA

The well known 5/8 wavelength
tower 1is in effect a gain
vertical <colinear array because
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of the current distribution.
The gain and the change in
vertical section is largely due
to the phasing of the currents
along the tower. 1In the far
field a 5/8 wavelength tower
and its ground reflection
behave as a 3 element broadside
array. The additional gain
clearly comes from the
suppression of the otherwise
wasted high angle radiation. A

similar broadside vertical
array can be created with a
rather wide range of "element"
spacings (or tower height)
while retaining significant
gain and desireable improvement
in the vertical section
characteristics. This can be
achieved by shifting the normal
current distribution with top
loading on towers shorter than
5/8 wavelength. As the tower
becomes considerably shorter
than 5/8 wavelength the method
of top 1loading becomes more
important. 1In the case of KNWZ
Thousand Palms, California the
deepest required protection was
to XEAZ Tijuana, Mexico at 52
degree vertical angle in the
direction of Palm Springs. Top
loading from 93 degrees of
physical height to 216 degrees
electrical height provided the
needed high angle skywave
suppression while increasing
gain for the KNWZ array.



MEASURED PERFORMANCE

Measured gain beyond
theoretical for the ND and DA-2
arrays indicated gain of 1.5,
1.2 and 3 db was actually
achieved at KNWZ. A similar
toploading installation was
done at KIAM. The KIAM ND
tower in Nenana, Alaska
achieved 1 db measured gain as
constructed when toploaded from
68 degrees physical height to
208 degrees electrical height.
KIAM has regular listeners and
FM translators as much as 200
miles distant in areas with
signal strengths of as little
as 25 microvolts per meter.
Before installation of the
toploading the signal strength
at the Tanana translator was S7
on the receiver and varied
downward to S5, Since the
toploading installation the

receiver indication 1is S8 with
no visible fading day or night.
Other fringe locations indicate

a dramatic improvement in
reception with some locations
reporting full time listenable
signal where there was little
or no discernable signal
before. This is clearly

greater improvement than can be
attributed to the measured 1 dB
signal strength increase as
measured in the nondirectional
proof of performance. We

attribute the much larger
fringe reception increase to
changes 1in the high angle

skywave 1interference to the
groundwave. There was also
some 1increase in the actual
transmitter modulation ability
resulting from the excellent
antenna bandwidth.

DEFINING THE ANTENNA

The tower characteristic and
the amount of top 1loading is
defined most clearly by the
location of the current null on
the tower. Measurement of the
current 1is facilitated by the
construction of a shielded

torroidal 1loop of coaxial cable
which can encompass the tower
section. This type of loop is
much more tightly coupled to

the actual tower current than a
conventional sample loop or
field meter antenna 1loop and
will easily define the current
rull location with accuracy of
better than one degree. After
setting the current null at the

exact location desired the 1loop
is moved. up and down the tower
at convenient increments to
measure the actual current

distribution. Relative current
distributions measured were not
sinusoidal but appeared to have
the approximately the same
current area under the curve
that should result from a
theoretical sinusoidal current
distribution.

The large degree of top loading

was accomplished using a
relatively small capacity to
ground. The KNWZ array used 5m
of the top guy wires. The KIAM
tower used a 20 ft diameter
capacitance hat. The resulting
capacitance 1is insulated from

the top of the tower 1in each
case but attached via a coaxial
transmission line to lumped
reactances at the bottom of the
tower for ease of adjustment.
An adjustable reactance at the
tower base allows for easy
adjustment of the current
distribution over a wide nearly
infinitely variable range of
current null locations.
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METHOD OF ADJUSTMENT

method of
place the

The most practical
adjustment is to

current sample loop at the
desired tower elevation and
then to adjust the 1loading
reactance for a minimum sample
current. Sample current nulls
as much as 30 db below the
current maximum have been
observed. The severely top
loaded antenna 1is relatively

broadband with driving point
resistances considerably higher
than the standard tower of the
same physical height and have a
rather low base reactance
resulting in a 1low Q driving
impedance. The KNWZ daytime
and nighttime directional
arrays both exhibited good
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bandwidth without specific
effort going into field
adjustment of the bandwidths of

the common point

) networks or
antenna tuning

units. The KIAM
antenna characteristic provided
10 kHz sideband VSWR's of 1.7
and 2.0 at the tower and was
rduced to 1.04 and 1.50 wusing a
standard three component "T"
network from parts on hand.
The resulting measured KIAM
modulation sideband symmetry
was down 2 db at 622 kHz
relative to 638 kHz with 8 kHz

tone modulation and the plate
of the Collins 21E transmitter
tuned just slightly on the high

efficiency side of the dip as
is customary. Overall, these
antennas have been successful
in all respects.



PREVENTIVE MAINTENANCE FOR AM RADIO TOWERS

Robert E. Sundius, Jr.
S.G. Communications
Owen F. Uimer
Stainless, Inc.
North Wales, Pennsylvania

INTRODUCTION

The very nature of an AM tower
as a radiating entity presents
unique circumstances in
maintaining and conducting
visual inspections of the
tower. Such inspections should
be conducted on an annual basis
to ensure compliance with
current FAA requlations and to
prevent minor maintenance needs
from developing into serious
and costly repairs.

ANNUAL VISUAL INSPECTION

A comprehensive annual tower
maintenance inspection should
review all facets of the tower
from the ground system and the
tower structural integrity to
the safety systems.

The Tower Foundation

The tower base should Dbe
visually inspected for
structural integrity. It

should be checked for signs of

cracking, erosion, and undue
settling or movement. The
foundation should be checked

for adequate drainage away from
the base of the tower.

Guy Wire Encasements and Anchors

An inspection should be conducted
for signs of rusting to the
anchor heads, as well as checking
that appropriate protection of
the anchor heads exists to
prevent any rust from developing.
The cotter pins, lock nuts, and
any other securing components
should also be examined for signs
of rust and displacement. Guy
wire encasements should be
examined for any signs of
cracking, erosion, and settling.
As with the foundations, it is
important for the extended life
of these encasements, that there
is adequate drainage away from
the encasements. If there is no
concrete around the anchor shaft,
a check should be made to
determine if acidic soil is
eroding the anchor shaft.

Grounding System

As there exists extensive
grounding systems for an AM
tower, each should be
individually evaluated. It is
important to ensure that optimal
grounding exists, for this will
impact the performance of the
signal. The radial grounding
system should be examined for
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complete and appropriate
connections and continuous soil
coverage. The type of soil
covering the grounding wires
can also affect the electrical
disbursements. Acidic so0il can
also erode the grounding after
a period of time.

Base Insulators and Guy Wire

Insulators

The base insulators and the guy

wire insulators should be
checked for any cracking or
damage. The insulators should

be examined for any grease or

other conductive films or
materials. The ball gaps on
the base insulator should be

check for proper spacing. Guy
insulators should be inspected
using high power binoculars.
A visual inspection during a
thunder storm <can also be
revealing if arcing is noted.
Special attention should be
given to non-metallic guy
materials such as fiberglass
rods. Contaminated rods can
arc and burn through causing
failure of the guy and possibly
the tower. The lighting choke
or transformer should checked.
the rings on the transformer
should be properly spaced to
prevent potential damage.

Structural Members

The entire tower should be
inspected to ensure that none
of the nuts and bolts are
missing and that each 1is
tightly and appropriately in
place. All welds should be
checked for cracking and
failures. Each structural
member should be examined to
see if it is bowed, bent or
loose, which would affect the

integrity of the tower.

All members should be examined
for potential arcing hazards.
Arcing can be produced by two
loose, crossing members or two
members that are not adequately

grounded. This condition can
result in structural integrity
damage to the member. Welds at

the tower flanges made for
continuity should be inspected.
If cracks are observed, alternate
methods can be employed to assure
continuity.

Corrosion Protection

The galvanizing or the paint
coverage on a tower is critical
to ensure extended life of the
tower. On a painted tower,
continuous maintenance of the
paint should be conducted to
prohibit extensive corrosion of
the tower from gaining foothold.

As with so many things,
maintenance is far less costly
than the solution of a badly
rusted tower: complete sand

blasting and repainting of an
entire tower. Any evidence of
rust should be thoroughly cleaned
and coated with a good rust
inhibiter. In addition to
corrosion prevention, tower paint
also serves as an obstruction
warning system, as required by

the Faa. While the paint
visually may appear in good
condition, it may not meet the

FAA color spectrum regulations
due to fading. Damage to the
galvanizing should be cleaned
thoroughly and repaired with cold
galvanizing compound.

Lighting System

In both the strobe light and red
light systems the FAA sets out
specific operating parameters for
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obstruction warning systems.
Either 1light system must be
examined to determine that

these criteria are being met.
In the red 1light system the
bulbs and lenses must be
changed and checked on a
regular Dbasis. Also, the
conduit and connections should
be inspected to ensure that
there 1is adequate protection
from the elements.

The strobe light system should
be examined for proper interval
flashing. Also, the intensity
of the lights should meet the
specified candelas, as set by
the FaA.

The lighting and paint
regulations of the tower for
obstruction warning have become
more vigorously enforced by the
FAA than in the past due to
increasing potential liability
problems. FAA specification
describes both painting and
lighting requirements. With
the use of medium intensity
strobe 1lights, paint 1is not
required on towers under 500
feet. Consideration of future
maintenance could affect a
decision on whether to change
the lighting system.

Ladder and Safety Devices

Federal requirements by OSHA
are becoming more extensive
each year for those individuals
working on or inspecting
towers. These regulations are
not only rapidly changing, but
can be different for each
state. The existing safety
ladders and devices should be
examined for their structural

integrity, and an evaluation
should be conducted to
determine if the tower meets

the most currently established
safety regulations.

Plumb and Tension

It is important to determine that
the tower is plumb and that the
guy wires are correctly
tensioned, so that the designed
live and dead 1loads caused by
wind, snow, ice, etc. can be met.

Other items that can affect the
structural integrity, plumb, and
tension of the tower can include
additional equipment,
(antenna/dishes) installed on the
tower for which the tower was not
originally designed. A complete
inventory of the additional
equipment on the tower should be
compared to the original design
to determine that the amount of
antennas, their height, the size
of their transmission lines and
mounting brackets does not exceed
the original tower design loads.
If the current antenna 1loads
exceed the original design loads
a structural analysis should be
done to determine if the tower is
overloaded.

Summary

A visual inspection, reviewing at
minimum the discussed categories,
should be done on an annual
basis. This will provide the
station a current and annual log
of their tower's condition and
service as an annual maintenance

opportunity for the tower. T
will also provide forewarning of
potential major repairs or

changes that may need to be done.
These then can be undertaken in
a manner commensurate with need
and budget parameters versus on
an emergency basis.
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The station should expect a
written summary report of their
tower's inspection accompanied
with photographic documentation
of any noted and significant
problems. The report also
should outline maintenance and
remedial steps that need to be
taken for the tower's proper,
optimal and extended operation.
Along with this, appropriate
consideration should be given
to unmet or newly enforced
safety regulations to ensure
that the safety needs of those
working on or operating around
the tower are being met.
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NOISE FREE RADIO FOR AM BROADCASTING

George W. Yazell, P.E.
Noise Free Radio
Lakeland, Florida

Abstract: Presenting a practical way to add frequency
modulation 10 AM broadcast transmitters, providing all
the advantages of FM in a broadcast band channel, only
10kHz wide, while retaining compatibility with all
existing AM radios. Description of early laboratory experi-
ments and a report of tests authorized by FCC and con-
ductedby WQYK(AM), Seffner, FL. Discussion ofa plan
1o expedite implementation of NFR.

EVOLUTION OF NOISE FREE RADIO

I retired in 1987, after 48 years in Broadcasting and
communications. The social security check arrived
monthly. There were few deadlines to meet. I had time
to cerebrate the storiesin the trade press about the decline
in ratings, revenue and resale value of AM stations,

I was intrigued by discussions of no-sky-wave antennas,
NRSC filters, AM stereo, audio pre-emphasis, etc. But, I
was not convinced that any of these could solve the
dilemma. There must be a better solution.

About three years ago, I got the wild idea of substituting
narrow band frequency modulation for amplitude modu-
lation, on the medium-wave (AM) broadcast band. The
experiment worked, but leftalot to be desired. While there
was some improvement over AM when the signal was re-
ceived onan NBFM radio, the audio quality was inferior to
wideband FM. The NBFM signal could be received on a
manually tuned radio (slope detection), but not on a
synthesized tuner.

Next came the idea of combining NBFM with AM. That
would be compatible with all existing AM radios. When
received on a specially designed Noise Free Radio
(NFR), it would provide two audio services, which could
be used as simulcast or for separate programming.

Testing this theory showed improvement, but there were
still problems. Iused 5 kHz deviation for the FM compo-
nent and 100% amplitude modulation. There was cross-
talk between AM and FM, and while the FM quality was
excellent, the “capture effect” did not appear to be as
effective as I had expected.

Reviewing frequency modulation theory convinced me
that to achieve the quality of an FM broadcast, my
receiver would require delivering a wideband signal to the
FM demodulator,

My next “transmitter” had the AM limited to 90%
mcdulation, and the FM deviation limited to 3 kHz. For
an NFR receiver we modified an AM tuner by retuning
the IF transformers from 455 kHz to 428 kHz. The 428
kHz IF signal with 3kHz deviation was processed through
a series of frequency multiplier stages where the IF was
multiplied 25 times. This produced a new IF signal at
10.7 MHz with 75 kHz deviation. That signal was then
injected into the IF amplifier of a standard FM broadcast
receiver for demodulation,

This combination sounded so good that I started giving
public demonstrations to broadcaster groups, ham radio
Clubs, and finally at the SBE National Convention in
Kansas City in October, 1989.

On November 16,1989, the FCC held an open hearing, with
all seven commissioners present, to discuss the many sug-
gestions being offered to improve the viability of the AM
band. I submitted my comments outlining the NFR
experiments I had been conducting, and suggesting the FCC
look favorably on requests by AM licensees for permission
to conduct “on the air” experiments with NFR, or other
modifications of Standard Broadcast Band transmitters and
receivers; modifications that could result in a more effec-
tive broadcast service. Authorization forsuch experiments
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should require a detailed report of results achieved in the
experiments.

On December 10, 1989, WQYK(AM), Seffner, Florida,
submitted a request for permission to conduct NFR tests
over a period of 6 months.

March 22, 1990, the FCC issued a Temporary Experimen-
tal Authorization for Narrow Band FM modulation of the
AM Broadcast Carrier of WQYK(AM). The authorization
further states, “Initial analysis indicates that your proposal
offers the prospect of significant technical advancement
and benefit to the AM broadcast service such that the
public interest would be served by allowing you to test the
proposed system under rigorous, real world, broadcast
conditions.”

Frank Berry, Director of Technical Operations at
WQYK(AM) and I collaborated on design of the NFR
exciter used in the tests. The major technical improve-
ment we made was in using an FM exciter on 101.0 MHz
with 100 kHz deviation. The output of this exciter was
processed in two “divide by ten” frequency divider chips,
resulting in a signal on 1010 kHz with 1 kHz deviation.
Limiting the deviation to only 1 kHz effectively eliminated
the FM to AM crosstalk problem.

Thisreduced FM modulation level required modification of
the receiver also. We used a normal 455 kHz IF which was
multiplied 75 times, resulting in a new signal of 34,125
MHz with 75 kHz deviation. That signal was heterodyned
with a crystal oscillator on 23.425 MHz, producing a new
IF of 10.700 MHz with 75 kHz deviation, which was then
demodulated in a standard FM broadcast receiver.

Those tests have been completed and a report on our
findings have been submitted to the FCC.

BASIC FM THEOQORY

In FM the instantaneous frequency of the RF output wave
differs from the unmodulated carrier frequency by an
amount proportional to the instantaneous value of the
modulating wave. For example, consider a 100

MHz carrier modulated by a 1000 Hz audio tone with a peak
amplitude of 1 volt, that results in a peak deviation of 10
kHz. If the amplitude of the audio input is increased to 2
volts, the frequency deviation will become 20 kHz.

An important term to understand in FM is “MODULATION
INDEX”. With a sinusoidal modulating tone, the
modulation index is equal to the frequency deviation di-
vided by the modulating frequency. In FM broadcasting,
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the FCC has established that a frequency deviation of 75
kHz constitutes 100% modulation

For example, when a monophonic FM transmitter is
modulated 100% by a 50 Hz tone, the modulation index is
1500 (M = 75,000/ 50 = 1,500).

When the carrier is modulated 100% by a 15kHz tone, the
modulation index is 5. (M = 75,000/15,000 = 5).

The significant point here is that the modulation index is
inversely proportional to the frequency of the modulating
tone.

When an RF carrier is frequency modulated, sideband
frequencies are generated, theoretically an infinite num-
ber of sidebands. These sidebands consist of pairs of
sidebands spaced above and below the carrier by mul-
tiples of the modulating tone. Example: The carrier is
modulated by a single 5 kHz sinusoidal tone. Sidebands
are createdat 5, 10, 15, 20, 25, 30 kHz, etc., etc. above and
below the carrier.

When the modulation index is low (<0.5) the second and
higher order sidebands are so small that the output
consists essentially of the carrier and the pair of first order
sidebands. When the modulation index is increased by
raising the level of modulation, the higher order sidebands
become more prominent.
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The amplitude of the carrier and the sidebands can be
expressed mathematically by the use of Bessel functions.
Fig.1showshow the carrierand first eight pairs of sideband
components vary with modulation index. (This is simply a
plot of Bessel functions, and applies to single tone modula-
tion only.) The first order sidebands (a pair, one above and
one below the carrier frequency) are displaced from the
carrier by an amount equal to the modulating frequency (5
kHz). The second is twice the modulating frequency away
from the carrier, and so on.
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The three graphic charts in Fig. 2 illustrate the frequency
components (and spectrum occupancy) for modulation
indexes of 0.5, 5,and 15. Notice that the carrier strength
varies with the modulation index. Ata modulation index
0f 2.405, the carrier disappears entirely. It then becomes
“negative” ata higher index, meaning that its phase is
reversed compared to the phase without modulation.

Ia frequency modulation, the energy that goes into the
sidebands is taken from the carrier, the total power re-
maining the same regardless of the modulation index.

Since there is no change in total amplitude with
modulation, an FM signal can be amplified without
distortion by an ordinary class-C amplifier.  The
modulation can take place in a very low level stage, and
the signal can then be amplified by either frequency
multipliers or straight-through amplifiers.

If the modulated signal is passed through one or more
frequency multipliers, the modulation index is multiplied
by the same factor as the carrier frequency. Forexample,
if modulation is applied at 10 MHz and the final output is
on 100 MHz, the total frequency multiplication is 10
times, so if the frequency deviation is 7.5 kHz at 10 MHz
it will be 75 kHz at 100 MHz.

If the frequency, modulation index and spectrum occu-
pancy can be multiplied, then surely they can be divided.

It is logical then that if we were to have a signal on 100
MHz modulated to a deviation of 75 kHz, we could pass
that signal through two “divide by ten” frequency dividers
and produce anew signal on 1 MHz with a deviation of .75
kHz.

EREQUENCY MODULATION VS AMPLITUDE
MODULATION

Amplitude modulation (AM) has been replaced by
frequency modulation in nearly all communications sys-
tems, except AM broadcasting, some aviation channels
and the video transmission in television broadcasting.

FM broadcast technology is a superior medium that
delivers the entire audible range of sounds, cxcellent
fidelity and almost complete freedom from natural and
man-made noise. The most important characteristic of
FM broadcast receivers is the ability of the receiver
demodulator to “capture” the strongest signal on achannel
and ignore other signals. Most FM broadcast receivers
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have a “capture ratio” of 2.0 or better.

AM broadcast receivers detect and convert to audible sound
any signal that varies in amplitude and passes through the
selective circuits of the tuner. In atypical AM receiver the
received signal is reproduced relatively free of noise and
interference only if it is at least 20 times as strong as the
interference.

The obvious question is, “Why don’t we convert the AM
broadcast band to FM?”

The obvious answers are:

(1) AM broadcast channels are only 10 khz wide and
broadcast quality FM requires a channel 200 kHz wide.

(2) FM transmissions would not be compatible with
existing AM radios.

There may be other objections to an AM to FM conversion,
but if we can solve these two major problems, the others can
also be overcome.

First, consider the compatibility problem. My suggestion
is that we add narrow band frequency modulation to the
AM carrier. We know this is practical since Motorola C-
QUAM stereo utilizes two modulation modes, AM and PM
(Phase Modulation), to transmit the main and stereo infor-
mation channels. Existing monophonic AM radios still
perform as usual.

Next, consider “channel width”. FM broadcast signals are
200 kHz wide. 100% modulation is defined as carrier
deviation of 75 kHz. “Audio bandwidth” is from 30 Hz to
about 100 kHz.

The desirable characteristics of FM are accomplished in the
receiver demodulator. Inorder to achieve these character-
istics, the intermediate frequency amplifier (IF) of the FM
receiver delivers a signal on 10.7 MHz, with 75kHz
deviation to the demodulator

In NFR (Noise Free Radio) we can frequency modulate the
carrier of the AM transmitter. This requires replacement
of the transmitter’s crystal oscillator with a frequency
modulated oscillator. Then we can transmit both FM and
AM through the same transmitter, either simulcast or
separate programming.

In order to meet the severe spectrum occupancy
limitations of the AM broadcast band, frequency
deviation of the carrier will have to be limited, perhaps to
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as little as 1 kHz. Then we expand that deviation to 75
kHz by frequency multiplication in the IF amplifier of an
NFR receiver.

Early FM transmitters used exciters like the GE
Phasitron, or the Gates Serrasoid modulator. They used
alow frequency crystal controlled oscillator between 100
and 125 kHz. This oscillator was phase modulated with
audio (50 Hz 10 15 kHz) 10 a frequency deviation of only
85 Hz! Forexample, a crystal oscillator on 115.856 kHz
with a deviation

of 85 Hz was multiplied 864 times toresultina signal on
100.1 MHz (FM channel 261) with a frequency deviation
of 75 kHz.

We have shownthatitis possible to multiply afrequency
modulated RF signal, thereby increasing the frequency,
the modulation index, and the channel width. The
oppositeisalsotrue. By frequency division it is possible
to lower the frequency and reduce the modulation index
and spectrum occupancy.

Stated simply, it is possible to compress a 200 kHz wide
FM signal by frequency division to fit into the narrow 10
kHz wide channel of the AM broadcast band, transmit that
signal, then expand that signal in a receiver to its original
parameters.

NFR ADVANTAGES

NFR can provide most of the advantages of wide-band
FM. Full audio fidelity, very low noise, reduction of
interference, etc. We can expect night-time coverage
almost as good as day-time because sky wave interference
is eliminated except when the sky wave signal is almost as
strong, or stronger than you signal.

It is even possible to have some advantages over an FM
station. The most powerful FM stations have coverage of
less than 100 miles. In areas of good ground conductivity
I have know 250 watt class IV stations to cover more than
that.

One of the problems suffered by FM stations in major
cities is "multi-path” or "picket-fence" effect, produced by
reflection of the very short wavelength FM signals from
buildings, hills, and other structures. The long wave-
length signals of the AM band have never been bothered
with this phenomenon.

Adding an NFR channel to an AM station provides two
program channels. Adding NFR to the AM part of an AM/



FM combo provides three program channels.

LAUNCHING NFR!

I have no intention of applying for a patent on any of the
ideas I have contributed. The fact that these ideas have been
presented in person and in various publications offered for
sale renders such ideas public domain. Please feel free to use
any of this information for your profit or pleasure.

Ibelieve the techniques and procedures described herein are
common practice, and your application of them in private or
commercial use would not be an infringement of patent
rights or copyrights of others. However, since I have not
verified that belief in every event, I cannot accept responsi-
bility for any liability you may incur by the use or applica-
tion of such circuits, techniques or procedures.

Having said that, let's turn now 1o establishing NFR as a
working communications medium.

I have prepared a list of the things I feel need to be done to
get NFR going. Here they are in chronological order.

1. Organize a committee of capable broadcast engineers
working together to prepare technical specifications and
operating parameters to be submitted to the FCC as a basis
for establishing rules and regulations applying to NFR.

2. Obuain the services of a competent attorney Lo prepare a
petition for rule making, authorizing any or all licensees of
AM Broadcast Sations to establish and operate an NFR
service in accordance with the rules and regulations estab-
lished by the FCC. No further application, license or fees
would be required.

3. Concurrent with the above, launch an all-out publicity
campaign to "sell” NFR 1o radio station owners, transmitter
and receiver manufacturers, and the general public.

4. Present seminars and demonstrations at broadcasters
meetings and conventions.

5. Establish an NFR "hotline” where interested people can
phone in and hear a three minute recorded message, report-
ing the latest developments in the progress of NFR. Tape
updated at least once a week.

6. In general, solicit cooperation and assistance from any-
one and everyone who is capable and willing to contribute
to making NFR work.
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COMPLYING WITH THE OCTOBER 1, 1991 STL DEADLINE

Craig M. Skarpiak
Andrew Corporation
Orland Park, Hllinois

Abstract-

Owners of Television Auxiliary Broadcast stations seec October 1, 1991 as an
important date in their future. The Federal Communications Commission
(FCC) has mandated that all microwave antenna systems used for studio
transmitter links (STL) be in conformance with the standards as stated in the
Code of Federal Regulations (CFR) 47, Pant 74.641 on that date. This
mandate and its impact on new and existing anlenna systems has caused
uncertainty and confusion for STL owners.

What are the standards and how do they alter antenna selection?
What is the difference between a Category A and a Category B antenna?

Why does the FCC deem necessary the use of only a Category A antenna
in certain geographical areas?

Does my antenna system conform with the October 1, 1991 mandate?

In this paper, we analyze the FCC antenna standards for STL microwave
systems in an attempt to climinate the confusion.

ANTENNA STANDARDS

Table 1 below shows the FCC antenna
standards for Television Auxiliary
Broadcast (Part 74) STL microwave links.

Each operating frequency band has its own

standards. The specified electrical
characteristics include:
T
Maomum |
beam-
":'"'”” Merwmum |
Frequency (MHz) Category | ponts | antenna
(nchuded | 980 (08 ] 5.°|°
n | 10"
.
1.990 to 2,110 A 50 nla | 12
8 l 8.0 n/a 5
6.875 10 7.125 A 1.5 n/a 26
(-] 20 nla F4l
12,700 10 13.250 A 1.0 n/a 23
8 20 n/a 20
17.700 to 19.700 A n/a 38.0 25
-] n/a 38.0 20
31,000 to 31,300 * NA 'a0 380

The minimum front-to-back rato shail be 38

Mobie. except aeronautcal mobse, stabons neod nol comply with these slandards.

T

[ s

!

10°

Category A and Category B Classifications

Maximum half-power beamwidth

requirements

(3 dB)

Minimum gain requirements
Minimum radiation suppression requirements

Each of these parameters affects the size
and type of antenna that can be used.

Cateqgories A and B

The category of an antenna defines the
level of performance required of an
antenna. The level of performance
indicates the degree to which it minimizes
potential interference into an adjacent
system by reducing signals transmitted in
unwanted directions.

Category B is the minimum antenna
performance level acceptable to the FcCC.
Category A is a higher performance level
for lowering potential interference into
adjacent systems. The distinctions between
Categories A and B are important from two
aspects.

Mirsmum radabon suppression Lo angle n
degrees trom centarine of mawn beam in
decibles

1 -
15 | 20" | 307 Loo 140°
0 [ ot | w©
20" | 30" | 100" | 140" | 180"
4 ! + +
w| 22] 25| 29| 33| 29
| 20| 20| 25 28| 36
29| 32| 34| 38| 41| a9
25| 29| 32| 35! 39| s
281 35| 39| 41| 42| S0
25| 28 30 32| 237 a7
291 23| 36, 42| 55| S5 ANTENNA STANDARDS

24 28 36

Table 1
FCC CFR47, Part 74.641

NOTE Stations must empioy an anlenna that meets the pertormance slandards for category A, except thal n areas nol

subyect 10 b

1o¢ calegory B may be employed. Note, however, that the

y congeston meetng
Commission may require that use of a hagh performance antenna where nterference problems can be resoived by the use of

such antennas

Copled from CFR47, 1989
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First, the FCC allows the use of Category
B antennas in regions where frequency
congestion is low. However, the FCC may
later require that the Category B antenna
be replaced with a Category A antenna, if
necessary, to resolve an interference
problem. Second, in order to maximize the
use of the frequency spectrum, the FCC
requires the use of Category A antennas in
geographical regions having high frequency
congestion, such as is the case in most
urban areas.

Categories A and B are defined by the FCC
using the antenna characteristics of half-
power beamwidth, gain and radiation
suppression.

Half-Power Beamwidth

The half-power beamwidth of an antenna is
the angle included between the two points
of the antenna's main beam which are 3 dB
below the peak signal level. It is
graphically illustrated in Figure 1.
Beamwidth is primarily a function of the
antenna diameter and operating frequency.
As the diameter or frequency increases,
the beamwidth decreases.
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Figure 1
Antenna Half-Power {3 dB) Beamwidth

The FCC specifies maximum half-power
beamwidth for both Category A and Category
B antennas. For example, the maximum
beamwidth for a Category A antenna
operating in the 6.875 to 7.125 GHz, Part
74 band is 1.5°, whereas it is 2.0° for a
Category B antenna. Refer to Table 1.

Half-power beamwidth is measured and
specified by the antenna manufacturer.

However, approximate beamwidth can be
calculated, based on antenna size and
frequency, and we have done so for

purposes of the following examples.

The calculated beamwidths are plotted as
a function of antenna diameter at 1.990
and 6.875 GHz in Figures 2 and 3.

Figure 2 shows that 4.4 f«eet 1is the
minimum antenna diameter to satisfy the 2

GHz STL Category B requirement and a
minimum 7.l1-foot diameter antenna is
required to meet Category A. Using

commercially available antenna sizes, this
means a 6-foot antenna is required for
Category B and an 8-foot antenna is
required for Category A.
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Beamwidth as a Function of Antenna Diameter
1.99 GHz

For the 6.5 GHz STL band, Figure 3 shows
that Category B antennas must be at least
5.1 feet in diameter and Category A
antennas at least 6.8 feet. Again, using
commercially available antenna sizes, this
means a 6-foot antenna is required for
Category B and an 8-foot antenna is
required for Category A.

Antenna Gain

Depending on both the application and the
frequency band, the FCC somet imes
specifies a minimum antenna gain. The FCC
uses the minimum gain specification to
control the effective isotropic radiated
power (EIRP) from the antenna system.

Antenna gain is not the same as the gain
associated with an active device such as
a transistor. It is, instead, a passive
gain and describes the ability of the
antenna to direct 1its signal into a
defined angular region. Gain is also a
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function of antenna size and operating
frequency.
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Calculated 3 dB Beamwidth

FCC Category B Maximum Beamwidth
{2.0 Degrees)

< FCC Category A Maximum Beamwidth
{1.5 Degrees}

Calculated 3 dB Beamwidth (Degrees)

f

511
\\\ 6.8 fi.
° -

0 2 4 6 8 10 12 14 16
Antenna Diameter (Feet)

Figure 3
Beamwidth as a Function of Antenna Diameter
6.875 GHz

The FCC normally specifies either the
minimum gain or the maximum beamwidth for
an antenna. For example, as shown in Table
1, the FCC specifies requirements for
maximum beamwidth for 2 and 6.5 GHz bands.
No requirements are specified for minimum
gain. However, for 18 GHz, they specify
only minimum gain. Because gain and half-
power beamwidth are both functions of
antenna size and operating frequency, they
are interrelated. As antenna frequency or
diameter increase, the gain increases
while the beamwidth decreases. Therefore,
if one of the two characteristics is
specified, the other is, in effect, also
specified.

Figure 4 shows the gain for a 10-foot
diameter antenna as a function of
frequency at various antenna efficiencies.
Terrestrial microwave antennas typically
have efficiencies of approximately 55%

Radiation Suppression

The FCC specification for minimum
radiation suppression is intended to limit
the amount of spurious radiation from the
antenna in undesirable angular regions. It
is a mask applied to the antenna
performance and is specified for angular
regions from +5° through +180° relative to
the antenna boresight direction. The FCC
adopted these minimum radiation
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Antenna Gain vs. Frequency
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specifications to minimize potential
interference and, thereby maximize the use
of the frequency spectrum. Figure 5 shows
the Category A and B masks in graphical
form. Category A is the more restrictive
mask and is, therefore, required for use
in areas of high frequency congestion.

FCC Category B

FCC Category A

Radiation Suppression dB down from Main Lobe
3 8 &
|

2

80 5
] ) 1° 1820 40 60 80 100 120 140 180 18D

Azimuth t Degrees from Main Lobe
Figure 5
FCC Radiation Suppression Mask
Part 74.641 - 6.5 GHz Band

The FCC radiation suppression
specifications are minimum requirements.
The burden is on the owner of a proposed
system to ensure that the new system does
not impair the operation of existing
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systems. To satisfy this requirement, the
new system may need antennas having much
better performance than required by the
FCC minimum. In today's congested
terrestrial microwave environment, this
may be the rule rather than the exception.

For coordination of microwave systems,
antenna manufacturers supply a radiation
suppression document known as the
radiation pattern envelope (RPE}. The RPE
describes the radiation characteristics
for an antenna as a function of horizontal
angle. Figure 6 shows the RPEs for two
different 8-foot antennas operating in the
6.5 GHz STL band along with the FCC mask.
While both antennas are better than the
FCC Category A minimum, there is a vast
difference in the level of performance
between the two antennas. The system
designer will select the proper antenna
based upon calculated adjacent system
interference determined from the
specifications supplied by the radio and
antenna manufacturers.
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8-foot, 6.5 GHz STL antenna RPEs
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CONCLUSION

As October 1, 1991 approaches, owners of
STL microwave links should review their
antenna systems to make sure they conform
with the FCC regulations. We hope the
above information has made the performance
requirements a little more understandable
and less confusing. Look to your antenna
manufacturer to supply specific antenna
information.

As a final statement, when implementing a
new or upgrading an existing microwave
antenna system, we highly recommend that
you specify Category A antennas. Such a
system may be initially more expensive,
but it offers the best 1long term
protection of STL communication
system.

your
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LOOKING 100 MHZ AHEAD

Erik Fabricius-Olsen
PESA industries, Inc.
Huntsville, Alabama

ABSTRACT- This paper will
explore the bandwidth needed in
future video routing switchers
and address the design trade-
offs as encountered during
design and pilot production.

INTRODUCTION

In recent years
advancements in electronic
technology have brought many
new products that we did not
even dream about before.
Broadcast TV has been around
for over 40 years but in the
last decade we have seen the
growth and proliferation of
more and more advanced graphic
devices that provide much
higher resolution than has been
around before. In TV we are
now seeing the introduction of
HDTV that requires 30 MHz
bandwidth. 1In high resolution
graphics the bandwidth
requirements continue to
increase as we use larger and
larger screens yet we maintain
or improve the per inch
resolution. Demands for higher
bandwidth will continue to
increase in areas such as
medical electronics with MRI,
CAT Scan, and X-Ray equipment,
or in government electronics
for Radar video or high

resolution maps.

As serial digital video
grows we will see more and more
users starting into this
technology. During the time
where the industry is changing
from analog to digital there
will be a need to be able to
expand routing switcher
capabilities to handle digital
signals at 140 to 170 MBits per
second for composite video or
up to 270 MBits per second for
component. If the analog
routing switcher could offer
the bandwidth capable of
switching serial digital video
it would become a very
attractive investment for those
users that want to grow into
digital over time, so the need
exists today for a switcher
even beyond 100MHz.

The following is a summary
of the lessons learned at PESA
(some were relearned) when we
designed our 100MHz 48x96 Video
Routing Switcher.

BARRIERS TO HIGH BANDWIDTH

Capacitive loading, series
inductance, and resistive
losses are the primary
limitations to achieving good
kigh bandwidth frequency
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response (Figure 1). In video
routing switchers it is
necessary to have video busses
that tie crosspoints together
both on inputs as well as
outputs. The physical size of
the components used is the
major driving force behind the
length of the video busses. BNC
connectors are standard and are
now becoming the limiting
component to miniaturization.
Only so many BNC connectors can
be placed in one rack unit.

The problems with long video
busses are many. Stray
capacitance grows with longer
busses; resistance and
inductance increase with longer
busses; long busses cause
reflections. This forces the
design engineer to make the
traces as wide as possible but
wide busses increase stray
capacitance. When traces are
wide the PCB packing density is
jeopardized. When stray
capacitance is high the
amplifier driving the trace
must use higher drive currents
thus dissipating more power and
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increasing distortion. When
power increases components
cannot be packed as tightly.
Therefore, we try to limit
power consumption only to
active paths (Figure 6). This
allows tighter packaging and
hence improved frequency
response. Resistive losses lead
to short and wide busses.
Inductive losses come from
connectors so they must be
carefully selected and remain
as few as possible. Capacitive
loads lead to short busses and
small devices. In order for
bandwidth variance to be
minimized busses should be
short and low impedance.

To maintain controlled and
consistent impedance along a
trace with up to 12 taps on
each line is difficult at best.
Not only is it necessary to
select components that don't
load the bus but the circuit
configurations (design of
amplifiers etc...) must be such
that variations are minimized.
To maintain constant impedance
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As we continued to improve
the performance of the switcher
we ran into the common problem
of parasitic oscillation
because of trace inductance
when we changed to a higher
performance transistor (Figure
4). It was easily fixed with a
series resistor.

PARASITIC SPOILS O°
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3
%

FIGURE 4 ..Elimtnation of poarasitic oscillation

Connectors play an
important role in the design of
a routing switcher. They can be
a source of crosstalk because

of close proximity of other
video signals even when every
other pin is grounded. In many
cases the connectors are the
limiting factor to packing
density so for that reason
alone connectors should be
avoided where ever possible.
Connectors are also a source of
signal losses thus reducing
bandwidth. However, to keep
the product flexible in size
and cost it is necessary to
cope with connectors in the
design. The challenge becomes
to minimize the number of
connectors in series with the
signal path yet still maintain
a broadly competitive product.

Developing a 100 MHz
switcher is not just a matter
of getting the frequency
response to look good. Other
parameters are just as
important if not more so.

LARGE SIGNAL SLEW RATE PROBLEM \
\ + \
| GOOD LARGE SIGNAL SLEW RATE
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GOOD BANDWIDTH

R

G000 BANDWIDTH

I

FIGURE S .Large signal slew rate

Slew rate limiting must be
carefully watched since the
switcher can have excellent
frequency response but if some
stages have to make up for
losses in other stages, it is
not capable of this response at
full amplitude (Figure 5).
Therefore it is best to design
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each stage in the switcher to

have a flat response over the Consistent delay t
full frequency range at full out the switcher is imp¢
amplitude. Little stray capacitance
few active elements in se
Crosstalk is a parameter with the signal keep the ¢
that often conflicts with high low and consistent.

bandwidth. Conducted crosstalk
can be prevented with good

power and ground distribution
(Figure 2 and 3). However, the '
more we miniaturize the design é

the greater is the opportunity
that capacitively coupled
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FIGURE 3 .Improved crosstalk performance

Differential phase and
gain must be watched carefully.
High bandwidth demands high
power drivers that because of

thermal reasons should operate
A »
= with as low a supply voltage as
FIGURE 2  .Power and Gnd losses cause crosstalk possible. Low power supply

voltages, if taken too low,
could be the source of

busses far from each other. If distortion and lower dynamic
that is done we will have long range. High current also
busses with more stray causes nonlinearities so
capacitance thus reducing current requirements must be
bandwidth. To optimize the minimized.

trade off between crosstalk and

bandwidth requires careful PCB GROUNDING

layout with appropriate Because of the stray
grounding between signal paths capacitances and the loads of
to isolate the signals from the system, large high

each other with minimal frequency currents flow through
capacitive loading on the the signal traces. The return
signal. Capacitive loading paths for these currents are
reduces slew rate so shielding through the grounds. Not even a
with ground layers has very ground plane is zero impedance
limited application. so care must be taken in
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routing the grounds (Figure 2
and 3). If not, serious
crosstalk can develop. The same
problems exist on the power
plane. Of course power and
ground planes can be designed
into the PCB but because of
feedthrough holes and cut-outs
in the power and ground planes
it is very difficult to
maintain high integrity power
and ground planes internal to
the circuit board without
loading the video signal
traces.

THERMAL MANAGEMENT

In high frequency
switching stray capacitance and
high slew rates require high
operating currents. Thus
careful thermal planning is
necessary. First, we try to
eliminate all use of power when
circuit paths are not used
(Figure 6); this is
accomplished in the electrical
circuit design and component
selection. In a 96 output
video switcher only 96
crosspoints should be drawing
current. Second, we keep the
number of active devices in the
signal path to a minimum. By
carefully organizing the
placement of components we
avoid hot spots. By using SMT
technology throughout the
product we have been able to
keep the capacitances low
because the busses are short,
consequently less drive is
required and less power is
consumed.

Some heat is always
generated in the switcher and
in high frequency switchers
even more so. This heat must
be removed as quickly as
possible. Cool operating
temperatures usually mean

higher reliability. We keep
temperatures low by careful
airflow planning and use of
specially designed heat sinks
that we build into our PCB
shield and support structure.
To further enhance the thermal
management in the routing
matrix we monitor the ambient
frame temperature and control
the exhaust fan based on the
temperature. The result is less
temperature variation in the
frame and thus more consistent
performance of the product.
Longer fan life, less noise,
and lower filter maintenance
are other benefits.

ONLY 8 CROSSPOINTS ORAW CURRENT ON A 48X8 CARD
88833833383 88888°8888°°888 8888888 388888228222

A

FIGURE 6

I\A

.Low heat dissipation

MODULAR ARCHITECTURE

The demands of the
marketplace require that the
routing switcher architecture
be modular. We have balanced
cost, modularity, and technical
performance in a 48 input by 96
output video frame. The
building blocks are 12 quad
Video Input Amps (VIA), 12
crosspoint cards with 48 inputs
and 8 outputs (48x8), 72
crosspoint cards with 8 inputs
and 8 outputs (8x8), 96 video
output cards (VOA), a vertical
trigger card, and dual power
supplies. No single point of
failure will shut the whole
switcher down. Cards can be
plugged "hot". Expansion slots
for option cards are built in
for features such as clamping,
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independent vertical interval
switching, and other "special"”
requirements.

MANUFACTURING

For a product to be
competitively priced and have
the best specifications current
technology permits, particular
attention to manufacturing and
test issues is needed in the
design. Cumbersome hand labor
should be avoided like time
consuming hand wiring or
similar operations.

Use of SMT components
requires investments in the
order of § 1,000,000 for a
"state of the art" SMT
production line; we have
selected in stead a contract
manufacturer that has world
class expertise in electronics
manufacturing. The Huntsville
area is fortunate to have
several of the best contract
manufacturers in the world such
as SCI, AVEX, Comptronix, and
Teledyne Lewisburg. Besides
electronic manufacturing these
companies offer services in
test and environmental stress
screening that assures high
quality and high reliability at
costs that are very attractive.

SUMMARY

Surface Mount Technology
is what makes high bandwidth
video switchers possible at
reasonable costs but the
miniaturization has its own set
of problems to be solved before
a product becomes a reality.
The concepts are not new but
the smaller architecture sends
us back to basics and forces us
to rethink our design
methodology.
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MULTISTAGE DISTRIBUTION
SWITCHING SYSTEMS, CLOS AND BEYOND

Marc S. Walker
BTS, Broadcast Television Systems
Salt Lake City, Utah

ABSTRACT- The average size, and therefore cost, of
distribution switchers in television facilitics is growing
larger each year. In 1953, Charles Clos published a
landmark technical paper concerning non-blocking
multistage switching techniques, explaining how to reduce
the number of crosspoints when compared to a standard
switcher. Multistage switching systems have bcen
proposed and used by several companies in the television
industry. This paper shows why blocking can occur in
television systems, even though Clos type switcher
systems are normally considered to be strictly non
blocking. It explains the causes of blockage, shows
statistical results demonstrating the amount of blockage
that may occur, and discusses how these blockage
problems can be solved.

INTRODUCTION

The huge number of distribution switchers in use in the
world today attests to their value in the television
industry. Years ago the average size of distribution
switchers was small, in the 20 input by 20 output range.
As the ycars have passed, the average switcher size has
increased, and the number of large distribution switchers
being built, those larger than 100 inputs by 100 outputs,
has grown. The number of crosspoints, and thereforc the
switcher cost, increase rapidly with switcher size, making
it desirable to reduce the number of crosspoints.
Multistage switchers are one way rcduce the crosspoint
count and cost, but blocking can occur if steps arc not
taken to prevent it. Multistage switchers can do an
excellent job when care is taken in their use and blocking
is prevented.

INGLE STAGE TC

Most distribution switchers use single stage switching,
(see Figure 1) where a crosspoint is provided for every
possible input output combination. The number of
crosspoints in the system is the product of the inputs and
outputs. These switchers are "strictly nonblocking,”

meaning it is always possible to make a connection
between any input and any output at any time, regardless
of the conditions of the other conncctions. An interesting
characteristic of the single stage switching structure is that
muluple crosspoints can be turned on at the same time and
mix the selected signals together. Mixing is not usually
uscd in television system switchers, so the crosspoints and
control electronics are not usually designed for it.

Single stage crosspoint count and cost increases rapidly
with switcher size. To double the number of inputs and
outputs of a switcher, the number of crosspoints must be
increased to four times the original. For example, a 50
input by 50 output switcher requires 2,500 crosspoints,
and a 100 input by 100 output switcher requires 10,000
Crosspoints.

Input 1 Crossp_oint Matrix Output 1t
Input 2 - Output 2 +
Input 3 Output 3 a
fnput @ .I s
g Output M-z. o
input N-2 ps Output M-1l
fnput N-1 & Output M =y
Input N
—_—

Total number of crosspoints = N X M

Figure 1. Single Stage Switcher

The design of single stage matrices usually limits the
maximum practical size of a switcher. There is a
maximum number of outputs that can be driven from an
input signal before distribution amplifiers arc required.
The DAs increase the size and cost of the large switcher
system. Inputs are usually limited by what can be
switched in one rack frame of matrix boards. Beyond that
size, combining switchers are needed, which is a type of
multistage switching costing additional crosspoints.
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Since DAs and modern switchers usually have cquivalent
performance, many large switchers arc already have three
stages, without saving crosspoints. (sec Figurc 3)

: utput 1
Matx A |5 - —
L] L]

N2 x 2 I : Combiner | ¢

Marix1 | o

- Mainx B
Output M/2

N2 x W2 >
Marx C Output M/gn

I N2 x M/2

Combiner| o
Matrix 2

Matrx

Output M
N/2 x M/2 >

Figure 2. System With Input DAs and Output Combiners

~ 7 ~

In 1953, Charles Clos published a technical paper
describing a method to reduce the crosspoint count through
multistage switching techniques!. Since that time, others
have proven additional savings are possiblc. With the
Clos technique, it is possible to reduce the crosspoint
count of a 100 input switcher by 100 output switcher
from the standard 10,000 crosspoints to only 5,700
crosspoints, and larger switchers have even grcater
savings. A multistage swiltcher is constructed out of
smaller matriccs, that are interconnected to form the large
system with an an odd number of switching stages. (see
Figure 3) This discussion in this paper will be limited to
three stage systcms, because they arc theoretically best for
input and output sizes ranging from 36 to over 200, and
five stages arc not significantly better until over 1000
inputs and outputs. Interconnection cables, and the need
for additional output driver cards in vidco switchers, make
the brake even point in cost at a size of about 100 inputs
and outputs. The crossover point in audio systcms can be
lower.

The signal inputs of the switcher system are divided up
among a scries of input matrices. The outputs of the
input matrices are fed to inputs of the middle stage
matrices. The middle stage matrix outputs are fed to the
inputs of the output matrices. Each input matrix has one
and only one connection to cach middle matrix, and each
middle matrix has onc and only onc connection to each
output matrix.- Each output matrix provides a portion of
the total system outputs.

N/n Input L Middle M/m Output
Matrices Matrices Matrices
el Input Middie Output STRS
input 2 el oo 2
et I Matrix 1 Matrix 1 o Matrix 1 =
" .
. [ ]
nput n nXL N/n x M/m LXm Supitm
Input N+ 1 Output ma 1
nout s | "PY b Oupt IS o mez_
——1Matrix 2 Matrix 2 o Matrix 2 =
. .
Y .
[Aput 2n nXL N/n X M'm LXm Output 2m

Input N-n
u’&mm Input

o | Matrix N/r§

Output

Middle FBonr Mme
~{Matrix M/m e

Matrix L

. .
nXL N/n X M/'m LXm

Figure 3. Generalized Three Stage Switcher System

The number of inputs per input matrix, "n," and the
number of outputs per out matrix, "m,” are usually ncar
the square root of their respective system input and output
counts, "N and M,". The number of middle matrices
required by Clos is equal to onc less than thec number of
inputs per input matrix (n), plus the number of outputs
per output matrix (m). The proof given by Clos is
relatively simple. If a path is needed between a given
input switcher and a given output switcher, then a
maximum of n-1 inputs from the input switcher and a
maximum of m-1 outputs of the output switcher will
already be in use. Thus a maximum of n+m-2 middlc
matriccs will already be in usc. One more path is nceded
for the new connection, giving a maximum total of n+m-
1 middle matrices neccssary. These matrix sizes and

Board & Crosspoint Counts
System Input Middle Matrices Output
Size Matrices Matrices 3 Stage Single Stage
Size l_ # Size | Count Size # | Mat| Out | Xpts | Mat | Out Xpts
100x100 | 10x20 ] 10 | 10x10 | (1920 |20x10 | 10| 60| 50 6000] 100 10] 10,000
200x200 | 10x20 |20 | 20x20 | (19)20 |20x10 201 160] 100| 16000| 400 20{ 40,000
300x300 | 10x20 |30 | 30x30 |(19)20 |]30x10 30 300] 150] 30000| 900 30] 90,000
400x400 | 20x40 |20 |20x20 |(39)40 |[40x20 20| 480 200| 48000| 1600| 40| 160,000
400x400 | 10x20 | 40 | 40x40 | (19)20 | 20x10 40| 480| 200{ 48000| 1600| 40| 160,000

Table 1. Comparison of 3 stage and single stage switchers
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counts are often adjusted to fit standard matrix board sizes,
but there must be a sufficient number of middle matrices
in order for the system to function.

For the example in Figure 3, with 10 inputs per input
matrix and 10 outputs per output matrix, a total of 19
middle matrices is required, with each having 10 inputs
and outputs. The total number of crosspoints is 5,700 as
predicted by Clos. If we use a standard size matrix board
with 10 inputs and 10 outputs, the number of crosspoints
increcases to 5,900, but 200 of these crosspoints are not
used. The total number of circuit boards in this three
stage switcher is about the same as a single stage
switcher, because additional output boards are needed, but
the savings really start to mount up as the switcher
system increases beyond 100 inputs by 100 outputs. Table
1 lists the number of crosspoints for various switcher
sizes. The circuit board counts are based upon a matrix
board size of 10 inputs by 10 outputs, and an output
amplifier board with 10 outputs. The middle matrix
counts in parenthesis are the Clos numbers, with my
recommendations following them. The crosspoint counts
are my recommendations. This table shows two ways 10
build a 400 x 400 switcher. In this case, both resulted in
the same circuit board count, but usually one method is
better than others.

Finding a signal path through a Clos switcher is a
relatively simple process. You determine which input and
output matrices need to be connected, and look for a
middle matrix with paths open to both of them.. With the
conditions Clos described, there will always be at least one
middle matrix that satisfies this condition, and therefore a
way to make the connection. In fact, others have proven
the same capabilities can be achieved with less crosspoints

Middle marrix usage history for 1 Million takes to a 100 x 100 switcher
Matrix  Number of Number of Histogram for the
Number Takes made Takes while Number of middle
or in this middle this matrix was  matrices in use at
Count  matnix in use one time

1 82405 1000000 0

2 81913 1000000 0

3 80913 1000000 0

4 80026 1000000 0

5 78925 1000000 0

6 77453 1000000 0

7 75920 1000000 0

8 73850 1000000 0

9 71511 1000000 0

10 68558 1000000 0
11 64501 1000000 2
12 58812 999993 ]
13 50925 999907 809
14 36874 995164 150933
15 15549 829662 699516
16 1845 169933 147385
517) 20 2857 1351
18 0 0 0
19 0 0 0
20 0 0 0

Table 2. Switcher Blocking Tests for Type Point to Point
Switching

than Clos proposed?.

Table 2 shows the number of middle matrices in use at a
time for a run of 1 million random point to point
selections on a 100 x 100 switcher. The histogram
column shows a minimum of 11 middle stages werc in
usc at on¢ time, with 15 matrices in use 70% of the time,
and the maximum of 17 in use for 0.135% of the time.
This maximum of 17 middle switchers used is 2 less than
the upper limit predicted by Clos. All of this sounds great,
we've saved up to 50% or more in crosspoint count and
eliminated input distribution amplifiers if they had been
needed. This has only cost three passes through the
crosspoints and a little complication to the crosspoint
control system.

Ry ~ ~

SWITCHING

The work done by Clos and most other rescarchers has
been for telephone systems operating in a Point to Point
mode, meaning that each output is connected to only one
input at a time, and cach input is connected to only one
output at a time. The first condition is normal for
television distribution switchers, but the second is not.

Television systems usually require all inputs to be capable
of feeding any combination of outputs, from none, to one,
10 several, 10 many, or even all outputs. This is termed
as "Broadcast” mode switching (This has no connection
with transmitters or broadcast stations.). At first this
sounds easier, because there will usually be fewer different
signals to pass through the middle matrix, since many of
the inputs may not be in use at a given time. As
illustrated in Figure 4, sometimes it is possible o get
copies of the input signal at the output matrix, or the

Input Middle Output
Matrices Matrices Matrices
nput Output
nput o = = b—e_’um et
nput o ok Outpul
nput \ Outpy
Input Ouput
nput Ou Dﬂi‘
Ui
T 'UUFT.u e
Input o Output
2 Lo i
Input o upy
Input o tpul
Input o utput
. ulpul =
1APUT S \ TABOT
> \W

Figure 4. Illustration of Signal Copying in the Middle and
Output Matrices
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middle matrix, without going back to the input matrix
every time the same input is used.

Table 3 shows the middle level usage for a 100 x 100
switcher that was initially set up with cach output being
connected to its respective input. Then 1 million random

Middle matrix usage history for 1 Million takes to a 100 x 100 switcher
Matrix  Number of Number of Histogram for the
Number Takes made Takes while Number of middle
or in this middle this matrix was  matrices in use at
Count  matrix in use one time

1 84819 1000000 0

2 83342 1000000 0

3 82492 1000000 0

4 80934 1000000 0

5 79288 1000000 0

6 77840 1000000 0

i 75681 1000000 0

8 73383 1000000 0

9 70064 999992 0

10 66189 999996 0
11 61803 999964 1
12 54917 999560 2
13 46195 997059 3783
14 34112 972791 118584
15 19838 822038 492959
16 7433 417167 331002
17 1461 95475 48982
18 203 12446 4634
19 6 432 53
20 0 0 0

Table 3. Switcher Blocking Tests for Random Input and Output
Switching

Input 1 loaded by 4 outputs,

inputs 2-11 loaded by 3 outputs,

inputs 12-21 loaded by 2 outputs,

and all other inputs loaded 0 or 1 outputs.

Middle matrix usage history for 1 Million takes to a 100 x 100 switcher
Matrix  Number of Number of Histogram for the
Number Takes made Takes while Number of middle
or in this middle this matrix was  matrices in use at
Count  matrix in use one time

1 77089 1000000 0

2 74679 1000000 0

3 71980 1000000 0

4 68658 1000000 0

5 66326 1000000 0

6 63335 1000000 0

7 60327 999999 0

8 57235 1000000 0

9 53917 999947 0

10 50291 999733 0
11 45910 998645 0
12 40634 995841 0
13 35261 983746 0
14 31313 964674 0
15 27061 958130 0
16 27272 985890 0
17 27658 988191 9
18 32674 990995 446
19 24620 995402 9364
20 23533 980429 111838
21 29345 975420 565600
22 10882 363761 312743
23 0 0 0

Table 4. Switcher Blocking Tests for Random Switching With
Heavily Loaded Inputs

takes were made 1o this switcher by randomly selecting an
output number and randomly selecting an input to switch
to that output. The maximum number of middle
switchers in use at any time was 19, which fits well with
the Clos concepts. The 19th middle switcher was used to
complete only 6 takes out of the 1 million takes made.
Over 600,000 of the takes were made using 15 or fewer
matrices at one time, but more middle matricies were
needed to complete all of the paths. This appears o be
satisfactory at first glance, but television plants do not
have random switching.

Table 4 shows a test more typical of what happens in a
television system, by loading certain inputs heavily, while
other inputs were uscd only once, and other inputs were
not used at all. In this case, 31 switcher outputs were
always using inputs from the first input matrix., and 21
outputs were always using inputs from the second input
matrix, resulting in 52 switcher outputs concentrated on
the first 20 inputs. This loading more closely models the
usage of inputs in a television facility. To maintain the
input loading when making takes, two outputs were
randomly selected, and the inputs selected to these outputs
were then traded. 1 million random takes were made by
doing 500 thousand trades. Table 4 shows that 22 middle
matrices were necded 1o prevent blocking, which is three
more than the Clos limit. With standard size matrix
blocks of 10 x 10, adding these matrices requires an
additional matrix and output card for each input switcher,
and an additional matrix board for each output switcher.
This brings the cost up to more than a single stage
switcher. Why didn't broadcast switching work when it
looked easier than point to point switching?

Sometimes it is not possible to reach the desired signal at
the middle matrix level, even though it is passing through
one or morec middle matrices, because the path between the
output matrix and the desired middle matrix or matrices is
already in use. Then it is necessary to go back to the
input matrix to get the signal. As this process continues,
all of the outputs of the input matrix may get used up,
with more sclections pending. This is illustrated by the
scquence in Figure 5.

Although this example shows a 16 x 16 switcher for
simplicity and clarity, and uses more crosspoints than a
single stage matrix, the blocking process is the same as
for larger switchers. Figure SA starts by switching each
output to its respective input. This requires only 4 of the
7 available middle matrices.

In Figure SB, output S is switched to input 2, rather than
its previous selection of input 5. Note that output § is
not able to get input 2 within its own output matrix, and
is not able to reach the middle matrix already passing
input 2, because the path to that middle matrix is already
feeding output 6. Thus it is necessary to use the fifth
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C. Output 6 Switched to Input 3, then Output 7 to Input 4
Output 10 to Input 1 is Blocked

Figure 5 16 x 16 Blocking Demonstration.

middle matrix. In Figure SC, similar switches arc
performed for output 6 to input 3 and output 7 to input 4.
This has now used up all of the middle matrices. If an
attempt is made to select input 1 to certain outputs, such
as output 10, a path will not be available and the switcher
is therefore blocked!

This blockage always occurs between an input matrix
having many heavily used inputs, and the middle matrices.
The input matrix is being used as if it had many morc
inputs than it actually has. The basic procedure to causc
blocking is to force the system to use new middle
matrices, by carcful sclection of switching combinations
in the proper sequence. It is possible to prevent this
blocking by adding more middle matrices and the necessary
input and output connections, but the savings in
crosspoints is soon lost. I have uscd these techniques to
block a 100 x 100 switcher with 37 middle matrices,
having 1100 crosspoints more than asingle stage
switcher!

Although the worst case condition for blocking 37 middle
matrices is possible, it is very unlikely to occur
naturally. Blocking can be minimized or even eliminated
by carcful selection of the switcher input assignments.
Spreading out the heavily used inputs, such as black, color
bars, program etc, over different input matrices will
greatly rclieve the problem. To illustrate this, the test
shown in Table 5 was done by spreading out the heavily
uscd inputs. Input 1 was used by 4 outputs. Each input

Input 1 loaded by 4 outputs,

inputs 11 21 ... 91 loaded by 3 outputs,
inputs 12 22 ... 92 loaded by 2 outputs,

and all other inputs by loaded 0 or 1 outputs.

Middle matrix usage history for 1 Million takes to a 100 x 100 switcher
Matrix  Number of Number of Histogram for the
Number Takes made Takes while Number of middle
or in this middle this matrix was  matrices in use at
Count matrix in use one time

1 84078 1000000 0
2 83409 1000000 0
3 82102 1000000 0
4 80838 1000000 0
5 78830 1000000 0
6 77371 1000000 0
7 75116 1000000 0
8 72398 999998 0
9 68322 1000000 0
10 63928 999996 0
11 57373 999767 0
12 48166 998087 0
13 36970 981259 646
14 26450 902608 31702
15 18791 729383 233102
16 29609 763301 512751
17 16249 548956 221799
18 0 0 0
19 0 0 0
20 0 0 0

Table 5. Switcher Blocking Tests for Random Switching with
Heavily Loaded Inputs
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matrix then had one input used by three outputs, and one
input used by two outputs. All other inputs were used by
one or no outputs. This is the same input loading as the
Table 4 test, but the heavily used inputs arc spread out. In
this test the maximum number of middle matrices needed
was reduced to 17, from the 22 required in the previous
test.

Table 6 shows the results when the input loading was
incrcased by one output on each of the heavily used
inputs. Although the number of middle matrices required
is the same, the histogram pcak was moved to a lower
level, indicating more middle and output stage signal
copying. Unfortunatcly you can't guarantee that all of the

Input 1 loaded by 5 outputs,

inputs 11 21 ... 91 loaded by 4 outputs,

inputs 12 22 ... 92 loaded by 3 outputs,

and all other inputs by loaded 0 or 1 outputs.

This test is similar to the last table, but the output
loading has been increased by one on each of the
above named inputs.

Middle matrix usage history for 1 Million takes to a 100 x 100 switcher
Matrix  Number of Number of Histogram for the
Number Takes made Takes while Number of middle
or in this middle this matrix was  matrices in use at
Count  matrix in use one time

1 89195 1000000 0

2 88583 1000000 0

3 87243 1000000 0

4 84722 1000000 0

5 83249 1000000 0

6 81433 1000000 0

7 79160 999998 0

8 75401 1000000 0

9 70975 1000000 0

10 65130 999972 0
11 56780 998865 0
12 46210 991717 102
13 31466 908940 27844
14 23528 700138 400330
15 36682 938020 554117
16 237 23459 17456
17 6 325 151
18 0 0 0
19 0 0 0
20 0 0 0

Table 6. Switcher Blocking Tests for Random Switching with
More Heavy Loading on the Inputs

inputs to a given matrix will not all become hcavily used
at some time. Thus the problem is not entirely solved
yet. A safcty net is nceded for those special occasions.

R GEAB H

If we examine Figure SC further, it is now possible to
swilch output 5 to input 2 by copying the signal in the
sccond middle matrix. This path was opcned up when
output 6 was switched to input 3. In a similar way,
output 6 can now be moved to the third middle matrix.
Output 8 can reach input 8 through the first middle matrix
with the interconncctions originally used for output 5 to
input 5. Finally, output 7 can now rcach input 4 in the
forth middle matrix. This results in the switching pattcrn
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of Figure 6A, illustrating that even though the switcher
had been blocked to new inputs, we can free up 3 of the
middle matrices by moving signals to different paths.
Adding the conncction from output 10 to input 1 will now
use the fifth middle switcher, as shown in Figure 6B. If
the connection of output 9 to input 9 is moved to the
second middle matrix, it is possible to connect output 10
to input 1 in the first matrix, as shown in Figure 6C.
Thus it is not just the multiple usage of signals that
causes blocking, but also the sequence of switching and
using those inputs.

Rearrangecable non-blocking switching networks have
been suggested as a way lo save more Crosspoints in
switching systems. Thesc switching systems rely upon
the fact that while there may not be a path available, one
can be opened up by moving some of the other signals to
different paths. This can bc done without any loss or
disconncection of existing signals, by setting up each new
path, and switching to it before removing the old path.
The only switch noticcable at the output will be when the
output matrix changes from the old to new path for the
same signal. (sce Figure 7) Thus, any switching glitches
or transients causcd by rearranging will occur only once
per output, not three times.  If the switcher provides clean
switching with well matched paths, there will not be any
noticcable disturbance. This technique can work especially
well when switching digital signals, as long as bits are
not lost or destroyed beyond recovery by a switching

Input Middle Qutput

Matrices i Matrices
Input Matrices Output
o " it ST el
o0 TUpu
b e O m:
Input Quipuy!

pur ~ [ Output o

o > QOutput
Tou > L T

Figure 7. The new path is set up in the input and middle
matricies before the output matrix switches

glitch..

It has been shown that a point to point switcher which is
rcarrangeably non-blocking can be constructed with n or
more middle matrices. This mecans a 100 X 100
rearrangeably nonblocking point to point switcher will
requirc 10 middle matrices, for a total of 3000 crosspoints.
Up to n-1 outputs, 9 for this example, may require
rearranging to open the necessary path in this switcher3.

Since broadcast switching requires more middle matrices,
it should be expected that a 100 x 100 rearrangeable
broadcast switcher will need more than 10 middle matrices.

The number of middle matrices required will depend
somewhat upon the amount of rearranging that will be
permitted. For a minimum amount of rearranging, my
tests show m+n middle matrices are adequate to guarantec
a path can be made in a broadcast rearrangeably non-
blocking switcher. This means the 100 X 100 broadcast
switcher will need 20 middle matrices, for a system total
of 6,000 crosspoints. This is less than 5% over the Clos
figurcs, and still 40% less than the standard single stage
switcher. Percentage crosspoint savings will be greater in
bigger switching systems. The additional middle matrix
also reduces the probability that blocking will occur, and
therefore the number of times rearranging is necessary.
Although the number of middle matrices could be
decreased further, it would require more extensive and more
frequent rearranging of the signals. I believe n+m is a
good compromise for the number of middle matrices.

It 1s also possible to lock certain outputs of the switcher
system to prevent them from being rearranged. This may
be desirable with high priority feeds, such as the on air
program and its component signals. As the number of
locked outputs increascs, the complexity of rcarranging
will increase.

At BTS, we have written software to do rearranging of
paths when nccessary. We have not been able to block
this software in 100 X 100 systems with 20 middle
matrices. These algorithms are in use in @ number of
three stage switchers that BTS has delivered to a variety of
customers. Rearranging is seldom if ever necessary, and
we have not found any blockages to occur in these
systems. For the data patterns describcd above where 20
or fewer middle matrices are adequate, rearranging will not
take place, becausc sufficient paths are available.

Table 7 shows the results of a test of rearranging using the
input loading of Table 3, with 20 middle matrices,
resulting in 139 rcarrangements nccessary out of 1 million
take requests. This is about 0.014% of the switching
requests. Table 8 shows test results for a more scvere
output loading. It is intercsting that the histogram has
moved toward a lower number of middle matrices in usc,
but the number of rearrangements increased to 2780, or
0.28% of the switching requests.

With proper attention paid to distributing heavily used
inputs across all of the input matrices, rearrangements will
seldom if ever be required, as shown by Tables 2, 3, 5, and
6. If blocking still occurs, then one or more signal paths
may be moved to open a path for the ncw selection. This
will cause a maximum of one switching transient at
outputs that have been moved. Other outputs will not be
affected. Clean switching characteristics will make the
transicnts small enough to be completely ignored.

NAB 1991 Broadcast Engineering Conference Proceedings—95



Input 1 loaded by 4 outputs,

inputs 2-11 loaded by 3 outputs,

inputs 12-21 loaded by 2 outputs,

and all other inputs loaded 0 or 1 outputs.

Middle matrix usage history for 1 Million takes to a 100 x 100 switcher

Matrix  Number of Numbser of Histogram for the
Number Takes made Takes while Number of middle
or in this middle this matrix was  matrices in use at
Count  matrnx in use one time

1 79210 1000000 0

2 76702 1000000 0

3 70669 1000000 0

4 71944 1000000 0

5 68527 1000000 0

6 65983 1000000 0

7 63128 999993 0

8 60218 999983 0

9 57033 999995 0
10 46402 999892 0
1 49244 999528 0
12 44266 998165 0
13 39193 992642 0
14 34918 982049 0
15 31251 972349 0
16 29299 972113 0
17 28023 967638 108
18 26626 956462 9330
19 26986 966770 175804
20 30378 997633 814758

Rearrange cycles 138

Table 7. Switcher Blocking Tests for a Rearrangeable Switcher
with Heavily Loaded Inputs as in Table 4

Inputs 1-20 loaded by 4 outputs,
inputs 21-40 loaded by 1 output,
and all other inputs not loaded.

Middle matrix usage history for 1 Million takes to a 100 x 100 switcher

Matrix  Number of Number of Histogram for the
Number Takes made Takes while Number of middle
or in this middle this matrix was matrices in use at
Count matrix In use one time
1 66869 1000000 0
2 65763 1000000 0
3 65043 1000000 0
4 63935 999997 0
5 62714 1000000 0
6 60798 999995 0
7 59626 999996 0
8 56839 999962 0
9 55340 999820 0
10 53079 999726 2
11 50632 999246 7
12 47354 997808 8
13 43955 992680 4
14 40719 984536 9
15 38808 978486 17
16 36645 963620 9
17 35295 941251 1785
18 33164 960847 37439
19 31706 950691 290681
20 31716 860075 670039

Rearrange cycles 2780

Table 8. Switcher Blocking Tests for a Rearrangeable Switcher

with More Heavily Loaded Inputs

CONCLUSIONS

Three stage switchers can give excellent performance while
saving cost and space. Multistage switchers require that
certain tradeoffs be made. First, the signal goes through
threc matrices on each path through the system, but with
high quality matrices this still gives excellent
performance. Sccond, blocking may occur if many inputs
on the same input matrix are heavily used. The blocking
can be reduced or eliminated by carcful assignment of
inputs to the matrices. If blocking still occurs, then one
or more signal paths may be moved to open a path for the
new selection This will cause a maximum of onc
switching transient at outputs that have becn moved.
Other outputs will not be affected. Clean switching
characteristics will make the transients small enough to be
completely ignored.

Multistage switching techniques provide an attractive
method of reducing the number of crosspoints, and
therefore the costs, of large switching systems. It allows
larger switching systems to be built than are practical with
single stage switchers, because of the practical size
limitations on single stage switching matrices. Input
distribution amplifiers are eliminated in large switching
systems. Systcm reliability should actually be enhanced
because there are fewer crosspoints in the system, and
failures in the middle matrices can be bypassed by using
other middle matrices. Multistage switching should be
considered by anyone looking at large distribution
switching systems. It gives the user an attractive
altemnative to large single stage switchers.

- > )
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A UNIQUE ADAPTATION OF THE TRADITIONAL
TELEVISION VECTOR DISPLAY

Mark Everett
Videotek, Inc.
Pottstown, Pennsylvania

Abstract - Baseband color video signals are made up of
three dimensions of signal characteristics plus time.
Traditional vectorscope and waveform monitor views of
baseband video signals are limited. Each displays only two
dimensions of a video signal. Waveform monitors display
total video amplitude and time. Chroma saturation and
phase are visible, but quite difficult to measure.
Vectorscopes are used to display chroma saturation and
phase with no respect to time or luminance. Standard usage
requires both waveform and vector displays to accurately
Jjudge the total video signal. The 3-D display is based on
a vector display with the additional view of the Y (or
Luminance) axis. Operator flexibility is allowed to view
this improved vector display on all three axes (three
dimensionally) or on any two axes (B-Y and Y, for
instance). The distinct advantage of this concept is that the
operator begins with a familiar display. He then modifies
the display to suit his current needs. Tasks like encoder
balance and component level sets are made easy with this
invention.

BACKGROUND

Composite and Component video systems require both
waveform and vector displays to evaluate and adjust video
signals.  Composite encoders have traditionally had
adjustments which modify amplitude, phase and saturation
with a single control. We do admit that the interaction is
not planned, but it often just happens. Many adjustments
require the technician to view the output signal on both
waveform and vector displays. He must watch both,at the
same time, to view all of the effects of his adjustments.
The most common problems are in the white and black
balance sets in the two modulators, either R-Y and B-Y or
I and Q. The advent of component video has returned the
spotlight to this old problem. At least one manufacturer
has developed a method to assist the technician in the
adjustment of the R-Y and B-Y amplifiers. The operational

problem remains due to the radically different form of their
display. We need a convenient and clear method to observe
luminance characteristics while making changes in the color
(or color difference) channels. All of the methods available
to the technician today are either not intuitively obvious or
require the scrutinizing of two displays at once to assure
proper adjustments.

THE BASICS OF THE 3-D DISPLAY

The new Videotek TVM-710 family of combination
Waveform Monitor and Vectorscopes have a unique 3-D
display. This function allows the user to view a display
which appears as a traditional vector display. It allows
rotation of the signal on all three axes. The advantage of
thuis 3-D display is that it allows the viewing of any
combination of luminance and chroma amplitudes. It holds
the relative phase display to sustain user familiarity with the
display. The 3-D display is useful in both composite and
component systems.

The 3-D display begins as a conventional, on screen, vector
display. Operation of the 3-D display is dynamic. The
operator maintains visual recognition of his actions as he
moves the display from a "normal” view to a less
conventional perspective.

The 3-D display concept is based on the traditional
composite vector display. In the traditional display,
chroma amplitude and phase are displayed as points with
vectorial (X and Y) attributes relative to the origin (Screen
Center). All luminance attributes are "displayed” on the Z
axis and are not apparent to the operator except as a single
point at some X and Y position. All synchronization and
monochrome portions of any video signal are displayed, on
a traditional vector display, as a dot at the origin. The
operator has no indication of amplitude of these portions of
the signal. Similarly, any portion of a composite video
signal with color, will appear with only it’s saturation and
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relative phase displayed. The technician has no indication
of the luminance content of the signal.

For the rest of this paper, some terms must be defined.
The traditional vector display is often referred to as an X
and Y display. We will now refer to the traditional
horizontal axis (or X) as the B-Y axis. The vertical (or Y)
axis is the R-Y axis. The perpendicular (or Z) axis is the
Y axis. The relationships to video are that the R-Y and B-
Y are color difference signals and Y is luminance. Color
difference signals such as I and Q, or U and V are simply
similar expressions of R-Y, B-Y. The main different is the
mathematical definition. GBR (or RGB) are primary, not
color difference signals. They must be transcoded to
luminance and color difference signals for displays such as
vector or 3-D. So, for this discussion, we will use R-Y
and B-Y as the identification as the color difference signals.
We do understand and can provide for the special
requirements of other color difference signals.

This new display concept allows the operator to rotate the
display on, for example, the B-Y axis to reveal the Y
portion of the signal. He still maintains display of the R-Y
axis attributes. At some arbitrary rotation point, 45 degrees
for instance, the operator will have a display which shows
all three axes in an orthogonal or three dimensional view.
The 3-D system allows the operator full control of rotation
on all three axes. Adjustments of encoders or the set up of
component amplifiers in both D.C. offset and signal level
are greatly simplified. The 3-D display maintains the
traditional vector "boxes” for reference. It indicates the
trajectory (or luminance value) of any chroma portion of a
signal relative to its position on the familiar two
dimensional vector plane. We have begun the process of
application for a U.S. patent on the method and apparatus
described above.

OPERATIONAL DESCRIPTION

The easiest method to describe the operation of the 3-D
mode is to look at a traditional modulated stairstep signal
with 5 steps. On a standard waveform monitor display, the
signal is five steps of increasing amplitude with subcarrier
impressed on each of the steps.

The Vectorscope view is simply a display with a two dots.
One concentrated at the origin and the second one at the
subcarrier mark. This indicates that all color in this video
signal are of a single phase and saturation. (Figure 1)

With the 3-D mode selected, the operator may choose to
rotate the entire signal on the Y axis. The resulting display
appears just as a rotation of the phase knob on a
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Figure 1 - 3-D Vector view of 5 step
modulated stairstep test signal.

conventional vectorscope. The only difference is the
electronic graticule rotates with the display. The signal is
being rotated on the luminance axis. (Figure 2)

Al
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Figure 2 - 3-D Vector view, with Y axis
rotated 90 degrees, of 5 step modulated
stairstep test signal.



Now, if the operator selects B-Y as the axis of rotation,
then the display may be positioned to reveal the Y
components while still showing the B-Y and R-Y
components. Further rotation on the B-Y axis (at either 90
or 270 degrees rotation) will show no R-Y components as
the rotational plane is perpendicular to the to the plane of
the display. At either point of no R-Y, the display is a box
with one edge coincident with the Y axis. The opposite
edge is coincident with the saturation level of burst. Five
markers are on that edge coincident with the five steps of
the stairstep. Tie lines connect the all of these points
together. The last attribute noticed is a small line
protruding below the B-Y axis along the Y axis. That line
represents the horizontal sync portion of the signal and is
a valid portion of the signal. All signal attributes, except
time, are embodied in this display. (Figure 3)

_—

Figure 3 - 3-D view, with R-Y axis rotated 90
degrees, of 5 step modulated stairstep.

A more complex, yet standard, test signal is color bars.
For purposes of this paper, there is no operational
difference between composite or component color bars.
The 3-D display works in NTSC, PAL, 525-60 component
and 625-50 component Beta, M-I, GBR, and so on. The
method for dealing with various formats is transcoders and
demodulators, which are accepted and are not included in
the scope of this paper. The 3-D display of color bars
begins again as a commonly recognized vector display.
The graticule is made electronically (Figure 4). The Y
rotational display control again moves the display as the
phase knob does in a traditional vectorscope. (Figure5)

Composite phase adjustments are made elsewhere to assure
phase matching with the projected graticule. Rotating the
display on the B-Y axis will provide the operator with a
view of not only the color difference portions of the signal
but with the luminance values as well.

o
T

Figure 4 - 3-D Vector view of Color Bar test
signal.

4/
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Figure 5 - 3-D Vector view, with Y axis
rotated 90 degrees, of Color Bar test signal.

Again, stopping at exactly 90 or 270 degrees will leave
only the B-Y and Y components of the display. The
display, at this point, appears to be similar to a portion of
the "lightning” display. It is different in that it is only one
view of a nearly infinite number of views available with
then rotating about the Y axis. (Figure 6)
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Figure 6 - 3-D view, with B-Y axis rotated 90
degrees, of Color Bar test signal.

Similarly, beginning from the basic vector view, rotating on
the R-Y axis will eventually lead to two locations where the
view is similar to the B-Y view of the "lightning” display.
These limited, two axes views, are not however the intent
of the 3-D display. (Figure 7)

Figure 7 - 3-D view, with R-Y axis rotated 90
degrees, of color bar test signal.

The true value is the simultaneous display of all three axes
in an orthogonal view. It allows the technician to view
each axis, in it’s correct perspective. He can view the
results of his work and judge total signal quality on a single
display. (Figure 8)

Some have improved their understanding of this process
with viewing the display as a cylinder. The standard vector
view is just like looking directly at the end of the cylinder.
All you see is a round display. As you move you point of
view off axis, in any direction, the view becomes elliptical,
and the height of the cylinder becomes apparent. While

& =

Figure 8 - 3-D view with B-Y axis rotated 40
degrees, of Color Bar test signal and showing
all attributes of the signal.

some particular views may be extreme, there are many
combinations of views which present understandable and
useful information to the user.

FUNCTIONAL DESCRIPTION

The 3-D display system is the result of many engineering
discussions. We were looking for an improved method to
present complete video information to the user. The 3-D
system depends upon the digital line store system used in
the TVM-710 family. The line store system actually has
the capability of storing three totally different lines of
video. The 3-D system depends upon using the line stores.
The display is actually a special line store display, but since
it is digital, it has none of the traditional low intensity
characteristics. Again, since it is a digital line store, the
refresh rate is no quicker than once per field. The refresh
rate applies only to the information for display, not to the
display on screen. The on screen display is refreshed at a
much faster rate to maintain a bright, crisp display.
Further, the digital samples are taken at a rate of 8 x fsc
and using 10 bit resolution. The resulting combined
resolution is much greater than most digital display
methods. The line store usage further allows the operator
to select VITS or VIRS and make meaningful measurements
and judgements in the 3-D mode.

Much of the functionality is similar to that of a vector
display. The input video is treated, as required, with color
difference demodulators, luminance detector and reference
lock generator. We end with three digitized components,
Y, R-Y and B-Y. The digitized samples are then treated
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with a trigonometric matrix conversion. The matrix
converter 1s used to calculate, in two dimensions, the 3-D
coordinates defined by the sampled video. A major feature
of this process is that the calculations include operator
actions. We have provided operator control to selectively
address the rotational angles to be applied the three axes.
Although the process will allow for rotation to be applied
to an axis different than R-Y, B-Y or Y, we determined
that the resultant might not be helpful to the operator.

Here are the basic calculations used to determine the
display. The two dimensional display surface (the CRT
face) has display axes X and Y. The input signals B-Y is
called X, R-Y is called Y, and luminance (Y) is called Z.
The values for X and Y are calculated trigonometrically
from the values of X, Y and Z. We use also the angles by
which the projected display is rotated in the XY, XZ and
YZ planes. The angles for these rotational planes are called
a for XY, b for XZ and ¢ for YZ. The conversion to
obtain a two dimensional isometric projection of the rotated
three dimensional data can be determined with the
following relation:

X = X(cosa cosb) + Y(sina cosb) + Z(sinb)

Y = X(-sina cosc - cosa sinb sing)
+ Y(cosa cosc - sina sinb sing)
+ Z(cosb sing)

The next step in the system is to present the calculated
values of X and Y to a Digital to Analog Converter for
transformation to an analog form. Finally, the analog
signals are coupled to amplifiers which provide the current
to drive the horizontal and vertical deflection coils of the
CRT.

For user convenience, and clarity of the display, we also
have included the three dimensional generation of a
reference graticule. This is calculated and projected with
the video display signal. The traditional vector box targets
are given a third dimension to complete the concept and
display of luminance value in the projected display.

Videotek expects that this improved vector display will aid
in the never ending struggle to produce the best and most
accurate video signals possible. We certainly know that the
3-D concept is easily understood. Applying this concept to
viewing standard video test signals will enhance the skills
and understanding of those in the technical video field.
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THE DEVELOPMENT OF COMMERCIAL
ECHO CANCELLERS FOR TELEVISION

Stephen Herman
Philips Laboratories
North American Philips Corporation
Briarcliff Manor, New York

Abstract-A system is being developed for cancella-
tion of multipath echoes in television receivers.
Towards this goal a prototype aimed specifically at
current NTSC broadcasts is already operational and
has been field tesied with the help of a local broad-
casting station. Future plans call for extending the
field tests 1o include cable applications as well. This
should be followed by extensions to cancelling ech-
oes in advanced television systems.

The architecture for the NTSC application is based
on the use of FIR digital filters for cancelling pre-
echoes and nearby post-echoes. An IIR filter is used
for post echoes of longer delays. The system has been
designed to be flexible so that it can perform cancel-
lation with any ghost cancellation reference that may
be adopted by broadcasters. The field test thus far has
used the reference signal developed by the BTA in
Japan. However, a higher energy reference signal, as
well as the hardware needed 1o broadcast such a sig-
nal, is now under development. This will allow more
rapid and efficient cancellation of echocs, especially
under high-noise and transient conditions. Three al-
gorithms have been developed and tested for calcu-
lating the coefficients of the digital echo-cancellation
filters. These are 1) a frequency division method, 2)
an LMS approach, and 3) a proprietary time-domain
method. All three methods undergo further unique
optimization procedures that greatly increase the ef-
ficacy of echo cancellation over what can be
achieved by methods published heretofore.

INTRODUCTION

If a television signal undergocs scveral reflections before
reaching the receiver, then several copies of the same sig-
nal may be received at the same time. If the various trans-
mission paths are not of the same length then each copy
of the signal is distinguished by the time of arrival, rela-
tive signal amplitude and phase shift of the RF carrier.
The receiver will lock onto the strongest of these signals.
All others are called multipath echoes or “ghosts”. It has
long been recognized that much optimization has gone
into NTSC television to make the picture quality as good

as possible within the restrictions of the NTSC signal
formats. Echo cancellation is one of the few remaining
possibilities for achieving significant further improve-
ments in received image quality. Moreover, for HDTV,
many of the proposed encoding schemes rely on digital
data recovery which can be severely compromised by
echoes. This paper will provide a progress report on the
development of practical echo cancelling hardware and
software aimed at the American scene.

The desirability of cancelling echoes has been recog-
nized for a long time. The basic approaches that are final-
ly being implemented today were already well known
more than 10 years ago. The tutorial by Ciciora' et all,
written in 1979 pointed out that RF-domain echo cancel-
lation is, in general not practical. It indicated the prefer-
ence of cancelling the cchoes in the baseband using ei-
ther deconvolution or some adaptive algorithms. Howev-
cr, until recently, thosc methods could not be affordably
applied to consumer products because of the costs of the
required hardware. However, with the present low cost of
signal processing chips the question is no longer afford-
ability but the choice of the best signal processing hard-
ware, the optimum algorithms, and the choice of the re-
quired ghost cancellation reference (GCR) signal.

The choice of a national standard GCR was studied at
length in Japan by the Japanese Broadcasting Technolo-
gy Association (BTA). After a lengthy set of experi-
ments, the BTA recommended and Japan adopted a GCR
that is the time integral of a sin x/x pulse** 1o be transmit-
tcd on line 18 of the Vertical Blanking Interval (VBI).
Subsequent discussions in the U.S.A. by the Specialist
Group on Ghost Cancelling (T3S5) of the Advanced
Television System Committee (ATSC) expressed the fear
that the BTA choice of a GCR may be suboptimal. Since
the energy of this signal is very low, the performance un-
der high noise conditions is poor. Therefore, the process-
ing to remove the noisc makes adaptation to changing
ccho conditions too slow. Since then a variety of high-en-
ergy GCR signals have been under study for adaptation
by U.S.A. broadcasters. A review of the GCR sclection
activities and the recent trends in echo cancellation was
given by Uytiendacle®.
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Philips Laboratories, Division of North American Phil-
ips Inc., together with Philips Consumer Electronics
Corporation of Knoxville, TN. have been actively seek-
ing a commercially and practically viable solution to the
problem of echo cancellation in NTSC and advanced TV
systems. The work has progressed on three fronts: 1)The
choice of an optimum high-energy GCR signal, 2) the
development of low-cost hardware that can be economi-
cally incorporated into home receivers, and 3) the deriva-
tion of algorithms that would allow the cancellation of
echoes to be performed robustly with minimum hard-
ware costs.

The resulting first generation hardware and software was
field tested during the Autumn of 1990 using the BTA
GCR, in cooperation with WABC-TV in the New York
City arca. The results of those field tests were used to im-
prove the design of subsequent generations of echo can-
cellation equipment. It also led Philips to confirm the
conclusions drawn by the NAB during its own field tests
of Japanesc equipment’, namely, that viable echo cancel-
lation is possible within the state of the art. However, im-
provements over current first generation cfforts are not
only possible but very desirable. Towards this goal, Phil-
ips is developing its own proposal for a high-energy
GCR to improve the handling of transient echoes and
performance in high noise conditions. This new GCR, to-
gether with supporting hardware, will be submitted to the
NAB for ficld testing in response to their request for such
a proposals. Some of its properties are detailed below.
This paper also discusscs the two other prongs of Philips’
three-prong cffort: the development of new hardware and
algorithms.

Research into echo cancellation for television began on
the mathematical level at Philips Laboratories in 1987. It
progressed to computer simulation in 1988. The first lab-
oratory prototypes became operational during the Spring
of 1990, and the first field tests were conducted in the
Fall of 1990. At this point, work is actively progressing
on the design of third-generation chips for an cconomical
implementation of echo cancellation in the NTSC envi-
ronment. Additional field tests arc planned in 1990 in
both the terrestrial broadcast and cable environments.
Furthermore, the current methods are being extended
from NTSC to HDTYV applications.

BASIC PRINCIPLES

When several replicas of the transmitted signal are super-
imposed at the receiver antenna, the strongest signal is
usually selected as the main signal. Signals that arrive af-
ter the strongest one are called post echoes. However, it
is possible to receive signals before the strongest one.
These are called pre-echoes. Pre-echoes can occur for
example, via direct pickup, when a weak signal is re-
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ceived over the air before the delayed main signal over
cable. The cancellation of pre and post echoes is imple-
mented differently. However, both represent linear dis-
tortions which are removed through the use of adaptive
lincar digital filters.

Cancellation of post echoes
The post-echo gencration process may be modeled by the
system diagram shown in Fig. 1. The output, X is sum of

H

Figure . Generation of post echoes

the input I received over the (shortest) direct path and the

echo terms modeled in the frequency domain as I-H.

Since, X=I(1+H), therefore, the frequency responsc of

the echo channel is H=X/(I-1). Such post echoes can be

cancelled by the use of an infinite impulse response (IIR)

filter such as the one shown in Fig. 2. The output of this
+

X >y

H’

Figure 2. Cancellation of post echoes with IIR filter

filter is Y=X/(1+H’). If H’ is sct equal to H, the frequen-
cy response of the echo channel, then the output of the
IIR filter will be

Y=X/(1+H)=I(1+H)/(1+H)=I
and the cancellation will be perfect.

Cancellation of pre-echoes

Pre-echoes can also be characterized as being produced
by a linear filter. However such an equivalent filter,
where the response precedes the stimulus, would be non-
causal (apparently operating in negative time). The IIR
filter that would cancel such pre-echoes is physically
non-realizable. Therefore it is necessary to settle for in-
complete cancellation of such pre-cchoes with a finite
impulse responsc (FIR) digital filter.

Calculation of echo channel characteristic

The use of IIR or FIR filters for cancelling echoes pre-
supposes that the echo-generating channel is completely
characterized. Such characterization is done with the aid
of the transmittcd GCR signal discussed previously in
the Introduction. There are a variety of methods for com-




puting the channel characteristic by comparing the re-
ceived distorted version of the GCR with the ideal trans-
mitted one. Philips begins with the 8-ficld sequence rec-
ommended by the BTA?, This takes into account that the
received baseband waveform is sampled at 4 times color
subcarrier. That means that on successive field the sub-
carrier information will have shifted by 90° with respect
to horizontal phasc. Therefore every fourth field will be
in phase. So 8 successive fields are stored. The transmit-
ter will transmit the GCR on ficlds 1,3,6 and 8 and no
GCR on fields 2,3,5 and 7. Now we can subtract field 1
from 5, 2 from 6, ctc. The result is that all non-changing
information such as pedestal levels is subtracted out and
4 copics of the received GCR remain. Depending on the
signal-to-noise ratio (SNR)and the choice of the GCR, a
number of received GCRs isolated in this fashion must
be averaged over a period of time.

Once a received GCR s available with sufficiently high
SNR, the echo channel response can be calculated. To-
wards this goal, we use proprictary improvements of
three well known methods: 1) an iterative lcast mean
square (LMS) approach, 2) frequency division as indicat-
ed above, and 3) a convolutional time-domain method.

HARDWARE ARCHITECTURE

The block diagram of the basic real-time echo canceller
is shown in Fig. 3. The composite video bascband input

—p|A/DL__|FIR IR D/Al g
video video
in § + out

ALGORITHM

A

| EXTRACT
GCR

Fig. 3 Echo canceller system diagram

signal is digitized and the echoed GCR signal is extract-
ed. From that an algorithm calculates the cocfficients of
the digital filters needed to cancel the echoes. On our first
gencration cquipment, these calculations were done with
a personal computer (PC). In later equipment it is done
with a digital signal processing (DSP) chip. The FIR fil-
ter is used to cancel pre-echoes and close post echocs.
The IIR filter completes the cancellation process. The fil-
ters are implemented with custom designed VLSI chips,
optimized for this application. The final D/A converter

restores the digital signal to the analog video form.

SYSTEM SPECIFICATIONS

The actual operating specifications of a system are al-
ways the result of a set of compromises. The specifica-
tions given here are those of our first-generation echo
canceller, when operating with the Japanese BTA GCR.
We expect considerable performance improvements and
some specification changes with the use of a high-energy
GCR.

VBI-related issues

The GCR can be in almost any available VBI line. When
using Japanese laboratory-based echo generation equip-
ment, we use line 18. During the broadcast field test line
16 is employcd. The VBI line prior to the one carrying
the GCR must carry a waveform that remains the same
from field to field, as required by the BTA. The the GCR
is transmitted on altemating fields and 8-field subtraction
and averaging is performed, as explained above. Further
averaging is done in order to improve the SNR of the re-
ceived GCR prior to calculating the filter coefficients.

Ghost cancellation performance

The BTA GCR allows a total echo delay range of 45 us.
We chose to apportion this range to yield 3.4 us of pre-
cchoes and 41.5us of post echoes. Our algorithms have
no threshold for the minimum or maximum ghost levels
that can be eliminated. With the BTA reference, we have
cancelled ghosts with Desired-to-Undesired D/U ratios
as low as 6 db. Since we approach this task from the per-
spective of a receiver manufacturer, our system architec-
ture is flexible with respect to the number of ghosts that
can be cancelled. We expect to aim simpler systems for
inexpensive receivers and more complex ones for the
top-of-the-line. Our first-generation equipment can can-
cel 16 simultancous distinct ghosts. The ghost attenua-
tion is better than 40 db when the rececived SNR exceeds
40 db. The computation time of the algorithms itself is
well under 1 second. The fundamental limitations on ad-
aptation time are the GCR and the SNR. The BTA spec-
ifies that with a received SNR of 40 db, 128 fields have
to be averaged. This averaging requirement should be re-
duced substantially when a high-energy GCR is adopted.

Test apparatus

We have built a PC-based test console that will display
the following output:

a) Wavcform of the average received GCR before
cancellation

b) Waveform of the average received GCR after can-
cellation

¢) Graphical representation of the computed filter
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coefficients

d) Fourier spectrum of the GCR before and after
cancellation

¢) Graphical representation of the noise accompany-
ing the received GCR

f) Numerical data on received noise level (db), resid-
ual ghost level and

g) Perceived Desired to Undesired Ratio (PDUR)

The PDUR is a measure of how objectionable multiple
ghosts are in terms of one equivalent ghost. This measure
was derived through a set of psychophysical experi-
ments’. Of course the PDUR is only defined for the BTA
GCR, it would be undefined for most high-energy refer-
ences.

HIGH-ENERGY SIGNAL DESIGN

Philips has designed, and will propose to NAB and the
ATSC, a new type of high-energy signal. It is the next
generation improvement over the previously proposed
high-energy signals based on pseudo-random sequences
such as the M-scquence?. It shares many of the advantag-
es of these sequences, while overcoming some of their
shortcomings. Its properties are summarized below:

«Can be adjusted to any desired signal length and ampli-
tude.

*The energy level of the received decoded reference is
proportional to the signal duration. For example, a
signal duration of 35.5 ps would provide a signal-
to-noise improvement over the BTA GCR of a factor
of 8. However, the duration is not restricted to 35.5
us.

«The GCR allows the detection of both pre and post
ghosts, with no fundamental restriction on the total
detection range.

+The GCR can be used as a frame synchronization signal.

<No sensitivity to constant-offset sampling errors due to
shifts in the sampling pulse locations.

By contrast, previously-published proposals for a high-
energy GCR® use cyclic pseudo-random sequences that
allow a total ghost-detection range, pre-ghost plus post-
ghost, of 35.5 us. Furthermore, those signals can be ad-
verscly affected by shifts in the sampling pulse locations.
They also are restricted in length to 2¥-1 (N=1,2,34..),
yielding the only practical length of 255 or 35.5 pus.

A sample of one of several proposed waveforms is
shown in Fig. 4.
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Fig. 4 One of the proposed high-energy GCR waveforms

CONCLUSIONS

Although cancellation of TV echoes has been studied for
several decades, it has only become a potentially practi-
cal option for commercial home TV rcceivers with the
recent advent of incxpensive and powerful VLSI tech-
nology. This new technology has led in Japan to the de-
velopment of first-generation echo cancellers and to the
continuous broadcasts of the associated GCR signal. Our
experiments in the U.S.A. have indicated that it is possi-
ble to achieve improved performance over the existing
Japanese cancellers, even if the BTA GCR is used. This
improvement was exhibited in terms of the number and
severity of the ghosts that are cancelled and in terms of
residual ghosts remaining after cancellation. With the
use of an improved, high-energy reference, we expect the
speed of response and noise immunity to increase sub-
stantially. For example, we should be able to cancel ech-
oes even from some moving reflectors, a task that the
long integration time mandated by the BTA GCR does
not permit. The Philips nomination for such a high-ener-
gy reference, together with the associated hardware and
software will bc exhibited during a competitive public
field test to be sponsored by the NAB starting 10 June 91.
The results of those field tests, as well as upcoming tests
in the cable environment, will be reported in later papers.
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REMOTE MONITORS FOR BROADCAST TRANSMITTERS

Roy K. Chrisop
Harris Allied Broadcast Equipment
Quincy, lllinois

INTRODUCTION

The design criteria for a remotc monitoring system for
broadcast transmitters is described. The value of remote
monitoring versus recmote control, the issue of system
sccurity and the various functions required to provide a
uscful tool to the transmitter operations and ficld service
cngincers are also discussed. The desirable features of a
graphic user interface suitable for remote monitoring is
also presented.

WHY REMOTE MONITOR?

The demand for the capability of remotely monitoring
broadcast transmitters has intensified as the availability
and usc of personal computers (PC) has increased. This,
coupled with the availability of transmitlcrs equipped
with serial ports gives risc to the possibility of
monitoring the operation of a broadcast transmitter from
virtually any location accessible via telephone. The
cquipment required is a suitably configured personal
compuler and software package, modems at the monitor
and transmitter location and a transmitter equipped with
a serial port and appropriate software.

Usc of a PC bascd system as an “exicnded” monitor
system may also be desirable. In this instance, the PC
would be located up to a few hundred feet from the
transmitter, but close enough that a telcphone connection
would not be required. All required clements of the
systcm would remain the same, except that the modems
would not be required.

An obvious extension of these capabilities would be to
usc the PC as a control element. While such capability
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is theoretically possible, it is not necessarily desirable.
Many stations arc routincly cquipped with remote
control systems that provide capability to monitor and
control transmitter operations, usually from the studio
location. Adding the capability of control from the PC
would lead to possible conflict with the remote
control system. In addition, most remoic control
systcms provide much more than transmitter control.
Such facility control would raisc the requircments on
a PC based system to yct another level. The issues
associated with system security are also minimized
since the user does not have the capability to control
the transmitter.

Anxicty about the possibility of inadvertently
“crashing” the transmitter are eascd with monitor only
capability.

SYSTEM SECURITY

The first level of sccurity is established in that the
user must have the correct complement of equipment
and software. For the typical system this would
include a IBM PC/AT or compatible computer
equipped with 512K memory, a VGA/EGA video
card, color monitor, serial interface card (RS-232C)
and Hayes compatible modem. Software requirements
include MS-DOS and a copy of the monitor software.
While all of this is readily available, many PCs are
not so cquipped.

Even with suitably cquipped system, password
protection for the transmitter serial port is a must. The
transmitter softwarc must provide an entry ficld in
which to sct the system password and prohibit access
if the user docs not correctly enter the password from



the PC. Password modification should only be possible
from the front of the transmitter, and should be changed
at regular intervals. The password should not be
displayed on the PC at any time.

It may be uscful to a user 1o allow access to the monitor
system by the manufacturers field service organization.
This would permit the manufacturer to aid in trouble
shooting when problems arise or to provide a routine
monitor service if desired. Obviously, the user must
divulge the password to the scrvice engineer in this case.
Denial of future access would be accomplished by
simply changing the password.

SYSTEM FUNCTIONS AND USER INTERFACE

The ideal PC based monitor system should emulate the
monitoring functions of the transmitter as closcly as
possible. Thus, as the engincer becomes accustom to the
display configuration of the transmitter, this familiarity
is applicable to the remote monitor system. Since the
purpose of the remote monitor is to communicate the
operational status of the transmitter in the most
expedient manncer possible, a user interface that provides
graphical representation as opposed to textual format is
desirable. The use of graphical intcrfaces in industrial
monitoring has proven itself for many years. It allows
more information to be viewed and interpreted in less
time than the textual interface.

Another desirable feature is the appropriate use of color.
Many of the monitor functions of modern transmitters is
via red, green and amber light emitting diodes (LEDs)
or other display elements. Thus the availability of color
is a key elemcent in determining transmitter status.

Response time is also important. For real time opcration
the response time for changing screens or updating the
data on the screen should be less than one second when
using standard telcphone lines.

Availability of a print function is also desirablc. This
may bc done automatically on a hourly basis or
manually as desired. A permanent record may be used
1o facilitate trend analysis of operating paramctcrs or o
identify patterns behind recurring faults. For the Sentry
monitor and Platinum Series VHF TV transmitter, the
complete contents of the alarms queue, all analog

transmitter metering information and transmitter fault
status may be printed.

For ease of use and 1o facilitatc monitoring of
multiple transmitlers a site sclection and configuration
screen (Figure 1) is required. This screen necessarily
permits the operator to specify the sitc name, the
communications port, baud rate, connection tlype
(remotc or extended) and the phone number. Once
these parameters arc specified the operator may give
thc commands to conncct o transmitter. The
capability of saving a spccific configuration to disk
facilitates casc of making repeat connections 1o the
same sitc.

For modern solid state transmitters, two types of
monitor screens arc uscful. A "Transmitter Display”
screen (Figurc 2) can show a graphical representation
of the entire transmitter, including cabinet, exciter,
module and power supply locations. With this screen
module, power supply and exciter faults may be
displayed as well as exciter switcher status and the
active exciter.

A sccond screen displaying a graphical representation
of the control panel (Figure 3) provides the remainder
of the wransmitter status information. For the Sentry
monitor system and Platinum Series VHF TV
transmittcr, virtually all operating data desired may
displayed. This includes forward and reverse power
for both visual and aural, power supply voltages and
current, driver power, logic voltages, and AC mains
voltages and current. In addition all faulis displayed
on the control pancl are available. When there is a
fault the text appears in the status portion of the
screen describing the fault with the same text as is
uscd in the transmitter. By using the function keys on
the PC, the action of the transmitter soft keys is
emulated, making operation of the remotc monitor
virtually identical to the transmitter monitor. The
monitor user has the capability of sclecting the default
screen and modifying the parameters on this screcn
without affecting the default screen on the transmitter.
These  default parameters may be stored in a
configuration file on the PC hard disk.
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SUMMARY

The design critcria and desirable features of a PC based
remotc transmitter monitoring system have been
presented. At present, this concept has been developed
for use only with the Platinum Series TV transmitter.
However, the concept is applicable to virtually any
transmitter, old or new, AM, FM, or TV, provided it is
cquipped with a serial port. With the continucd
widesprcad use of PCs in broadcast stations,
manufacturing and the home, systems to monitor other
types of ransmitters should be forthcoming.

HARRIS Sentry - PC to Platinum Solid State UHF-TV Interface

Site Name: =) Site #1
Auto Logging: NO
Serial Port: CoMi:
Baud Rate: 2408

Connect Type: DIRECT

= F{-Connect, F2-Get Record

("FIGURE 1")
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HARRIS Platinum Series HT 68 LS 18y Aural Transmitter

Aural A Exciter Cab rAural B PA C

("FIGURE 2")

H B B BB BB B

EXCITER USWR SUPPLY CONTROL ALTERNATE DOOR FAILSAFE
FAULT FAULT FAULT  FAULT VISUAL INTERLOCK INTERLOCK
RF CHAIN

USWR MODULE MONITOR PHASE ALTERNATE EXTERNAL CABINET
FOLDBACK FAULT  FAULT LOSS  AURAL INTERLOCK INTERLOCK
ACTIVE RF CHAIN

("FIGURE 3")

110—NAB 1991 Broadcast Engineering Conference Proceedings



AVERAGE POWER RATINGS OF COAXIAL TRANSMISSION LINES

Anthony N. Schmitz
Dielectric Communications
Raymond, Maine

ABSTRACT

A computer model of transmission
line losses and heat transfer has
been developed and verified by care-
ful RF testing. The model considers
heat transfer by both radiation and
convection along with other factors,
such as resistance change with tem-
perature, surface emissivity, and
line pressure.

A discussion is presented consider-
ing factors, such as types of copper
used for inner and outer, effects of
painting outer, and general trans-
mission line considerations.

HISTORICAL PERSPECTIVE

In the past, establishing average
power ratings for coaxial transmis-
sion lines was not an easy task.
Most line ratings were determined
from limited power testing and the
results extrapolated to other 1line
sizes. Ratings varied widely from
one manufacturer to another, prob-
ably as a result of testing inac-
curacies and competitive pressures.
In order to solve the heat transfer
equations, iterative calculations
are required. These calculations
took much time for a solution and
were subject to error because of the
large number of calculations in-
volved. With the widespread use of
digital computers in the late

sixties, it became possible to
handle the calculations in an ac-
curate and time effective manner.
RCA at that time developed a com-
puter program to solve the heat
transfer equations. The program in-
cluded the effects of increased
losses due to change of resistance
of the inner and outer conductor
with temperature. Room temperature
line 1losses were determined from
measured values of 1long runs.
Dielectric has recently updated the
computer program to include calcula-
tions for line losses and the ef-
fects of VSWR. This program is now
the source for Dielectric's 1line
ratings.

DEFINING THE PROBLEM

Under steady state conditions, there
will be a balance of incoming and
outgoing heat energy. (HEAT IN =
HEAT OUT) The HEAT IN is the power
loss per unit 1length, and the HEAT
OUT is the heat transfer by radia-
tion and convection per unit length.
This energy balance must be done
separately for both the inner and
outer conductors, but there is an
interaction between the two. That
is, the heat flow from the inner
conductor depends on the temperature
of the inner conductor and also on
the temperature of the outer conduc-
tor. The problem then is to ac-
curately determine the heat in to
both the inner and outer conductors
and then to set up a thermal balance
equation to establish the resulting
temperatures. The equations for
heat transfer are well known and can
be found in any good book on heat
transfer such as references 1 and 2
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in the bibliography. The equations
for transmission line losses can be
found in reference 3. I will not
bore you with the detail equations
in this article, but I would like to
discuss some of the factors to which
judgement must be applied to imple-
ment these equations.

SETTING THE STANDARDS

In order for the average power
ratings to have any meaning, we have
to define what conditions the
ratings are based on. Dielectric,
as well as most transmission line
manufacturers, base their published
average power ratings on the follow-
ing conditions:

1% Matched line (unity VSWR)

2. Horizontal 1line

32 Still air (no wind blowing)

4. No solar load

5. Inner conductor temperature of
120° C in a 40° C ambient

6. Zero gauge pressure

(unpressurized line)

Changing any of these factors will
affect the average power rating.
Let us examine these factors one at
a time and explore their ramifica-
tions.

1. MATCHED LINE

A VSWR on the line will increase the
the IR losses and produce hot spots
on the 1line at the high current
points at half wave spacings. A
series of curves (Figure 1) has been
developed to correct the average
power rating for the effects of
VSWR. The curves were established
considering conduction from the hot
spots to the cooler spots so that
the temperature of the hot spots do
not exceed the established maximum
inner conductor temperature.

Notice that as the frequency
decreases, the derating for VSWR in-
creases. This is because the ef-
fects of heat conduction become less
effective as the distance between
the hot spots (high current points)
and the cool spots (low current

points) increases with decreasing
frequency. If there were no heat
conduction along the line, the
derating at all frequengies would be
((VSWR + 1)/(2 * VSWR))“ which would
be the value at which the lower end
of the curve would become horizon-
tal. This occurs at about 10 MHz.
If there were infinite heat conduc-
tion along the line, the derating at
all_ frequencies would be (VSWR
+1)2/2(VSWR? + 1), which is the ap-
proximate value at the high
frequency end of the curve. Since
we 1l1live in a real world where
neither zero or infinite heat con-
duction exists, the curves in Figure
1 are the results.

2. HORIZONTAL LINE

The transmission line power ratings
are based on horizontal line mainly
as a convenience. It is easier to
set up and measure a horizontal
line than a vertical line and the
results are more uniform. Setting
up a thermal model for horizontal
coaxial <cylinders is also well
defined. The difference between
horizontal and vertical orientation
is small. A 10 ft. section of 4" 50
ohm line was tested in a vertical
orientation and compared ¢to a
horizontal section while both were
carrying full rated power. The in-
ner conductor of the vertical sec-
tion ran 3° C hotter than the
horizontal section. It was also
determined that the lower several
feet ran 6° C cooler and the upper
several feet ran 7° C hotter than
the main portion of the wverical
line. This slight difference was
felt to be within acceptable limits
especially since the upper portion
of a vertical transmission line run
always handles less power than the
lower portion due to line losses.

3. STILL AIR

Air movement on the outer conductor
will greatly increase the convective
heat transfer from the outer conduc-
tor to the surrounding air. It can
easily increase by a factor of ten.
Air movement, wind, is almost always
present on a tower, but this is not
true inside a transmitter building.
Hence, average power ratings are
based on still air.
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4. SOLAR LOAD

The effects of solar heating are not
included in the thermal calculations
to establish power ratings. This is
not as bad as one would think at
first glance. There are three
things which tend to offset this
effect:

i The thermal calculations
assume the outer conductor
is untarnished copper,
therefore, have a 1low
value of emissivity. (In
case you have forgotten
emissivity is a measure of
a surfaces ability to
radiate heat energy. and
solar absorptivity 1is a
measure of a surfaces
ability to absorb solar
heat energy.} Fortunately
the solar absortivity for
shiny copper is also low.
This means very little
solar energy is absorbed.
As the outer conductor be-
comes oxidized, both the
emissivity and the solar
absorptivity increases.
More solar energy is ab-
sorbed but more heat
energy is also radiated.
One tends to offset the
other to some extent.

2 Transmission line outdoors
on a tower almost always
has some wind. Since line
ratings are based on still
air, even a very slight
breeze will more than off-
set the increased heating
due to the sun.

3 During the hottest part of
the day the sun is in a
poor position to con-
tribute to heating of ver-
tical transmission line.
For instance if the sun
were directly overhead,
there would be no sun on
the vertical surfaces of
the line.

5. INNER CONDUCTOR

Forty years of experience have shown
that a maximum inner conductor tem-

perature of 120° C is a prudent
choice. Copper will undergo very
little oxidation at this temperature
if kept in a dry environment. At
temperatures above this, oxidation
tends to occur at a more rapid rate.
The higher the temperature, of
course, the faster the rate of
oxidation. 40° C ambient is another
historical number which is adequate
for the majority of applications.
For ambient temperatures above 40°
C, use the following derating fac-
tors.

Ambient Derating Factor
Temp. C 50 OHM 75 OHM
40 1.00 1.00
45 .94 592
50 .86 .85
55 S .77
60 .71 .70

6. ZERO GAUGE PRESSURE

This is the normal method of rating
the line and indeed unpressurized
line is normally used indoors. Out-
door 1line should always be pres-
surized to keep it dry. Increasing
the pressure in the 1line increases
the density of the gas and thereby
increases the convective heat trans-
fer from the inner to the outer con-
ductor. The increase in power vs.
pressure for both 50 and 75 ohm line
is shown in table 1.

Table 1

Line Pressure Rating Factor
PSIG 50 OHM 75 OHM

0 1.00 1.00

S 1.09 1.08

10 1.16 1.15

15 1.21 1.22

20 1.26 1.28

25 1.31 1.33
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VERIFYING THE RESULTS

Comparing power tests to the calcu-
lated values give excellent results.
For example, figure 2 shows calcu-
lated and measured temperatures for
both the inner and outer conductors
verses average power for a 3-1/8"-50
ohm line. A recent test at 100 MHz
on 10"-50 ohm line with aluminum
outers also showed excellent
results. The results of these tests
along with comparisons of .results of
the thermal model to past power
testing has given us confidence in
the accuracy of the thermal model.

As I mentioned earlier in the ar-
ticle, there are several factors in
a thermal model which can cause con-
siderable error if not addressed
properly. These being thermal emis-
sivity and electrical conductivity.
Emissivity for copper can range from
.04 for a clean polished surface t2
.80 for a black oxidized surface.

Choosing the wrong value could
change the calculated value of
radiated heat by a factor of 20. We
have found that a value of .07 for
clean copper 1lines is the proper
value. Using a value of just .15
would increase the calculated power
rating by 14%. The other factor,
electrical conductivity, needs to be
addressed. All copper is not the
same. There are four types of cop-
per tubing which are readily avail-
able today. Three of these are high
conductivity copper with an electri-
cal conductivity of 99% IACS to 101%
IACS. These are CDA alloy numbers
101, 102 and 110. The fourth and
most common is phosphorus deoxidized
copper, CDA alloy number 122, and is
commonly known as copper water
tubing. Phosphorus deoxidized cop-
per has an electrical conductivity
of 85% IACS.5 We already know which
one is cheaper. In fact, high con-
ductivity copper tubing costs 15%
more than copper water tubing. The
computer model tells us that if
water tubing is used in place of
high conductivity copper tubing, the
average power rating will be reduced
by 7% for both 50 ohm 75 ohm lines.
Line losses will also be increased
thereby reducing the amount of power
delivered to t he antenna.
Dielectric uses high conductivity

copper in all our transmission
lines. Make sure your transmission
line supplier does also.

NEW USES

Now that we have established what
the power ratings are based on and
are confident of the computer model,
where do we go from here? We are
now in a position to play a 1lot of
"what if" games. Like, what if we
painted the outside of the outer
conductor with a high emissivity
paint. We would want it to be a
white color which would have the
lowest solar absorptivity. Values
of .85 for emissivity and .30 for
solar absorptivity are attainable.
Using a value of .85 for emissivity,
the computer model tells us that the
power rating can be increased by 28%
for 50 ohm line and 23% for 75 ohm
line with no increase in inner con-
ductor temperature. What if, in ad-
dition to painting the outside of
the outer conductor, we also improve
the emissivity of the inside of the
outer conductor and the outside of
the inner conductor to a value of
.85 without increasing losses. Here
again, the model tells us that the
power rating can be increased by a
factor of 2.53 for 50 ohm line and
by a factor of 2.38 for 75 ohm line.
Painting the outside of the outer
conductor to improve it's radiant
heat transfer 1is indeed now
feasible. A cost effective method
for coating the inside surfaces to
improve raditnt heat transfer be-
tween inner and outer conductors
without increasing 1line losses has
not yet been fully developed. This
may not be too far off in the fu-
ture.
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STRIPLINE TECHNOLOGY—FUNDAMENTALS AND
APPLICATIONS IN HIGH-POWER TRANSMITTERS

P.C. Turner

LARCAN Communications Equipment, Inc.

Toronto, Canada

Abstract -- A stripline is a transmis-
sion line constructed wusing printed
circuit techniques. Its propagation

mode is similar to the transverse elec-
tromagnetic mode of coaxial transmission
line. Because uniform transmission
paths may be easily constructed, strip-
line construction is increasingly used
for multiple parallel transmission of
digital data and RF energy. Stripline
is widely used in RF amplifiers, combin-
ers and splitters because of its inher-
ent simplicity, reliability, stability
and lack of required maintenance.

INTRODUCTION
Television engineers work with
many types of transmission lines. Coax-

ial cables are the most common, and
waveguide is used for the transmission
of microwave signals and some high-power
UHF-TV applications. Less common, but
becoming more widespread in RF transmis-
sion equipment, is a type of transmis-
sion line known as stripline.

The first part of this paper pre-
sents an overview of stripline theory.
The second part presents practical ap-
plications of this technology in high-
power television transmitters.

STRIPLINE FUNDAMENTALS

In its most common form, a strip-
line consists of a flat metal strip
mounted above a ground plane as shown in
Figure 1. Between the conductors is a
dielectric or semiconductor; typically,
it is an insulating printed circuit
substrate.

Steven J. Crowley
du Treil, Lundin & Rackley, Inc.
Washington, District of Columbia

Top Strip

Dielectric \///
Substrate

/

Ground Plane

Figure 1. Stripline Geometry

Most transmission lines consist of
parallel conductors. A signal is
launched at one end and propagates to
the other. A stripline employs the same
electromagnetic concepts. The mode of
propagation in a stripline is similar to
the transverse electromagnetic (TEM)
mode that is characteristic of coaxial
transmission lines.

The analogy of stripline to coax-
ial line can be extended by making an
imaginary conversion as shown in Figure
2. If a coaxial line is cut lengthwise
and spread out flat, a stripline-like
structure is created. Figure 2 also
shows the relative electric and magnetic
field distributions of coaxial lines and
striplines. 1In stripline, the electric
field lines are concentrated between the

118 —NAB 1991 Broadcast Engineering Conference Proceedings



Field
Electric —

Magnetic -«

(a)

T

A A A 13 T ‘

& | —_—— | i d

Stripline (d)

Figure 2.

Transformation from Coaxial Line to Stripline

conductors. The deviation from a true
coaxial TEM mode is small and can be
ignored for most circuit design applica-
tions, or taken into account through
geveral numerical analysis and experi-
mental techniques.

The characteristic impedance of
stripline is a function of the strip
width, strip thickness, strip distance
from the ground plane, and the dielec-
tric constant of the insulator. There
are several equations and methods used
to calculate the characteristic im-

pedance of stripline by incorporating
theory and empirical data. One expres-
sion is:

87 - 5.98h
0.8w+t

° JE+1.41

where € is the dielectric constant, h is
the distance between the strip and the
ground plane, w 1is the width of the
strip, and t is the strip thickness.
This expression is appropriate when h is
less than 0.8w. Typical values of the
characteristic impedance of stripline
vary from 50 to 150 ohms for € = 2.9 to
$5.23, t = 2.8 mils, w = 10 mils, and h =
8 to 67 mils (1 mil = 1/1000 inch). The
dimensions can be any units as long as
they are consistent within the expres-
sion.

Stripline circuits can be fabri-
cated using printed circuit construction
techniques. This allows for very uni-
form construction -- so uniform, that
stripline techniques are used to meet
the growing demands for higher speeds in
high-speed computing and digital signal
processing. These applications can
range from parallel data paths on a
circuit board connecting integrated
circuits, to implementation on the chip
itself to connect logic gates. In on-
chip implementation, the stripline is
simply etched on the semiconductor sub-
strate. Care has to be taken to mini-
mize radiation loss or interference due
to nearby conductors. This is typically
achieved in practice through shielding
or by using a substrate with a high
dielectric constant which concentrates
the stripline fields to between the
strip and the ground plane.

Another advantage of striplines is
the simplicity of implementing combining
and filtering circuits. Entire systems
can simply be printed on a circuit board
thus reducing the parts count. If it is
necessary to mount active or passive
devices, they can be soldered to the
stripline without connectors or transi-
tions. The open construction also makes
it easy to modify the circuit after it
has been constructed.

The raw material for stripline is
usually provided in sheet form, and
consists of a dielectric sheet with
copper or aluminum laminated to both
sides. Dielectrics used include glass-
reinforced teflon, quartz-loaded teflon,
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polyolefin, polystyrene, and ceramic-

filled resins.

There is no combination of conduc-
tors and dielectric that is optimum for
all purposes. Trade-offs include dimen-
sional stability with temperature and
humidity, dielectric constant, thermal
conductivity, structural strength, and
chemical and mechanical processing con-
straints.

Stripline loss is a function of
several factors, including frequency,
geometry, and the electrical properties
of the conductors and substrate. The
dominant losses in stripline are di-
electric loss in the substrate and ohmic
skin loss in the strip conductor and the
ground plane.

Power handling capacity is depen-
dent on construction practice, ambient
temperature, and thermal conductivity of
the dielectric. Most striplines are
enclosed, which can greatly affect power
handling capability; enclosures can trap
air and hinder cooling, or act as a
conduit for airflow and increase cooling
and power limits.

Figure 3.

Photograph of Wilkinson Hybrid Combiner

STRIPLINE APPLICATIONS IN HIGH-POWER
TRANSMISSION

Stripline is widely used in RF
amplifiers, combiners and splitters
because of its inherent simplicity,
reliability, stability, and lack of any
maintenance requirement.

A Wilkinson hybrid combiner as
shown in Figures 3 and 4 consists of two
quarter-wavelength transmission lines
and an isolation resistor. For a 50-ohm

system, as shown, the quarter-wavelength
lines have a characteristic impedance of
70.7 ohms which is the square root of
the product of the source and load im-
pedances. The isolation or balancing
resistor is 100 ohms.

PORT 1

o~

PORT 3
%100 ohm o)
Na

PORT 2

o—
Figure 4.

Schematic of Wilkinson Hybrid Combiner

If two equal amplitude and in-
phase signals are applied to ports 1 and
2, they will combine at port 3. The two
quarter-wavelength 1lines operate as
impedance transformers and step up the
50-ohm impedance of ports 1 and 2 to 100
ohms at port 3. Since the two lines are
connected in parallel at this point, the
output impedance becomes 50 ohms.

Also, because the signals at ports
1 and 2 are equal-amplitude and in-
phase, there is no voltage differential
across the resistor; no current flows,
and no power is dissipated. Other than
minor dielectric losses, all of the
power from ports 1 and 2 flows to port
3.

As well as having the property of
combining signals, the Wilkinson hybrid
also isolates ports 1 and 2 from each
other thus preventing any interaction
between amplifiers connected to these
ports. If a signal is applied to port 1
and no signal to port 2, power will flow
from port 1 to port 3 through the quar-
ter-wavelength line. Some of this power
will also flow from port 3 to port 2
through the second quarter-wavelength
line, undergoing a total phase shift of
180° in the process. Since the power at
port 2 arriving from port 3 is 180° out
of phase with the power from port 1
through the resistor, they cancel each
other out.
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A signal applied to port 1 will be
attenuated by a factor of 100 or more
before appearing at port 2. In other
words, the isolation between the outputs
of amplifiers connected to ports 1 and 2
will be at least 20 dB. This figure is
easily achievable with this type of
combiner.

With no signal on port 2, half of
the signal applied to port 1 will be
passed to port 3 and half will be dis-
sipated in the resistor. For this rea-
son, the resistor must be capable of
dissipating one-quarter of the total
input power.

The combiner shown in Figure 3 is
used to combine two 125 W sync peak
amplifiers. The total power dissipated
in the resistor at black level with one
input failed is 125 x .5 x .595 = 37 W.
The resistor is rated at 75 W.

Figures 5 and 6 show a high-power
stripline combiner used in LARCAN trans-
mitters to combine the outputs of two
equal-power amplifiers. This combiner
is generally referred to as a 3 dB cou-
pler. Because it is electrically sym-
metrical, it can be used either as a
combiner or splitter.

LNPUT 1 OuUTPUT
o O
| NPUT 2 o

Figure 5. Schematic of High-Power Combiner

The coupler utilizes a one-quarter
wavelength coupled section. Hence, the
useful bandwidth is approximately one
octave. The advantage of a coupler with
this bandwidth is that only two are
required to cover TV channels 2 to 13
inclusive. Coupling of the RF power
signals is achieved through both capaci-
tive and inductive coupling. When used
as a combiner, the two equal-amplitude
(90° phase offset) signals will combine
to a single output port.

If one input signal is removed,
the coupler acts as a splitter and half
of the input power is fed to the output
port and half to the terminated isolated
port. For this reason, the termination
must be sized to dissipate one-quarter
of the total input power.

For the particular application
discussed here, the spacing between the
input ports on the coupler was deter-
mined by the physical spacing between
the amplifier output ports. Because

this spacing is less than a quarter
wavelength, for the low-band combiner
shown, the traces are folded as 1il-

lustrated in Figure 6. The trace is
one-quarter wavelength long at the de-
sign center frequency.

Mechanically, the two boards are
supported along each edge with teflon
support blocks. When assembled, the two
halves overlay each other with a small
air gap between the two parallel conduc-
tors. The input ports and the isolated
output port use 1-5/8" 50-ohm connec-
tors. The combined output is also 50
ohms and may be either 1-5/8" or 3-1/8"
depending on the power handling re-
qguirements.

0 \{“);qv

.4‘,;

Figure 6. Photograph of High-Power Combiner

Brass angles are mounted both
mechanically (rivets) and electrically
(solder) to the end of each strip. To
each of these angles, a brass output
flange is mounted. These flanges pro-
vide both an area of capacitive tuning
and a connection point for the external
standard 1-5/8" or 3-1/8" output flange.
A moveable grounded plate is fixed to
the housing at each output port. These
plates along with the brass flanges
mentioned previously form an adjustable
air gap capacitor for optimization of
the unit during test.
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Power handling capability was a
major consideration in the coupler de-
sign. This was the primary reason for
using the suspended substrate layout
because it reduces the amount of lossy
dielectric material within the coupler
assembly. Since air is the only dielec-
tric between the two coupled lines,
dielectric losses are minimal.

In addition, the trace width of
the stripline is sufficient to minimize
conductor losses while still maintaining
a reasonable enclosure size.

Figure 7. Photograph of 4-Way Combiner

Figures 7 and 8 show the 4-way
combiner used on LARCAN 1 kW solid-state
PA modules to combine the outputs of
four 250 W amplifiers. The 4-way com-
biner comprises three Wilkinson hybrids
as described previously.

Two amplifiers are combined in
hybrid No. 1, and two in hybrid No. 2.
The resulting two outputs are then fur-
ther combined in hybrid No. 3 for a
single 50-ohm output. 90° offsets were
added to the combiner to accommodate the
physical placements of the four ampli-
fiers and to improve the output return
loss.

A 4-way splitter with complemen-
tary 90° offsets and virtually identical
to the combiner is located at the ampli-
fier inputs. The splitter enables the
four amplifiers to be fed from a single
source.

Variations of the combiners and
splitters described in this paper have
been in use in LARCAN transmitters for
approximately eight years and have prov-
en to be reliable and stable.

SUMMARY

Though stripline differs in ap-
pearance from other transmission lines,
it is electrically similar. The added
advantages of the simplicity and con-
venience of stripline construction is
making it more common in applications
that require multiple paths of precise
and reliable digital data and RF trans-
mission. Stripline is used in RF ampli-
fiers, combiners, and splitters. It has
a record of reliable service in high-
power transmitters.
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o—cc— %
100N
N 2 250w
NS Va
o—c—— %
100 N
5026 250w

w i ouT

I
100N >0
250W A

_— L

Figure 8. Schematic of 4-Way Combiner
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LARGE MULTI-CHANNEL WIRELESS MICROPHONE SYSTEMS

Joseph Ciaudelli
Sennheiser Electronic Corporation
Old Lyme, Connecticut

INTRODUCTION

The use of wireless microphones has mushroomed in the
past few years. This is due to advancements in technol-
ogy, a trend towards grecater mobility on stage, and the
desire to control volume and equalization of individual
performers. Consequently, installations where the number
of wireless microphones, referred to as channels, being
used simultaneously has increased dramatically. In the
past, 6 channels scemed to be the limit. Now theatres
and studios with large multi-channel systems, ten to
thirty channels,are common. The largestinstallation to
date is 44 channels being used in a theatre in Japan.
Systems of this magnitude are a difficult engineering
challenge. Carcful planning, installation, operation,
and maintenance are required.

FREQUENCIES

Manufacturers generally produce wireless microphones
onvery high frequencies (VHF) and ultra high frequen-
cies (UHF) with specifications outlined by government
agencics such as the Federal Communications Commu-
nications (FCC). Since the two frequency ranges have
different associated wavelengths, they behave differ-
ently. The wavelength is inversely proportional to the
frequency. Higher frequencies have shorter wavelengths.
VHF frequencies (165-216 MHz) have a wavelength of
approximately 2 meters. They exhibit good ability to
bend around objects. UHF frequencies (450-960 MHz)
have a wavelength of less than one meter. They have
excellent reflective characteristics. They can travel through
a long corridor, bouncing off the walls, losing very little
energy. Due to its short wavelength, a UHF wave can
sncak through small areas more easily. To take an
extreme example, in a jail, the metal bars from a lattice

or a "Faradays Cage" that will easily block a VHF fre-
quency while a high UHF wave (950 MHz) is small
enough, approximately 30 cm, to escape in between the
bars. However, the shadowing effect is more critical in
the UHF range. A small solid metal object could block
a UHF wave while a VHF wave could probably bend
around it.

On the practical side the UHF spectrum is less con-
gested. VHF wireless microphones operate on frequen-
cies used by TV channels 7-13. Frequencies should be
chosen to avoid TV channels that are active in the city
where the performance is taking place. This often
presents a problem for a traveling performance com-
pany. Also computers and other machines emit fre-
quencies that can cause problems in the VHF range.
Furthermore, thousands of VHF systems are in use
alrcady and hundreds more are sold every month. All
these units are beginning to crowd the VHF spectrum.
Even though they are low power devices, the possibility
of picking up someone elscs performance on your sys-

tem is increasing daily. The UHF rang