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A gas refrigerating machine for temperatures
down to 20 °K and lower

G. Prast

For some considerable time now, Philips Research
Laboratories have been investigating the possibilities
which the Stirling cycle offers as a refrigeration process.
It soon became ciear that this process has very attrac-
tive properties, particularly when the temperature at
which the“cold” must be supplied is substantially lower
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than that of the environment (i.e. as a rule room tem-
perature). This led to the construction of a very com-
pact cryogenerator — the well-known gus refrigerating
machine 11 — which can work with good efficiency in

111 See J. W. L. Kohler and C. O. Jonkers, Fundamentals of the
gas refrigerating machine, Philips tech. Rev. 16, 69-78, 1954/55,
and J. W. L. Kohler and C.O. Jonkers, Construction of a
gas refrigerating machine, Philips tech. Rev. 16, 105-1135,
1954/55.
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the temperature range from —100 °C to —200 °C

(173 °K to 73 °K). Thisrange includes the boiling points

of oxygen and nitrogen. With this machine — of which

there is now a four-cylinder version in addition to the
original single-cylinder type — installations have been
made for producing liquid air and for the separation
of nitrogen from air, which are now in fairly wide use.

The gas refrigerating machine has also found numerous

other applications 121,

The following are the principal advantages of the
gas refrigerating machine over other types:

1) The machine operates with a fixed, small quantity
of gas, either hydrogen or helium, which is con-
tained in an enclosed space where it cannot be
contaminated.

2) The machine has no valves.

3) Considering its large refrigerating capacity, the
dimensions of the machine are very small.

4) The machine has a high efficiency.

5) The machine requires hardly any attendance or
maintenance.

After this initial success, one of the main objects ol
research was to discover whether the Stirling cycle
could be used to attain much lower temperatures, €.g.
10 °K, still with a good elfficiency. The temperature
range of a machine capable of this would then also
contain the boiling points of neon (27 °K) and hydro-
gen (20.4 °K) — that of helium lies at 4.2 "K. This
continued research proved successful and indeed led
to the construction of a machine of this kind. This
machine, which was designed for 20 °K but is capable
of operating with good efficiency in the region between
14 °K and 60 °K, is the subject of the present article.
The new machine is not simply an improved version of
the familiar gas refrigerating machine, but operates on
a principle that may be described as a modification of
the Stirling cycle. It retains, however, all the merits of
the original gas refrigerating machine as summarized
above.

It may be recalled that in a machine based on the
“normal” Stirling cycle, the compartment containing
the working gas consists of two spaces in open com-
munication with each other via a regenerator ( fig. /a).
One part is at the temperature Tg at which the cold is
produced, and the other is at the ambient temperature
Tc. The working gas is compressed in the latter space
— the heat of compression being removed by cooling
after which it passes through
the regenerator where it is cooled to Tg and then ex-
panded in the other space. In this expansion the cold
is generated and supplied to the “freezer™. The gas then
returns to the first space — the compression space
and in passing through the regenerator it is again heat-
ed to T¢, by reabsorbing the heat it left behind in its

water in the “cooler™
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previous passage through the regenerator. The lowest
temperature that can be reached is determined by the
losses, which cannot of course be entirely reduced to
zero.

In the final form of the gas refrigerating machine
there are not rwo pistons but only one, and the gas is
transported from the one space to the other by what is
termed the displacer [11. In this case the regenerator,
like the cooler and the freezer, is annular in shape
(fig. lo).

The modified cycle in the new machine consists
essentially of two such cycles combined, whereby one
cycle compensates partly for the losses of the other, so
that a lower temperature can be reached than is possi-
ble with a single cycle [3). Fig. 2 gives a schematic
representation of this combined process. As can be seen,
there are now t/iree spaces: one compression space
and rwo expansion spaces; there are also 7wo regenera-
tors. Upon expulsion from the compression space, part
of the gas goes to the first expansion space and another
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Fig. 1. «) Principle underlying the use of the Stirling cycle for
refrigeration. Two pistons move in a cylinder which contains
one space at room temperature i'c and one at low temperature
Tg, and between them a regenerator R. The regenerator is a
space filled with a mass of linely divided metal (e.g. thin wires).
The filling has a high heat capacity and excellent heat-transfer
properties. The cycle comprises four phases, whose initial states
(1-4) are shown in the diagram.

by Variation of the pressure and volume of the working gas.
The phases | and 2 occur isothermally, phases 3 and 4 are iso-
choric.

¢) Diagram of the actual construction of a conventional gas
refrigerating machine. There is only one piston, and the cylinder
space is divided into two by a displacer D. The regenerator is
annular in shape. The crosses on the wails indicate schemati-
cally the location of the cooler (below) and the freezer (above)
which are also annular. Piston and displacer are driven by a
crankshaft and have an almost harmonic motion. Consequently
the gas cycle is not exactly identical with that shown in fig. 1b.
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part simultaneously to the second expansion space (the
splitting into two fractions is represented schematically
by the dashed line). The latter part passes through both
regenerators. The spaces @) and b, together with the
part of the regenerator R situated below the dashed

b A

Fig. 2. Diagram of a machine with rwo expansion spaces (three-
space machine). The process here can be represented as divided
into two normal Stirling cycles; the first occurs in the yellow
part of the space and the other in the red part. In principle the
pistons in the two expansion spaces » and ¢ need not move in
phase; in our machine they do, however. The cold supplied
by the first process is entirely or partly used to compensate the
losses of Ri1.

line (yellow), can as a whole be regarded as the space in
which the one part of the process takes place, and the
spaces a2 and ¢ together with Re and the section of R;

above the dashed line (red) are where the other part of

the process occurs. The first part of the process is a nor-
mal Stirling cycle, which supplies cold at the tempera-
ture T, of the middle space. This cold is not removed
but compensates the losses of R;.

The lowest temperature we have hitherto been able
to reach with the machine described in this article
(designed for 20 °K) is 10.5 °K. Obviously, the only
eligible working gas is helium. With a machine specially
designed for the purpose it would certainly be possible
to reach an even lower temperature. On the other hand,
it is evident that the boiling point of helium cannot be
reached directly with such a machine, simply because
no gas exists that has a lower boiling point under
atmospheric pressure.

The fact that the machine can attain the extremely low tem-
peratures mentioned above may be elegantly demonstrated by
a disc ol niobium-tin on the head of the machine. At a temper-
ature lower than 18 'K, NbSn is a superconductor, and the
superconductivity is demonstrated, as shown in the title photo-
graph, by the magnet floating over the disc 4. For the purpose
of the experiment, the normal insulation space of the head was
replaced by one in which the distance between the NbSn disc
and the outer wall was only | millimetre.

The new machine was designed entirely on a theoret-
ical basis. Our starting point was the theory of the nor-
mal gas refrigerating machine, as earlier developed by
us. Although this theory takes account of all important
effects — such as the various kinds of losses, imperfect
heat transfer in the regenerator, the non-ideal behav-
iour of the working gas, the almost harmonic motion
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of the piston, etc. — it is simple enough for practical
application. The results have been found in all cases to
be within 10 % of measurements on the actual models.
This theory was now extended to the case of a machine
with three spaces. The extended theory is of course
more complicated, and in order to use it for designing
a machine it is necessary to resort to a computer. Once
the required programmes are available, however, the
design of'a three-space machine doesnot take much more
time. We shall return to this point later. A discussion
of the theory itsell does not enter into the scope of this
article.

In the following we shall give a somewhat more de-
tailed description of the modified Stirting cycle on which
the operation of the new machine is based, and briefly
consider the difference between the use of such a ma-
chine as a “pure relrigerator”and as a liquifier; further-
more we shall give a description of the machine and
compare its performance with that of other installa-
tions, and finally review the principal possibilities for
application. We shall begin by considering the normal
Stirling cycle at somewhat greater length, with particu-
lar reference to the lowest temperature that can be
reached with it.

The minimum value of Ty, for the normal Stirling cycle

To determine the lowest temperature that can in
practice be reached using a normal Stirling cycle, we
have to find how the (gross) cold production and the
cold losses vary with Ty;. The lowest attainable value of
Ty is of course that at which the losses are equal to the
cold production. These cold losses include those due
to regeneration, conduction and insulation; the regen-
eration loss is the most important of the three. We
can do the calculation by representing the process in a
highly schematic form. We assume that a given mass m
of gas is isothermally compressed at room tempera-
ture to a pressure p, then isobarically cooled in a
regenerator, and finally expanded again isothermally at
low temperature (7g) from the pressure p; to a pressure
pz. In this process the gross cold production Qg is
given by:

Iy

Oz - /pdV - mRTy In py/pe. SI(b)

m

12l For a concise review, discussing the construction and various
applications of the gas refrigerating machine, see J. W. L.
Kohler, Progress in Cryogenics 2, 41, 1960. An air fractionating
plant recently put into operation and using the lour-cylinder
machine was shown in Philips tech. Rev. 25, 340, 1963/64
(No. 11/12).

31 See also G. Prast, Cryogenics 3, 156, 1963. The idea ol
modifying the Stirling process in this way is due to H. Fokker
and J. W, L. Kohler, both of Philips Rescarch Laboratories
(see e.g. British patent No. 749 815).

{41 See for example A. H. Boerdijk, Levitation by static mag-
netic fields, Philips tech. Rev. 18, 125-127, 1956/57.




The gross cold production is thus proportional to the
(absolute) expansion temperature Tg and is therefore
smaller the lower the value of Tk.

The amount of heat which the regenerator must ex-
tract from this quantity of gas in order to cool the gas
from T¢ to Tx is mep(Te — Tw). In practice this does
not happen completely; the regenerator extracts only

a part 7r, and there is thus a cold loss 4Qg, called the -

regeneration loss, whose magnitude is given by:
40r = (1 — goymey(Tc—TE). . . . . (2

The quantity ; is called the regenerator efficiency. In
practice ¢ is in the region of 0.99, so that the loss is
roughly 19%. Since % and ¢p are nearly independent of
temperature, the regeneration loss is proportional to
(Tc — Tg). For Tg = T¢ the loss is zero and becomes
greater the lower the value of Tg. Fig. 3 presents this
variation of Qg and 4Qw in the form of a graph. The
lowest obtainable temperature is given by the abscissa
of the point where the two lines intersect. Its value can
be calculated by equating the two expressions just
arrived at for Qg and A4Qgr. Taking R = 2J/g,
¢p = 5J/g (the value for helium), In pi/ps = 0.7,
Tc =300 °K and % = 0.99, we arrive at approximately
10 °K as the minimum value of Ts. As can be seen, the
result depends markedly on the value of ;. In practice
there are other losses than those mentioned and the
compression and expansion are not in fact isothermal.
The lowest temperature we have hitherto reached with
the normal system is therefore higher, being in the
region of 20 °K.
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Fig. 3. Variation of the gross cold production Qg and the regen-
eration loss 4Q0r as a function of the temperature Tg of the
expansion space in a normal Stirling cycle. Both curves are
straight lines; extended, the first passes through the origin, the
other passes through the point Tg = T¢. The lowest temperature
Tmin attainable is given by the abscissa of the point where the
two lines intersect. At this temperature the entire cold produced
is needed to compensate the losses.
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From (1) and (2) it can be deduced that the minimum
temperature obtainable with an ordinary Stirling cycle
is lower:

a) the higher is the efficiency 7 of the regenerator,

b) the greater the pressure ratio pi/ps, and

c) the lower the compression temperature 7. _
Scarcely any practical use can be made of the first
two properties for lowering the minimum value of Tg.
In general, to increase the efficiency of the regenerator

" we need to increase its volume: this brings us into con-

flict with b), which calls for a large pressure ratio and
hence for a small dead space. The machine that can
reach 20 °K has in fact been designed with an almost
optimum combination of % and pi/pa.

The third possibility, that of lowering the compres-
sion temperature T¢, presents difficulties in connection
with the removal of compression heat. Where T¢ is .
below room temperature, a second refrigerating ma-
chine is then needed to remove the heat of compres-
sion. This can of course be done, and we have thus
been able to produce a temperature as low as 8 °K
by using a cascade system of two gas refrigerating ma-
chines. A system of this kind, however, is not nearly
as easy to operate, and does not have such a high
efficiency as a single machine. Prospects are better
with a multi-space machine, and this has been con-
firmed in practice.

Operation and characteristics of a multi-space machine

To give a better insight into the merits of the modi-
fied Stirling cycle underlying the new gas refrigerating
machine, we shall return for a moment to fig. 2. We
saw there that the regenerator losses of the section com-
posed of az-Ri-Rs-c are partly compensated by the cold
production of section a;1-Ri1-b, which produces cold at
the temperature Ty between T¢ and Tg. It is known
from thermodynamics that cold is produced most effi-
ciently at the temperature at which it is needed. This
means that theoretically the best way of compensating
the regeneration losses of a Stirling cycle taking place
between Tc and T is by using an infinitely large num-
ber of cold sources of different temperatures, together
spanning the whole interval T¢-Tw. By using one or two
in practice, however, a substantial proportion of the
possible gain is already achieved. Fig. 4 shows the dia-
gram, analogous with that of fig. 2, of a machine which
has three expansion spaces, called a four-space machine;
here the cold required to compensate the regenera-
tion losses is thus produced at two of the temperatures
lying between T¢c and Tg. In the following we shall con-
fine our considerations to the three-space machine.

Referring to fig. 5, we shall now try to explain how
and to what extent the regeneration losses of a three-
space machine are compensated by the cold production
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of the middle cylinder (b in fig. 2) and the manner in
which this shifts the minimum attainable temperature
to a lower value. For this purpose we assume the same
schematic simplifications as used in the reasoning that

T

| i
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Fig. 4. Representution, analogous to fig. 2, of the operation of a
machine with rhiree expansion spaces (four-space machine).

The process can be regarded as divided into three normat Stir-
ling cycles.

led to equations (1) and (2) and to fig. 3. Both solid
lines in fig. 5 are the same as those in fig. 3 and
thus represent the variation with Ty of the gross cold

production Qy and of the regeneration losses A Qg of

a normal Stirling cyle. Looking again at the situation
at Tg = 75 °K, we see that the losses there are about
209 of the total production of cold. These losses, then,
can be compensated by the cold production of only
209, of the total quantity of gas. Let us now turn to
the process illustrated in fig. 2 and assume that this
209 is exactly the quantity of gas taking part in the
(normal) cycle in the spaces ai- R1-b with Ty being 75°K.
The remaining 809/ of the gas is similarty cooled in the
regenerator R to 75°K, and we shall now sce what

100

Fig. 5. lllustration of the fact that, using a three-space mzchine,
a fower minimum value of Tg can be recched (abscissa of the
point of intersection of the dashed curves) than with a machine
in which the same quantity of gas goes through a single Stirling
cycle (intersection point of the solid curves, ¢f. fig. 2).
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can be done with this in the second (normal) cycle, into
which we imagine the modified cycle to be split, i.e.
the cycle taking place in a2-Ri-Re-c. The curve repre-
senting the gross cold production Q' of this cycle, like
the curve of Qg, is a straight line through the origin, but
of course its slope is 209 less steep. In the sccond cycle
the curve of losses cuts the abscissa at 75 °K — the
starting temperature for the part of the cycle taking
place in Rz — and has a slope which is 209 less than
that of the 4Qg line. Expressed mathematically (see
equation 2):

4 Or,

As can be seen, the point of intersection of the two
dashed curves is at a lower temperature than that of
the curves relating to the normal cycle; at the lowest
temperature attainable with the normal cycle, the
modified cycle still has a reasonably high net yield.

0.8(1 —gpe)mep(Tm —Tw). . . (3)

Refrigerator or liquefier

So far we have spoken only of the possibility of
using the cold production in the middle space for the
compensation of regeneration losses; the production of
externally uselul cold was considered as taking place
only in the end space at the temperature 7. Where a
three-space machine isemployed in this way we shall say
it is used as a “pure refrigerator”. We can also, how-
ever, let more gas expand in the middle space than is
needed for compensating the regeneration losses, so
that in this space, too, useful cold is available for other
purposes. This can be of practical importance, for ex-
ample in the liquefaction ol gases, where it is neces-
sary, prior to the actual condensation, first to cool the
gas down from room temperature to the temperature
of condensation. In this case, cold is needed at all
temperatures between room temperature and the con-
densation temperature. To effect this cooling most
advantageously we should again, as noted in regard to
the compensation of the regeneration losses, need to
have a series of sources of cold, each operating at onc
of the temperatures within the interval. It a Carnot
cycle took place in all these sources, the refrigeration
needed for liquefaction would be obtained in the most
cfficient way. It is evident that here, too, we can benefit
by arranging for the cold nceded for cooling the gas to
ke produced not only at the fowest temperature of the
interval, but also in the middle stage of the machine.
Calculation shows, for example, that the cooling and
condensation of hydrogen — condensation tempera-
ture 20.4 °K — requires:
a) with an infinite series of Carnot cycles . . . . .

14> 108 J/kg;
. 62108 J/kg;
106 J/kg.

b) with an ideal, pure refrigerator
¢) with one intermediate temperature 27
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If we calculate the intermediate temperature at which
the useful effect is greatest, we find for T = 20 °K that
this should be roughly 80 °K both when the machine is
used as a “pure réfrigerator” or as a liquefier. From the
equality of both Ty values it is obvious that the design
must depend on the purpose for which the machine
is to be used; the middle stage of one and the same
machine, with a given Ty and Tu, obviously cannot
have two different values of cold production.

When cooling by means of an infinite series of Carnot cycles,
the energy QOmin needed per gram to liquety a gas with specific

heat cp, heat of condensation r and boiling point T, is given
to a good approximation by the formula:

Ty _ 7 Th— T
0 0 ligy
i ) dr J : 4
Qmin ¢y / T i Tliq ( )
To

In this expression (7o — T)/T is the reciprocal value of the effi-
ciency of a Carnot cycle taking place between the temperature
To (in our case the ambient temperature) and T. (The approxi-
mation employed consists in considering ¢, as a constant; at
temperatures just above Tiiq this is not the case.) Denoting 7/Ty
by = and integrating, we tind from (4):

T \
Ins— 1

Qmin ('p( To Thiq) (‘r r(r |) . (5)

Using a pure relrigerator, however — which must produce all
the cold at Ty, ; thisis the most unfavourable situation —, cool-
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ing plus condensation costs per gram an energy Quax given by:
Omux = {e(To — Tiig) + 7} (= — 1).
With one intermediate temperature the energy Q) required
per gram lor cooling plus liquelaction is:
TO Tnm

('])(Tl) = Tm) T
M

Q,
0— Tiq To— Tig

T)iq Tliq ’
Calculating the value of Ty at which this expression is minimum,
we find:

T
o ep(Tm — Tiq) (6)

v VToTuiq - (7
For this value of Twm we have:
To 2 To— Tug
= 2T / 3 v :
01 c.,? 1 ' Tia To 4 Tliq\ ' T 6))

Applying the above to the liquefaction of hydrogen (Tliq
20.4 °K) we then find the numerical values tor the three examples
discussed.

Since the cooling and condensation take place under constant
pressure, the production of cold required from both stages in a
given case can easily be computed from the mass m and the rele-
vant enthalpy change of the gas to be condensed (according to
the thermodynamic definition, the change in enthalpy H is equal
to the heat supplied under constant pressure). The middle stage,
which is at a temperature of about 80 K, must therefore deliver
mi{ Haoo— Hsgo), and the end stage: ni(Hzoo— Huy). For hydrogen
the first amount is roughly three times as high as the second, i.c.
for cooling and condensing hydrogen the net cold production of
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Fig. 6. Schematic cross-section of the new machine. A cross-section ot the normal gas refri-
gerating machineis shown on the left for comparison. P piston. D displacer; in the new machine
this consists ol two sections with diflerent diameters. « piston rings of D. / compression
space. 2 appertaining cooler. R first regenerator. 3 intermediate expansion space. 4 appertain-
ing freczer; this is used only when the middle stage has also to supply cold. Rz second regener-
alor. 5 expansion space. 6 apperlaining freezer. 7 high-vacuum space which insulates Rz, 5
and 6. 8 screen at temperature Ty to restrict radiation losses. 9 low-vacuum space filled with

powder for thermal insulation.
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the middle stage at 80 °K should be roughly three times as high
as that of the end stage at 20 °K.

Design and features of the new machine

In designing the prototype of the three-space ma-
chine the working temperature of the end stage was
taken to be 20 °K, the requirement being that the ma-
chine should have a high efficiency as a pure refrigera-
tor and at the same time meet reasonable demands as
a hydrogen liquefier. ’

We have just seen that these two applications call
in principal for different machines if the maximum of
efficiency is wanted. A compromise therefore had to
be found. The procedure for this purpose was first of
all to design, with the aid of a computer, a pure refrig-
erator having the highest possible efficiency at 20 °K.
To this purpose we started from a design produced on
the basis of estimates, and successively changed all prin-
cipal parameters in the direction of higher efficiency.
The characteristics of the design thus obtained were
then computed. These are the curves that show the net
cold production ¢gg and g of both spaces as a function
of the temperature of the middle space.

From the considerations discussed in the previous
section it may be deduced that the characteristics
can be modified by changing the dimensions of
the intermediate expansion space. Taking now the
optimized case as our basis, we altered the dimensions
S0 as to obtain a gg characteristic which was almost
horizontal. The net cold of the end stage of the new
machine is thus hardly influenced at all by the value
of Ty, that is to say by the amount of cold removed
from the middle stage.

The construction of the machine is quite different
from that possibly suggested by fig. 2. There is only
one piston and one displacer, but the latter consists of
two parts of different diameter. In this way both ex-
pansion spaces could be obtained using a single dis-
placer body. Fig. 6 shows side by side the schematic
cross-section of the new machine and that of the single
expansion-space machine with displacer.

The virtues of the single-space machine with the dis-
placer construction, i.e. compactness and a low pres-
sure drop over the displacer seal, are also present in the
new machine. A further advantage of this design is that,
since there is only one displacer, the driving mechanism
is the same as that of the former machine.

The other details of the construction, with the two
freezers and insulation spaces around the colder
freezer, can clearly be seen in the drawing.

Characteristics

Inorder to be able to measure the characteristics, we
fitted both freezers in the prototype with an electrical
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heating wire. This device makes it possible to measure
the net cold production in a wide temperature range.
In fact one really does the opposite: the choice of the
current in each of the heater wires establishes gg and
g, and itisthen a matter of determining thecorrespond-
ing values of Ty and T With this method of measure-
ment a relatively high degree of accuracy can be
achieved, because the freezers can in principle be per-
fectly insulated.

The results of the measurements are presented in
fig. 7. Tt can be seen that the gg(Tx) curves are almost
horizontal; the cold produced by the end stage is vir-
tually unaffected by that of the middle stage.

From these characteristics it is also easy to find what
the cold production is when the machine is used as a
“pure refrigerator”. All one has to do is to find from
the graph, for a given value of Tg, what the value of
gr is at the Ty value at which g is zero — the left end
of the gz curves in fig. 7. In fig. 8 these g values are
plotted versus Tg. At 12 °K the value of gg is zero,
which is evidently the lowest temperature attainable.
Above this the curve is fairly steep, and at 20 °K as
much as 100 W of cold is already being produced. Be-
cause of this high production the time the machine takes,
after being switched on, to reach a certain low tempera-
ture is extremely short.
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Fig. 7. Characteristics of the machine. The solid lines represent
the variation of ga at the indicated values of T, the dashed lines
the variation of gg. The latter curves are almost horizontal,
which is an advantage for the liquefaction of gases. The curves
were obtained with the working gas (helium) at an average pres-
sure of 30 atm and with a crankshaft speed of roughly 1500
r.p.m.
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When the characteristics for each adjusted value of
gx were measured the shaft power N of the machine was
measured at the same time, and therefore the efficiency
7 could also be calculated and from this the ratio of
7 to the efficiency 5c of a Carnot cycle operating be-
tween the same temperatures. This relative efficiency
is given by:

m g8  To—T=
2 N Te
The results of these calculations are also plotted in

fig. 8 (dashed curve). It can be seen that at the working
temperature on which the design was based (20 °K),

the machine supplied the above-mentioned 100 W of

cold with a relative efficiency of 17 %,

Finally, it should.be noted that the curves in fig. 7
and fig. 8 were obtained with the working gas at an
average pressure of 30 atm and a crankshaft speed of
1500 r.p.m. If these values are reduced somewhat the
efficiency is slightly higher but the production lower.

_20%
//
A /
/3 7 z g T’/rlc
’ / /
e
100 / ;
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200
w

0
10 15 20 25 30 °K
—

Fig. 8. Variation with Tg of the net cold production gg and the
coefficient of performance 7 (as a fraction of the efficiency of
the Carnot cycle n¢) when cold is taken from the middle freezer
(the machine being used as a pure refrigerator). The net produc-
tion is zero at Tg = 12 °K, which is thus the lowest attainable
temperature. Above this value the cold production increases
rapidly with rising temperature.

Comparison with other plants

The main advantage of the new machine (fig. 9)
compared with other refrigeration plants operating
in the same temperature range is” its simplicity.
It requires none of the various components that make
other refrigeration plants complicated, such as com-
pressors, counterflow heat-exchangers, expansion
engines, precooling baths and throttle valves, that al-
ways need control. In our machine the compression,
expansion and heat exchange are combined in one unit,
all processes thus being automatically adjusted to one

- another. Finally, for the liquefaction of hydrogen it is
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not necessary to compress the gas very much, or if so
wished not at all, which is a great advantage.

The merits summarized above have not been acquir-
ed at the expense of the efficiency. As mentioned, the
efficiency of our plant working as a pure refrigerator
is 17 9 of the efficiency of the Carnot cycle at 20 °K; if
we had not chosen the above-mentioned compromise,
but had designed the machine optimally as a refrigera-
tor, our calculations show that the efficiency would

" have been about 21 . These figures compared favour-

ably with those of similar plants. For example, a
refrigerating machine has been described [3] which was
specially built for compensating the heat losses of a
hydrogen bubble chamber and gives 300 W of cold at
27 °K. Calculations, which the designers themselves
refer to as rather optimistic, put the relative efficiency
at 20 9. The relative efficiency of our machine at this
temperature is 19 %. A three-stage cooling system has
also been described (6] which has a relative efficiency
of 4.19 at 14 °K. At this temperature our machine
has a relative efficiency of 8 %.

As a hydrogen liquefier too, our machine compares
very favourably. The previously built liquefiers have a
power consumption 8 to 10 times the theoretical mini-
mum 7). This amounts to a value from 1.85 to 2.3
kWh/l. The consumption of our machine is 1.9 KWh/lL.

Applications

We have shown in the foregoing that the new gas re-
frigerating machine constitutes an exceptionally simple
refrigerator that can operate at temperatures down to
about 12 °K, and has a particularly high efficiency in
the region from 14 to 60 °K. In principle a machine of
this kind can find application where a temperature is
to be maintained in this region or where it is required
to cool something to that temperature.

With regard to the use of the new machine as a pure
refrigerator, an application that springs to mind is the
recondensation of hydrogen (or neon) which has evap-
orated from a cooling bath, a storage tank, a bubble
chamber, etc. Inthe case of hydrogen this can be of par-
ticular importance where during the liquefaction the
ratio of the concentrations of orthohydrogen and para-
hydrogen have not been brought into line with the
new temperature (at 300 °K 259 para-, at 20 °K 99 9%,).
The conversion then continues for hours in the lig-
uid produced, in which process heat is liberated [8],
The machine can be used as a recondenser at any
temperature between 14 and 30 °K. The cold production
at a given temperature can be read from fig. 8.

In low temperature research it is not absolutely nec-
essary to work with a cryostat kept at the temperature
required by the evaporation of a liquid. It is also possi-
ble to use a cryostat mounted on the head of the ma-
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chine itself and kept cold by conduction. The advanta-
ges of this are that the cryostat can be used throughout
the entire range from 12 to 300°K and that the cooling
is very much faster. A drawback is that the cryostat is
rigidly mounted on the machine and is thus subjected
to mechanical vibrations. There will be many measure-
ments, however, where this will not be an objection.
A cryostat of this type is shown schematicallyin fig. /0,
and a photograph is to be seen in fig. //. Other impor-
tant advantages are that the installation is very simple,
that the cold space is easily accessible, because there is
no need to be so sparing with the cold, and that the tem-

-

-

"
=¥

Fig. 9. The new machine. The insulating wall (9 in fig. 6) of the evacuated space which sur-
rounds the colder expansion space has been replaced by a wall of Perspex so that the stepped
portion of the cylinder can be seen.

perature can quickly be varied, e.g. from 80 to 12 °K
in Il minutes.

A relatively recent low-temperature application is
what is termed “cryopumping”, i.e. the evacuation of
an enclosure by freezing gases. For this purpose, too,

51 D. B. Chelton, J. W.
Technical Note 38.

61 H. O. McMahon, Cryogenics 1, 65, 1960.

171 See e.g. Cryogenic Technology, edited by R. W. Vance,
Wiley, New York 1963, Chapter II.

8] This effect is described by R. B. Scott in Cryogenic Engineer-
ing, Van Nostrand, Princeton 1959, and also by S. Fligge,
Handbuch der Physik XIV, Springer, Berlin 1956.

Dcan and B. W. Birmingham, NBS
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Fig. 10. Schematic cross-section of
a cryostat for measuring purposes,
mounted directly on the machine.
The figures have the same meaning
asin fig. 6. The measuring space C is
formed by a copper vessel ot 11 cm
diameter and 30cm length. S gas
supply line (hydrogen or neon). /0
cylinder of material with low ther-
mal conductivily. // cap.

Fig. 11. Thecryostatoffig. 10 mount-
ed on the three-space machine.

the new machine is eminently suitable. Since nitrogen
and many other gases have a vapour pressure at 20 K
of about 10°9 mm Hg or less, the machine can be used
to produce a very high vacuum. Cryopumping is su-
perior where the evacuation should be fast, or where
large quantities of desorbed gas are to be removed while
maintaining a pressure of 1073 to 106 mm Hg; the
pumping speed required for the latter purpose cannot
normally be reached using conventional pumping meth-
ods. A great advantage of cryopumping is that the
“pump” does not introduce any contamination (such
as oil or mercury) into the space to be evacuated.
Mention has already been made of the machine’s
application as a hydrogen liquefier, and of the consid-
erable importance in this connection of the middle
stage. Since the machine can supply cold at 20.4 "K,
the hydrogen can be condensed at a pressure of | atm;
thus that compression is not needed, as has already

been pointed out. The machine can supply-a quantity
of about 5 litres of liquid hydrogen per hour. It can
also, of course, condense neon gas.

Another application is as a precooler for a helium
liquefier. The two stages of the machine can then be
used instead of the nitrogen and hydrogen baths of the
conventional helium liquefiers ( fig. /2).

An aggregate of this kind can also be used as a re-
frigerating plant, as distinct from a liquefier. It is diffi-
cult to indicate how much cold a plant can supply at
4.2 °K, because this depends primarily on the helium
compressor and on the quality of the heat exchangers.
In theory, however, at 4.2 °K almost as much cold can
be produced as is supplied by the head of the machine,
the reason being that in principle a Joule-Thomson
system is simply a system for transport of cold. If the
head is held at 20 °K, then, the production is 100 W.
Since, however, the maximum integral Joule-Thomson
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effect at 20 °K is 11.4 J/g, it is necessary for this pur-
pose to pump the helium around the circuit at a rate of
about 9 grams per second. To do this a fairly large
compressor is required.

A simple experimental arrangement on this principle
has been made using a small compressor and very sim-

®

o &
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;
% _
I

H,

&

Comp

Fig. 12. Diagram of a helium liquefier — or refrigerating plant
for 4.2 °K — consisting of a three-space gas refrigerating
machine (right), several heat exchangers H, a Joule-Thomson
system (throttle valve) JK with helium vessel C and a com-
pressor Comip. In the compressor helium gas is compressed
to e.g. 20 atm and cooled when passing through the two freezers
— by the first to about 80 °K, by the second to about 15 °K. In
the throttle valve JK the gas expands to 1 atm, in which process
it is further cooled so that a part condenses. This part arrives
in the vessel C. The gaseous part flows back to the compressor
where, in the heat exchangers A1 to Hs, it largely transfers its
cold to the gas which is onits way in the other part of the circuit
o the throttle valve.

GAS REFRIGERATING MACHINE FOR 20 °K AND LOWER 1

ple heat exchangers. This appﬁratus produces about
4 W of cold at 4.2 °K. The relative efficiency is 3.75 %,
which is a most satisfactory value for such a simple
set-up (6, This simple helium system was designed in
the form of a cryostat and is used for keeping masers,
cryotron memory devices, superconducting coils, etc.
at the required low temperatures.

Summarizing, it can be said that a new type of re-
frigerating machine has been developed which extends
to 12 °K the temperature region covered by Philips
refrigerating machines operating on the Stirling-cycle
principle. Round about 20 °K the machine has a high
refrigeration output and a relatively high efficiency; it
also takes up very little room. The main advantage,
however, is the remarkable simplicity of the system,
which makes maintenance almost superfluous and re-
duces attendance to switching on and off.

"The new machine opens up a temperature region
which has hitherto only really been accessible to workers
in cryogenic laboratories.

Summary. The efficiency at low temperature of a refrigerating
machine based on the Stirling cycle can be improved and the min-
imum temperature lowered by compensating the regeneration
losses by means of a series of additional expansion spaces
whose temperature lies between room temperature and that of
the last expansion space. The working gas, after compression,
flows through a regenerator into the first auxiliary expansion
space, but part of it passes through a second regenerator to the
next expansion space, and so on. A machine is described which
has one extra expansion space. The most favourable operating
temperature of this “three-space machine”, as it is called,
depends on whether the extra space is required to supply
cold, e.g. for the liquefaction of gases, or not. The machine is
designed to produce cold (100 W) at 20 °K with good efficiency
(17 % of the efficiency of the Carnot cycle), while at the same time
meeting reasonable requirements as a hydrogen liquefier (produc-
tion 5 I/h). The machine has a cylinder with a narrow and a wide
section, in which a displacer moves similarly consisting of two
sections having different diameters; the intermediate expansion
space is the part of the wide section of the cylinder in which the
narrow section of the displacer moves. The lowest temperature
that can be reached is about 12 °K.

e sy wmar te
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Phase theory
I. Introduction to unary and binary systems

J. L. Meijering
541.12.01

The highlights, the outstanding achievements of engineering which so often impress us,
would not be possible without a firm scientific foundation. We have therefore thought it
useful to call attention once again to a branch of knowledge which, by enabling us to control
the properties of materials, may be regarded as one of the principal scientific aids to technol-
ogy — phase theory. C

Right from the very beginning the Dutch have left their mark on this branch of
knowledge; names such as Bakhuis Roozeboom, Van der Waals and Van Laar constantly
recur in every textbook on the subject. In the person of Prof. Meijering, who was
awarded the Bakhuis Roozeboom medal in 1960, this tradition continues. We are greatly
indebted to Prof. Meijering for being willing to write an article for us on phase theory.

The article will appear in three parts, the first of which follows below. This article does
not adopt the usual practice of placing Gibbs’ phase rule first and foremost. The author
Selt it was better from a didactic point of view to take as his starting point the striving to-
wards minimum free energy — which in any case brings in the phase rule automatically.
Although the phase rule constitutes a very important part of Gibbs® work, it is certainly
not the quintessence of it.

Those who have thought of phase theory as a branch of science built up with almost
mathematical rigor will find their view confirmed in this article. Even so the author demon-

strates that the phase theory is capable of a lighter approach.

The whole gamut of industrial activities, from fun-
damental scientific research right up to the manufacture
of products, is based to some extent, and to a greater
extent than is generally realized, on the theory of
heterogeneous systems.

The theory of heterogeneous systems, or phase theory
as it is termed, is in general not very familiar to
the layman, who regards it as the closed domain of a
few specialists. The aim of this article is to make phase
theory more comprehensible to the layman, and to
show him how he might apply it to practical cases in
his own field. To this end we shall explain, in a perhaps
- somewhat motley succession, some simple relation-
ships, work out rules of thumb and apply them, and
present some brief calculations. Because of the special
aim of this article, its plan is and must obviously be
different from that of most text books and articles
on this subject.

We still have to define the concepts “heterogeneous”

Prof. Dr. J. L. Meijering, formerly with Philips Research Labora-
tories, Eindhoven, is now Professor of Inorganic Chemistry and
Metallurgy at the Technical University, Delft, Netherlands.

and “phase”, which we have already used. A hetero-
geneous system is one consisting of more than one
distinct phase, a phase — in the equilibrium state —
being that part of the system whose chemical com-
position, structure and macroscopic properties are
everywhere identical.

In this article we shall be mainly concerned with
heterogeneous equilibria. This implies that where
necessary we shall resort to thermodynamics, which is
after all a theory of equilibria. For the present it will
suffice to recall — and to use as our starting point —
that every system tends towards a state of minimum
free energy:

=U—-TS + pV,

where U is the energy, S the entropy, and 7, p and V
are the absolute temperature, the pressure and the
volume.

A few simple examples follow with which we shall
try to substantiate our statement that heterogeneous
systems are of such great practical importance.

Many engineering materials consist of solid agglom-
erates of various phases, and their properties are
determined to a marked extent by their heterogeneous
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structure. It is known, for example, that copper wire
becomes ferromagnetic when it contains iron as an
impurity, whereas if the impurity is nickel — which
likewise belongs to the ferromagnetic metals — it does
not exhibit this effect. The explanation is that iron is
not readily soluble in copper, and forms small islands
of a second phase: nickel, on the other hand, dissolves
very easily in copper. Again, the precipitation of bis-
muth (especially at the grain boundaries) is the cause
of brittleness in copper contaminated with bismuth,
while arsenic, which has a much better solubility, has
scarcely any effect on the ductility of copper. On the
other hand, if the conductivity of copper is the impor-
tant consideration, then the arsenic content is more
critical than that of bismuth, since impurities dissolved
in the crystal lattice (As) reduce the conductivity much
more than islands of a second phase (Bi). Such an
important property as resistance to oxidation can be
conferred upon a metal by dissolving in it a large quan-
tity of chromium (about 20 at.%). This can be done
- -successfully in nickel (nichrome), iron (chromium iron)
and steel (austenitic chromium-nickel steel), but it can-
not be done with copper, in which it is not even possible
to dissolve as little as 0.2 at. %, chromium.

Knowledge of the conditions governing “immiscibil-
ity” is an important aspect of phase theory. It is indeed
indispensable to the application of chemical methods
of separation and purification, such as for example
fractional crystallization, fractional distillation, zone
refining, etc. Other instances are processes where
materials have to be brought into close contact without
one dissolving into the other to any significant extent.
Solid silver and iron in contact with each other can
readily be heated to 950 °C, but at the same tempera-
ture gold and iron show considerable mutual solubility
(3 at.% Au in Fe and roughly 60 at.% Fe in Au).
Copper is melted in a graphite crucible, because it is
known that only 0.0005 at. %, C dissolves in molten Cu
at 1100 °C, as against more than 1% C in molten iron
and nickel. Very many other examples might be given
of the practical importance of phase theory.

Althoughwe shall confine ourselves mainly to(hetero-
geneous) equilibria, this does not of course imply that
systems which are not in equilibrium are seldom en-
countered in practice. At relatively low temperatures
the diffusion coefficients may be so small or reaction
rates so slow that equilibrium cannot be established in
a short time. We shall see later that many desirable
properties of e.g. technical alloys in fact depend
upon special non-equilibrium states. Moreover, the
problem of controlling the properties of such materials
— e.g. by “freezing in” a state of equilibrium followed
by a suitable ageing process — can often be solved with
the aid of phase theory.
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The counterpart of this problem is the question of
deducing the previous history of a non-equilibrium
state encountered in practice. This question arises in
industrial material testing and also in geology. By way
of example we shall discuss later in this article a recent
investigation relating to meteorites found on the earth.

Unary systems

We begin with a cursory treatment of unary systems,
by which we mean a system which has the same com-
position in all its phases. This section may be considered
more or less introductory to the treatment, in the next
section, of binary systems which, being of greater
importance, will receive more attention.

What happens when a piece of ice, at a pressure of
1 atm, is slowly heated ? First, at 0 °C it begins to melt:
below 0 °C the Gibbs’ free energy of ice is smaller than
that of water, and above 0 °C it is greater ( fig. I).
Below 0 °C ice is stabler than water, the reverse being
the case above 0 °C.

[

0cC
—»T

Fig. 1. Gibbs free energy G of water (solid line) and of ice (dot-
dash line) as a function of the temperature at | atm pressure.

Secondly, the transition is sharp. Since this is regard-
ed as more or less self-evident in the case of a unary
system, it is perhaps as well to realize what this prop-
erty depends on. Fig. 2 illustrates the hypothetical
case of an unsharp transition. There then exists a series
of temperature values at which mixtures of the phase a
and b are stabler than a alone or b alone. A certain
temperature interval, from Ty to Tp, would have to be
traversed in order to convert a completely into b.

In our example of a unary system, ice-water, where
the temperature can only rise when the ice is entirely
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Fig. 2. Hypothetical G-T diagram of a unary system with phases
a and b between which there is no sharp transition. The thick
lines relate to the pure phases a and b, the thin lines to
mixtures of the phases. Contrary to the ice-water system, a certain
temperature interval from Ty to Ty, has to be traversed in order
to change a completely into b.

melted, the essential point is that the Gibbs’ free
energy G is additive. To understand this, let us consider
a mixture of x moles of ice and (1 — x) moles of water.
If the G of the mixture is equal to XxGice + (1—X)Gwater,
in the equilibrium condition (Gice = Gwater) it Will be
independent of x. The difference from the hypothetical
case considered in fig. 2 would appear in fig. 1 as
follows: the G-T curves for the phases ice and water in
different mixing ratios would all intersect at the same
point.

A non-additive G is characteristic, for example, of
systems where one or more of the phases occur in a
very fine distribution, as in colloidal systems. In such
systems the particle size influences the stability, a fact
which is bound up with the surface free energy of the
particles. We shall return to this point in Part III of the
article. For the rest we shall confine ourselves to systems
with additive G.

All extensive thermodynamic properties, such as G,
¥V and S, will be given throughout this article per mole.

The p-T diagram

The fact that, when the temperature rises, ice is
converted into water and not vice versa, follows from
the greater entropy [ of water. Since we can derive
thermodynamically that

waater bGice
— = —(S - S
( ST )p ( 3T )p (Swater ice) »
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it follows that Gwater With increasing T must ultimately
become smaller than Gice ; see also fig. 1. For simplicity
we write the above expression in the form:

W—_AS’ ......‘(1)
where 4G and 4S8 are the differences in the Gibb’s free
energy and in the entropy between both phases. Like-
wise, we come to the conclusion that an increase of
pressure promotes the formation of the phase with the
lowest volume. This appears from the relation, analo-
gous to equation (1):

4G

av. ... .00 @2
5 =47 @

More generally we can write:

24G 246G
d(46) = — dT—}—b—p dp = —ASdT+ AVdp,

which, in the case of equilibrium, i.e. in the temperature
and pressure combinations at which there is no differ-
ence in the Gibbs’ free energy between the phases,
yields the relation:
g
The slopes given by these expressions for the vaporiza-
tion curve, the sublimation curve and the fusion curve
in a p-T diagram are, as a rule, all three positive, because
in the sequence vapour-liquid-solid both the entropy
and the volume generally decrease (fig. 3).
Exceptions are, for example, ice and gallium ( fig. 4).
The solid phase here is not very densely packed;
because of the greater volume of the solid phase the
slope of the fusion curve is negative. Upon a pressure .
increase the liquid phase evolves from the solid phase,

—_—T

Fig. 3. Schematic p-T diagram in its most common form, with
positive slopes for the equilibrium curves. g gas phase, 1 liquid
phase and s solid phase. The three equilibrium curves meet at
what is termed a triple point.
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and not the other way round. There is also a chance
that at a higher pressure another — more densely
packed — solid phase will become stable (Gayr in fig. 4).
For ice at high pressure no fewer than five modifications
have been found.

20x10° atm

L

5

10

— 0

40°C

0
-20

Fig. 4. p-T diagram of gallium, with triple point of the liquid
phase I and the two solid modifications Gar and Gayr. The dashed
line indicatss metastable equilibria which can occur if Gar, upon
cooling, does not crystallize from the liquid phase. The dot-dash
curve and the letters A and B relate to fig. 5. The triple point
Gar + 1 4 gas lies at very low pressure. It is nearly at the point
where the fusion line of Gay cuts the T axis. If the vaporization
and the sublimation curves were drawn in the figure, they would
nearly coincide with the T axis.

Metastability

Fig. 5 gives the G-T diagram of gallium for a pressure
higher than the triple-point pressure (see dot-dash line
in fig. 4). In fig. 4 and fig. 5, 4 and B represent the same
points: A is the transition point Gar— Gam, B the
melting point of Gay at the given pressure. State C in

I !
=20 -0 [1] 10

1
20°C
—_—7

Fig. 5. Schematic G-T diagram of gallium (1, Gar and Gay) at
the pressure denoted by the dashed line in fig. 4. A transition
point Ga1<__> Gayr, B melting point Gayr and C melting point Gar
which is metastable at the pressure considered. The solid lines
_ indicate the G values of the phases in the stable state, the dashed
lines those of the phases in the metastable state.
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fig. 5, which would correspond to the melting point of
Gay, and all states represented by dashed lines, are non-
stable. It is usual to refer to such states as metastable.
The significance of metastable states will be dealt with
at length later.

At the triple-point pressure the three G-T curves
intersect at one point; 4, B and C then coincide. In
fig. 6 we see that below the triple point pressure the
points of intersection 4 and B are metastable, while C
is now stable.

When liquid Ga is cooled to below the solidification
point, it can happen that the solidification fails to take
place, owing to difficulties in nucleation (undercooling).
This means that in fig. 6 we follow the metastable line
CB instead of the extension of AC. By undercooling
liquid Ga to more than 45 °C at normal pressure,
Defrain was able to solidify the metastable phase of.
Gan [2] (see also fig. 4).

1 ]
60 80 100°C

I—

Fig. 6. Schematic G-T diagram of gallium at a pressure of 1 atm
(i.e. below the triple point pressure, see fig. 4). By undercooling
it has proved possible to cause solidification of the metastable
phase Gar (at B).

Fig. 7 shows the p-T diagram of sulphur. There are
here three stable triple points. The dashed lines repre-
sent the metastable two-phase equilibria in which the
monoclinic phase is absent. They intersect at a meta-
stable triple point (orthorhombic phase 4 liquid +
gas), which can be realized experimentally. Each of the
two-phase lines can of course be drawn beyond this
metastable triple point. This has been done in the figure
for the line liquid <5 gas (the vaporization curve of liquid
sulphur). Left of the metastable triple point this line
becomes, as it were, doubly metastable. The system can

1) For a detailed discussion of the entropy concept see: J. D.
Fast, Philips tech. Rev. 16, 258, 298 and 321, 1954/55.

2] A. Defrain, Métaux, Corrosion, Industries 35, 175, 245 and
300, 1960, and C. R. Acad. Sci. Paris 250, 483, 1960.
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Fig. 7. Schematic p-T diagram of sulphur. Srom is orthorhombic
sulphur, Smen is monoclinic sulphur. The dashed lines again indi-
cate metastable equilibria. To the left, behind the metastable triple
point, crystallization of both orthorhombic and monoclinic
sulphur will bring the system into a more stable state.

now be brought into a stabler state not only by crystal-
lization of the monoclinic phase but also of the ortho-
rhombic phase.

Saturated vapour pressure as a measure of stability

The saturated vapour pressure of a substance can be
made to serve as a useful measure of G. Assuming that
the behaviour of the vapour is approximately that of an
ideal gas, we may write for the G of the vapour, and
hence for the G of the phase in equilibrium with it, the
expression:

from which

G=C+RTlnp. . ..... (4"

To make this relation between vapour pressure and
Gibbs’ free energy clearer, it may be pointed out that
in an ideal gas energetic interactions are insignificant
and the value of G is solely governed by the entropy.

At —1 °C the saturated vapour pressure of under-
cooled water is higher than that of ice. This can be
shown experimentally by placing an inverted U-tube
with one limb in the undercooled water and the other
limb in the ice; we then see that, via evaporation
and condensation on the ice, the metastable water
changes entirely into the stable ice — that is to say
without the ice bringing about solidification by direct
contact. Here we have a simple demonstration of the
fact that the free energy strives towards a mini'r'p\}lm.

[

VOLUME 26

Binary systems

The G-x and the T-x diagram

A system is called binary when, in addition to the
variables already introduced, p and T, a concentration
variable is needed to define the system. We begin by
considering mixtures of silver and gold. At a tempera-
ture of 1000 °C — i.e. above the melting point of silver
and below that of gold — these two metals can form
both liquid and solid mixtures (mixed crystals), depend-
ing on their mixing ratio. At this temperature silver
with only a little gold is liquid, gold with a little silver
is solid. In fig. 8 the mixing ratio is expressed in mole
fractions of gold, x. On the ordinate, as a function of x, -
we have plotted the G of the solid phase (curve s) and
the G of the liquid phase (curve 1). For all x valueson
the left of the point where the curves intersect the liquid
phase is stabler than the solid, and on the right on that
point the converse applies. One might therefore be
inclined to regard the given temperature of 1000 °C as
the melting point of the alloy having the concentration
given by the point of intersection. But we have not
taken account of the possibility that the solid and the
liquid phases may “coexist”, in other words that they
can form a heterogeneous mixture.

1000 °C ; 1atm

—_—0)

\\_ .

l

0 X Xs !
Ag —_— Au

Fig. 8. Schematic curves of the Gibbs’ free energy G of the binary
Ag-Au system at 1000 °C and at normal pressure, as a function
of x, the mole fraction Au. x5 and x) denote respectively the com-
position of the solid and liquid phases in mutual equilibrium.

If the two phases of a heterogeneous mixture have
free energy values G and G, and if a is the fraction of
the phase with the value Gy, then the G per mole mix-
ture is given by:

G = aG1 + (1—0)G2. NG

Let x; and x» be the mole fractions of the two respective
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phases, then we can write for the Au mole fraction of
the mixture: '

x=ax1+(l—a)xs. . ... (6
It is not difficult to derive from (5) and (6) that
. G—G1 xX—x1
= ™

G1—Gas  x1—x3

This means that the G of the heterogeneous mixture can
be represented as a function of x by the straight line
joining the points denoting the G and the x of the
constituent phases.

It can be seen that the “melting point” corresponding
to the point of intersection of the curves in fig. 8 is not
stable. For of course one can draw numerous lines
between points of the two curves which, at the concen-
tration in question, are lower than the point at which
the curves intersect. The lowest one can reach is the
double tangent line shown in fig. 8, which thus represents
the most stable states. The corresponding concentration
region comprises all (stable) alloys consisting of hetero-
geneous mixtures, of the same liquid, having the com-
position x1, and the same mixed crystal having the
composition x;; a change in x (gross composition of the
mixture) corresponds merely to a change in the relative
amounts of the phases.

Outside this concentration region, both to the left
and right of it, no heterogeneous combination is to be
found that yields a lower G than the liquid or the solid
phase in itself.

The G-x diagram changes with T of course, and so
also do the concentrations x; and x; corresponding to
the tangent points on the double tangent line. At the
melting point of Ag the G-x curves intersect at x = 0,
and the whole curve of thesolid phase lies below that
of the liquid phase. There is no double tangent line:
both x1 and x5 are equal to zero. The higher the value
of T the higher the value of x at which the G-x curves
intersect, and the more the double tangent line shifts
to the right, until at the melting point of Au, they
intersect at x = 1; the G-x curve of the liquid phase
then lies entirely below that of the solid phase.

A plot of each temperature T versus the appertaining
values of x1 and xs produces the T-x diagram of the
system. In fig. 9 this is shown schematically for the
Ag-Au system. In a diagram of this kind the respective
curves for x1 and xs form the upper and lower limits
of the two-phase region 1 4- s; they are referred to as
the liquidus and solidus curves respectively. Unlike the
situation with unary systems, the relative amount of the
solid phase (or liquid phase) in an equilibrium mixture
(at a given x) depends on the temperature: while at
point E in the figure the first crystals are about to
appear, at point A the amounts of solid and liquid phase
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are proportional to the lengths of the lines AB and AC,
and at point D only the solid phase is present. In short,
in order with the given composition to convert the solid
phase entirely into the liquid phase (or vice versa) it is
necessary to traverse the interval DE; we call this the

melting range. )

In the previous example there was no sharp melting
point at any single concentration — leaving out of
account the two pure components. There is, however,
another possible type of T-x diagram. Imagine a
succession of G-x diagrams belonging to a series of
ascending temperature values where the first diagram
inthe series is one in which the G-x curves of the various
phases are tangent to one another instead of intersecting

lalm
! 1063°C
r
E
1 {+s
g A_C 1000°C
D
I
960°C |
| s .
|
|
|
|
|
|
0 X'
Ag —_— Au

Fig. 9. Schematic T-x diagram of Ag-Au at normal pressure.
There are three distinct zones: that of the mixed crystal phase s,
that of the liquid phase | and the zone 1 4 s where both phases
“coexist’”. DE is the melting range of a mixed crystal with con-
centration x’. The concentrations of the coexisting phases can
be found at any temperature within this range by drawing horizon-
tal lines and determining the points where they intersect the upper
and lower boundaries of the two-phase domain. In each case
the ratio of the amount of the liquid phase to that of the solid
phase is given by the horizontal section cut off by the lower
boundary to that cut off by the upper boundary. For example,
at 1000 °C the ratio is AC/AB. The upper and lower boundaries
of the two-phase domain are referred to as the liquidus and
solidus curves, respectively.

each other, and not at one of the end points but some-
where in the middle. The 7-x diagram then appears as
illustrated in fig. 10. There is then one composition at
which a sharp melting point does appear.

Fig. 11 shows a G-x diagram of a binary system with
a liquid phase | and two solid phases s and sy1. At the
given temperature both components in the pure state
are solid (Gs; and Gs; < G1). In the concentration
region between the two inner dashed lines, however,
the liquid phase is stable. In addition we have the two-
phase equilibria | 4+ sr and 1 + sy, represented by the
two double tangent lines.

If we lower the temperature, then curve 1 occupies a
higher position with respect to curves sy and syr, and the



18 PHILIPS TECHNICAL REVIEW
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—_—X

Fig. 10. T-x diagram of a binary system showing a melting-point
minimum,

x St sz

—_—X

Fig. 11. G-x diagram of a binary system with a liquid phase 1 and
two solid phases s and sir.

tangent points on curve | approach each other. The
temperature at which these tangent points coincide, and
one straight line is tangent to all three curves, is called
the eutectic temperature. This is the temperature at
which three phases can be in equilibrium with each
other. Let us now look at the T-x diagram in fig. 12.
Here E is the eutectic point. Itis interesting to consider
what happens when the temperature of the liquid
phase 1 is lowered. For this purpose we can follow the
dashed line in the figure. Where this line intersects the
liquidus curve the first crystals ss begin to form. The
lower the temperature drops the more crystals precipi-
tate, and this is accompanied by a change in the com-
position both of the crystals s and of the liquid phase
(as can be read from the solidus curve and the liquidus
curve respectively). In this process the composition
of | approaches the “eutectic” composition. When the
eutectic temperature is reached, the remaining I fraction
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Fig. 12. T-x diagram with eutectic E£. The diagram shows the
liquid phase I, two homogeneous mixed-crystal phases sa and sg,
and the three two-phase equilibria sa 4+ 1, sz + 1 and sa+ sg.
The dashed line is mentioned in the text.

separates, while solidifying, into the solid phases sa
and sg.

The traces of the latter event are to be found in the
solidified mass as domains with a characteristic eutectic
structure, that is to say domains consisting of alternate
layers of sa and sg. The closer the composition of the
liquid phase lies to the eutectic composition the more
marked this structural pattern appears.

In systems in which a “eutectoid” occurs, i.e. a three-
phase equilibrium that consists of three solid phases
instead of one liquid and two solid, the same structural
pattern appears. A good example of such a eutectoid
structure can be seen in fig. 13.

Mention should be made of various other character-

Fig. 13. Eutectoidal structure in commercial-grade tool steel.
The layer structure is made visible by etching with picric acid.
The light layers have a ferrite structure, the dark ones a carbide
structure. Magnification 1400 Xx.
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Fig. 14. Schematic G-x diagram of the AgNO3-H20 system at a
temperature above the eutectic temperature. 1 liquid phase. The
crosses denote the G values of ice and solid AgNOj3: the two com-
ponents do not form mixed crystals. For x < x1, a two-phase
mixture is stable which consists of ice and liquid, with composi-
tion x1. For x1 < x < x2 the liquid phase is stable. For x > x2
the stable phase is a two-phase mixture of solid AgNO; and
liquid, with a composition xa2. A and B are states which have the
same composition, the first being supersaturated with AgNOs, the
second consisting of a saturated solution 4+ AgNOj crystals.
See also page 21.

gram of the system AgNO3-H20. The difference com-
pared with fig. 11 resides in the fact that in the crystal
lattices of both ice and of solid AgNOj3 the other com-
ponent is not incorporated to any significant extent
(there is hardly any mixed crystal formation). The
crosses indicate the G values of ice and of solid AgNOs.
In fact we again have double tangent lines, since the
mutual miscibility in the solid state is not rigorously
zero. To understand this we must imagine that in fig. 11
the curves on the extreme left and right are much more
strongly curved, so that the tangent points on them
coincide more or less with the initial points.

0
Hy0

1
>-x AgNO_;
Fig. 15. Schematic G-x diagram of the AgNO3-H20 system at a
temperature below the eutectic point. Only heterogeneous mix-
tures of ice and solid AgNOg are stable. The lines tangent to 1
indicate metastable two-phase equilibria, which can be produced
if either H2O or AgNOs does not crystallize.
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Fig. 16. T-x diagram of AgNOs-H:0 at a pressure of 2 atm.
In addition to the eutectic there is a three-phase equilibrium at
160 °C. At this temperature AgNO3 changes to another modifica-
tion. The dashed lines denote metastable two-phase equilibria.

Fig. 15 presents a G-x diagram of AgNO3-H20 at a
temperature below the eutectic. The liquid phase now
is not stable at any single concentration. Stability is
shown solely by heterogeneous mixtures of ice and solid
AgNOg, as represented by the straight line between the
crosses. Even so, we are justified in drawing the lines
tangent to the curve 1, as done in the figure, because
these give the metastable equilibria between on the one
hand the silver nitrate solution -+ ice, and on the other
hand the silver nitrate solution 4 solid AgNOQOgs. The
first equilibrium is realized when, upon cooling, no
AgNOg crystallizes, and the second equilibrium when
there is no ice formation. Fig. 16 shows the T-x diagram
of AgNO3-H>O, in which the metastable equilibria are
represented by dashed lines.

The same figure also shows that AgNOj has a transi-
tion point at 160 °C. At this temperature, then, as in the
case of the eutectic, three phases are in equilibrium with
each other: the liquid with the low and high tempera-
ture modifications. Compared with the eutectic, how-
ever, this three-phase equilibrium is rather trivial: two
of the three phases have virtually the same composition.

Attention should also be drawn to the kink in the
liquidus curve in the neighbourhood of the transition
point. With a kink of this form the metastable exten-
sions lie in the two-phase domains (and not in that of
the liquid phase). Thisis in fact a general characteristic
of binary phase diagrams, which is also noticed for
example in the case of the eutectic. This characteristic
can be deduced from the G-x curves.
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It would be going too far to attempt to derive all
existing types of phase diagrams from the G-x curves at
different values of T and p 3], It will be enough to
remember that the stable equilibria can always be
thought of as derived by stretching, as it were, a string
along all G curves of the phases concerned, as illus-
trated in fig. 11. We then have alternate homogeneous
and two-phase fields, the first of which in particular
may be very narrow.

Immiscibility

We have already mentioned in the introduction how
important the phenomenon of immiscibility is in
practice. Immiscibility in its simplest form — and we
are inclined to use the term only for this form — is the
occurrence of two phases of similar structure, €.g. two
liquid phases or two solid phases with the same (e.g.
body-centred cubic) crystal structure. In the G-x dia-
gram a two-phase equilibrium thus formed is given by
a double tangent line on the same curve (see the second
curve from the bottom in fig. 17) which might apply,

for example, to the system Ag-Cu below the eutectic
temperature.

7158

T=

Do

0 1

—_—X

Fig. 17. G-x curves calculated from the formula G ='a(2x-x2-x3) + .

+ RT{(xInx + (I — x) In (1 —x)}. This formula is used instead
of eq. (10) in the text, which would only have produced curves
symmetrical with respect to x = 4. The four curves were com-
puted for the same positive value of a (unfavourable energetic
interaction between the components) and for various values of T
(T=0,T=0.75 a/R, T=al/R and T = 1.5 a/R; for clarity,
the zero of G is drawn successively higher). From the points of
contact of the double tangent lines the miscibility gap given in
fig. 18 can be constructed.
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Immisicibility will in general be the consequence of
an unfavourable energetic interaction between the com-
ponents. Silver atoms prefer to have their own kind
around them in the crystal lattice rather than copper
atoms. The simplest expression for the enthalpy of
mixing (U + pV for a homogeneous mixture) is:

H=ax(l —x), (8)
and for the entropy of mixing:
=—R{xInx+ (1—x)In (1 —x)}. 9)

When a is positive, equation (8) expresses that owing
to the mixing the enthalpy increases in proportion to
the number of dissimilar pairs of neighbours, it being
assumed that the atoms are randomly distributed.
Equation (9) is Gibbs’ familiar formula for the entropy
of mixing. Substituting (8) and (9) in G = H —TS we
obtain for the G-x curve the expression:

G=ax(1—x)+RT{x In x+(1—x) In (1—x)} . (10)

It is evident that the shape of the curve depends on the
value of a in relation to that of T, as illustrated in
fig. 17. We again obtain the T-x diagram by plotting
for each T value the concentrations that correspond to
the tangent points on the double tangent lines. This
gives us the typical miscibility gap that can be seen in
fig. 18.

a
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Fig. 18. A miscibility gap in the binary T-x diagram, calculated
from the formula given in the caption to fig. 17. For each tem-
perature the concentrations at the tangent points on the double
tangent lines in the G-x diagram are plotted.

It will be noted, incidentally, that the curves shown
infigs. 17 and 18 relate to a more general case than that
defined by equation (10); in particular the curves are
not drawn symmetrically with respect to x = 4. We
shall deal with this subject in more detail in part II.
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The equilibrium criterion, differential or partial quantities

The question as to the equilibrium criterion for
binary systems is in fact answered in figs. 8, 11 and 17:
it is the coincidence of two or more tangent lines in the
G-x diagram. A tangent line can be denoted by the
ordinate values of its points of intersection with the
axes x = 0 and x = 1 (fig. 19). We call these ordinate
values p1 and pe the “chemical potentials” of the
system, and the equilibrium criterion is then that the
chemical potentials should be equal for each of the
coexisting phases.

The chemical potentials are termed differential or
partial quantities. From fig. 19 it is easily seen that

G dG (11)
= X — s
HL dx
dG
pe =G 4 (1—x) —, (12)
dx
from which:
G=(010—x) p1 + xps. (13)

Several kinds of thermodynamic quantities can be
expressed as differential or partial quantities. For
example we can write:

V = (1—x) V1* + xVa*, (14)

and
S = (1—x)S1* 4 xSi*, (15)

where V1* and Va*, S1* and Sqo* stand in a similar
relation to V and S as p1 and us to G. Their signifi-
cance will become self-evident in the course of this
article.

H

Fig. 19. Introducing the chemical potentials u; and ps.
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Chemical potential and partial vapour pressure

Just as in unary systems a relation can be established
between the G and the saturated vapour pressure of a
phase, in binary systems we can do the same between
the chemical potentials p and the partial vapour pres-
sures (4],

Suppose that fig. 19 relates to the liquid phase of the
system water-acetone and let x be the mole fraction,
then pi gives the partial pressure of the water vapour
which is in equilibrium with the water-acetone mixture
having the concentration of the tangent point, and ps
likewise gives the partial pressure of the acetone
vapour.

At this point it is interesting to return to the experi-
ment with the inverted U-tube described at the end of
the section dealing with unary systems. As can be seen
in fig. 14, an aqueous solution which is supersaturated
in AgNO3 (e.g. state 4) has a lower pm,o (partial
vapour pressure of water) than a saturated solution
-+ AgNOj crystals of the same composition (state B).
The opposite applies to the partial vapour pressure of
AgNOg, but this is negligibly small. If we perform the
inverted U-tube experiment with this system, we must
then expect that the vaporization will take place from
the stable system (accompanied by the further crystalli-
zation of AgNOs3), while the metastable system will
“grow” as a result of the condensation of water. With
unary systems this would be out of the question; the
fact that it is possible with binary systems is connected
with the changes that occur in the composition of the
separate systems. (This can be inferred directly from
fig. 14; as the x of the saturated system B increases at
the expense of the supersaturated system A, the total G
decreases owing to the greater slope of the G of the
supersaturated system.) The transfer of vapour from
the stable to the metastable system ceases as soon as
a sufficient quantity of water vapour has condensed in
the supersaturated solution for the latter to become
saturated.

Solubility under changing pressure

Concerning the question of how the solubility can
change on changing pressure (at constant T) it is
instructive to glance atﬁg. 20. Curve 1 gives the volume
of a liquid mixture of 4 and B as a function of x at a°
particular pressure. The composition, denoted by a
dashed line, is the liquid mixture just saturated with A.
The cross on the axis x = 0 is the volume of pure
solid A. Since the liquid phase at any value of x has a
greater volume than the solid phase of 4, one might at

i3] See A. H. Cottrell, Theoretical structural metallurgy, Arnold,
London 1955. See also R. Vogel, Die heterogenen Gleich-
gewichte, Akad. Verlagsges., Leipzig 1959.

4 See also K. Denbigh, The principles of chemical equilib-
rium, Cambridge Univ. Press, 1957.
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Fig. 20. V-x diagram. The curve | indicates the volume of the Fo 02 04 05 0.8 !
liquid phase, which is miscible in all proportions; the crosses on € Ni
the axes x = 0 and x = 1 denote the volume of the components
in the solid state, which do not form mixed crystals. At the con-
centration represented by the dashed line the liquid phase is just
saturated with 4. These data permit the conclusion that, at the 1200 K
concentrations in question, raising the pressure will increase the
solubility of A. The conclusion follows in particular from the o
smaller partial volume of A in the liquid (¥a*) compared with
the volume of A in the solid state (see the cross on the x = 0 axis). 1000 |- 50000 otm
first sight expect that an increase of pressure would y

promote the crystallization of 4. After closer examina-
tion, however, we arrive at a different conclusion. The
crystallization of A implies that a little 4 has been
extracted from the liquid mixture; the accompanying
reduction of volume per mole of precipitated A is equal
to the partial volume ¥4* of 4 in the liquid mixture.
Since the partial volume of 4 is smaller than the volume
of solid A, a pressure increase will not lead to the
crystallization of 4: a rise of pressure causes an increase
in the solubility of 4 in the mixture.

There is another way of looking at this. Let us con-
sider that the cross indicating the volume of the saturat-
ed solution in question is connected by a straight line
to the cross denoting the volume of the solid 4. Since
this line passes to the left of the saturated concentration
above the tangent line, it lies above the V-x curve of the
liquid mixture. In other words, the volume of the
saturated solution containing a little undissolved solid A
is greater than the volume of a solution — not stable
at the given pressure — having the same composition
in which all A would be dissolved. For this reason, the
solubility of 4 must be expected to increase with rising
pressure.

.Fig. 21. Theoretical T-x diagrams of the iron-nickel system at
pressures of a) 1 atm, b) 50 000 atm, ¢) 100 000 atm [5). o body-
centred cubic, y face-centred cubic. In ¢, owing to the demixing
of y, foreshadowed in b in the form of the metastable miscibility
gap marked by dashed curve, a eutectoidal three-phase equilibrium
has formed (a + y1 + ye2). This might explain why certain
meteorites, consisting of iron and nickel, have a eutectoidal
structure. The necessary high pressure might have been produced
at the moment of the meteorite’s impact on the earth.

800
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Theory concerning the origin of a eutectoidal structure in
iron-nickel meteorites

In an attempt to explain the eutectoidal structure
found in certain metallic meteorites, the possible
influence of the pressure has also been investigated.
The meteorites in question consist of iron to roughly
90 at. %, and nickel to atout 10 at. . The T-x diagram
of the Fe-Ni system, however, d >es not show a eutectoid
point under ordinary pressure (fig. 21a). It has been
suggested that the meteorites, in a certain period of their
history, were exposed to high pressures (and temper-
atures) — e.g. at the moment of impact on earth — and
that the eutectoidal structure was then formed. Kauf-
man and Ringwood have worked out diagrams which
lend support to this theory [51. According to their cal-
culations, a eutectoid would exist at extremely high
pressure (above about 60 000 atm).

The main reason for this is thought to lie in the rela-
tive expansion of the y phase upon mixing Fe and Ni.
(Precisely the opposite of the “contraction” of the
liquid phase in fig. 20.) Hence the expectation that the
higher the pressure the greater the tendency will be
towards immiscibility of the y phase. According to the
calculations mentioned, the T-x diagram at 50 000 atm
would be as shown in fig. 215. The miscibility gap
(dashed line) under these circumstances is not yet stable.
It should also be noted that, compared with diagram q,
the transition point from the « to the y-phase has
dropped from roughly 900 to 650 °C. This is explained
by the fact that the volume of yFe is smaller than that
of aFe. This is of the utmost importance to the theory
we are now considering. For of course it means that an
increase of pressure cuts both ways: not only does the
(metastable) miscibility gap shift to higher temper-
atures, but also the upper limit of the two-phase domain
o+ y drops. For example, at 100 000 atm a diagram
as in fig. 21¢ can be worked out. This diagram indeed
offers a possible explanation for the eutectoidal
structure of the meteorites concerned. One should
qualify this statement, however, by saying that, owing
to the approximations that Kaufman et al. had to use,
the diagram cannot be expected to be quantitatively
correct.

The fact that meteorites have at some time been
under extremely high pressure (and temperature)
— whether or not upon collision with the earth —
appears likely, completely. independent of the previous
argument, from the discovery of small diamonds in
meteorites.

Solubility under varying temperature

To consider how the solubility varies with temper-
ature we can apply the same procedure as for pressure,
which resulted in fig, 20, with the difference of course
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Fig. 22. Idealized S-x diagram for binary alloys of normal metals.
1 refers to the liquid phase, s to the solid phase. Two examples of
solid/liquid equilibrium mixtures are considered: K in equilibrium
with L, and M in equilibrium with N. In the text it is shown that
at the eutectic temperature the first kind of equilibrium corre-
sponds to a T-x diagram as in fig. 23a and the second to a T-x
diagram as in fig. 23b. i

that we must now take the entropies into account. The
problem here too is made more general by considering
equilibria between liquid mixtures and mixed crystals
of A and B (i.e. instead of the pure component 4).
Since now both the solid and the liquid phases can
occur at different mixing ratios of 4 and B, we must
know the S-x curves of both phases. We shall take as
our starting point the schematic diagram in fig. 22. For
the entropy of mixing of both the solid and liquid
phases we have taken Gibbs’ equation (eq. 9). The
change in entropy between the two phases of the pure
components (entropy of fusion) is assumed to be
identical, and roughly 1.1 R. This value is a good
average for normal metals (Richards’ Rule).

In the diagram we consider first the (heterogeneous)
equilibrium represented by the line KL, that is mixed
crystals having the same composition and entropy
denoted by point K, and a liquid mixture with the
composition and entropy pertaining fo L.

The choice of these points for our example was rather
arbitrary. This does not imply that they are indefinite

18] L. Kaufman and A. E. Ringwood, Acta metall. 9, 941, 1961.
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for a given system or that it would not be possible to
determine them by experiment. We shall return to this
point on page 25.

For the same concentrations the KL line referred to
lies higher than the curve of the homogeneous solid
phase. Now we know that increasing the temperature
promotes the formation of the situation with the
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behaviour to which a T-x diagram as in fig. 23a con-
forms: the relevant solidus curve bends continuously
to the left.

To make matters clearer, particularly in connection
with the considerations to follow, we have drawn to the
left of the T-x diagram a fragment of the S-x diagram,
showing how the equilibrium line KL in the S-x dia-

a
Ly
ey 0 1
A —_—X B
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LE-M; Ny b
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Fig. 23. Two eutectic diagrams differing essentially in regard to the shape of the solidus curve
on the left; a) a “normal” solidus curve, b) a retrograde solidus curve. The situation of the
equilibrium lines KL and MN in the S-x diagram of fig. 22 is schematically indicated on the
left for three temperatures T1, T2 and Ts. In a both K and L move monotonically to the left.
In b, however, M moves initially to the right, until the line MN is tangent to the lower
curve, after which its movement resembles that in a.

greatest entropy and so when the temperature of the
saturated mixed crystal (K) is raised the liquid phase
forms, and, since the liquid phase contains less 4 than
the mixed crystal, the mixed crystal phase is thereby
enriched with 4. We have thus described the “normal”

gram shifts upon a temperature increase from Ti
(the eutectic temperature) to Ts.

We shall now examine the equilibrium represented
by the line MN. Moving on this line from M to the
right we now arrive below the S-x curve of the homo-
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geneous mixed-crystal phase. This means that an
increase in the temperature of the saturated mixed
crystal does not lead to the formation of the liquid
phase (at least not directly). This now happens when the
temperature is reduced. The solidus curve in this case,
like the left-hand solidus curve in fig. 235, first moves
to the right with increasing temperature, then bends
over at the temperature T2, after which it proceeds
in the “normal” way to the melting point. This is
known as the “retrograde solidus curve”.

Here again, the situation is represented by the
equilibrium line in the S-x diagram. 71 is again the
eutectic temperature, and at the temperature T2 the
line MN is just tangent with the lower curve; from this
temperature onwards the behaviour is “normal” once
more.

Let us now consider another aspect. Suppose we had
determined the position of MN in some way or other
by experiment, but that it was done at a temperature
higher than To. If we had used this as a basis for
predicting whether or not the solidus curve would be
retrograde, we should have arrived at the wrong con-
clusion. The lower the temperature the greater the
chance of being below the — unknown — temper-
ature 7. In principle, then, we can best take as our basis
the position of MN at the eutectic temperature. That
we can bring about the unusual phenomenon of liquid
separation by cooling in a system with a retrograde
solidus curve, is at once apparent from the dashed
line in the figure. The existence of systems having
a retrograde solidus curve was predicted by van
Laar [6] a quarter of a century before the first experi-
mental example was greeted with astonishment and
disbelief. In 1948 ten to twenty such systems were
known. After the invention of the transistor in that
same year, the number went up very considerably.

The advent of the transistor attracted attention to
Ge and Si crystals in which an extremely small quantity
of a foreign substance was dissolved. From fig. 22 it is
evident that the occurrence of the retrograde solidus
curves is promoted by a low solubility of B in solid A4,
while B is readily soluble in the liquid. This becomes
even plainer when we remember that dS/dx is infinite
at x =0. On these grounds we predicted that the

phenomenon of the retrograde solidus curve would be .

observed more and more frequently as the methods of
determining small solid solubilities became more
refined [7). This prediction was confirmed in particular
by research on germanium and silicon.

We have not yet discussed the method of determining
. the location of the equilibrium line in the S-x diagram,
on the basis of which it is possible, as described, to
predict whether or not the solidus curve will be retro-
grade. To do this we start from the liquidus curves and
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the equilibrium curves below the eutectic temperature
in the T-x diagram. These can readily be determined by
experiment, unlike the solidus curves, about which
there is often considerable uncertainty (for reasons
which will be dealt with in part IT). With the aid of the
first mentioned curves we can easily determine the
composition of the various phases of a eutectic equi-
librium. (This can be seen by considering the T-x dia-
gram of fig. 23, and imagining that it does not contain
the solidus curves.) Using the compositions obtained
in this way we can roughly ascertain in the schematic
S-x diagram in fig. 22 the corresponding point on the
S curve of the solid and that on the S curve of the liquid
phase, and thus by connecting these points find the
equilibrium line of the relevant system at the eutectic
temperature. It is fortunate that it is precisely at the
eutectic temperature that we can establish the location
of this equilibrium line.

For completeness we should add that the necessary
knowledge of the composition of the phases of the
relevant eutectic contains implicit data on the enthalpy
of the system. That enthalpy and not only entropy data
are needed can be understood from the fact that the
solidus curve represents equilibrium states, for which
the free enthalpy is essential. Enthalpy data vary con-
siderably from one system to another and cannot
therefore with advantage be schematized like entropy
data. In the manner described however, it is relatively
easy to arrive at the data needed.

We have just seen that liquid can separate from a
mixed crystal upon cooling, and the same holds for gas.
Since the change in entropy between gas and solid
(entropy of sublimation) is greater than between liquid
and solid (entropy of fusion) the implication is that the
solubility of the gas should then be extremely small. If
we consider the solubility of sydrogen in certain solid
metals in equilibrium with hydrogen of 1 atm, we see
that the solubility shows a marked tendency to decrease
with decreasing temperature if it is roughly smaller than
0.05 at. %, and to increase if it is greater than 0.05 at. 9.
Here too, then, we find that, in accordance with our
theory, the smaller the solubility the greater is the likeli-
hood of “retrograde behaviour™.

Having thus given some insight into the manner in
which qualitative predictions can be made in respect of
binary systems, we shall present in part IT of this article,
appearing in the next number, a more quantitative
approach to binary systems. '

16 J. J. van Laar, Z. phys. Chemie 63, 216, 1908; 64, 257, 1908.
17 J. L. Meijering, Pnilips Res. Repts. 3, 281, 1948.
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Appendix

One should be beware of considering metastability as a state
of minor significance. After all, most of the very numerous organic
compounds are metastable: through conversions, giving rise to
inorganic substances such as Hz20, CO: etc., the free energy
decreases. For example, CSe, a widely used organic solvent, is
metastable with respect to graphite -4~ sulphur. At room temper-
ature, however, the decomposition rate of CSz is too low for
this to be troublesome.

One can go a step further and say that in fact all elements are
metastable with respect, perhaps, to iron. True, it is a big step
from chemical transformations to nuclear transmutations, but the
difference is not a fundamental one from the thermodynamic
viewpoint. For the rest, however, we are not concerned in this
article with nuclear transformation.

If the two components of binary systems cannot convert one to
the other, as for instance in the Ag-Au system and in the AgNOg-
H:20 system, the G value of each of the two components (which
is fixed except for a constant), can be chosen independently of
each other. The minima of the G-curves in these figures cannot
therefore have any physical significance — though the tangent
points on these curves have.

The systems in which the components have the same chemical
composition (isomers or polymers) are in a class on their own.
Since in principle they are mutually convertible, it is necessary to
reckon with a certain difference in the G values of the com-
ponents. The system acetaldehyde-paraldehyde normally behaves
like a binary system. Paraldehyde is a trimer of acetaldehyde.
The addition of a drop of sulphuric acid catalyses the
formation of an equilibrium between these two substances
(3C2H40 % (C2H40)3) and the mixtures behave like a
one-component system with a sharp melting point and a sharp
boiling point. In this case the minimum of the G-x curve of a
particular phase is indeed significant: at the appertaining com-
position the phase is most stable, and it is here that theequilibrium
has to be established. A system of this kind is called a pseudo-
binary system. There is no essential difference between a binary
system of isomers which, in certain conditions, can behave as
a unary system, and a “one-component’’ system which, in certain
circumstances, behaves like a binary system. An example of the
latter is hydrogen; at low temperatures the transformation
orthohydrogen ¥ parahydrogen is considerably slowed down.
Another example is water. It has long been known that it can
be regarded as consisting of at least two kinds of molecules,
but because they change one to the other very quickly in normal
conditions, water behaves nevertheless as a unary system.

Where transformations in certain conditions are too slow for
unary behaviour and too fast for binary, it is no longer readily
possible to apply thermodynamic principles and phase theory in
the normal way.

Aun interesting example of a pseudobinary system

In a transition between two modifications one is used to
thinking in terms of modifications with a different crystal struc-
ture. Remarkably enough, this does not always turn out to be
correct. In the case of cerium a transition point between two face-
centred cubic modifications has been found at 150 °K. The
modifications differ fairly substantially (about 6%) in their
lattice constant. In addition to this intriguing fact there is a
second one. Investigations by Ponyatovskii and by Beecroft
and Swenson make it seem very likely that the transition
line between both modifications ends at a critical point in the
region of 300 °C and 12 000 atm [8). This is also unexpected
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because by a critical point we are accustomed to think purely
of liquid and vapour.

What seems puzzling at first sight becomes comprehensible if
we consider cerium not as a unary but as a pseudobinary system,
consisting of two kinds of Ce atoms. The transition from one
kind to the other corresponds to the transition of an electron from
the 4f shell to the 5d shell, making the atom smaller. It has to be
assumed that the atomic transition is extremely fast, and that a
state of equilibrium is always quickly established. At a certain p
and T the G-x curve can have the shape of e.g. the second curve
from the bottom in fig. 17. But we cannot put the beginning and
end point of the curve at an equal height, because the atoms
are transformed one into the other. Since this takes place
rapidly, the double tangent line plays no part at all, and thé
lowest G minimum gives the concentration at which the equi-
librium sets in. Let us assume that the component with the small-
est atoms is on the right (fig. 24). When the pressure is raised
the right end-poind of the curve will drop in relation to the left
end-point, and the minimum (on the left) will shift to the right.

— O

g !
Ce_[ —X CEI

Fig. 24. Explaining the behaviour of cerium. Cer consists of
larger atoms than Cerr.

This increase in the equilibrium concentration of small atoms
under increasing pressure does not proceed continuously: at a
given pressure there are two G minima which are equally low.
This marks the transition line. At a somewhat higher pressure
the minimum on the right denotes the most stable state and the
equilibrium establishes itself at the appertaining concentration.

If, however, the temperature is so high that there are no bends
in the G-x curve (cf. upper curve in fig. 17) the change can then
only take place continuously; we are then above the critical
temperature.

18] E. G. Ponyatovskii, Doklady Akad. Nauk S.S.S.R. 120, 1021,
1958; R.I. Beecroft and C. A. Swenson, Phys. Chem. Solids
15, 234, 1960.

Sumimary. This treatment of unary and binary systems is intended
primarily as an introduction to the subject. Special attention is
devoted to the derivation of phase diagrams from the change of
the Gibbs’ free energy. Other subjects dealt with are metastability,
saturated vapour pressure as a measure of stability, immiscibility,
the equilibrium criterion for binary systems, the relation between
chemical potentials and partial pressures, solubility under
changing pressure and under changing temperature, a theory on
the origin of eutectoidal structures in meteorites, and finally.'van
Laar’s prediction in 1908 of the retrograde solidus curve, which
has since been convincingly established by experiments, especially
on transistor materials.
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Cryogenic production of ultra-pure hydrogen

S. Shaievitz

661.96:621.593

In recent years the industrial demand for ultra-pure hydrogen has shown a considerable
increase. The following article describes a unit for economically producing hydrogen in an
ultra-pure state. This unit enables the relatively small consumer to reap benefits derived from

conventional large scale processing.

Introduction

With the growth of the electronics industry and the
requirements of certain metal fabricators, the demand
for hydrogen in an ultra-pure form (99.995%) has
shown substantial expansion in recent years. The appli-
cation generally involved is the brazing of components
in an atmosphere that must exclude oxygen, water va-
por, hydrocarbons, and nitrogen. For instance, electri-
cal and magnetic properties of materials associated
with the manufacture of several electronic devices are
quite susceptible to impurities of the order of 1 : 108
or less. As a result, there is a constant effort to upgrade
all materials connected with the manufacture of these
components. Other applications of ultra-pure hydrogen
as a protecting atmosphere in the electronics industry
include the production of silicon and other types of
crystals, and the metallizing of ceramics.

Also, some specialized applications may be mention-
ed here. In the refractory metals field, where powder
metallurgy techniques are employed, an ultra-pure hy-
drogen atmosphere appears to have a beneficial effect.
Molybdenum rolling, a difficult operation, is said to be
improved in an atmosphere of ultra-pure hydrogen.
Certain metals such as titanium, columbium, molybde-
num, tungsten, and their alloys form undesirable prod-
ucts with nitrogen and oxygen at elevated temperatures.
Consequently, the hydrogen used in the heat treatment
of these materials must be nearly free of impurities.
Ultra-high-purity hydrogen atmospheres have been ap-
plied to the bright annealing of stainless steel and also
appear to be useful in the production of tin plate {11,

For large-scale users, on-site generation using the
steam reforming and shift converter process (2] is the
most economical approach, and in terms of capacity
it outranks other methods. Raw materials for this pro-
cess, natural gas and steam, are often readily available
and low priced.

S. Shaievitz, B.Chem.Eng., is a research worker at Philips

laboratories, Briarcliff Manor, N.Y., U.S.A.

In general, however, the electronics and metal heat-
treating industries may be considered as small scale
users of hydrogen (under 150 m3 per hour at normal
temperature and pressure). The capital costs of the
steam reforming process are then prohibitive, and unless
the consumer happens to be located adjacent to an
electrolytic operation, he is dependent upon purchases
of cylinder or trailer supplies. This method of supply
is not very economical however, because of the costs

-involved in transporting, handling, and distributing

relatively small quantities, and because cylinder gas
may require additional processing before ultra-high
purity can be realized.

The steam reforming process consists of two steps. In the first
step natural gas (consisting principally of methane) together
with steam is passed over a solid catalyst at a pressure of 20 atm
and a temperature of 650-950 °C to produce hydrogen and carbon
monoxide. In the second step, the carbon monoxide is further
treated with steam to form additional hydrogen and carbon diox-
ide. This second step is commonly referred to as the “shift reac-
tion”. Usually the shift reaction is applied in three stages to re-
duce the carbon monoxide content to about 1 : 10% (10 p.p.m.).

An economical means of transporting and handling
hydrogen for application on a relatively small scale is
in the form of liquid anhydrous ammonia. Since large
quantities of ammonia are produced the small user is,
in effect, obtaining the advantages of large scale
hydrogen production and the convenient low cost of
shipping liquid anhydrous ammonia. It remains to
dissociate the ammonia into a 75 %H2-25%N2 mix-
ture and to process this mixture to obtain the desired
purity level. The first step presents no difficulty: am-
monia dissociators are manufactured by several firms
and are readily available. For the purification of the

(1] A survey of techniques in which an atmosphere of ultra-pure
hydrogen isused can be found e.g. in Chemical Week, May 19,
1962, pp. 104-121, particularly on p. 120 and 121.

2] A description of the steam reforming process can be found in
the article cited under (1), Also, see Chem. Engng., August 7,
1961, pp. 62-64, or Brit. chem. Engng. 8, 466-470, 1963.
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gas obtained, a cryogenic process has been developed
at Philips Laboratories, Briarcliff Manor, U.S.A., that
lends itself to nearly automatic operation and, as a
consequence, requires little operating labour. This
process will now be described.

The cryogenic purification process

The new cryogenic purification process involves
four steps, viz:

1) cooling of the gaseous Nz-Hz mixture, resulting
from the dissociation of ammonia, to approximately
— 193 °C accompanied by the condensation of most of
the nitrogen present in the mixture;

2) the separation of the vapor from the condensed
liquid nitrogen;

3) the removal of the remainder of the nitrogen by
adsorption at low temperatures; and

4) the isothermal regeneration of the adsorbers, by
means of purging with low pressure hydrogen. We shall
now give a detailed description of the process, follow-
ing the flow sheet fig. I.

At point A4 (at the left in the figure) dissociated am-
monia is combined with recycled purge hydrogen and
fed to the compressor B at a suction pressure of about
0.3 atm. Feed gas (24 %Ns - 76 %Hy) is compressed to
60 atm, and, after removal of the compression heat in
an aftercooler C, passes through one of two ammonia
adsorbers D. These adsorbers serve toremove any traces
of undissociated ammonia and moisture that might be
present in the gas. The gas is cooled to a few degrees
above its dew point by the outgoing gas streams in the
main heat exchanger E. It is then brought to approxi-
mately — 193 °C by flowing through a condensing coil F
which is immersed in the liquid nitrogen tank G. At
the outlet of this coil the nitrogen concentration in the
vapor has been reduced from 249 to 7.5 while the
condensed liquid nitrogen contains approximately
12.5%, dissolved hydrogen. The vapor is separated from
the liquid in the separator-surge vessel H. This vessel
is immersed in the liquid nitrogen bath in order to pre-
vent re-evaporation of the liquid nitrogen condensate
which would result from heat leak. The vapor leav-
ing H flows through one of two automatically operat-
ed reversing adsorbers Ads (in the situation sketched,
adsorber Ads I). In so doing, nearly all the nitrogen
impurities are removed.

At the point I (top right) the purified hydrogen is
split into two streams. The major portion passes
through one of a set of dual adsorbers X which removes
the trace quantities of nitrogen remaining in thisjstream.
The effluent from these adsorbers may contain less
than 1 : 105 (10 p.p.m.) of impurities. These final ni-
trogen adsorbers K are manually regenerated in the
conventional way. Since the quantity of nitrogen to be
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adsorbed is rather small, the units may be conveniently
sized for a daily cycle. Flowing through the heat ex-
changer E, the hydrogen product is rewarmed to near-
ly ambient temperature. A back pressure valve V4 on
the product line L maintains pressure in the plant.

The smaller fraction of the split hydrogen stream
(309 or less) is throttled to slightly above atmospheric
pressure by valve V1. This stream is used to regenerate
one of the two reversing adsorbers (adsorber Ads 2 in
the situation sketched). Regeneration is accomplished
isothermally: that is, regeneration takes place at the
same temperature as adsorption and is effected by
purging the adsorber bed with pure hydrogen at a
reduced pressure. This method of regeneration is cho-
sen because it offers the possibility of automatic ad-
sorber operation and consequently of greatly reducing
the cost-price of the hydrogen produced. Of course,
automatic continuous operation imposes a certain re-
quirement to the ratio between the flow rates of the
two streams (see Appendix).

Immersing the adsorbers in the liquid nitrogen
bath serves two purposes. One function of the bath is
to remove the heat of adsorption. Allowing the operat-
ing adsorber (Ads I in the situation sketched) to warm
up would result in a decrease in its adsorptive capacity.
The other function of the nitrogen bath is to remove
the refrigeration (“heat” of desorption) produced in the
adsorber being purged. Cooling of this adsorber would
result in a decrease in its ability to be purged by low
pressure gas. Purge gas leaving adsorber Ads 2, con-
taining hydrogen and the nitrogen swept off the bed,
is warmed in the main heat exchanger E and recycled to
the compressor.

Liquid nitrogen is continuously removed from the
separator-surge vessel A and is automatically throttled
(valve V-2) into the liquid nitrogen tank G. A portion of
the liquid nitrogen and all of the dissolved hydrogen
flash to a vapor. These vapors, plus the nitrogen boil-
off, leave the tank. A gas refrigerating machine M re-
condenses a portion of the nitrogen vapor and returns
it as a liquid to the tank. The remaining vapors are
warmed in the main heat exchanger and are discharged
from the plant. One of the objects of this process is to
realize a high hydrogen recovery. The only hydrogen
lost is that dissolved in the liquid nitrogen during the
condensation step at elevated pressure (60 atm). Hy-
drogen recovery is in the vicinity of 959%;. Fig. 2 shows
a pilot plant built during the development.

Choice of pressure

The most critical process parameter to be chosen is
perhaps the compressor head pressure. Several factors
— besides the increased operating and fabrication
costs at higher pressures — must be considered. Fig. 3
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Fig. 1. Flow sheet of generator for ultra-pure hydrogen. Anuyn ammonia storage. Diss ammonia
dissociator. B compressor; compresses the gas mixture to 60 atmospheres. C aftercooler. D
pair of N H3 adsorbers, operating in turn. £ main heat exchanger. F condensing coil. G liquid
nitrogen tank. H separator and surge vessel. Ads / and Ads 2 reversing main nitrogen adsorbers,
operating in turn. / branching point of gas stream. K pair of small final nitrogen adsorbers. L
product line. M gas refrigerating machine. The greater part of the liquid nitrogen produced by
M is fed back 1o the liquid nitrogen tank, the remainder flows through line N, cools the gas
mixture before entering the coil F, and then, in gascous form, passes through the heat insulat-
ing container (the “cold box™) in which the cryogenic equipment is housed. In this way con-
densables present in atmospheric air that could decrease the heat insulation are excluded from
the interior of the cold box. S surge tank. V valves. V1 expansion valve; V2, 3, 4 and 10
back pressure valves; V5-9 solenoid-operated switch-valves, clectrically controiled by cycle
timer (not drawn) for automatic switching ot the main nitrogen adsorbers.

Not drawn are two liquid level sensors; one of them controls the liquid level in the tank by
starting and stopping M, the other opens V2 when the liquid level in A has reached a certain
height.

refates vapor and liquid equilibrium compositions of
the hydrogen-nitrogen system at 80 °K as a function
of pressure. As shown, the hydrogen concentration
in the vapor phase increases rapidly with pressure at

the critical pressure is reached. The hydrogen concen-
tration is then 559%.

If the removal of nitrogen were the only factor gov-
erning the choice of pressure, a value of about 25 atm

low pressures until it reaches about 90 % at 20 atm. It
remains between 90 % and 939, until 110 atm, and falls
off steadily with increased pressure until, at 182 atm,

would be satisfactory since operation at higher pressures
has only a slightly beneficial result. However, as is dis-
cussed in the Appendix, the performance of the revers-
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Fig. 2. Photograph of pilot unit 3. For M in fig. | two gas refrigerating machines
(Norelco “Cryogenerator™ [*1) were used which are visible in the foreground.
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Fig. 3. Equilibrium composition vs. pressure diagram for a mix-
ture of He and N2 at 80 °K. ¥ vapor part, L liquid part of the curve.

ing adsorbers is dependent upon the ratio of adsorbing
and desorbing pressures: a minimum ratio is necessary
for steady operation and higher ratios enhance prod-
uct purity. On the other hand there are several factors
that set a limit to the increase of this pressure ratio.
As fig. 3 indicates, the hydrogen content of the vapor
phase falls off rather rapidly above 100 atm. Further-
more, the concentration of hydrogen dissolved in lig-
uid nitrogen increases steadily with pressure. The lat-
ter effect represents a loss of product and a diminution
of recovery. Increased compression power is another
factor that must be considered when determining the

adsorption-desorption pressure ratio. In view of the
above factors, an operating pressure of 60 atm has
been selected.

The switching of the adsorbers

The method by which the adsorbers are automatically
switched merits discussion. Assume that adsorber
Ads 1 1s at compressor head pressure (60 atm) and that
adsorber Ads 2 has been purged at low pressure (1.2
atm). Referring to the flow sheet, the switch valves
are in the following position:¥5 (open), V6 (closed),
V7 (closed), V8 (open), and V9 (closed). Switching of
the adsorbers occurs in two steps: 1) equalization of
pressures, and 2) pressure build-up and blow-down.
During the first step, valves V5, V6, V7 and V8 are
closed, and V9 is opened. This permits adsorbers Ads /
and Ads 2 to equalize in pressure. During the equali-
zation step, pressure is being built up in the vessel H
since the compressor continues to operate. As can be
derived from fig. 3, it is desirable to minimize this build-
up in pressure since the equilibrium nitrogen concen-
tration in the vapor increases with pressure above 60
atm. Thus, the vessel H is also designed to act as a

1*1 Norelco “Cryogenerator™ is a registered trademark of North
American Philips Co. Inc.
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surge vessel and thereby prevents excessive pressure
build-up.

The second step in the switching operation is placing
adsorber Ads 2 on the adsorption part of the cycle and
adsorber Ads I on the desorption part of the cycle. To
accomplish this, switch valves V6 and V7 are opened,
and V5, V8 and V9 are closed. At this instant, ad-
sorber Ads I and adsorber Ads 2 are both at the same
pressure, viz, about one-half of the head pressure. Ad-
sorber Ads I then proceeds to blow down while the
pressure in adsorber Ads 2 builds up to operating pres-
sure. A surge tank installed on the compressor suction
(S in fig. 1) prevents excessive pressure build-up while
adsorber Ads 1 is blowing down. A check valve pre-
vents back flow into the ammonia dissociator.

Between the separator-surge vessel H and the switch
valves is a back pressure valve (V3). The function of
this valve is to maintain the separator at or above nor-
mal operating pressure. Were this valve not present,
the reversing of the switch valves would cause the sep-
arator-surge vessel to rapidly blow down from its
elevated pressure to the equalized pressure of the ad-
sorbers. As seen from fig. 3, this would result in some
flashing of the liquid nitrogen within the separator and
a higher nitrogen vapor concentration. In addition,
foaming -may result from the sudden effervescence of
the liquid nitrogen. This in turn would lead to liquid
carry-over to the adsorbers and cause fouling of the
adsorbers.

The back pressure valve V10 has two functions. Dur-
ing adsorber switch-over it prevents the on-stream ad-
sorber (Ads 2) from blowing down while it is in the
process of pressure build-up. It also prevents the flow of
gas to the other adsorber (Ads I) which is being blown
down, prior to being purged. The level in the liquid
nitrogen tank is automatically regulated by a liquid
level sensor (not drawn in fig. 1) which controls on-off
operation of the refrigerator.

The pilot plant built during the development of the
hydrogen generator and illustrated in fig. 2, was dissim-
ilar to the ultimate design in that a somewhat differ-
ent method was employed for purging the reversing
adsorbers, and the final nitrogen adsorbers were not
included. Nevertheless a product purity greater than
99.92 % was realized in this pilot ‘plant.

Appendix: Calculation of the required purge flow rate

As mentioned, for economical reasons the removal of adsorbed
nitrogen from the adsorbers Ads 1 and Ads 2 is effected by the
decompression method — rather than by the more conventional
heating of the adsorber bed — to enable automatic adsorber
operation. We shall now examine the purge flow rate necessary
to clean an adsorber within the time interval during which the
other can continuously be in operation.

The starting point of our consideration is the formula:
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Y=€2—, ... ..... M

in which y is the mole fraction of nitrogen in vapor phase, Py the
vapor pressure of pure nitrogen at the temperature in question,
Piot the total pressure of the gas mixture and € a proportionality
factor. A formula of this form can be used for the description of
a binary liquid-vapor system as well as for the adsorption of one
component of a binary gas mixture [4), In the former case the
factor € is the ratio of the mole fraction of condensable compo-
nent (here Ng) actually present in the vapour, to that predicted
for ideal behavior, so it then describes to what extent the be-
havior of the mixture deviates from that of an ideal mixture; for
the latter ¢ = 1. When used for the description of an adsorption
process, the factor ¢ will be provided with an index a.

Assuming that the nitrogen concentration in the product is
negligible compared to the inlet concentration, the condition for
steady state operation of the reversing adsorbers — quantity
purged = quantity adsorbed in the same period of time — can
be expressed by the formula:

ywWi=yaWu. .. ... ... 2

In this formula:

W1 = mass flow during adsorption (moles of mixture per hour),

Wi = mass flow during purging (moles of mixture per hour),

y1 = inlet concentration of nitrogen during adsorption (mole
fraction), .

yu = outlet concentration of ‘nitrogen during purging (mole

fraction); yu1 is assumed to be constant.
With the help of (1), when related to the adsorption process, it
follows from formula (2) that:

Wu _ (ea/Proth 3)

Wi (es/Pwonn
The value of the ratio W11/ Wi can be calculated if we assume that
the ratio of the &, values for the two pressures in question is the
same as that of the corresponding & values for a liquid-vapor sys-
tem. As adsorption can be considered to be a type of condensation
process, this assumption seems reasonable for making a rough
estimate. Calculation of the ¢ values in question gives (1 atm) =
1 and (60 atm) = 4.2, leading to Wii/W1 = 0.091. Therefore a
purge flow rate as low as about 9% of the flow during the ad-
sorption part of the cycle is theoretically sufficient for steady
state operation. Although this figure is only a rough estimate, its
low value clearly illustrates the technical feasibility of the iso-
thermal adsorption-desorption process.

3] This unit, built by Cryogenerators Division of North Ameri-
can Philips Co. Inc., for Hamler Industries Inc., was in operation
for some time at the Commercial Steel Treating Co., Detroit,
Mich. (U.S.A.).

4] See M. J. Hiza and A. J. Kidnay, Advances in cryogenic engi-
neering 8, 174-182, 1963.

Summary. An economically operating unit has been developed
which is capable of producing ultra-pure hydrogen (99.995 %) at a
rate up to 300 m3 (NTP) per hour. The design of this hydrogen
generator evolved from experimental work undertaken by Phi-
lips Laboratories, Briarcliff Manor, U.S.A., and from operating
experience gained from a pilot installation. The process consists
of two main steps, viz, 1) the dissociation of ammonia into hy-
drogen and nitrogen, and 2) the separation of nitrogen from the
gas mixture. This separation is mainly performed by cooling
the mixture to 80 °K at a pressure of 60 atm. A liquid con-
sisting mainly of nitrogen and a vapor consisting mainly of
hydrogen are then obtained. For the final purification adsorbers
are used, viz, two reversing adsorbers contained in the liquid
nitrogen tank and an additional pair in the product line. When
one of the reversing adsorbers is in operation (at 60 atm), the
other is isothermally purged at low pressure and vice versa. The
other adsorbers are regenerated in the conventional manner.
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Generating light with selective thermal radiators

E. Kauer

621.32:535-1

The close link between the making of new materials and the development of modern
electrical engineering has frequently been emphasized. The following article brings out this
relationship clearly, and shows that the systematic search for certain combinations of
material properties — or demonstrating that they are fundamentally impossible — entails
profound research based on solid state theory.

Introduction

The thermal radiator as a light source was already
known to prehistoric man, in the form of the open fire.
The first new light sources of our technical age — gas-
light and the electric lamp — were also thermal
radiators. Both the latter are still used on a very wide
scale, even though “cold” light sources have meanwhile
been developed which have a considerably higher
efficiency than thermal radiators.

But have the potentialities of the thermal radiator
already been completely exhausted ?

In the history of lighting engineering there has been
no lack of attempts to improve the efficiency of thermal
light-sources. It was very soon realized that the energy
losses of an incandescent lamp mainly consisted of
infra-red radiation, and efforts have been made to
minimize these losses. This amounts to trying to make
incandescent filaments that radiate selectively in the
visible spectrum. With this end in view extensive
research was carried out in the years from 1920 to 1934
into the emission properties of oxides having a high
melting point, especially on ceramics, but in spite of
the wealth of experimental data obtained, these investi-
gations failed to produce a complete picture, and gave
no indication of the direction in which one could hope
to achieve essential improvements.

In dealing once again with the generation of light by
selective thermal radiators, we do so because it seems
justified for two reasons: firstly, advances in the field
of solid state physics promise to provide a deeper

Dr. E. Kauer, assistant director of the laboratory Aachen (Ger-
many) of Philips Zentrallaboratorium GmbH.
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insight into the problem, and, secondly, investigations
of single crystals nowadays offer better defined data
than could previously be obtained from investigations
on polycrystalline materials.

Physical principles

The spectral energy distribution of a black body is
given by Planck’s radiation law:

c1A~5
c2 ’
exp (ﬁ) —1

c1 = 2hc? = 1.19 X 10716 Wm?2,

hc
cy = %= 1.438 X 102 m degrees

Eo(AT) = (M

with the two constants

(h is Planck’s constant, ¢ the velocity of light, and
k Boltzmann’s constant).

The energy distribution of a radiating body can be
written in the form:

E = EE(). ..... (2)

The factor &, the emissivity, depends in general on the
wavelength A, the temperature T and the angle © at
which the energy is radiated. Kirchhoff’s radiation law
relates the emissivity of the radiating body to its optical
properties. This law may simply be written:

s\ T,0) = A\T,0), .. 0

where A is the absorption factor of the radiating body,
i.e. the fraction of the incident radiation which is absorb-
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ed by the body. It follows from Kirchhoff’slaw that the
emissivity can never be greater thah unity, and there-
fore the spectral emission of a radiating body is always
below that of a black body at the same temperature.
A radiating body is called non-selective when ¢ is
independent of A. Bodies whose emissivity have this
wavelength independence are often referred to as “grey
bodies”.

The luminous efficiency of a radiator is defined as
the ratio of the luminous flux radiated to the total
power consumed. The luminous efficiency of a thermal
radiator can thus be found from the formula:

o0

[ V) 6AT) Eo(0,T) d
M) =
5

. (4)
e(\T) Eof(A\T) dA (+Ey)

Here V() is the relative luminous efficiency in
Im/W, which reaches its maximum at 555 nm, i.e.
about 682 Im/W. The term Ey in the denominator
lumps together the losses due to heat conduction,
convection, ballast, etc. As a rule the emissivity
depends very little on the angle, and this dependence
is therefore left out of the formula.

The efficiency of a thermal radiator that has a con-
stant (or nearly constant) value of e can be increased,
as seen from equation (4), only by raising the tem-
perature. If we calculate the efficiency as a function
of temperature for a grey body we obtain a curve as
shown in fig. 1. The curve has a maximum of 95 Im/W
at a temperature of about 6000 °K, which is roughly
the temperature of the radiating surface of the sun.
Present-day gas-filled tungsten lamps operate at tem-
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Fig. 1. Luminous efficiency of a grey (or black) body as a function
of temperature 7.
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VOLUME 26 -

peratures in the region of 2800 °K and deliver about
12 Im/W (a value applicable to a 100 W lamp); about
979 of the consumed power is radiated in the infra-red.
The filament temperature cannot be raised any higher
owing to the marked increase of evaporation, although
the use of transport reactions, as for example the
tungsten-iodine regenerative cycle, has opened up new
prospects in this connection (1), By means of this
cyclical process the evaporated tungsten is returned to
the filament, which can therefore be operated at a _
higher temperature than hitherto. But even using such
cyclical processes a natural limit is ultimately reached,
for there are no substances with a melting point higher
than about 4000 °K. If one were able to make an
incandescent lamp with substances possessing the
highest melting points, such as TaC and ZrC
(Tm ~ 4100 °K), and if these substances were to be
operated at incandescence just below their melting
point, e.g. at 3700 °K, the luminous efficiency obtained
would be in the region of 50 Im/W. This looks like the
upper limit for non-selective solid-state radiators.

A considerable improvement in efficiency compared
with that of the incandescent lamps nowadays manu-
factured might be achieved, according to equation (4),
if it were possible to make ¢ (A,T) zero for all wave-
lengths that make no photometric contribution. The
requirements are thus:

e~ 1 for A < 700 nm, (5a)

e ~ 0 for A > 700 nm. (5b)
No separate demands need to be made for the ultra-
violet region (A < 400 nm) since only a small fraction
of the total energy is radiated in this region. If one could
meet the conditions of (5) it would be possible at the
operating temperatures of normal incandescent lamps
to achieve luminous efficiencies in the neighbourhood
of 2001m/W, which is considerably higher than that of
the best (non-thermal) light sources at the present time
(sodium lamps 150 Im/W, fluorescent lamps 75 Im/W).

In the practical design of a selective radiator it is of
the utmost importance to keep the emissivity in the
infra-red as low as possible, particularly in the near
infra-red. This is illustrated in fig. 2, which gives the
luminous efficiency of radiators at T = 2000, 2500 and
3000 °K calculated on the assumption that the emissiv-
ity at wavelengths above 700 nm is not zero but has
a constant value z, here plotted on the abscissa. It can
be seen that for quite high values of luminous efficiency
the emissivity in the infra-red should be less than 10-2,
particularly if the radiator is to be operated at a relativ-
ely low temperature. }

In equation (5) we have taken 700 nm as the upper
wavelength limit because in that case the resultant light
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is very nearly white and gives good colour rendering.
If, for the sake of a high efficiency, we are prepared to
accept a poorer colour rendering, we can take a lower
wavelength limit, e.g. 600 nm; we then obtain the upper
set of curves in fig. 2. This results in luminous effi-
ciencies higher than 400 Im/W, but again only on con-
dition that ¢ is extremely small at wavelengths above
the limit now chosen.

There are in principle two methods of meeting the
requirements of equation (5); either to use a radiator
which is “transparent” in the infra-red, or one which
is highly reflective in the infra-red (metallic radiation).
Given a plate of thickness d, the emissivity perpendic-
ular to its surface, taking account of multiple internal
reflections, is given by the general expression:

(=B [1 — exp(—ad)]
- 1 — R exp(—ad)

where the reflectivity R of a boundary surface is given
by the relation:

©)

(n—102+ K2
CESVECh
Here o is the extinction coefficient (i.e. the absorption
per unit of layer thickness) and a = 4#KJA; n is the
refractive index. ‘
For a transparent plate we have ad <« 1. It there-
fore follows from equation (6), if we expand the

exponential function in a series and disregard the terms
Rad and R, that '

Q)

exvad .t .. (8
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This relation thus exists in the region A > 700 nm for
a selective radiator of the first kind, which is trans-
parent in the infra-red or at least absorbs very little.
On the other hand, for a highly reflective (metallic)
plate, where R ~ 1 and ad > 1 we find from equation
6):
e=1—R. N )]

This relation, then, holds in the region A > 700 nm for
a selective radiator of the second kind, which reflects
strongly in the infra-red.

Finally, there is the possibility, hitherto little noted,
of influencing the energy distribution of a radiator by
means of selective filters, in the sense that the filter
passes the visible light unattenuated, but reflects the
infra-red radiation back to the incandescent body where
it is again absorbed. The power to be supplied to the
incandescent body to make it radiate at a given tem-
perature can then be proportionally lowered, so that
the luminous efficiency is improved. This device is not
of course limited to grey or black bodies, but can also
be applied to the forms of selective radiator mentioned
above, resulting in an additional improvement.

In the three sections following, the first will deal with
the transparent selective radiator, the physical principles
of which were recently reviewed at some length (2],
Here we shall be concerned only with a few fundamental
considerations. We shall see that there is little prospect
of developing a transparent selective radiator into a
practical lamp. As far as the metallic selective radiator
is concerned, however, the prospects in this connection
are promising, as will be shown in the relevant section
(page 42) and the same applies to the application of
infra-red reflecting filters, dealt with in the last section

(page 44).
The transparent selective radiator

The substances suitable as the basic material for a
selective radiator which is transparent in the infra-red
are characterized, as we have seen, by equations (5)
and (8). These substances are insulators and semi-
conductors capable of withstanding temperatures in the
region of 2500 °K. At sufficiently short waves, and
hence for high-energy photons, substances of this kind
always have a region of strong absorption. This ab-
sorption is due to electrons in the highest occupied
energy band (valence band) transferring by optical
excitation to the lowest energy band (conduction
band); see fig. 3.

1) See J. W. van Tijen and J. J. Balder, Iodine incandescent
lamps, Philips tech. Rev. 23, 237-244, 1961/62. -

2] R. Groth and E. Kauer, Lichterzeugung mittels thermischer
Selektivstrahler, Z. angew. Physik 16, 130-143, 1963.
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If the substance is to be transparent in the infra-red,
then the energy gap 4E at the temperature of incandes-
cence must be greater than 1.8 eV, a value which corre-
sponds to a wavelength of 700 nm. In view of the fact
that chemical bonds become looser with increasing
temperature, the energy gap generally decreases with
increasing temperature; the average temperatufe
coefficient is —5x 104 eV/degree. Taking this into
account, we see that the energy gap at room temper-

ature should be 4E = 2.8 eV. At such a value of 4E .

a semiconductor in the pure state is transparent to
wavelengths in the entire visible spectrum, i.e. it is
colourless (or white if a powder).

From fig. 2 we have already seen that high luminous
efficiencies depend on the emissivity in the infra-red
being lower than 10-2, i.e. according to equation (8):
ad = 102, On the other hand, the substance is
required to be a good radiator in the visible region,

Fig. 3. Energy level diagram 7
of a semiconductor. ¥ valence
band, in which at low temper-
atures all levels are occupied by
electrons. L conduction band,
where all levels are empty at low
temperatures. 4E energy gap, to
which the absorption edge in
the absorption spectrum corre-
sponds.

that is to say — apart from reflection losses — it
should resemble a black body as closely as possible,
the condition for which is ad = 2. By combining these
two requirements, we see that the substance, irrespective
of its thickness, must satisfy the relation:

avisibl
Ve > ax102.

(10)

®infra-red

It will be shown below that this condition is difficult
to fulfil. The reason is that in the infra-red, at high
temperatures, some absorption is hardly to be avoided,
e.g. o =10 cm™, and according to equation (10)
- o should then be at least 2x 108 cm™ in the visible
region. Absorption as strong as this is generally found
only in the neighbourhood of the absorption edge
(hv = 4E); it is hardly to be brought about by doping
a semiconductor, that is to say by introducing controlled
amounts of absorbent foreign atoms in its lattice.

The various absorption processes -governing the
efficiency of a selective radiator will now be discussed
in more detail with reference to the schematic diagram
in fig. 4. The main processes are:

1) absorption due to lattice vibrations;
2) absorption due to free charge-carriers;

[3) M. Born, Atomtheorie des festen Zustandes, Teubner,
Leipzig 1923.
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3) absorption due to lattice imperfections, including
defects introduced by doping;
4) absorption near the absorption edge.

The first kind of absorption involves the interaction
of electromagnetic waves with dipoles of the crystal
lattice; the other kinds involve interaction with free or
bound electrons in the solid.

The absorption processes (1) and (2) are fundament-
ally disadvantageous to the transparent selective radia-
tor, whereas processes (3) and (4) can have a favourable
effect due to “blackening” in the visible region.

1) Absorption due to lattice vibrations

The strong absorption at long waves found in all
ionic crystals is due to lattice vibrations, that is to say
vibrations of the sublattice of the positive ions in
relation to those of the negative ions. Together with
this absorption a strong metallic reflection occurs;
certain ionic crystals are therefore often used for the
purpose of isolating by reflection the long-wave region
(the “residue” or “rest”) of the spectrum. For this
reason the absorption edge in this region is frequently
referred to as the Reststrahlen (residual radiation) band.

According to the classical theory [3 the lattice vi-
brations of cubic crystals can be expected to have only
one resonant frequency, viz:

vo = /2 M1+ M)

2 MM
where r is the binding force, and M; and M, the
respective masses of the positive and negative ions.
This frequency lies as a rule in the far infra-red. The
short-wave “tails” of these Reststrahlen bands may
extend into the near infra-red, however, and give
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Fig. 4. Schematic representation of the spectral regions in which
the various absorption mechanisms of a selective radiator operate.
The absorption edge (extreme left) and the absorption due to |
lattice defects contribute to the absorption in the visible region
and are therefore, in general, useful. The other absorption
mechanisms are not.
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~ Fig 5 Short-wave “tail” of the absorption due to lattice vibrations in various high-melting
oxides, at room temperature (solid curves) and at 2000 °K (extrapolated broken curves).

rise there to radiation losses which can no longer be
disregarded in the energy balance. The adverse effect
of these “tails” can be reduced by ensuring that the
absorption bands are concentrated at the longest
possible waves. According to equation (11) this is more
readily achieved with substances composed of heavy
ions and having a low binding force, i.e. a low melting
point. This already brings us into conflict with our
original aims, for of course the second condition is not
compatible with giving the selective radiator a high
operating temperature.

If &(A,T) is known, that is to say the absorptivity as
a function of wavelength and temperature, the influence
of the lattice vibrations on luminous efficiency can be
calculated from equation (4).

Theoretical statements regarding the wavelength
dependence of the absorption due to lattice vibrations
in the region of the short-wave tail are not easy to
make. To do so, one would have to know exactly the
complete spectrum of the lattice vibrations, and also
have to do a great deal of computing work. Our only
course is therefore to determine the absorption in all
relevant cases by measurement, preferably up to the
required operating temperatures.

Fig. 5 shows the results of such absorption measure-
ments on various crystals at room temperature and at
2000 °K. The substances investigated, in order of
apparent usefulness, were ThOz, MgO, ZrOs with
10%, CaO, and AlxOs. In all cases the absorptivities
increased linearly with temperature. This enables us to
indicate for the efficiency a limiting value governed by
the lattice vibrations. For this purpose we assume that
the emissivity in the visible region has been increased
by suitable doping to ¢ ¢ 1, without the doping giving

rise to additional emission in the near infra-red. We
therefore provisionally consider the near infra-red as
free from absorption, and calculate now from equation

(4) the efficiency of crystal wafers of three thicknesses,
viz 0.2, 0.5and 1 mm. It would obviously be advanta-
geous to use even thinner wafers, but they are ruled out
by being mechanically too weak. The result of the
calculation for magnesium oxide (MgO) is represented
by the solid curves in fig. 6. The luminous efficiency
increases steeply with temperature. For the thinnest
wafer it is only 33 Im/W at 2000 °K but as large as
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Fig. 6. Luminous efficiency of selective radiators of magnesium

oxide MgO of differing thicknesses, as a function of temperature:

a) taking account of lattice vibrations (solid curves);

b) taking account of lattice vibrations - absorption by free
charge-carriers (dashed curves);

c) taking account of lattice vibrations + absorption by free
charge-carriers 4 convection losses (dot-dash curve).

The black-body curve (S) is included for comparison.
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100 Im/W at 2400 °K. This substantial rise with tem-
perature is due to the fact that the fraction of the visible
radiation (with & &~ 1) increases rapidly, whereas the
emission due to lattice vibrations rises only linearly
with temperature.

If we decide that the selective radiator should have a
luminous efficiency at least equal to that of an incandes-
cent lamp (roughly 15 Im/W), we can draw from fig. 6
another conclusion, of importance to our subsequent
considerations, that operating temperatures below
1900 °K are ruled out because of the inadequate
emission of visible light. We assume that the tail of the
absorption due to lattice vibrations is no more favour-
able with other substances than with MgO, but this can
be regarded as quite certain according to fig. 5 and
equation (11). This conclusion sets a severe limit to the
number of eligible substances. On the whole there
remain only the oxides with a high melting point
(ThOg, HfOs, ZrO2, MgO, BeO) together with a few
nitrides (BN, AIN) and carbides (SiC, Al4Cs).

Although an efficiency of 100 Im/W is certainly
attractive, it is clear that, as a result of the lattice
vibrations alone, the values we have calculated for ideal
conditions (see fig. 2) are reduced quite substantially.
For MgO the situation is still relatively favourable, and
the only better substance might perhaps be ThOz. As
regards SiC and BN the residual radiation bands lie at
about 12 pm, that is to say at even shorter wavelengths
than for the oxides. Little is known about the other
high-melting compounds. There is not much hope,
however, of finding among them any substances that
will behave better as far as lattice vibrations are con-
cerned.

2) Absorption due to free charge-carriers’

We have not yet said anything about the manner in
which the selective radiator has to be heated, although
of course we have in mind electric heating, for even
materials that areexcellent insulators when cold become
conductive at high temperatures. This conduction at
high temperatures can have several causes. In substances
with a medium energy gap (3 to 5 eV) considerable
intrinsic conduction is already obtained at 2000 °K,
since electrons are thermally excited from the valence
band to the conduction band. In substances having a
larger energy gap this intrinsic conduction is less
significant than the conduction which is based on
lattice imperfections, caused by thermal agitation. This
conduction may be due to electrons alone as well as to
both electrons and ions.

For our purposes it is now important that the free
charge-carriers responsible for this conduction should
also give rise to absorption of electromagnetic waves.
This was first calculated by Drude [4] entirely on the
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basis of classical theory. In the region of wave-
lengths and temperatures in which we are interested
(kTfhv = 0.2; v = /27 = the frequency of light) the
results of the classical theory agree very well with those
of modern quantum-mechanical theory, provided that
the mobility p of the charge-carriers is governed by
scattering from the thermal lattice vibrations [5]. At
elevated temperatures this is always the case. For the
extinction coefficient a the theory yields the equation:

yNe?

T em*egn (w? + ¥2) ’
where y = efum* is the damping constant. Here e is
the elementary charge, N the charge-carrier density,
go the dielectric constant of the vacuum and m* the
effective mass of the charge carriers [6l. For «? > 2,

and introducing the DC conductivity o9 = euN, we
find:

(12)

a e?

o0 eocn(pm*)Pe? )
In order to minimize the ratio /oy (and we shall see
presently why this is desirable) we need to look for
substances with the highest possible value of the prod-
uct pm*. We have seen, however, that the choice is
already limited by the melting temperature. For most
eligible substances the condition 2> y2 is not ful-
filled. Owing to the generally very low mobility,
especially at elevated temperatures, the contrary is in
fact found, 92 > «2, and we have:

a 1

—_—=— . . .... (19

o0 &ch
This ratio is therefore independent of the value of the
product wm* and of the wavelength.

Let us again consider our model material, magnesium

oxide. Fig. 7 shows the infra-red absorption of non-
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Fig. 7. Absorption a in the infra-red by free charge-carriers in
undoped MgO crystals, as a function of wavelength, at various
temperatures.
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doped crystals of this material at high temperatures. In
the wavelength range from 1 to 5 pm the absorption
is fairly constant. Accordingly, the absorption is found
to be proportional to the conductivity; the ratio a/oq,
amounting to 240 Q, is also in good agreement with
the theoretically predicted value. The increase of the
absorption at longer waves is due to the “tail” of the
lattice vibrations, while at shorter waves and higher
temperatures an absorption is found which is due to
the lattice imperfections (absorption process 3).

The influence of free charge-carriers certainly makes
itself felt. Taking it into account in eq. (4) results in the
dashed curves in fig. 6, having a maximum of 52 lm/W
at an operating temperature of about 2100 °K for the
thinnest plate under consideration (0.2 mm). As a result
_ of the exponential increase of the absorption by free
charge-carriers, the efficiency drops again at higher
temperatures.

Asregards absorption by free carriers, silicon carbide
is especially interesting. Unlike the other materials, in
SiC the effective mass and mobilities of the carriers are
sufficiently well-known. Since we are concerned with
intrinsic conduction, an extrapolation of the values
measured at 1300 °K is certainly permissible. We can
therefore compute exactly the luminous efficiency as a
function of the operating temperature and the layer
thickness of the radiator. Since, however, an upper limit
of 2000 °K is set to the operating temperature of the
radiator, we can turn the problem round and ask what
layer thickness is needed to obtain a given luminous
efficiency. Calculation shows that at 2000 °K the layer
thickness should be no more than 2 pm for a luminous
efficiency of only 20 Im/W. A layer a few pm thick is
ruled out on the grounds of mechanical strength alone,
quite apart from the consequences of material losses
due to evaporation. .

Because of the disadvantageous effect of the free
charge-carriers, it has frequently been suggested that
substances might be used in which ionic conduction
prevails. In view of the large effective mass of the ions,
which in this case may be regarded as the free charge-
carriers, one might expect a more favourable situation
according to equation (12). In the case of ionic con-
duction, however, the advantage of the large effective
mass is to a great extent cancelled by the disadvantage
of the substantially lower mobility. Moreover, it is
doubtful whether equation (12) still holds in the case
of ionic conduction, which depends on thermally
activated exchange processes among the lattice sites.

As long as we are concerned with intrinsic conduc-
tion, the absorption due to free charge-carriers cannot
possibly be favourably influenced by doping. In the
case of intrinsic conduction due to lattice imperfections,
i.e. where there are deviations from the stoichiometric
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composition, then it is possible to vary the conductivity
within certain limits, for instance by varying the partial
oxygen pressure where oxides are concerned. There is
not much room to manoeuvre, however, since the use .
of very high pressures is limited by practical consider-
ations, and the use of very low pressurés by the
increasing dissociation.

3) and 4) Absorption due to lattice defects and in the
region of the absorption edge

In all the foregoing calculations we have assumed
that the condition & ~ 1 can be fulfilled in the visible
region without extra absorption taking place at the
same time in the infra-red. This is only very rarely
more or less in agreement with the facts. A case in
point is a~-SiC, which has an energy gap of 2.86 eV at
room temperature, and is therefore virtually colourless
in the undoped condition. When the temperature is
raised, the absorption edge is shifted —5 x 104 eV/de-
gree, i.e. the temperature coefficient mentioned on
page 36, so that the crystal acquires colour. Fig. 8
shows how the absorption edge shifts with temperature;
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Fig. 8. Absorption edge of hexagonal silicon carbide crystals at
various temperatures (the crystals were irradiated alongthe ¢ axis).
(From R. Groth and E. Kauer, Physica status solidi 1, 445, 1961.)

at an operating temperature in the region of 2000 °K
the edge lies at exactly the right place, i.e. at the
boundary between the visible and the infra-red. Given
sufficiently colourless SiC crystals, the change in the
selectivity of the radiation associated with the shift -of
the absorption edge is plainly observable. Such crystals
begin at about 1100 °K to radiate bluish light, which

[41 P, Drude, Phys. Z. 1, 161, 1900.

151 K. J. Planker and E. Kauer, Z. angew. Phys. 12, 425, 1960.
8] The influence of the periodic potential of the lattice on the
movement of the free charge-carriers can be taken into account
by assigning to them an effective mass which is in general lower
than that of the free electron. For the exact definition of effective
mass, see e.g. R. A. Smith, Semiconductors, Cambridge Univer-
sity Press 1961.
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at higher temperatures changes through greenish-yellow
to yellow (black body radiation). Similar phenomena
were observed by Mollwo on ZnO crystals 7).

Fig. 9 shows a photograph of an incandescent SiC
crystal whose thickness in the viewing direction is
roughly 0.5 mm. The current passed through the wafer

Fig. 9. Selective radiator of SiC at T a~ 1400 K. Owing to the
situation of the absorption edge (see fig. 8) the undisturbed parts
of the crystal wafer emit greenish-blue radiation. The impure
parts, however, radiate approximately like a black body and thus
appear yellowish. Because of the diffraction of radiation from a
much greater layer-thickness, the crystal edges are also yellowish
in hue.

gives it a temperature of roughly 1400 K, and the
absorption edge (4E) as in fig. 8 is thereby brought
roughly into the middle of the visible region. At
photon energies /v > AE, ad 1, whereas at
hy < AE, ad < 1. Consequently, the crystal emits
mainly in the green-blue part of the spectrum of a
black body at 1400 °K. The crystal contains some
impurities, however, which are already visible in the
cold state as light-absorbent spots in the otherwise
colourless crystal. Inside these spots there is also strong
absorption where v << AE, i.e. ad = 1. The radiation
from these spots therefore resembles very closely that
of a black body at the temperature of the crystal, in this
case 1400 °K, so that in the photograph in fig. 9 the
spots are seen to be yellowish. If we now look at the
narrow edge of the crystal, we see that the thickness in
the viewing direction is much greater, i.e. 3 mm. Even
with a crystal containing no impurities it is then no
longer true that ad << 1 for photon energies v < AE.
The crystal thus radiates in that direction roughly like
a black body. This effect, too, is visible in fig. 9, even
though the photograph was taken looking at the broad
edge of the crystal. This is due to the fact that the black
radiation from the long path of 3 mm on the crystal
surface is partly deflected into the viewing direction.
Consequently the crystal edges are seen to be yellowish,
like the defects in the interior of the crystal.

The fact that the absorption edge in SiC is so favour-
ably situated is purely fortuitous. In most other cases

71 E. Mollwo, Z. angew. Phys. 6, 257, 1954.
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it is necessary to bring about absorption in the visible
region by doping with transition metals or rare earths.
The absorption curve towards the long-wave side does
not then show nearly such an abrupt discontinuity as
in the case of an absorption edge. A classic example
of this is the Auer mantel used for gaslight. It consists
of a ThOg skeleton, which serves as heat reservoir, and
contains cerium atoms which are situated at thorium
lattice sites and which are responsible for the absorp-
tion in the visible region. Fig. /0 gives a plot of the
emissivity of the incandescent gas mantel as a function
of wavelength for various cerium contents. The undoped
mantel shows relatively low emission and scarcely
any selectivity. Doping with cerium, which is optimum
at roughly 0.59%, causes the appearance of an absorp-
tion edge in the blue-green. At higher Ce percentages
there is a marked increase of emissivity in the infra-red,
almost completely destroying the favourable emissive
properties of the gas mantel.

Attempts were made to produce incandescent bodies
with the material used for the Auer gas mantel that
could be electrically heated and thus employed for
electric lamps. For various reasons these efforts faited
to produce the desired result. In the first place, it
proved impracticable to give the incandescent body a
layer thickness small enough to obtain the intrinsically
favourable properties of the Auer mantel. But even had
it been possible to make the layer thin enough, the
incandescent body at its normal burning temperature
ol 1800 °K would have had a luminous efficiency far
below that of the incandescent electric lamps of today.
With eclectric heating higher operating temperatures
would be possible, but the situation in this case would
not be significantly improved. Because the absorption
by free charge-carriers increases with rising temper-
ature, the initially low emissivity in the infra-red would
rapidly increase. At the normal operating temperatures
for electric lamps the Auer mantel would behave
roughly like a black body.
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(After H. E. lves, E. T. Kingsburry and E. Karrer, J. Franklin
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Vapour pressure and convection losses

So far we have solely been concerned with the energy
balance of a selective radiator. When we turn to
practical applications, then of course other factors are
involved, such as the vapour pressure of the radiator
and, in the same connection, its useful life. The con-
siderations here are no different from those applicable
to normal incandescent lamps. Since the output of
visible light rises steeply with the temperature T, the
latter should be as high as evaporation permits. The
situation can best be understood by considering a
material heated to incandescence in a vacuum. Between
the evaporated quantity of material w (in grams) and
the vapour pressure p (in torr) the following gas-
kinetic relation holds:

17.14 w VT

P="4 M’

where A is the surface area (in cm?), ¢ the burning
time (in seconds) and M the molecular weight. With
this equation we can easily estimate the maximum

permissible vapour pressure, provided we introduce
certain assumptions concerning the geometry of the

(15)

radiator, the useful life required and the permissible .

loss of material by evaporation. Taking again a crystal
wafer 0.2 mm thick, we specify a life of 1000 hours,
which is normal for tungsten lamps, and we specify
during this life-time a material loss of 10%; from
eq. (15) we then find a vapour pressure of the order of
10-7 torr. If we know the vapour-pressure curve of the
material, we can now use this value to read off the
maximum permissible operating temperature. Unfor-
tunately, our knowledge of the vapour pressures of
high-melting oxides is still inadequate, and the results
obtained by the various investigators show some
marked discrepancies. Fig. I1 gives the data relating
to the vapour pressures of BeO, ZrOs and ThOs; these
substances have probably the lowest vapour pressures
of all oxides. If we base our considerations on the
vapour pressure of ThOs, which is generally regarded
as the most stable oxide in vacuo, we certainly cannot
be accused of wishing to exaggerate the influence of
the vapour pressure. But even with this oxide, and
using the relatively low vapour-pressure values meas-
ured by Shapiro, we arrive with the above-mentioned
assumptions at a maximum operating temperature of
no more than 2000 °K. The luminous efficiency that
can thus be obtained, taking into account the absorp-
tion due to lattice vibrations (see page 36) is far too
low. For a selective radiator, then, burning in vacuo is
entirely out of the question.

The evaporation can of course be counteracted by
means of a gas atmosphere, making higher operating
temperatures permissible. This, however, brings us up
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Fig. 11. Vapour pressure p of BeO, ZrOz and ThO: as a function

of temperature.

BeO: after N. D. Erway and R. L. Seifert, J. Electrochem. Soc.
98, 83, 1951.

ZrOq: after M. M. Nakata, R. L. McKisson and B. D. Pollack,
U. S. Atomic Energy Commission, NAA-SR-6095, 1961.

ThOg, top curve: author’'s own measurements.

ThOs, bottom curve: after E. Shapiro, J. Amer. Chem. Soc. 74,
5233, 1952. -

against the problem of convection losses. In the gas-
filled tungsten lamp these losses are small compared
with the radiation losses in the infra-red. With the
selective radiator, on the other hand, the latter losses
are largely suppressed and the operating temperature
is lower, and therefore the convection losses assume
decisive significance. Turning again to the case of
magnesium oxide, to which the curves in fig. 6 relate,
and taking into account the convection losses of an
incandescent body in the shape of a strip 3 mm wide
and 0.2 mm thick (the term Ey in eq. (4)), we obtain
the result represented by the dot-dash curve in fig. 6.
The maximum luminous efficiency now is no more than
30 Im/W at an operating temperature of roughly
2300 °K.

Summarizing, it can be said that using the materials
examined here, which are transparent in the infra-red,
and taking into account the technical difficulties

.involved, it is not possible to produce a selective



42 PHILIPS TECHNICAL REVIEW

radiator with aluminous efficiency higher than 30lm/W.
There are no grounds for hoping that better results
might be obtained in this respect from a material not
yet investigated or not yet known. The luminous
efficiencies obtainable are just not high enough to
justify the efforts and considerable technical difficulties
involved in developing such a light source.

Metallic selective radiators

Among the metallic selective radiators we shall
include, apart from metals proper, compounds which
show metal-type conductivity and semiconductors
which can be so highly doped as to produce a metallic
reflection in the near infra-red. In general, owing to
absorption by free-charge carriers, such substances will
already be opaque in the entire visible and infra-red
regions at layer thicknesses in the neighbourhood of
1 pm.

With selective radiators of this kind the reflectivity
should ideally be R = 0 in the visible and R =1 in
the infra-red. The emissivity under the latter condition
is, according to equation (9): e=1—R. In the
following we shall express the reflectivity R in terms
of certain material constants, and we shall try to
determine the circumstances in which the above-
mentioned ideal case can best be approximated.

Absorbent media can be characterized by a complex
refractive index n—jK, where K is related to the
extinction coefficient a by the expression a = 47 K/A.
As is mentioned above, for a medium containing free
charge-carriers, Drude’s theory 4] gives the following
dispersion equations:

K IVer (16)
— = g —— 5
£ mreo (w? + 7?)
N 2
MK = — 10 17)

m*eo (@ + ¥?)

Equation (17) can be reduced to equation (12). The
symbols used in both equations have the same mean-
ing; in particular y is again the damping constant. The
term & in eq. (16) accounts for the polarizability of
the bound charge carriers; in the absence of free chafge-
carriers, & is the dielectric constant of the medium.

We can normalize equations (16) and (17) by

_introducing a characteristic frequency:

Ne?
‘ = — 92, 18
wp ‘/sosgm* y2 (18)
which is defined by the condition n2 — K2 =0 and is

called the plasma frequency. (As a result of fluctuations
in the distribution of the charge density, the plasma of
free electrons can oscillate at a frequency given by

equation (18); hence the name.) This results in more .
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easily manageable mathematical expressions, with the
dimensionless independent variable w/wp and with
y/wy as the only parameter:

L+ ()
2_K2= g1 “p 19
ne — = &g e w2 Y s (> . ( )
wp/ " \ap
) + ()
y ¥\?
o 1+(w—,,)€
2nK = gg 5 o1 (20)
w w
BT
wp (| \wp wp

Calculating #» and K from these equations and then
using these values to find the reflectivity from equa-
tion (7), we obtain the result presented in fig. 12. It
can be seen that the slope of the curves, the steepness
of which is a measure of the selectivity of the material
depending on the free charge-carriers, is primarily
governed by the ratio y/wp. Plainly, this ratio should
be as small as possible to obtain the most abrupt
emissivity jump between the visible and the infra-red
regions. The reflection edge, defined by A/Ap =1,
should lie at Ap = 0.7 pm, which corresponds to a
value wp == 2.7Xx 1015 s-1. To estimate the charge
carrier concentration required for this position, we
work on the assumptions that y2 € w2, &g &~ 10 and
that the effective mass m* is approximately equal to
that of the free electron, mg. With these data we find
from equation (18): N = 2.2x1022 cm-3. Since in
general we can expect effective masses that are smaller
than that of the free electron, this calculated concentra-
tion can be regarded as an upper limit. In nearly all
metals, including tungsten, the charge-carrier concen-
tration is higher than this value. Consequently their
plasma frequencies are higher than 2.7x 1015 s—1 and
metallic reflection already exists in the visible region.
Moreover, the damping constant y of the high-melting
metals, such as tungsten and molybdenum, is so high
that the reflection curve is fairly flat. The curves
corresponding to this case in fig. 12 are those with
values of y/wp > 1. Fig. I3 shows the emissivity of
tungsten as a function of wavelength and temperature.
In the infra-red especially, the curves are well defined
by equations (16) and (17), provided the free param-
eters &g and m* are suitably chosen. The temperature-
dependence of the emissivity is primarily governed by
the manner in which the damping constant or the
mobility of the charge carriers varies with temperature.
As can be seen from fig. 13, the selectivity of tungsten
from the point of view of light generation is in fact
poor. The emissivity in the visible region is roughly
0.45, whereas in the near infra-red, particularly at the
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Fig 12. Spectral reflection, caused by free charge-carriers in a medium with dielectric constant
&g = 4. The curves have been normalized by introducing the plasma wavelength Ap = 2mwc/wy

as explained in the text.

wavelengths where the energy distribution of a radiator
has a maximum at 2800 °K, the emissivity has dropped
to only 0.35. The luminous efficiency of a tungsten
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Fig. 13. Spectral emissivity ¢ of tungsten at various temperatures.
(After J. C. de Vos, thesis Amsterdam, 1953.)

radiator is therefore no more than about 30 9] higher
than that of a black body at the same temperature.

The use of tungsten for the filaments of incandescent
lamps is therefore not based on the optical consider-
ations discussed above, but rather on its very low rate
of evaporation, which makes particularly high operat-
ing temperatures possible. Meanwhile, however, the
regenerative processes referred to on page 34 are now
being adopted in the manufacture of tungsten lamps,
whereby the material that evaporates from the filament
is returned to it. The first process of this type to
find technical application is the tungsten/iodine
process. It is not unlikely that the application of similar
regenerative processes will make it possible to use
filament materials that have a substantially higher
vapour pressure than tungsten. Materials that have a
higher selectivity than tungsten are therefore worth
looking for.

By way of example, fig. I4 shows the spectral
reflectivity  of lanthanum hexaboride (LaBg). The
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Fig. 14. Spectral reflectivity of LaBs. Solid curve: measured values. Dashed curve: values

calculated from equations (16) and (17).

reflection minimum at 0.6 pm and the steep rise of the
curve towards longer wavelengths leave little doubt
that we are concerned here with the reflection edge of
the free electrons. Assuming in the first instance that
the shape of the reflection curve remains roughly the
same at higher temperatures, then the merits from the
point of view of lighting engineering are obvious. In the
visible region, especially within the region of maximum
relative luminous efficiency for photopic vision, the
emissivity is exceptionally high because of the low
reflection and is almost equal to that of a black body.
Atthe boundary of the infra-red the reflectivity increases
steeply, and as a result the emissivity is already very
low in the near infra-red.

To what material constants does LaBg owe these
favourable properties ? The conductivity of LaBs, being
o = 7.5x10¢ Q-lcm™1, is appreciably higher than that
of most non-noble metals. This is not due, however,
to a high charge-carrier concentration N of 1.45x 1022
cm—3 that meets the condition formulated above with
a view to the position of the reflection edge; the high
conductivity is rather due to the high mobility of the
carriers, whichis u = 32 cm?/Vs. Since each lanthanum
atom contributes one electron tq the conduction
mechanism, LaBg constitutes what might be regarded
as a metal diluted with boron atoms. Closer analysis
shows that the dielectric constant &g in equation (16)
has the value 15.6 and the effective mass m* =
0.32 mg (81, With these data we find a damping con-
stant y = 1.74x 1014 s-1, a plasma frequency w, =
3.04x 101 51 and a ratio yfwp &~ 0.06. The favour-
able properties of LaBg are thus based on the fact that
the plasma frequency is suitably situated, and that y has
a low value; in other words, according to equation (12),
the product of mobility and effective mass has a high
value.

Unfortunately, at higher temperatures LaBg loses to
a large extent its favourable properties. As in the case of

]

8 10 15 temperature. If we extra-
polate to operating temper-
atures of about 2300 °K we
must take into account a
mobility of only 5 cm?2/Vs,
i.e. a value y/wp &~ 0.4. As can be seen in fig. 12, the
reflection curve will be much less steep, and this has a
most adverse effect on the efficiency of the selective
radiator. For this reason LaBg is not the ultimate
answer to our problem. We shall rather have to look
for the substance we want among those that have a
substantially higher mobility at room temperature, e.g.
more than 100 cm?/Vs, so that the inevitable drop in
mobility when the temperature is raised will do less
damage. As regards the possibility of finding substances
of this kind there is good reason to be optimistic. There
exists a series of hexaborides of the rare earths and of
the alkaline-earth metals whose electrical properties
tally with those outlined above; as yet, hardly any
attention has been paid to their optical properties.
Moreover there are numerous compounds having a
high melting point whose conductivity almost rivals
that of metals, but which have not yet been extensively
investigated with a view to their suitability for use as
selective radiators. If suitable substances can be found

amongst these, it might be possible to use them in

20 um

- combination with appropriate regenerative cyclical

processes, to develop a practical incandescent lamp
with a luminous efficiency far higher than that of the
tungsten incandescent lamp.

Application of selectively reflecting layers

Finally, we shall now examine the possibility of
raising the luminous efficiency of a given radiator bS/
controlling the spectral composition of the radiation
with the aid of reflection filters. The object is to reflect
the infra-red radiation back to the incandescent body
while the visible light passes virtually unattenuated
through the filter. In this way, depending on the quality
of the filter, it should be possible to increase the effi-
ciency of a light source quite considerably. We shall see,
incidentally, that the application of this device is not
confined to thermal radiators.
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In the preceding sections it has been shown that the
intrinsic difficulties encountered with the selective
radiator concerns the requirements to be met by the
materials at high temperatures. The use of selectively
reflecting layers boils down to shifting the problems
towards the properties of the materials at much lower
temperatures. )

We consider a spherically symmetrical or infinitely
long cylindrically symmetrical arrangement in which a
centrally situated radiating body is surrounded by a
bulb coated with the filter mentioned above. We
assume that the geometry is such that all rays emitted
from the body, in so far-as they are reflected from the
filter, return to the body after a single reflection. We
denote the transmission of the filter by D(A) and its
reflectivity by R(A). For simplicity we disregard for the
time being the angular dependence of these quantities,
and assuming that the radiating body has the energy
distribution of a black body, Eo(A,T), we can write for
the luminous efficiency of the set-up:

ﬁso (AT)DQ) V(A)da

7 (T =15
11— R)] Eo(A,T)dA
0

21)

For maximum efficiency the filter should have zero
absorption and should meet the following conditions:
D=1and hence R=0for 0.4 <A =0.7 um,
R=1and hence D =0 for 0.7 < A < oo.

These conditions are substituted for equations (5).

There are unfortunately no filters that can meet these
conditions. The nearest approach to the ideal is to use
interference filters on the basis of multiple dielectric
layers. Such filters are rather expensive, however, and
in lighting engineering can be used only in special cases,
for example in certain types of projection lamp for the
purpose of reducing the heating of irradiated objects.
The use of these filters for raising the luminous effi-
_ ciency of incandescent lamps has hitherto been confined
to experiments [9] (10],

Fig. 15 shows the spectral characteristic for the
reflection and transmission of a filter consisting of a
number of dielectric layers, for angles of incidence of
0° and 45°. Their marked angular dependence is a
serious drawback of all interference filters. This makes
it necessary to keep the dimensions of the radiating
body small compared with those of the bulb or the
filters, and therefore the alignment of the radiating
body has to meet very stringent requirements. Another
drawback of the interference filter, also apparent in
fig. 15, is that it gives the required strong reflection
only in a narrow band of wavelengths. The remainder
of the infra-red radiation is dissipated by absorption
in the filter and therefore plays no part in raising the

SELECTIVE THERMAL RADIATORS 45

10
- 00
450— — ———
VAN @
DR | | A N
] D"“ I \
] \ \ =R
oM H ;
\l \
I i \
|
o4 t \
(R N
i ] !
02+ f
|
-/ \
\ Ve
AR
04

3um

Fig. 15. Spectral transmission D and reflectivity R of an inter-
ference filter consisting of dielectric layers, for an angle of
incidence @ = 0° (solid curve) and @ = 45° (dashed).

cefficiency. The disadvantage of this narrow reflection
band can be overcome to some extent by increasing the
number of dielectric layers. This may be likened to the
series connection of electrical resonant circuits which
differ slightly in their tuning; the mathematical
description of both systems is identical. We shall not
go into this subject here, firstly because these filters
offer nothing fundamentally new, and secondly because
their expense rules out their application on a wide scale.

It might -be asked, however, whether it would be
possible to make with a single layer a reflection filter
capable of approximately meeting the requirements
mentioned above. It has long been known, for example,
that thin gold and copper layers look green in transmit-
ted light but reddish-yellow in reflected light. Fig. I6
shows the transmission and reflectivity of a thin gold
layer as a function of wavelength. It can be seen that the
reflectivity already attains values of about 90%; in the
near infra-red, while the transmission~of the layer in
visible light is still round about 50 %,.

We have experimented with gold layers on incandes-
cent lamps, but the results were negative. We attribute
this to the evident imperfection of the filters and also
to the fact that the coiled filament deviates considerably
from the required spherical or cylindrical symmetry.-In
sodium lamps, on the other hand, the use of these gold
filters did have the success we expected. This is bound
up with the fact that the energy balance of a sodium
lamp depends to a great extent on the heat losses of the
discharge tube: To ensure optimum sodium-vapour

81 E. Kauer, Physics Letters 7,171, 1963.

91 F. J. Studer and D. A. Cusano, J. Opt. Soc. Amer. 43, 522,
1953.

[10] E. M. Beesley, A. Makulec and H. H. Schroeder, Illum.
Engng. 58, 380, 1963.
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Fig. 16. Spectral transmission D and reflectivity R of a gold layer approx. 15 nm thick. The
dashed curve represents the infra-red spectrum of the radiation from a sodjum lamp operated

at 550 °K.

pressure during operation, this tube has to be kept at a
temperature of about 280 °C. In modern sodium lamps,
with a sealed-in vacuum jacket, the heat losses of the
tube consist largely of the thermal radiation from the
discharge tube, which may be regarded as virtually a
black body with a temperature of 550 °K. A simple
calculation shows that a 140 W sodium lamp dissipates
about 100 W as heat radiation. The maximum in the
energy distribution of this radiation lies roughly at
5.5 um, i.e. sufficiently far away from the Na-D lines,
so that the transmission curve of the filter used need
not be so steep as it is required to be in the case of the
incandescent lamp. By coating the inside of the vacuum
jacket of the sodium lamp with a layer of gold the
absorbed power was reduced to such an extent that,
taking ballast losses into account, the luminous effi-
ciency rose from about 93 to 120 Im/W. In this way, for
the first time in the history of lighting engineering, a
practical lamp was made that had an efficiency of more
than 100 1m/W Q1]

The application of the gold layer, however, had the
undesirable side-effect of reducing the total light output
of the sodium lamp. This was partly due to the lamp
having to operate at a lower current density at the same
temperature, and also to the loss of light in the gold
layer. The next thing was therefore to find out whether
there were other materials than gold or copper which,
in the form of a thin layer, combined strong infra-red
reflection with lower light losses. Since the optical
behaviour of copper and gold in the infra-red is govern-
ed by the free charge-carriers, it was obvious to look
for substances possessing electrical properties similar
to those of gold and copper, or which might be given
them by doping. For a theoretical treatment we return
to the equations (16, 17) on page 42. If the layer thick-
ness is properly chosen, the boundary between the

time obtain strong reflection
in the infra-red, we therefore
require a high value for the
product of mobility and ef-
fective mass — but now, as
already mentioned, at relatively low temperatures.

If the wavelength dependence of the optical constants
of a material in the visible and in the near infra-red
regions are solely determined by free charge-carriers,
that is to say if no other kinds of absorption mechanism
are operative, the optical constants can be calculated
from the theory, provided the material parameters in
equations (16) and (17) are known. At a given layer
thickness we can then calculate the transmission and
reflection curves of a filter (121,

In this way we have calculated the transmission and
reflection curves for a hypothetical filter with the
following material parameters: g = 10, N = 1.13 x 1022
cm~3, u = 100 cm?2/Vs, m* = 0.5 my, and d = 0.09 pm.
The curves are shown in fig. I7. As can be seen, given
a suitable thickness, effective separation is possible
between visible light and infra-red. The values we have
assumed for the parameters are by no means exceptional
if one compares them, for example, with those for
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Fig. 17. Spectral transmission D and reflectivity R of a hypo-
thetical filter, the material parameters being: g = 10; N =
1.13x10%2 cm~3; p = 100 cm?/Vs; m* = 0.5 mo; d = 0.09 pm.



1965, No. 2

LaBg. As regards the choice of substances, the same
considerations apply as mentioned on pages 42-44.
In spite of this theoretical result, little success has
yet been achieved in the making of filters that separate
the visible light and the near infra-red. This is partly
because there are not many substances that have the
appropriate plasma frequency, and partly because some
of these substances have a very high melting point (e.g.
LaBs) and are therefore difficult to make in the thin
layers required. If the demands are less rigorous, how-
ever, as in the case of the sodium lamp, then practical
solutions of the problem are certainly possible, offering
better results than the above-mentioned gold filters.
It has long been known that stannic oxide layers (SnOs)
produced by thermal decomposition of SnClys, possess
good electrical conductivity and are also completely
transparent. Extensive experiments designed to increase
the mobility and concentration of the charge carriers
in these layers by suitable manufacturing and doping
conditions, have led to filters which have a reflectivity
of 809 at 5 pm. As an example, fig. I8 shows the
transmission and reflection of an SnQs layer, 0.32 pm
thick, coated on glass. For the Na-D lines the transmis-
sion of this filter is 90 %, which is very nearly up to the
value of 92 %, that might be expected from a glass plate
without such a coating. For sodium light, then, this
filter may be regarded as virtually free from losses.
Used in a sodium lamp, this filter results in the same
luminous efficiency as obtained with the gold filter.
As a result of the better transmission in the visible
region, however, the light output (luminous flux) is
twice as high as that of the lamp with the gold layer.
Further investigations of the electrical and optical
properties of substances which are not yet so well-
known may well result in a simple reflection filter
possessing a favourable reflection curve for radiators
at high temperatures. Apart from the possibility,

[111 For further particulars, see: M. H. A. van de Weijer, Recent
improvements in sodium lamps, Philips tech. Rev. 23, 246-257,
1961/62.

[12] See H. Mayer, Physik diinner Schichten, Part I, Wiss. Ver-
lagsges., Stuttgart 1950, p. 144. The latter step is admittedly subject
to the restriction that the optical constants, owing to the “path
length efficiency” (see Part II of the above book, 1955, p. 204)
and also owing to structure effects, may differ from those of the
bulk. In each individual case it is necessary to ascertain which
electrical data are applicable to the thin layer.
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Fig. 18. Spectral transmission D and reflectivity R of a stannic
oxide filter on glass. The layer is characterized by the following
material parameters, determined by experiment: &g = 3.8;
N=6x1020cm~3; p =20 cm?/Vs; m* = 0.25 mo; d = 0.32 um.

mentioned in this article, of raising luminous efficiency
by using more or less exotic substances instead of
tungsten for the filaments of incandescent lamps, there
are real prospects that the efficiency of these traditional
light sources may be substantially improved by a much
less radical modification, that is by coating the bulb
with a suitable filter.

Summary. The luminous efficiency of tungsten lamps and other
thermal radiators used as light sources is limited by the fact that
most of the energy is radiated in the infra-red. Long ago efforts
were made, without much success, to improve the luminous
efficiency by using selective radiators with a relatively low emis-
sion in the infra-red. There are two possible types of selective
radiator: one is the type which is completely transparent in the
infra-red, and the other is the metallic reflecting type, which
reflects all radiation in the infra-red. In this article the feasibility
of such radiators is examined in some detail on the basis of
modern theoretical considerations, largely from solid state
physics, and making use of new data on various substances,
partly obtained by measurements on single crystals. The four
absorption processes in the solid state are examined in this
connection, viz, absorption due to lattice vibrations, to free
charge-carriers, to lattice defects, and to the excitation of charge
carriers in semiconductors (absorption edge). The conclusion is
that the prospects for transparent selective radiators are fun-
damentally limited. On the other hand, metallic reflecting layers
used in conjunction with appropriate regenerative processes
(comparable with the familiar tungsten-iodine cycle) are thought
to have good chances of success.

Another useful device for raising the luminous efficiency is to
surround a light source (thermal or non-thermal), which is
required to meet certain geometrical requirements, with a filter
that remains cold itself and selectively reflects the infra-red
radiation back to the radiant body while passing the visible
radiation. A filter of this kind, in the form of a thin layer of gold
or stannic oxide, has already found successful application in
sodium lamps. There are good grounds for believing that a
sujtable filter will also be found for the incandescent lamp.
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Bragg reflections in electron photomicrographs

The photograph, taken with a
Philips EM 100 B electron micro-
scope, is of synthetic y FeOOH,
a substance which also occurs
naturally as the mineral lepido-
crocite. The overall magnifica-
tion is about 200 000 times. The
specimen consisted of small, ex-
tremely thin crystal wafers
(thickness approx. 10 nm). As a
rule the wafers are slightly bent,
so that the planes of atoms in the
wafer differ a little in orienta-
tion from place to place. Cer-
tain regions in the wafers may
then be oriented so that part
of the incident electron beam
undergoes Bragg reflection.
Electrons reflected at wide
Bragg angles are intercepted
by a diaphragm, and do not
reach the photographic plate,
so that these places show up
in the picture as dark patches.
The photograph represents two
partly overlapping crystal wafers
I and I (see the sketch). The
two black strips in the non-
overlapped botlom part of wafer
I are due to Bragg retlections
of this nature. In the part where
the waters overlap the play of
Bragg reflections in the two
crystals produces the remark-
able skeleton-like pattern shown

here.
r/\ ]
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An experimental ‘‘Plumbicon’ camera tube
with increased sensitivity to red light

E. F. de Haan, F. M. Klaassen and P. P. M. Schampers

621.397.331.222

The new type of television camera tube, recently introduced under the name of “Plum-
bicon”, offers scope in principle for a wide range of variations. During experiments into
the practical possibilities, part of the PbO in the photoconducting layer was successfully
replaced by a PbO-PbS mixture which has a smaller energy gap, and thus the authors
were able to make tubes with a much higher sensitivity to red light. This opens up prospects
of a further important advance in the field of camera tubes. One of these tubes, which has
been used with excellent results for colour television, is discussed in the article below.

The characteristic difference between a “Plumbicon”
television camera tube and an ordinary vidicon is that
the former has a photoconducting layer (target) with
rectifying (or blocking) contacts. It is to these contacts
that “Plumbicon” tubes owe their extremely low dark
current. The contact on the gun side is made by doping
the basic target material on the relevant surface of the
photoconducting layer in such a way as to make it a
P-type semiconductor. The other contact is formed by
the signal plate, which is made of strongly N-type SnOsg,
or by the adjoining sublayer, if it has become N-type
by contact with the SnOa.

It was explained in a previous paper [1] that, in a
wide range of donor concentrations and charge carrier
mobilities, the energy (or band) gap 4E of the photo-
conducting material theoretically need not be greater
than about 0.9 eV in order to be able to apply sufficient-
ly strong blocking contacts; with this energy gap the
dark current at room temperature would be about
102 A. The energy gap of the red modification of PbO,
which is the principal material of the photoconducting
layer in the tubes discussed in that article, was very
much higher than this limit, amounting to 2.0 eV.

Apart from the dark current the spectral sensitivity
is also governed to a great extent by the energy gap.
The smaller the energy gap, the higher is the cut-off
wavelength Ag, i.e. the upper limit of the wavelength
range within which a photoconductor absorbs. Ex-
pressed as a formula, 4E = hcfAg, where & is Planck’s
constant and c is the velocity of light. An energy gap

of 4E = 2.0 eV corresponds to a cut-off at about
6200 A. Although, then, the relatively wide energy gap

- of red PbO is advantageous from the point of view of

the dark current, for a tube to be also sensitive to long-
wave red light or to infra-red radiation it is evidently
necessary to use a material which has a narrower
energy gap. '

Philips Laboratories at Eindhoven have now suc-
ceeded in making “Plumbicon” tubes which have a
greater red sensitivity than the tubes previously
described [1), This has been done by using for the
photoconductive layer a PbO material in which the
oxygen atoms have partly been replaced by sulphur
atoms. The energy gap of this material is narrower
than that of pure PbO, being narrower the greater the
fraction of PbS. One of these tubes will be discussed
in this article. The tube in question, apart from its
increased red sensitivity, differs very little in other
respects from the tube described earlier. We shall refer
to it here as “tube II”; the tube with a target material
of pure PbO will be referred to as “tube I”. We have
chosen tube II as an example because of its eminent
suitability for colour television.

Details of the tube

The “Plumbicon” with increased red sensitivity
differs from tube I in that the target material on the
gun side — i.e. the side where the P contact'is — con-
sists of a layer of PbO-PbS instead of PbO. On the side
where the N contact is, PbO_has been left unchanged,

”

Dr. E. F. de Haan (deputy director), Dr. F. M. Klaassen and
P. P. M. Schampers are research workers at Philips Research
Laboratories, Eindhoven, Netherlands.

1) E. F. de Haan, A. van der Drift and P. P. M. Schampers,
The “Plumbicon”, a new television. camiera tube, Philips tech.
Rev. 25, 133-151, 1963/64 (No. 6/7).
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and as a result of this the tube is almost identical with
the other in respect of its sensitivity to blue. Because
of the presence of PbS in the regions last to be reached
by the light, however, the fraction of the red light that
would pass through pure PbO is now absorbed. This
increases the sensitivity to red light, the cut-off now
lying at a wavelength about 1000 A higher. Compared
with tube I, then, tube II has a better spectral sensitivity
distribution in the red.

When the new tube is used in a camera for coloug,
television, the “red” channel is so much more sensitive
than with tube I that it is no longer this channel but
the “blue” one which determines the overall sensitivity
of the camera. The overall sensitivity is in fact about
three times higher, one result of which is a better signal-
to-noise ratio of the Y signal. Using a colour camera
equipped with tube II it is possible under normal
conditions to obtain an excellent television picture with
‘an on-scene level of illumination of only 500 lux (21,
If some noise can be tolerated, a level as low as 100 lux
is sufficient. These levels of illumination are no higher
than those needed for black-and-white television using
an image orthicon.

Fig. 1 shows the spectral sensitivity distribution of
tube II. As can be seen, the curve has two peaks: the
first corresponds to the spectral sensitivity of pure
PbO, the other to that of the PbO-PbS mixture.

100%
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Fig. 1. Spectral sens'itivity distribution of an experimental

“Plumbicon” camera tube, in which the PbO of the photocon-
ducting layer has partly been replaced by PbS (tube II). This
considerably increases the sensitivity to red light. The left peak
corresponds to the spectral sensitivity of PbO, the other to that
of the PbO-PbS mixture. The dashed line gives the spectral
sensitivity distribution of a tube with a PbO layer made by the
standard process (1], !

[2] The factors which, apart from the sensitivity of the camera
tube, govern the illumination required will be dealt with in an
article by A. G.van Doorn, shortly to be published in this journal.
[31 Measured in the same way as described in the article men-
tioned in footnote (1}, Here too, white light is understood to be
black-body radiation at 2640 °K.
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As a result of the greater sensitivity to red light the
sensitivity to white light is also higher, being about
400 pA/lm Bl It can be seen in fig. 2 that the photo
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Fig. 2. The photocurrent it and the dark current ia of tube II
as a function of the voltage U across the target at a given level
of illumination.

current iy as a function of the applied voltage again
exhibits the saturation effect. The coefficient v from
the formula it oc E?, which gives the relation between
the photocurrent and the illumination E, has a value
close to unity, as in tube L

Now that all the light is absorbed in the layer, there
is no longer any loss of definition due to the scattering
of red light reflected from the back of the target. The
resolving power of the tube is therefore even better than
that of tube I.

A consequence of the new tube’s high red sensitivity
is that its dark current contains a not insignificant
component, caused by the light from the cathode. This
unwanted component, being a parasitic photocurrent,
is of course more pronounced the higher the value
of Xz By taking suitable measures, however, for
example by using a low cathode temperature and
a narrow diaphragm in the gun, it can be kept reason-
ably low. The dark current of tube II, even with an
applied voltage of 100 V, is therefore no higher than
about 3x10-% A (fig. 2). As regards the speed of
response, tube I and tube IT are more or less equivalent;
see the recorded curve in fig. 3. The life of the tubes II
so far made also seems to be on a par with that of
tubes I. :

Without going back on our intention to discuss only

one type of tube, a final word might be appropriate in
regard to one of the other tubes we have made. This
other tube was not made with a view to its suitability
for a given application, but solely to demonstrate the
extent to which a “Plumbicon” tube can be given a
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Fig. 3. The response of tube IT at an applied voltage of 30 V. The curve was obtained by
illuminating only the upper half of the tube. The signal current consists of a train of pulses
spaced at intervals of 1/50 s (half-a-frame time because of the interlaced scanning). The
programme of illumination is indicated above the recording, and began in each case with a
dark period lasting one minute. At points /, 2 and 3 the recording was interrupted for 10, 10

and 30 seconds respectively.
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Fig. 4. Illustrating the extent to which it is possible to give a
specified shape to the spectral sensitivity distribution curve of a
“Plumbicon™ tube with a PbO-PbS target. The curve was meas-
ured on a tube which was designed in an attempt to match the
spectral sensitivity distribution as closely as possible with that of
the human eye (dashed curve).

particular spectral sensitivity distribution. The sensitiv-
ity chosen in this case was that of the human eye.
The result is shown in fig. 4. As can be seen, the dif-
ferences arc very slight; only in the blue is the tube
relatively more sensitive than the eye.

Summary. The upper limit of the spectral sensitivity of a “Plum-
bicon™ camera tube can be shifted to a higher wavelength by
adding PbS to the PbO of the target. Some delails are given of
an experimental tube in which this has been done. The photo-
conducting layer of this tube (tubc [1) consists partly of pure
PbO and partly of a PbO-PbS mixture. Its characteristics are
almost identical with those of a tube in which pure PbQ is used
(tube 1) but the sensitivity to red light is much higher and the
resolution is somewhat improved. Tube 11 is just as fast as tube 1
(speed of response about 3/50 s). The value of y is close to unity.
The dark current is about 3x 109 A,
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Phase theory

II. Quantitative considerations on binary systems

J. L. Meijering

The calculation of a binary phase diagram — at least
of certain details, since a complete calculation is
scarcely practicable — makes it possible both to
verify the experimentally determined diagram and to
add to our knowledge of it. We shall give examples of
both possibilities. As regards obtaining additional
knowledge, we shall give as an example a prediction of
metastable miscibility gaps, which would not easily
have been brought to light without that prediction.

Each point will be approached from two sides: first
considering the behaviour of the Gibbs’ free energy as
given and drawing conclusions from it concerning the
phase diagram, and then taking the phase diagram as
our starting point and drawing inferences regarding the
free energy, or more in particular the enthalpy or
entropy. As far as possible our considerations will be
quantitative, but where appropriate we shall include
qualitative aspects in our discussion. Since what can be
understood quantitatively in a phase diagram represents
only a fraction of the total, the picture would be all too
fragmentary if we were not to do so.

Further treatment of some subjects from Part T

In Part I of this article the following expression was
given as a first approximation for the Gibbs® free
energy G of a binary phase:

G=H-—TS
=ax(1—x)+ RT{xInx + (1—x) In(1 —x)}. (1)

The factor a, a measure of the energetic interaction
between the atoms or molecules of the components, is
provisionally assumed to be positive.

Considering that this expression is symmetrical with
respect to x = %, and does not therefore have general
validity, we immediately allowed ourselves to depart
from this formula, and in the rest of the article we took
asymmetrical G-x and T-x diagrams as our starting
points. We shall now retrace our steps for a moment
and take this symmetrical formula as our basis. In view
of the said symmetry with respect to x = 4, at every
temperature the double tangent line on the G-x curve
is horizontal. As the tangent point indicates the con-
centration where, at the relevant temperature, the
miscibility begins, we obtain the equation defining the

Prof. Dr. J. L. Meijering, formerly with Philips Research Labora-
tories, Eindhoven, is now Professor of Inorganic Chemistry and
Metallurgy at Delft University, Netherlands.

541.12.01
boundary of the miscibility gap (T as a function of x)
by putting dG/dx = 0. This gives:
_ a(l1—2x)
T RIn[(l—x)/x]

The miscibility gap thus calculated is shown in fig. I.
The calculation is not nearly as simple when we turn
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Fig. 1. Miscibility gap calculated with equation (2).

to an asymmetric case, but it discloses an aspect that
might otherwise easily be overlooked. We now take:

H=a(2x—x2—x8. ... 3)
For simplicity we keep the same term for the entropy
of mixing, i.e. Gibbs’ expression:
S=—R{xhhx+ (1—x)In(1—x)}, . .. @)
and we then have:
G=a(@x—x2—x3) 4+
4+ RT{xInx+ (1—x)In(Q—x)} .. (5
Let x; and x2 be the concentrations at the tangent
points on the double tangent line, then the following
equations can be derived:

1—x1

RTIn =a(l+2x3—x3—2x}), . (6)

— X3

and

x
RTIn 2 = 2a (x1 + ¥ —x —x2—x3+ x3).
X2
™
Whereas in eq. (2) the value of T'can easily be calculated
as a function of x, it is necessary to use graphical

methods or the method of successive approximation in
order to solve T and xz (or x1) in (6) and (7). The
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reason is that it is not possible to eliminate xg from
(6) and (7), as can be done in the symmetric case, where
one always has xs = 1 — x;. Equations (6) and (7)
together represent a 7-x;1-xs curve in three dimensions.

It becomes clear that the solubility of a substance is
not only governed by the properties of the solution

. concerned, but that the solubility depends essentially on
the phase or phases with which the solution is in equi-
librium. This is obvious enough, but it is all too often
forgotten. There is not much point in drawing con-
clusions from the comparison of the solubilities of
oxygen in copper and nickel if one fails to take into
account that CuzO and NiO are the respective co-
existing phases. A solubility is not purely and simply
a property of the solution.

In binary systems, the tie lines — these are the lines
which, in a two-phase region, join points that indicate
the concentrations of two coexisting phases — there-
fore play an important part; the custom of drawing
several of them-has more significance than mere cross-
hatching: they remind us that the two points in each
case appertain to one another.

In extension of another topic from Part I we shall
now give the quantitative expressions for the depend-
ence of the solubility xe on temperature and on pres-
sure. These expressions were first worked out by Van
der Waals. Although the derivation is not difficult, it
will be sufficient here to refer to the literature (11, We
will, however, show that the expressions given here are
in complete agreement with the qualitative consider-
ations in Part I. The relations read: .

dxe _ dS/dx— 45/dx ®)
dT d2G/dxz

dxe _ dVjdx—4V)dx ©)
dp d2G/dx2

The quantities on the right-hand side should be taken
at the concentration x == x,. 4S8, 4V and 4x repre-
sent S'— S, V' — ¥V and x’ — x, the quantity with the
prime relating to the coexisting phase. The influence of
the coexisting phase, referred to above, is clearly
apparent in these formulae.

With the aid of a figure substantially the same as
fig. 2, we considered in Part I how the solubility of B
in the solid phase varies with temperature. We saw that
this depended on the slope of the line tangent to the
lower S-x curve (= dS/dx) compared with the slope
of the straight line joining the tangential point to the
appertaining point of the coexisting phase (= 4S5/4x).
If the first slope is less steep (as at the equilibrium KL),
the solubility decreases with temperature; if it is steeper
(at MN), the solubility increases. We note that formula
(8) leads to the same conclusions, provided that d2G/dx?
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Fig. 2. Idealized S-x diagram for alloys of normal metals, given
in Part I as fig. 22, to which reference may be made for further
particulars. The lines VW and YZ are used later in this article.

is positive. The same applies, with due alteration of
details, to eq. (9).

This brings us to a very important point: d2G/dx2
cannot in fact be other than positive, for where it is
negative the system is an unstable one. Consider fig. 3,
for example. There, d2G/dx? is negative between the
points of inflexion A4 and B on the curve. In this region
every local fluctuation in the concentration will cause
the free energy to decrease, with the result that a
separation process sets in giving an increasing phase
separation. If the initial state is D, for example, then
point E on the line FG indicates a possible intermediate
stage in this separation process. This irrevocable though
sometimes slow process only comes to an end at
point H on the double tangent line OP. For comparison,
let us consider an initial sfate between an inflexion
point and a tangent point, e.g. Q. Phase separation on
a small scale, e.g. up to R on line ST, should now result
inanincrease of the free energy, and since state R is less
stable than @, this phase separation does not occur. A
more stable state can, however, be reached by separation
up to point U on the double tangent line.

11 See J. L. Meijering, Philips Res. Repts. 3, 281, 1948.
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Fig. 3. To distinguish between unstable, metastable and stable
regions in the G-x diagram.

In short, as far as the homogeneous phase is con-
cerned, we have an unstableregion between the inflexion
points of the curve, a metastable region between
tangent point and inflexion point, and a stable region
beyond the tangent points.

The locus of the inflexion-point concentrations in the
T-x diagram is termed the spinodal curve (the dashed
curve in fig. 4). It forms the boundary between the
unstable and the metastable regions and touches the
boundary of the miscibility gap at the critical point C.
The spinodal curve is given by d2G/dx2 = 0, and at
the critical point both d2G/dx2 and d3G/dx® must be
zero. If G is given by eq. (5), we find for the spinodal
curve:
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Fig.” 4. Calculated miscibility gap and spinodal curve (dashed
line); which separates the unstable from the metastable region.
C is the critical point. The Gibbs’ free energy was assumed to be
given by eq. (5).
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T=x(1—x)(2+ 6x) (a/R),

and fér the critical point:
x = % = 0.623,

and

T= ﬂﬂi 1348 2 ,
243 R R

see fig. 4. The boundary of the miscibility gap in fig. 4
is found, using (6) and (7), by the method of successive
approximation.

Having thus calculated from a given curve for the
free energy the corresponding miscibility gap, we shall
now look at the question from another angle. We shall
consider a particular miscibility gap as given, and see
how we can use this as a starting point for obtaining
further knowledge of the phase diagram.

The phase diagram in the proximity of a critical point

Solidus curve above a miscibility gap

Let us consider a T-x diagram which shows in its
lower part a miscibility gap relating to a solid phase.
Suppose, too, that the solidus curve of this phase runs
just above the critical point. From the foregoing we
know that d2G/dx2? (and d3G/dx3) of the relevant phase
is zero at the critical point. On the solidus curve, there-
fore, d2G/dx? cannot differ very much from zero. This
means according to eq. (8) that dx/dT is large: near the
critical point the solidus curve in such a case is nearly
horizontal. Examples are to be found in the Al-Zn and
Au-Pt systems; see fig. 5.

If a solidus curve is just in contact with a miscibility gap, then
the critical point is likewise the point of inflexion of the solidus
curve, and the common tangent line is horizontal. Fig. 6 shows
the form of the T-x diagram when the solidus curve is relatively
somewhat lower. In that case a peritectic three-phase equilibrium
occurs. Note that, as opposed to the eutectic, in_a three-phase
equilibrium of this kind the liquid phase is “peripheral” with
respect to the two coexisting solid phases.

Liquidus curve above a miscibility gap

Ligquidus curves which are remarkably flat have been
found in various metallic systems, for example Cu-Fe,
Cu-Co and Cu-Li, and also in the water-salicylic acid
system, which has become a classic example in the
group of non-metallic systems.

We can now proceed to reverse the above argument.
The shape of the liquidus curve indicates that as far as
the liquid phase is concerned d®G/dx? is small. A critical
point of a miscibility gap of a liquid phase will there-
fore be near at hand. It should be realized that only
where this miscibility gap is above the liquidus curve
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Fig. 5. T-x diagram of the Au-Pt system, where the solidus curve
is fairly horizontal near the critical point C. A solidus curve (or
liquidus curve) of this shape indicates the proximity of a miscibi-
lity gap.

— we shall return presently to this possibility — can it
in fact be stable; in the case we are about to consider,
where the miscibility gap is below the liquidus curve,
it is metastable ( fig. 7). This metastable miscibility gap
is brought to light only upon undercooling of the stable
liquid phase.

In this context we should mention Nakagawa’s
elegant experiment [2], Nakagawa started from molten
Cu-Fe and Cu-Co alloys with a Cu content of roughly
50 at.9; which exhibit a strikingly flat liquidus curve

~L e

0 E— §

Fig. 7. Metastable miscibility gap below a liquidus curve. The

flatness of the liquidus curve indicates the proximity of a misci-

bility gap of the liguid phase. Since this miscibility gap is here

below the liquidus curve, it is bound to be metastable. Compare
- this figure with fig. 215 in Part I.

Iy
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Fig. 6. T-x diagram with a peritectic three-phase equilibrium
(1 4+ sa + sB). The liquid phase here is “peripheral” in relation
to the two solid phases. This diagram can be imagined as produc-
ed from fig. 5 by letting the solidus curve drop a little further.

By undercooling these alloys 20 and 90 °C respec-
tively, he was indeed able to produce a separation into
two liquid phases. What makes this experiment so
interesting is that the temperatures at which the separa-
tion takes place can be fairly accurately estimated.

The estimation is based on eq. (8). By extending the
tangent line at the point of inflexion of the relevant
liquidus curve 31 we find the value of dx/dT in the
region of the critical point. Assuming that the liquidus
curve lies 87 higher than the critical temperature, and
that 8T is small, we may write for d2G/dx2:

d?¢ 3G
dx2 . dTox®
Inserting 0G/oT = —S gives:
d2G WERY
— =——238T. . ... (10
dx2 Ox2 (10)

Taking Gibbs’ expression (eq. 4) for S, we obtain at
the given concentration, x = 50 at. %:

dz2G
—— = R&T/x (1 —x) = 4R 8T.
dx2

To estimate the numerator of eq. (8) we turn to fig. 2.

(2] Y., Nakagawa, Acta metallurgica 6, 704, 1958.

B3] The liquidus curves of the Cu-Fe, Cu-Co and Cu-Li systems
are given in the book by M. Hansen and K. Anderko, Constitu-
tion of binary alloys, McGraw-Hill, New York 1958.
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Since it is known that mixed crystals with which the
liquid mixtures coexist at 50 at. %, Cu contain little Cu,
we may roughly represent the two-phase equilibrium
by the line VW. At x = 0.5 we have dS/dx =0 and
A4S8/4x is roughly equal to —R (1.1 —|- In 2)/0.5, so that
the result is:

dx/dT ~ 0.9/8T or dT/dx ~ 1.1 8T. "

Owing to the many approximations used, the result is
certainly not reliable to within 109/, and for con-
venience we shall therefore assume d7/dx to be equal
to 8T. As regards the two systems in question, Cu-Fe
and Cu-Co, the theoretical and experimental values
are in fairly good agreement. For the Cu-Li system,
likewise with 50 at. 9 Cu, it is possible to predict, from
the shape of the liquidus curve {3, that phase separation
will occur at about 200 °C undercooling. This pre-
diction still awaits experimental confirmation.

It might be objected that the condition of a small 8T is not
fulfilled in these systems. From eq. (10) it can be seen, however,
that this condition need not be fulfilled if 925/0x2 does not depend
on 7. Nor is this the case if Gibbs’ relation is a good approxima-
tion of the S-x curve.

[

Liguidus curve below a miscibility gap

We have just anticipated the possibility of a miscibil-
ity gap in the liquid phase lying above a flat liquidus
curve (fig. 8). Such a miscibility gap, contrary to the
one first discussed, is stable and is therefore not
particularly difficult to determine by experiment. This
type of miscibility gap, which has what is termed a
lower critical solution temperature, is interesting for
quite another reason. In particular, it is not immedi-
ately understandable why in this case an increase of
temperature brings about the phase separation. It

indicates, as we shall now explain, an “abnormal”
S-x curve.
T (14'(2

0 — X

~——

Fig. 8. Miscibility gap of a liquid phase above 2 11qu1dus curve.
In such a case the miscibility gap is stable. An example is COz2-
orthomtrophenol ) o
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Hitherto we have considered as normal the shape of
the S-x curve in accordance with the Gibbs’ function.
For our purposes it is sufficient to say of this curve that,
looked at from above, it is everywhere “convex”. This
is to say that all tie lines between points on this curve
(e.g. YZ in fig. 2) and which represent heterogeneous
equilibria, run below the S-x curve of the homogeneous
phase. Since a temperature increase ultimately leads to
the formation of the state with the greatest entropy, in
this case the homogeneous phase, a temperature
increase in the present case will obviously cause the
mutual miscibility to increase. (An analogous example
was given in fig. 23b in Part I, relating to the retrograde
solidus curve. As long as the line MN runs below the
curve of the homogeneous solid phase, the solubility
of B in the solid phase increases with increasing
temperature.) Conversely, decreasing mutual miscibil-
ity with increasing temperature, as encountered in the
latter type of miscibility gap, must be brought into
relation with an S-x curve part of which, seen from
above, looks “concave” [4 ( fig. 9). Here, connecting
lines are possible that run entirely or partly above the
curve itself.

Fig. 9. Abnormal entropy-of-mixing curve. A curve of this kind
accounts for miscibility gaps as in fig. 8, where the phase separa-
tion increases with increasing temperature.

If the S-x curve is of the type in fig. 9, the H-x curve

~ will not usually be convex either (so far we have

confined ourselves to this possibility by taking the
factor a in equations (1) and (3) to be positive) but will
again be concave ( fig. 10). This means that the inter-
action between the atoms or molecules of the com-
ponents is energetically favourable. An energetically
favourable interaction certainly occurs just as often as
an unfavourable one. The reason that we are only now
considering this case is that in combination with a
normal S-x curve it causes no phase separation — al-
though it does in combination with an “abnormal”
S-x curve.

A good example of the latter is found in the triethyl-
amine-water system, in which a tendency to hydrate
formation exists. Mixing of the components in the
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Fig. 10. Enthalpy-of-mixing curve in the case of energetically
favourable interaction between the atoms or molecules of the
components.

liquid phase lowers both the energy and the entropy.
This is because the energetically favourable hydrate
formation reduces the mobility of the molecules, thus
producing a stiffening effect and hence a loss of entropy.
Because of the energy term, the miscibility is good at
low temperature; when-the temperature is raised, the
entropy term becomes dominant and the miscibility
decreases. This provides an explanation for the
occurrence of phase separation when the temperature
is raised.

A very special case’is found when theabove-mentioned
types of S-x and H-x curves change their shape upon
an increase of temperature, the S-x curve becoming a
normal, convex type and the H-x curve convex. This
might happen in the triethylamine-water system, for
example, because of the stronger dissociation of the
hydrate molecules as the temperature is increased. This
can give rise to a closed miscibility gap, i.e. one that has
both a lower and an upper critical solution temperature.
A classic example of this is the ovoid miscibility gap in
the nicotine-water system.

In solid phases no cases are known of a lower critical
solution temperature, and only a few S-x curves that
are not completely convex. So many crystal structures
are possible for a solid phase that if such a tendency to
a lowering of entropy and energy leads to the appear-
ance of a second phase, the latter will always have a
different crystal structure. Separation of this kind into
phases of different structure cannot possibly produce
a critical point.

Before proceeding, let us briefly recapitulate. As the
key to some calculations of the phase diagram in the

neighbourhood of the critical point we have used the

fact that d2G//dx2at that point is zero. We have followed
this up with various considerations, and from the form
of the miscibility gaps encountered we have drawn
inferences regarding the shape of the S-x and H-x
curves.
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For our further calculations we shall limit ourselves
to “dilute solutions”, which will enable us to employ
a variety of simplifying assumptions. As a first example
we consider calculations relating to elastic “lattice
loosening” (i.e. lowering of the Debye temperature).
We choose this as our first example because it links up
in a somewhat surprising way with what has gone
before, the S-x and H-x curves presenting more or less
a mirror image of the stiffening just discussed.

Some laws relating to dilute solutions

Lattice loosening

Whereas stiffening of a liquid mixture is accompanied
by a lowering of energy and entropy, lattice loosening
of a solid phase, which is due to the substitution of
atoms that do not fit readily into the lattice, is accom-
panied by an increase of energy and an “excess of
entropy”. By the latter we mean that the entropy
increase with x is greater than that according to Gibbs.
We shall denote this excess by Sex:

Sex = § — Sgivbs .
=S+ R{xlnx+ (1—x)In(1 —x)}. .3

For studying the phenomenon of lattice loosening
we compared the solubility xe of a number of elements
(Mg, Cu, Si, Mn, Cr and Ni) in solid aluminium. The
solubility in all these cases is low.

We again take formula (8) as our starting point:

dxe  dS/dx— 4S/4x
a7 dGldx® -
First, we shall show how this formula can be consider-
ably simplified by introducing certain assumptions. We
shall not explain each step of this simplifying process
in detail, but try to make the broad lines clear.
Where x is small we can write for A and S of a binary
phase:
H=fx+gx2+4+ ... (12)

and
=—R{xInx4+(0—x)In(Q—x)}+hAx+ix2+...
(13)

(taking G = 0 for x = 0). Simple calculation shows
that for small x we may therefore equate de/dx2 w1th
RT/xe. For eq. (8) we can now write:
dxe  dS/dx— A4S/4x

dT RTxe

For an equilibrium, dG/dx — 4G/4x must be zero,
while G = H— TS, and therefore:

(14)

4] This also applies where only one of the solubilities decreases
with increasing temperature. .
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dH/dx—AH/Ax

dSfdx — 48] dx = ——— (15)
Insertion of (15) in (14) gives:
dxe dH/dx— AH/4x (16)

9T~ T RT%Yxe

dH/dx — 4H[4x is independent of T provided that:

a) the composition x’ of the coexisting phase is almost
constant; .

b) the specific heat ¢, versus x does not depart too
much from a linear function.

For convenience we assume further: v

¢) that x’ is not only virtually constant but roughly
equal to unity (which amounts to treating the co-
existing phase as a component), and

d) that the two coexisting phases have the same
structure.

We can then equate 4H/[Ax (and AS/Ax) to zero and

write:

d dH/d
de  dHdx a7
dTr RTZ[x,
or:
d(R1 :
dRINxe) e, L (18)
d(—1/T)
Since dH/dx does not depend on T, integration yields:
log xe =a—0b/T. . .. .. 19)

where a and b are constants. In the systems referred to,
and also in others, it has in fact been found that the
logarithm of xe is a linear function of 1/T.

Before saying anything about the values of @ and b
for the various systems, we shall first comment on their
physical significance. The constant b, the slope of the
curve, is an enthalpy quantity, and in particular a
measure of dH/dx, as can be seen immediately from
eq. (18).

The constant a, which is found by extrapolating the
point of intersection of the curve with the axis 1/ = 0,
is an entropy quantity, being a measure of dSex/dx.

The relation between a and dSex/dx can be derived
as follows. With the aid of (18) we find:

1
RInxe — — 7 dH/dx + R In Xextrap ,

where Xextrap is the extrapolated value of x for 1/T = 0.
Using eq. (15), in which 48/4x and 4H/4x are taken
as zero, we arrive at:

d
RIHXe = — — + Rln Xextrap -
dx

Filling in (11), after some working-out, yields:

dSex
dx

Ra
loge’

= RIn Xextrap —

20)
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When Mg, Cu, Si, Mn, Cr and Ni are dissolved in
solid aluminium in that order, both @ and b are found
to increase. This behaviour is summed up in the rule:
the more difficult it becomes to substitute in a solid a
given small quantity of foreign atoms (greater dH/dx),
the “looser” becomes the crystal lattice, which entails
a higher Sex (51, '

The lattice loosening can be thought of as due to an
increase in the percentage of empty lattice sites
(vacancies) as a result of the substitution of the foreign
atoms. The removal of an atom may be expected to
cost less energy if its neighbour atom is one with which
it has a less favourable energetic interaction. It is
obvious that vacant lattice sites offer the atoms more
opportunities to move in the lattice. It is indeed found
that the modulus of elasticity of a metal shows a
relatively marked drop when not readily soluble
elements are dissolved in it (6],

It should again expressly be stated that we are
concerned here only with elastic lattice loosening. The
resistance to plastic deformation will on the contrary
be increased by the presence of vacancies, as well as
by the presence of other irregularities in the lattice.

We shall now continue with our derivation of fairly
generally known laws applicable to dilute solutions,
such as Raoult’s and Van ’t Hoff’s laws.

Raoult’s law

For H and S of a binary phase with small x we again
write:

H=fx+ gx2+ ... and
S=—R{xInx+(1—=x)In(1—x)} +hx+ix2+...
For the chemical potential [7],

G dG
= —_X —
1 dx

we find, using these equations:
=RTIn(l—x)+ax2+.... . (21
The parameters f and 4 now disappear, while g and
i are expressed in a. By expanding In(l1 —x) to
—x—4x2— ..., we can write for ui:
p1 =—RTx—FE RT—a)x2+.... . (22)
Provided x is sufficiently small we may neglect the

second and higher powers of X, thus eliminating all
“mixing parameters” specific to a given system:

w1 = —RTx. (23)
This equation states among other things that in dilute
solutions the partial pressure of the solvent decreases
linearly with the (molar) concentration of the solute,
irrespective of the nature of the solute. This is Raoult’s
law. How dilute the solution must be for this depends
on the parameter a in (21).
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Van ’t Hoff’s law

Using eq. (23) we shall now derive a relation that tells
us something about the two equilibrium curves which,
in a binary T-x diagram, begin at a melting point, a
transition point or a boiling point. For the sake of the
argument we take a melting point at the absolute
temperature Tp, which is the point of origin of the
liquidus and solidus curves (see fig. 11).

0 Xs —x X

Fig. 11. For calculating Van ’t Hoff’s law.

We find a relation between the initial slopes of these
curves from the condition that the values of p of both
coexisting phases must be equal. At the melting point T

of the pure substance 4 (x = 0) we have Gijquia —

Gisolid = p1 1iquia — ¢1 soid = 0. If we change the tem-
perature slightly to T, we then have p1 11quid — 1 so1ia =
(To—T)4S, where A4S is the entropy of fusion. If the
equilibrium is to be maintained, the concentration of
B in this solid must change from 0 to x5 and in the
liquid to x;. With the aid of eq. (23) we can write as
the condition of equilibrium:

—RT x1+ RT x5 + (To—T)4S = 0,
or »
RT (x1 — xg) = (To — T)4S.

Since this expression only holds for small xs and x,
we may write it as follows:

d a8 AH
( = (24)

dx1

dT —H?)Tﬂo_ RTy  RTp
This is Van-’t Hoff’s equation, more familiar as the
formula for freezing-point depression. For in the case
where x5 is always zero (no mixed crystal formation)
we can use this equation for calculating how far the
melting point will drop as the result of dissolving a small
quantity of a substance.

If mixed crystals are formed, this calculation is no
longer possible and the equation gives us only the
difference between the slopes of the two equilibrium
lines concerned. For the rest, its application is very
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general; it also holds, for example, where the melting
point (or the transition or boiling point) rises due to
the addition of a second component.

In order to establish the two initial slopes separately
—which would enable us to calculate the freezing-point
depression in the case of mixed crystals — we should
have to take p» into account, which would mean that
specific “mixing parameters” of the system would enter
into the equation. The advantage of Van ’t Hoff’s
equation is precisely that we can use it without further
knowledge of the binary system, all we need to know
being the entropy of fusion (or heat of fusion) and the
melting point of the pure component.

The formula thus offers a simple means of checking
certain phase diagrams. We shall give an example to
explain this point, before turning finally to another
method of verification, used for the highly important
Fe-C diagram.

Verification of binary phase diagrams

In the T-x diagram of the Ag-Au system, as repre-
sented in the book by Hansen and Anderko (3] (see
also fig. 9 in Part I), the solidus and liquidus curves
have the shape of a “cigar”, which is about 15 °C
“thick” in the middle. From eq. (24) it is at once ap-
parent that the cigar should be much more pointed at
the ends. From considerations based on fig. 2 it can be
derived that the melting range in the middle should be
smaller than 2 °C8l, A figure of 1.5 °C was in fact
recently reported by White (9], The solidus curve of the
first diagram mentioned was found to be too low. This
is often the case if the melt does not cool down very
slowly. The first parts of the relevant alloy to solidify
are rich in Au, and the Au content decreases as the
temperature goes down. If, however, because of too
rapid cooling, the diffusion in the solid state is unable,
as it were, to keep pace with the change in concentra-
tion, zones relatively poor in Au and rich in Ag will be
left behind. The “final freezing point” then lies at a
lower temperature than if the whole had been cooled
very slowly (and than the “initial melting point” after
a homogenization anneal).

In the Fe-C system, too, the solidus curve of y-Fe
(EJ in fig. 12) used to be drawn on the whole much too
low. It can immediately be seen that this diagram is
wrong if one remembers that, although the curves EJ

(61 In reality, assumptions (c) and (d) are not valid for the
systems under consideration, but this does notaffect the conclusion
arrived at here; see article quoted in footnote (11,

(61 W, Késter and W. Rauscher, Z. Metallkunde 39, 111, 1948;
C. Zener, Thermodynamics in physical metallurgy, Amer. Soc.
Metals 1950, page 16.

7] See equation (11) in Part L.

181 J, L. Meijering, Proc. Symp. Nat. Phys. Lab. Teddington,
1958, Part I, paper No. 5A.

01 J. L. White, Trans. Metallurg. Soc. AIME 215, 178, 1959.
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Fig. 12. Part of Fe-C diagram, as formerly drawn.

and CB cease to be stable at J and B, they do in prin-
ciple continue, and indeed extend to the metastable
melting point of y-Fe. In other words, the metastable
extensions of EJ and CB should intersect somewhere
on the vertical Fe axis.

The question now remaining is: at what point on the
axis? To answer this question, let us look at fig. 13.
The diagram shows the mutual differences in Gibbs’
free energy 4G of the phases y, 8 and 1 of Fe as a
function of temperature. The difference relates in all
cases to the free energy of phase 8, that is to say the
horizontal line 4G = 0 refers to this phase. It is further
assumed that the 4G-T lines of the other phases are
also straight, so that their slope 4S is independent of
temperature. As the temperature range concerned is
relatively small, this assumption is justified.

The calculation boils down to working out the
triangle POR. In the diagram, Tp is the transition
temperature y — 8, Tr is the melting temperature

46
Y
o=t \
— : G
z == wh

Fig. 13. For calculating the metastable melting point Tg of y-Fe.
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8 — 1, and Ty is the unknown melting temperature

y —> 1. The slopes of PQ and RQ are given by ex-
perimentally determined values of A4S, viz, the transi-
tion entropy for y — 8 and the entropy of fusion for
8 — 1. The entropy of fusion is 2.0 cal/degree, which
is in good agreement with Richards’ rule mentioned
in Part I (1.1 R = 2.2 cal/degree). As expected, the
entropy of transition is much smaller, being 0.13
cal/degree.

1550°C

14501~

1400

| | ! | E
13505 7 ) 3 Z 5.

Fe — »at. %C

Fig. 14. Latest version of Fe-C diagram. The boundary lines of
the two-phase region y 4+ | meet in extension at the metastable
melting point of y. The deviating form of the diagram in fig. 12
is explained by experimental difficulties in determining the
solidus curve, which is often drawn too low.

It follows from simple geometrical considerations
that (Tr — T)/(Tq — Tp) = 0.13/2.0. We know that
Tr—Tp = 138 °C, and therefore:

Tr—Tq = 138 X 0.13/(2.0 + 0.13) = 8 °C.

The metastable extensions of the lines bounding the
two-phase region y + 1 in the Fe-C diagram should
therefore meet 8 °C below the stable melting point on
the Fe axis. In reality then, the curve EJ should arrive
at J with a much smaller slope, and have the form
roughly as shown in fig. 14. ‘

Summary II. Among the subjects dealt with are calculations of
the spinodal curve, the critical point and the boundary of a mis-
cibility gap; calculations relating to phase diagrams with flat

_ solidus or liquidus curves; the theory of elastic “lattice loosening”

of the solid phase; the laws of Raoult and Van ’t Hoff, and sim-
ple methods of verifying phase diagrams.
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A Klystron multiplier for generating 0.8 mm waves

»

B. B. van Iperen and W. Kuypers

621.385.623.5

At the beginning of the ’fifties, when the most vigorous period in the development of
microwave tubes was over, the view was generally held that it would be difficult, if not
impossible, to generate wavelengths shorter than a few millimetres by means of the principles
employed at that time. In most research centres concerned with the problem of generating
shorter waves, other ways and means of doing this were therefore sought and studied.
In recent years, however, the “classical” principles have again been gaining ground.
Thanks to improved theoretical insight and new technological possibilities, it has proved
feasible to use the same principles for generating submillimetre waves. An example of this
new development is discussed in this article. Here a tube is described that is capable of
continuously generating waves of 0.8 mm with a power output of some tens of mW.

Introduction

One of the most widely employed sources for gener-
ating cm and mm waves is the reflex klystron. Tubes of
this type are simple to use and deliver a continuous
output which is amply sufficient for many purposes (1.
It has not previously been possible, however, to make
continuous-wave reflex klystrons for the submillimetre
region. The shortest wavelength achieved with these
tubes is about 2 mm. The main reason for this limitation
is that the reflex klystron is itself an oscillator and must
therefore satisfy the starting condition for oscilla-
tion [2). According to this condition the sum of
electronic admittance and resonator admittance must
be negative. Since the resonance admittance of the
cavity resonator is inversely proportional to the square
root of the wavelength, it becomes increasingly difficult
4t shorter wavelengths to satisfy the oscillation con-
dition. In addition, there are also other serious problems
of a less fundamental nature, such as the extremely
small dimensions dictated by the wavelength, and the
cathode loading and heat dissipation. It does not seem
likely, therefore, that it will be possible in the foreseeable
future to generate wavelengths of less than 1 mm with
the reflex klystron. v :

In recent years research has been undertaken at the

Drs. B. B. van Iperen and Ir. W. Kuypers are research workers at
Philips Research Laboratories, Eindhoven.

Philips Research Laboratories, Eindhoven, into the
possibility of generating microwaves with the aid of a
two-cavity klystron that does not work as an oscillator
but as a frequency multiplier. This method has the great
advantage that it is not necessary to satisfy the oscilla-
tion condition. The designer of the tube then has more
freedom in the choice of certain parameters, so that
other problems can be solved more easily than in the
case of a reflex klystron.

The method is based on the fact that the velocity-
modulated electron beam of a klystron can contain in
addition to the fundamental frequency of the driving
signal a large number of its harmonics. If the driving
signal and the transit time between the two resonant
cavities is suitably chosen, these higher harmonics can
be relatively strong 3. According to a simple theory,
which disregards the interaction forces between the
electrons, the amplitude of the tenth harmonic in the
beam current can even be greater than half the magni-
tude of the first harmonic. In reality the situation is
even more favourable. If the output cavity (catcher) is
tuned to the tenth harmonic of the driving frequency,

1 B. B. van Iperen, Reflex klystrons for wavelengths of 4 and
2.5 mm, Philips tech. Rev. 21, 221-228, 1959/60.

121 See the article in reference 11, p. 225 et seq. (eq. (3)).

131 This was first noted by D. L. Webster, J. appl. Phys. 10,
501-508, 1939.
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the beam delivers energy at ten times the (requency of
the driving signal ( fig. /).

Some years ago tubes working on this principle were
described, which were suitable for the generation of cm-
and mm-waves [41; the shortest wavelength reached was
5Smm, with an output power of 0.1 mW using the second
harmonic. We have found, however, that submillimetre
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Fig. 1. Principle of klystron operation. K cathode. Vp electron
accelerating voltage (beam voltage). M two modulation (buncher)
grids, between which the electron beam is velocity-modulated as
a result of the alternating voltage — the driving signal — applied
to M. In the drift space between M and / the velocity-modulation
gradually gives rise to density modulation, because the electrons
accelerated in M catch up with the earlier electrons that have been
slowed down: the electron beam, which was a “direct current”
at M, has become at the induction grids / an “alternating cur-
rent” with the frequency of the modulating signal. In certain
circumstances this alternating current contains many higher
harmonics. The tube can be made to work as a frequency-multiplier
by tuning the resonant circuit connected to / o the frequency of
one of these higher harmonics. The tenth harmonic is the one
used in the 0.8 mm tube. In reality, M and 7 are not pairs of grids
with separate resonant circuits connected to them, but gridless
interaction gaps in resonant cavities.

waves can also be generated with a klystron multiplier
provided the velocity of the electrons is drastically
increased 131 In the tube described in this article, the
beam voltage Vo — 2 to 2.5 kV in reflex klystrons
is not less than 25 kV. This tube generates 0.87 mm
waves having a continuous output power of 35 mW [6],
In the following section we shall explain the signifi-
cance of raising the beam voltage, and say something
about the factors that govern the optimum value of the
beam current. In conclusion we shall discuss the con-
struction and the principal characteristics of the new
0.8 mm tube.

Theoretical considerations

As stated, the greatest obstacle to the construction of
tubes for very short wavelengths can be overcome by
using a frequency multiplier instead of an oscillator. At
the same time this makes the above-mentioned increase
in the beam voltage Vo possible. This considerably
reduces the other difficulties, such as the fact that at
very short waves the dimensions of the resonant cavities
and their distance apart become extremely small, the
limitations in regard to the permissible loading of the
cathode, etc.

By increasing Vo one increases what is termed the
clectronic wavelength, i.e. the distance travelled by the
electrons in one cycle of the driving or output signal;
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this distance is proportional to ]/Vo. We will now
explain the advantages to be gained by increasing the
electronic wavelength.

a) If Vo is increased the electron beam can be given a
larger diameter, thus reducing the cathode loading.
This is immediately apparent from the following con-
sideration. To ensure good interaction between beam
and resonant cavity the transit time of an electron in the
alternating electric field of the interaction gap (see
fig. 2a) must not be much tonger than half a cycle of
this field. So in the first place, the gap width ¢ must not
be much larger than half an electronic wavelength. This
has not yet met the above-mentioned requirement,
however, for even if d is relatively small the electric
field extends along the axis of the resonant cavity over
a length which is of the same order of magnitude as the
diameter 2r of the interaction space. For good inter-
action, therefore, this diameter too should not be much
greater than half an electronic wavelength. The same
consequently applies to the beam diameter. (In our tube
the beam diameter is governed by the electronic wave-
length related to the output signal, this wavelength being
much smaller than the one related to the input signal.)
b) The output power increases in proportion to V.
This is bound up with the characteristics of the catcher
cavity. At wavelengths below about I mm there are
disadvantages in using resonant cavities as drawn in
fig. 2a. In the first place, the re-entrant parts are then
difficult to make because of their small dimensions.
Moreover, there is a danger that these parts will be
overheated by electron bombardement. We therefore
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Fig. 2. «) Cross-section ol a resonant cavity of the type frequently
used in klystrons (re-entrant cavity), showing an electron beam
(the shaded strip) in interaction with it. The beam passcs the
resonant cavity A through the hole B, in the wall of which a slit
of width ¢ is cut. The part of the hole near the slit, where the
electric field is relatively strong, is the actual interaction space
(sce the sketched paths of the electric lines of force). For good
interaction between resonant cavity and beam the diameter 2r of
the interaction space and the gap width « should at the most be
roughly equal to hali’ the “electronic wavelength” of the beam.
h)y Example of a flat resonant cavity, as used in the tube for 0.8 mm
waves. The letters have the same meaning as in («). The re-entrant
parts are missing here, so that the gap width d is equal to the
height 4. A resonant cavity of this kind can be made for extremely
short wavelengths and gives better heat dissipation.




1965, No. 3

use what is called a “flat cavity” (fig. 2b). The resonant
frequency of such a cavity is primarily determined by
the dimensions perpendicular to the beam. In the first
instance the height 4 can be freely chosen. It is advan-
tageous to choose it as high as possible, because this
increases the resonance impedance (which is propor-
tional to A2) and thus the output power also. The extent
to which 4 can be increased, however, is limited by the
fact that & here is equal to the gap width, and must not
therefore be greater than about half an electronic wave-
length. Thus, in order to obtain a reasonable output
power it is equally important to have a high V, for as
stated the output power is proportional to the reson-
ance impedance and hence to Vo.

c) When the beam voltage is raised, the optimum
distance between the centres of the two resonant cavi-
ties also increases; at constant input power the increase
is more than proportional. By choosing the beam
voltage in the region of 25 kV one ensures that there is
sufficient space to accommodate resonant cavities of

’
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aid of an electronic computer, and its treatment does
not come within the scope of this article (7).

Our calculations have shown, remarkably enough,
that to some extent a higher current density initially
favours the production of higher harmonics; the adverse
effect referred to only appears later on. Moreover, the
optimum beam current is found to depend, among
other things, on the rank number of the relevant
harmonic (i.e. on the factor by which the frequency is
multiplied) and on the driving power; the voltage Vo,
on the other hand, has little influence. These calcula-
tions show that in our tube the optimum beam current
for a driving power of about 10 W is roughly 20 mA.

An experimental tube for 0.8 mm

A simplified cross-section of the tube is shown in
fig. 3. From left to right can be seen successively the
electron gun K, the buncher cavity M with tuning
device and input waveguide, the block 7 containing the
catcher cavity and the output waveguide, and the

Ton

Fig. 3. Simplified cross-section, 1.5 times fullffsize, of the klystron multiplier for 0.87 mm.
K electron gun with cathode I and focussing electrode 2. M modulation cavity (buncher)
tuned to 8.7 mm. 3 tuning plunger, movable by means of a diaphragm in the outside wall
of the tube. 4 input waveguide with glass vacuum-tight window 5. I the block containing the
catcher cavity with the output waveguide and accessories. (A cross-section of the catcher
cavity on a larger scale can be seen in fig. 6.) C collector (water-cooled). P pole pieces of

focussing magnet.

optimum dimensions together with their tuning devices
and connections, and also that the heat generated in the
cavities is adequately dissipated.

The beam current

The extent to which the electron beam current in a
klystron can be increased in order to step up the power
output is limited by the influence of mutual repulsion
between the electrons. If the density of the beam current
is too high, this repulsion tends to oppose electron
bunching in the beam and the formation of harmonics
is disturbed. Calculation of the influence of this effect is

a complicated problem that can only be solved with the’

collector C. The catcher cavity itself is too small to be
shown in this figure. Also to be seen are the pole
pieces P of the electromagnet which encloses the tube

4] See for instance W. H. Cornetet, Jr., IRE Trans. on Electron
Devices ED-6, 236-241, 1959.

5] See B. B. van Iperen, Proc. IEEE 51, 935-937, 1963. In this
article a 2.5 mm tube is described in which this increase in beam
voltage has been applied for the first time.

8] See also B. B. van Iperen and W. Kuypers, Experimental
CW klystron multiplier for submillimetre waves, Philips Res.

"~ Repts 20, 462-468, 1965 (No. 4).

7] See B. B. van Iperen and-H. J. C. A. Nunnink, Harmonics in
velocity-modulated cylindrical electron beams, Philips Res. Repts
20, 432-461, 1965 (No. 4). See also B. B. vanIperenand H. J. C. A.
Nunnink, C.R. 5me Congrés int. tubes hyperfréquences, Paris
1964. :
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Fig. 4. The 0.8 mm klystron in the magnet. To make the ends of the tube visible, half of each
of the tapering pole pieces has been removed; on the left is the gun section. The connection
for the input waveguide can be seen at the front in the centre. On the right, partly behind the
white cable, is a bolometer employing a thermistor and matching transformer, for measuring
the output power. In the centre, above the tube, is the tuning knob for the catcher cavity.
In the background is a micrometer for reading the position of the tuning plunger in the catcher

cavity.

and which supplies the magnetic field needed for
focussing the electron beam. Fig. 4 shows a photograph
of the tube inside the magnet.

The electron gun is a Pierce gun, which gives an
electron beam current of 20 mA at 25 kV. The beam
diameter is about 0.2 mm. Since the beam converges,
the current density at the cathode surface is limited to
7 Ajcm?; this value is well below the permissible
maximum for a modern L-cathode. To obtain a well-
shaped beam only a circular part of the front face of
the cathode is used for emission, the remainder having
been made non-emissive by a special treatment 81,
This non-emissive portion thus acts as a focussing
electrode at cathode potential.

The driving signal is supplied by an 8 mm klystron.
The catcher cavity is a flat resonant cavity of rectan-
gular form, which oscillates in the TEgi2 mode.

Because of this shape and resonator mode it is possible
to make the catcher cavity tunable. This can be under-
stood as follows.

In the TEo12 mode the alternating electric field is in
the x direction (see fig. 5) while the alternating magnetic
field in this direction is zero. Both fields are independent
of x but vary sinusoidally in the y and z directions, in
such a way that a half wave is along the y axis and a full
wave along the z axis inside the cavity. The beam
aperture is located at a position of maximum electric
field, i.e. at a distance //4 from one of the end faces
(/ being the length of the cavity along the z axis). At a

18] The process used for this was tound and developed by Dr.
R. Levi, Philips Metalonics, Mt. Vernon, N.Y., U.S.A. [t is
described by E. S. Rittner and R. Levi in J. appl. Phys. 33, 2336,
1962.
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Fig. 5. Rectangular
flat cavity, used as
the catcher cavity for
0.87 mm waves. The
cavity is excited inthe
TEo12 mode, the al-
ternating electric field hy
then being in the x W

[¥

direction and the al- 7
ternating  magnetic ;
field in this direction = A |
being zero. B aper- G |
tures. The cavity can }
be cut along the lines | y
DEFG without dis- i
turbing the resonator 4 |

: . 19248
mode. This fact is { |
turned to use for X
making the cavity - =

tunable.

5mm

Fig. 6. Perspective sketch of the catcher cavity for 0.87 mm. The
cavity has been cut along a plane through the beam axis and
paralle! with the vz plane (see fig. 5), and the front half re-
moved. A rigid section of the cavity. A2 movable part of the
cavity, which is fixed to the tuning plunger by means of a
sapphire rod 6. The plunger can be moved axially via a diaphragm
in the tube wall. 7 choke grooves to prevent leakage of the high-
frequency field through the gap between A1 and As. 8 partition
between resonant cavity and output waveguide. The coupling
hole is between this partition and the one in the cut-away
half. 9 tapered output waveguide. /0 mica window, 5 um
thick, for vacuum seal. B beam aperture.
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distance //4 from the end faces the y component of the
magnetic field is zero. Since the current in the wall is at
right-angles to the adjacent magnetic field, the z com-
ponent of the wall current is also zero at that position.
The resonant cavity can thus be cut through at that
point without upsetting the resonator mode.

The latter fact is turned to use for making the catcher
cavity tunable. For this purpose it is composed of two
parts, one of which is 3//4 long and the other //4. The
first part contains the beam aperture and is a fixed part
of the tube. The other can be moved in the z direction
by means of a diaphragm in the wall of the tube. In
this way the cavity can be tuned by about 5% with-
out significantly changing the impedance.

The construction of the catcher cavity is shown in the
perspective drawing in fig. 6. The figure also shows the
output waveguide, which is separated from the actual
resonant cavity by two partitions, with a coupling hole
between them. The other end of this tapering waveguide
is made vacuum-tight by a mica window 5 pm thick.
The small dimensions — the volume of the resonant
cavity is about 0.1 mm?® — and the high demands made
on the dimensional accuracy and on the quality of the
surfaces, make it necessary to use special fabrication
techniques such as “hobbing”, “optical” milling and
diffusion welding. By these means it proves possible,
however, to achieve a quality factor and an impedance
which are not far below the theoretical values.

The most important characteristics

To conclude we shall mention some of the principal
characteristics of the new tube. Fig. 7 shows the result
of measurements of the output power P, at 0.87 mm as
a function of the driving power P; (wavelength 8.7 mm).

30mw —— —
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Fig. 7. The continuous wave output power P, at a wavelength
of 0.87 mm as a function of the driving power P; at 8.7 mm. For
this plot the beam voltage was 25 kV, the beam current 20 mA
and the focussing magnetic field 0.37 Wb/m? (3700 gauss). The
curve is rather broad, and therefore Pi does not have to be
stabilized so drastically in order to obtain a reasonably constant
outpul power.
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The curve relates to a beam voltage of 25 kV and a
beam current of 20 mA. This plot is in reasonable
agreement with the calculations.

If one compares the maximum output power attain-
able at this beam voltage and current with the driving
power which it calls for, it can be seen that the con-
version of § mm waves into 0.8 mm waves involves a
conversion loss of about 26 dB. In view of the wave-

length and the high order of harmonic involved, this-

is a very satisfactory value.

As can be seen, the curve in fig. 7 is fairly broad; to
obtain a reasonably constant output power it is there-
fore not necessary to stabilize the driving power too
rigorously.

There are two reasons, which apply to every klystron, why the
output power cannot go on rising indefinitely with the inbut
power. In the first place, the amplitude of each of the harmonics
in the beam is never larger than twice the DC value of the un-
modulated beam. In the second place, the position of the point
where the bunching is strongest, and thus where the maximum
output power can be expected, depends on the input power: there
is only one value of the input power where that point coincides
exactly with the location of the catcher cavity. This explains why
the curve shows a maximum.

It has been found that, with a low driving power, at
the most 0.5% of the beam electrons are lost on the
way; the rest reach the collector. As the driving power
is raised the loss increases, and at the optimum value
of the driving power it amounts to roughly 79%. These
figures relate to a focussing magnetic field of
0.37 Wb/m2 (3700 gauss).

Fig. 8 shows a plot of P max, the maximum output
power at 0.87 mm, and Pj max, the associated driving
power at 8.7 mm, as functions of the beam voltage at
constant perveance — i.e. the ratio of the beam current
to Vo*2 It can be seen from the figure that an output

~ power of 1 mW is already achieved at a beam voltage
of 16 kV, where the beam current is 10 mA and the
driving power 8 W. At 28 kV, the highest voltage at
which measurements were taken, the output power is
35 mW at a driving power of only 15 W. The measured
values of the driving power are within 20 % of the values
calculated using the theory given in the article referred
to [7). This theory also seems to be confirmed by the
measurements as far as the output power is concerned.
The difference in this case was estimated at no more

.
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Fig. 8. The maximum output power Py max and the appertaining
driving power Pimax as a function of the beam voltage ¥ at
constant perveance (in this case 5x 102 A/V3/2),

than 30 9. An accurate comparison here is not possible
at present, since the necessary measuring methods in
the submillimetre range are not yet sufficiently ad-
vanced.

Allin all it may be said that it has proved possible to
generate 0.8 mm waves with reasonably high continu-
ous power by means of a klystron frequency multiplier.
There are reasonable prospects that it will be feasible
with this method to penetrate still further into the sub-
millimetre range within the foreseeable future.

Summary. Submillimetre waves (wavelength 0.87 mm) can now
be generated with a continuous power of some tens of mW by
means of a klystron frequency multiplier (the catcher cavity being
tuned to the tenth harmonic of the driving frequency). This result
was mainly obtained by choosing the beam voltage (25 kV) much
higher than in reflex klystrons and earlier klystron multipliers
(2-3.5 kV). This has made it possible, for example: a) to increase
the beam diameter (this is about 0.2 mm), which reduces the
cathode load; b) to use a flat resonator as the catcher cavity
(better cooling and easier to make) without substantially sacrific--
ing output power; c) to increase the distance between the buncher
and catcher cavities. The latter is rectangular, oscillates in the
TEie2 mode, and can be mechanically tuned by about 59%,. The
beam (20 mA) is focussed by a magnetic field of 0.37 Wb/m?2 -
(3700 gauss). The maximum power output achieved (35 mW)
required an input power of only about 15 W.
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Developments in the field of electronic computers
during the last decade

W. Nijenhuis and H. van de Weg

681.14-523.8

The rapid development of electronic computers as regards computing speed, reliability
and capacity is mainly due to the advances made in the technology of transistors and diodes,
magnetic memory cores and magnetic recording. These various points are discussed in this
article, and the possible lines along which present-day techniques may develop are indicated.

Introduction

The electronic computer plays an indispensable part
in modern society; we could not imagine being without
it. If we realize that the first electronic computer,
ENIAC, was completed in 1947 and that Remington
Rand installed the first commercial machine in 1951,
then it will be clear that the development of these
machines since then has been explosive. This rapid
development comes out very strongly on scanning
through the latest edition of “A survey of domestic
electronic digital computing systems” from the middle
of 1961; but it may also be seen that a great deal of
pioneer work and experimentation was done in those
early years: of the list of computers given in this pub-
lication, 85 of the 170 types considered are represented
by a single model only, while about 909, of the total
number of machines manufactured belong to only
15 types. We may assume that in that initial period
money was spent too easily for an attractive idea, a
brilliant brainwave, without thinking out the conse-
quences with respect to a complete system beforehand,
with the result that the pilot model often did not go
into series production.

The limited number of successes makes it easier to
pick out a few technical lines of development while
disregarding the many side-tracks, and to give a brief
account of these lines, as is intended here. We shall
also largely omit specialized developments, particular-
ly those in the military sector. These may be interesting,
and may sometimes be the precursors of the tech-
niques of tomorrow as a result of the sometimes exor-

Ir. W. Nijenhuis and Ir. H. van de Weg (deputy director) are
research workers at Philips Research Laboratories, Eindhoven.
— This article is chiefly based on a talk which Ir. Van de Weg
gave to the Dutch Computer Society in April 1964.

bitantly high demands which are made; but the price
factor is so subordinated to other arguments in these

cases that they cannot be taken as a real reflection of

the present-day techniques.

After the first period of amazement that it was
possible to make an electronic computer was over, all
attention was focussed on the problem of reliability:
next to the price the reliability is the most important
criterion for judging a particular construction. On the
one hand the reliability of the components is important,
and on the other hand the reliability of the connections,
e.g. plug connections and soldered connections. The
ENIAC may be cited as an example of how things
were with the reliability in the early days. When this
machine was switched on, usually at least a few of
the 18 000 electronic valves failed. A problem was
often worked out several times, the solution being
considered to be correct if it was the same twice.

It proved possible to increase the reliability of the
components by improved quality control, but initially
this progress hardly kept pace with the increasing com-
plexity of the machines, which led to much greater
chances of something breaking down. Many will still
remember the time before 1957, when computers
only did 7 hours’ useful work in each planned 10 hours,
and the average time between two breakdowns was
2 to 4 hours. It was only once in a blue moon that a
machine would work for a whole day without trouble.

The situation is now much better. In the first place,
in addition to the above-mentioned quality control,
better methods of construction have been introduced.
These will be discussed below in more detail. But apart
from this, various ways have been worked out to deal
with an error once it occurs. “Diagnostic’” programmes
have been developed which make the computer itself
indicate which part of it has failed. The computer
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has also been split into a number of functional units
and groups of functional units, with corresponding
alarm devices to localize the site of the trouble as
closely as possible. As a result, one can now find in
sales and hire contracts for electronic computers a
guarantee that the average useful machine time will be
more than say 909,. The actual performances are
usually even better. With a modern electronic com-
puter, it should be possible to repair any trouble in less
than half an hour.

As a special example in this connection, we may
mention the new electronic telephone exchange of the
Bell Laboratories in the United States {11, Electronic
telephone exchanges have much in common ‘with
electronic computers. They also use memories, in order
to be able to store subscribers’ numbers temporarily
and they are built up of the same types of unit as com-
puters (mainly flip-flops and gate circuits). These units
are nowadays mounted on phenolic or glass-epoxy
boards, with printed wiring (“printed-wiring cards”).
The designers of the Bell system have aimed at making
their diagnostic programmes so refined that the trouble
can be pinned down to the printed-wiring board in
question, so that maintenance can be done by unskilled
workers. It must be conceded that in a certain sense an
even greater reliability must be demanded of a tele-
phone exchange than of normal commercial computers
but we can expect similar maintenance methods for
computers in the future.

Although the remarks made so far about the relia-
bility have been on the whole optimistic, we must not
overlook a few less happy points. In the first place, it is
true that the reliability of the electronic circuits is now
very reasonable, but this is much less so with the electro-
mechanical equipment which we find at the periphery
of the computer. Most trouble is still caused by this

equipment, and this can only partially be prevented by

frequent maintenance. Secondly, no computer is yet
completely reliable in the sense that the user can be
sure that it will work at a given time, e.g. Wednesday
from half past two to five o’clock. This guarantee can-
not yet be given for a computer, but it is demanded of
the above-mentioned telephone exchange.

The reliability can be made especially great by in-
creasing the redundancy of the circuit. For example,
each valve can be replaced by two valves in parallel.
A resistance R can be realized (as is also done
for amplifiers in under-sea cables) by means of four
resistors R connected two by two in series and in
parallel, so that if one of these should break down or
short-circuit there will still be a connection via resistors.
One has another form of redundancy if the system
contains more than one switching unit for a given
function. The system can determine during operation

+
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whether a switching unit is working properly, and if not
can look for an intact switching unit; the result is that
a defect need not cause the whole system to cease
operation. Computer techniques could gain a lot
from telephony techniques in this respect. Very little re-
dundancy can be seen in the circuits of present-day
computers, even in those cases where it is desired to
have a computer in service 24-hours a day without in-
terruption. In this case a whole computer is often kept
in reserve.

We will now go into some more detail about the
history of the various techniques introduced into the
field of electronic computers in the course of their de-
velopment, which apart from a reduction in the price
have mainly led to an improvement in reliability. We
shall also pay a great deal of attention to the big in-
crease in speed in nearly all parts of an electronic com-
puter.

Components and logic circuits

Ten years ago, valves (mainly double triodes) were
still in general use in computers, while active research
was being carried out on the use of the point-contact
transistor, invented in 1948. In Britain (2] and the
United States [3], some computers were indeed made
with point-contact transistors. This transistor can act
as a high-speed electronic switch, with switching times
of 0.1 - 10 microseconds. It was however rather fragile
and difficult to make reproducibly, so that it was quick-
ly replaced by the junction transistor. This was origi-
nally made by the pulling method, until the simpler
alloying procedure was discovered. The junction
transistor, originally announced as a low-frequency
amplifying element, was made suitable for faster and
faster circuits by improved methods of fabrication.
While the best alloyed transistors made possible switch-
ing times of about 1 ys, the introduction of the diffu-
sion technique has led to transistors which allow
switching times of a few nanoseconds. Some details
about these various types of transistors and their speeds
are given in Table I.

Table I. Switching time obtainable with various kinds of tran-
sistors.

Type of transistor | 1 toE O L | Tnanosecondy

Point-contact

transistor 1948 10 000-100
Junction transistor:

Pulled 1949 ditto

Alloyed. 1954 ditto

Diffused 1956 100-5
~ Planar 1960 100-5
Field-effect transistor 1962 1000-20
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The technique of epitaxial crystal growth and the
use of masking techniques have contributed to the
improvement of the properties of the transistor, e.g.
to the lowering of the knee voltage of the transistor
characteristic. Moréover, about-1957 the change was
made from germanium to silicon, which led to a re-
duced leakage current and better stability. The “planar
technique” allows P-N junctions in silicon to be pro-
tected against the influence of the atmosphere by a
SiOz film during their production, thus allowing a
further improvement in reproducibility and life. This
technique also proved to offer further possibilities
which we shall discuss below (in connection with
microminiaturization).

These methods of fabrication also allowed the pro-
duction of the field-effect transistor — long proposed
on paper.

The development of diodes more or less followed that
of the transistor, after the change-over in about 1950
from the old selenium rectifiers to germanium point-
contact diodes. If diodes are to retain their rectifying
effect even at high frequencies (high switching speeds)
then a low value of the internal capacitance, among
other things, is of great importance. Point contact
diodes satisfied this demand, but like point-contact
transistors they were not sufficiently robust. Sturdier
diodes could be made by the alloying technique. Very
fast diodes can be obtained by a method in which the
alloying is brought about during the attachment of the
lead — a gold wire in this case. In general, diodes can
be made faster by introducing certain impurities
(“killers”) into the germanium or silicon, of which
gold is the most important example. Finally, the intro-
duction of the Schottky diode, made by applying a
thin film of metal to the silicon, opened the possibility
of increasing the speed of the diodes even further. In
Table IT, the switching times of the various diodes used
are shown.

This table also includes details of two types of diodes
which are not used for their rectifying effect, viz the
tunnel diode and the Boff diode. A few remarks fol-
low concerning these two types.

The tunnel diode, discovered by Esaki in 1958 has
two different functions as a result of the form of its
. characteristic, viz, as bistable element and as amplifier.
It initially seemed very promising as a high-frequency
logic element, owing to its inherently very fast switching
mechanism, but the difficulty of making it reproducibly
and the low voltage difference between the two stable
states gave so much trouble in large systems that
the interest in this component quickly faded. At pres-
ent the tunnel diode is mainly regarded as a useful
auxiliary element for increasing the speed of transistor
circuits, e.g. the circuit for transmitting the carry to the
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Table IL Switching times of various types of diodes.

. Year of Switching time

Type of Diode Introduction (nanoseconds)
Point-contact diode 1947 100-0.1
Alloyed 1950 ~ 5000
“Gold-bonded diode™ 1955 50-5
Planar 1960 50-5 %)
Schottky diode 1963 <0.2
Tunnel diode 1958 5-0.1
Boff diode 1962 0.2

*) If small and with gold killer.’

following digit position in an adder; further as a
memory element for small hyper-high-speed memories
and for very high-speed counting circuits, mainly for
applications in nuclear physics.

The Boff diode (also called the “snap-off diode’)
which acts as a delay element giving delays of the order
of a few tenths of a microsecond, is of recent date. It is
based on the fact that an initially conducting diode
which is suddenly exposed to a voltage in the cut-off
direction still passes current for a short time in this
direction, the time depending on the value of the ori-
ginal forward current. The conduction in the cut-off
direction ends with a very steep trailing edge which
gives the very short switching time. The possibilities
of this diode, e.g. in combination with the tunnel diode,
are being investigated at present [4],

We shall now give a brief discussion of the most

widely used passive elements (resistors and capacitors),
together with a consideration of the development of
the circuits.
" At the start of the ’50’s, normal radio components
were still used in combination with valves, which gave
rather big constructions: the average packing density
was about 0.1 components per cm3. As the components
became more reliable and stable, their design was
altered to match the functional construction of the
logic units in which they were used. This allowed the
packing density to be increased to about 0.5 compo-
nents per cm®. The introduction of the transistor made
it possible to reduce the dissipation to much smaller
values, as a result of which resistors for lower powers
(0.05 watt) and thus with smaller dimensions could be
used.

(11 No. 1 Electronic Switching System, Bell Syst. fech. J. 43,
1831-2592, 1964 (No. 5, parts 1 and 2).

21 E, H. Cooke-Y-arborough et al., Proc. TEE 103 B, suppl. No. 3,
p. 361, 1956. ) )

31 J. H. Felker, Proc. IRE 40, 1584, 1952.

41 B. E. Sear, Charge controlled nanosecond logic circuitry,
Proc. IEEE 51, 1215-1227, 1963.
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Use of these components, combined with printed
wiring on a laminated or glass-epoxy board, led to the
above-mentioned printed-wiring cards, which allowed
the packing density to be increased by a further factor
of 5, to 2.5 components per cm3, This also greatly sim-
plified the fabrication: all components could now be
soldered on to the board in a single operation by dip

b

T
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soldering. If necessary, the units thus obtained could
be protected against climatic influences by encapsulat-
ing them in plastic.

If the connections between these units are also pro-
vided by printed-wiring cards, a very compact con-
struction is obtained. This technique has already been
in common use for more than 5 years, and is known as
the miniature technique ( fig. la, b).

We are now however in the middle of a spectacular
further development as regards miniaturization. Minia-
turization has always been an aim in the electronic in-
dustry. In some cases it was an end in itself, e.g. for air-
borne equipment; in computers it is also a means of
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improving the reliability. In the above-mentioned
development, known as microminiaturization, the cir-
cuits are made by an integrated procedure, i.e. the con-
nections between a number of components are made
at the same time as the components themselves. One
can then expect higher reliability because less soldered
connections are needed in the circuits. One also

Fig. 1. @) Cut-away view
of miniature modular
unit. A complete logic
circuit is here mounted
on a phenolic board with
printed wiring; two such
boards are contained in
one modular unit. The
length of the block is
about 5 cm. b) a series of
units as in (a), mounted
on a printed-wiring card.

. AW
OO \*" X

hopes that the smaller circuits will give higher switch-
ing speeds.

We may distinguish two basically different methods
for making these integrated circuits, viz the thin-film
technique, based on the methods used for making re-
sistors and capacitors, and the monolithic technique,
which is based on the modern planar technique used
for manufacturing transistors.

In the thin-film technique, a number of resistors and
capacitors, together with the necessary connections,
are evaporated on to a glass substrate in the form of a
thin film. The output contacts of these units are also
evaporated on to the glass. One difficulty connected
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with this technique is that the transistors and diodes
needed must still be soldered on to the configuration
in one way or another. Larger units are made e.g. by
piling a number of plates together (fig. 2). These
microcircuits allow the packing density to be increased
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pectation has not yet been realized, but hopes are still
high that the prices of these circuits will fall so that in a
few years they will be able to compete with convention-
al circuits.

It cannot yet be predicted which of the two above

a

b

Fig. 2. Microminiaturization. «) Microcircuil on glass substrate. Length 3 cm. The circuit
shown (one stage of a shift register for 100 kc/s) contains two transistors, six diodes, 10 resis-
tors and four capacitors. b)) A number of microcircuits stacked together to form a larger unit. In
the background may be scen an equivalent unit in the normal miniature technique (the boards
here are not encapsulated to form modular units as in fig. 1).

by a further five times, to about 15 components per cm3.

In the monolithic technique, the diodes and transis-
tors are made very easily by forming them by the planar
technique in a silicon crystal; but here it is the resis-
tors and capacitors which are not so easy to make. This
trouble is got round by using as a capacitor a P-N
junction biased in the reverse direction, and as a resis-
tor a diffused strip of a semi-conductor material of
appropriate conductivity, insulated from the rest of the
crystal by a P-N junction biased in the reverse direction.
In principle, this technique can give much greater
packing densities than even in the microcircuits; if we
estimate the improvement in packing density as being
increased by a further factor of 5, we certainly are onthe
safe side. The factor that can be obtained depends main-
ly on the art of connecting these little “chips’, which
only have a surface area of a few mm2, with miniature
leads to other units ( fig. 3).

By 1960, this technology was so far advanced that
the manufacturers (in the first place Texas Instru-
ments and Fairchild) saw that microminiaturization
might well become an economic proposition. This ex-

mentioned techniques will finally win the race. If it
proves possible to evaporate still smaller resistors and
capacitors with narrow tolerances on to the monolithic
circuits, this will give very elegant units. However, a
possible factor in favour of the thin-film technique is
the fact that a method has now been developed for
making field-effect transistors and diodes (the Schottky
diode) by a thin-film technique too.

There are still practical problems in connection with
the applications of these small circuits. There is the
question of the heat dissipated, which imposes a limit
on the packing density. Further, we have the above-
mentioned problem of reliably connecting up a number
of these small units with the aid of miniature techniques
This would allow larger functional blocks to be made,
which could then be combined by conventional means
(printed wiring, plugs and sockets). In this connection,
the question immediately arises as to how many units
should optimally be included in one block. Without
going into details, we may say that here a number of
contradictory factors, which are partly dependent on
the state of the art, play a rdle: bigger blocks may be
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cheaper to manufacture, but the smaller a block, the
more easily can one dispense with the demand that it
should be repairable; in this connection the price of
the block, the life and reliability of its components,
the costs of skilled maintenance personnel and the price
of the necessary spare units alil play a part. Since part
of the micro-logic must be used in combination with
conventional equipment in the memory and peripheral
equipment of the computer, additional demands are
sure to be made on the assembly method chosen.
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most unfavourable conditions (“worst-case” calcula-
tions), then it is found that no single version of the
circuits can be optimal in all respects, so that one is
forced to make a choice, retaining those properties
that are most valuable for the intended application.
The above-mentioned calculations are nowadays
normally carried out on an electronic computer, the
transistor characteristic normalily being approximately
represented by a straight line. A few attempts have al-
ready been made to take into account the non-linear be-

Fig. 3. Microminiaturization by the crystal technique. The little square in the middle (a “chip™
1 > 1 mm2) contains four transistors and four resistors. The connections leading to normal con-
tacts placed round the chip may also be seen.

The whole field of microminiaturization is under-
going a revolutionary development at present, and as
with all revolutions it is very difficult to predict what
will be the final outcome.

We will close this section with a few remarks on the
types of circuit which are used in computer sub-assem-
blies. The most common are the “nand’’ and the “nor”
circuits. These can be realized in various ways, as may
be seen from fig. 4, which shows the most usual solu-
tions [51. Many attempts are being made to find an op-
timum solution for these and various other circuits.
Many different criteria can be used in this connection-
speed, sensitivity to interference, the generation of in-
terference, the influence of tolerances and drift of com-
ponents, energy consumption, attainable “fan-out”
(i.e. the number of similar circuits which can be con-
trolled by the circuit in question). If however one con-
siders how the possible circuits would work under the

haviour of the barrier layers in these circuits, which
allows in particular a more accurate quantitative
description of transient phenomena. It may be noted
that electronic computers are being used more and
more for developing better computers and for the im-
provement of the various computer-manufacturing
processes, e.g. for the making of optimum wiring
patterns, the making of drawings, parts lists and wiring
lists, etc. — thus contributing to a kind of eugenics of
these robots.

High-speed main memories

The most important contribution to the improvement
of the reliability of electronic computers has doubtless
been the introduction, some 10 years ago now, of
magnetic core memories. The memories used until then
contained acoustic delay lines usually with mercury
(but sometimes with nickel wire or quartz) as trans-
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mission medium, or cathode-ray tubes, usually called
Williams tubes after the inventor of this application.
The drum memories, which in those days were also
sometimes used for main storage in slower machines,
will be discussed in the following section. Both of the
other types of memories mentioned had serious dis-
advantages. For example, the temperature dependence
of the delay lines was a problem; in the Williams tube,
the problem was the poor persistence of the charge
pattern on the screen, which necessitated continual
regeneration.
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for the decay of the transient phenomena in the ampli-
fiers for the read currents and in other parts of the
electronic circuit. In order to obtain shorter cycle times,
one must try to limit the transient phenomena as well
as to reduce the switching time proper. For the latter
purpose, we must use cores with a higher coercive force
and use a higher field strength for reading and writing.
This means, however, since one wants to obtain the -
higher field strength with roughly the same currents,
that one has to use smaller cores. This allows the mem-
ory matrices to be made more compact and since in a
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-

Fig. 4. Various logic circuits using transistors. The top two are “nor’ circuits, and the bottom
two “nand” circuits. The notation A + B + C denotes “not (A or B or C)”, i.e. the value “0”
(in this case represented by a low voltage) will appear at the output as soon as the value “1”’ (a
high voltage) is present at at least one of the inputs ABC. The notation ABC denotes “not
(A and B and C)”, i.e. the value “0” appears at the output only if the value “1”° is present at 4

and Band C.

Just when the various technological problems of
the Williams tube had been more or less solved, the
magnetic core, made possible by the development of
ferrites with a square hysteresis loop, came on to the
scene, thus inaugurating a period of great and rapid
progress in memory techniques.

If we disregard certain types of larger core for spe-
cial applications, we may say that the first core which
found practical application in computer memories had
an external diameter of 0.080 inch i.e. about 2 mm.
This made possible a cycle time of 10 ps. The cycle time
consists of two switching times (for the destructive
reading and for the writing back of the information)

and a certain time between and after these two, needed

smaller matrix the voltage pulses occurring during
writing are smaller, this also has a favourable effect
on the transient phenomena in the amplifiers. For
these various reasons, the cycle time could be reduced
to 6 us by use of a core 0.050 inch in diameter (fig. 5).

The development workers then concentrated mainly
on improving the reliability. Better knowledge of the
sintering process of the ferrite used allowed the pro-
perties of the memory element to be made much more
reproducible. A better choice of the composition of
the material gave less temperature dependence and a

53 R. Foglesong, Integrated circuits daesign and application,
Semicond. Prod. and Solid State Technol. 7, No. 3, 32-34 and
39-42,1964. - -
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Fig. 5. Ferrite cores 0.050 and 0.030 inches in external diameter. The match-head

indicates the scale.

squarer hysteresis loop. Much attention was also paid
to improving the methods of threading the cores in the
memory matrices.

The steady improvement in the mastery of the tech-
nology allowed even smaller cores to be put into usc in
1961, the external diameter being reduced to 0.030
inch (fig. 5). As a result of this, and of the appreciable
speeding up of the associated electronics which had
been realized in the meantime, the cycle time was re-
duced to about 2 us.

It goes without saying that the problems of threading
the cores became greater: at least three wires had to be
threaded through a hole of diameter 0.4 mm. The
general opinion was that this represented the practical
limit of these memories. Recently, however, it has prov-
ed possible not only to make still smaller cores (exter-
nal diameter 0.020 inch), but also to thread these with-
out too much difficuity (fig. 6 and 7). These cores give
cycle times of about 1 ps.

The fundamental and practical limitations of this
technique are now being examined. There is no doubt
that still smaller ferrite cores can be made, but it is not
yet known whether it would still be possible to thread
them, and if so whether other difficulties will not then
arise, e.g. that the resistance of the thin wires might
become excessive. It is however to be expected that
cycle times of about 0.5 s will be possible within a few
years. Table 1] gives the switching time for the above-
mentioned cores, together with the necessary switch-
ing current and the year of introduction. One should
beware of drawing too stringent conclusions from the
differences in switching time given in this table, since
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the cores on which these values were
measured differed appreciably as re-
gards both the thickness and the ferrite
used, while the currents used aiso varied,
as may be seen from the table.

Many attempts have been made to
find a better alternative to the magnetic
core in high-speed memories, e.g. by
giving the ferrite another shape, by
looking for other materials with a square
hysteresis loop and by use of materials
with a basically faster switching mech-
anism.

For example, it has been proposed to
make a memory of flat square sheets
of ferrite containing a matrix of holes [6].
Part of the wiring is automatically fixed
on to the sheets, while the rest can
very simply be threaded through the
holes. To the best of our knowledge
the only large-scale application of these
sheets is in the memories for the above-
mentioned electronic telephone exchange at the Bell
Laboratories.

Table llI. Dimensions, switching time and switching current of
successively used magnetic memory cores.

External Year of Switching Switching
diam. of core  introduction time current
(inches) (us) (mA)
0.15 1953 10 400
0.080 1955 15 700
0.050 1958 1.0 500
0.030 1962 0.5 650
0.020 1964 0.2 850

Fig. 6. Part of a memory matrix with cores 0.020 inch in diameter.
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Fig. 7. Threading a memory matrix such as that of fig. 6.

Some dielectrics, e.g. barium titanate and GASH [7],
have a roughly square hysteresis loop, but one prop-
erty makes these substances inferior to the magnetic
materials, viz, the fact that the memory elements based
on them have two poles. With the magnetic materials
one can make elements with separate input and output
wires, which gives many more possibilities. Another
disadvantage in e.g. barium titanate is the memory
loss.

The most important memory element with a fast
switching mechanism is the thin magnetic metal film
(fig. 8), where the magnetization is not reversed by
movement of Bloch walls but by the much faster ro-
tation of the direction of magnetization in a Weiss re-
gion. The switching times which can be obtained in

61 J. A, Rajchman, Proc. IRE 45, 325, 1957.

R. H. Meinken, Conf. Magnetism and magnetic materials,
Boston 1956, p. 674.

J. A. Rajchman, Computer memories: a survey of the state-of-
the-art, Proc. IRE 49, 104-127, 1961.

7] Guanidine Aluminium Sulphate Hexahydrate.
is a substance which was first discovered in guano.
i8] R, Shahbender, C. Wentworth, K. Li, S. Hotchkiss and J.
Rajchman, Laminated ferrite memory, AFIPS Conf. Proc. 24
(1963 Fall Joint Computer Conference), pp. 77-90.

- Guanidine
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this way are of the order of nanoseconds, but no memory
has yet been made which takes full advantage of this
speed. The only thin-film memories on the market at
present have cycle times of from 0.3 to 1 s, while in a
laboratory study a prototype of a memory with a cycle
time of 0.1 us has been realized. Thin films also have
the disadvantage of a relatively very low output volt-
age, viz, about | mV, compared with tens of mV in the
magnetic cores. The ferrite core is thus still leading for
the moment, and it looks as if the thin films will rather
lose than gain ground.

This does not mean that the thin film has already
lost the race. It is conceivable that good technological
mastery of the manufacturing process of the thin-film
memories (including their control and read circuits)
could eventually make these memories cheaper than

Fig. 8. A memory in which each element is formed by a very thin
magnetic metal film on an aluminium carrier. The pencil point
(which is reflected in the aluminium) indicates the scale.

The wiring for this memory is applied to various Mylar foils
which are laid on the pattern of elements.

corresponding magnetic-core memories. In this case,
the price rather than the speed would be finally decisive.
So far, however, this is not the case. And whether the
thin film will still stand a chance in a few years’ time
will strongly depend on the progress made with the
cryogenic memory, while the newest inventions in the
field of ferrite memories, the microferrites and the
laminated ferrites 181 also appear very promising.
Cryogenic memories make use of substances which
become superconducting at low temperatures. With
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thin-film techniques it is possible to make very small
memory matrices on this principle (e.g. 128 x 128 bits
on a surface of 5x 5 cm?). The circuits for the selec-
tion of the desired word from the memory can be made
by similar means and form an integral whole with the
matrix. Memory capacities of the order of 109 bits
would seem to be possible in this way. However, the
very low resistances limit the switching speed of larger
units, which is determined by L/r relaxation times. The
switching time will be of the order of 1-10 us. One ad-
vantage of these cryogenic elements is that, thanks to
the infinite ratio between resistances in the normal and
superconducting state, no parasitic voltages are pro-
duced by the coincident currents (%) used for switching,
so that one can in principle make very large memory
matrices. There are still plenty of technological prob-
lems, however. The problem of finding the most eco-
nomical cooling method for this application must also
be considered (10,

It is hoped that microferrites and laminated ferrites
may offer possibilities for memories of the order of 107
bits. Cycle times of from 0.1 to 1 us have been meas-
ured on a number of prototypes of this kind. The out-
put voltages are of the same order of magnitude as
with the metallic magnetic films. The read currents
needed can vary from 50 1o 200 mA.

All these figures show that memories, like the logic
circuits, are tending more and more (o a microminia-
ture form, so that we may in the long run expect much
smaller computers, where the logic and the memory
are better matched and thus have a more integrated
character than is the case at present. The increasingly
noticeable attempts to put selection circuits in the
memories themselves also work in this direction.

Apart from the high-speed main memories discussed
in this section, there is also a need for a fast, inexpen-
sive permanent or semi-permanent menory, from which
the information can be non-destructively read very
rapidly, while changing the memory contents is relativ-
ely stow (e.g. by photographic processes). The demand
for memories of this kind will increase more and more
in connection with the steady increase in the amount
of permanent information which one wishes to feed to
an electronic computer in the form of translation pro-
grammes, sub-routines etc. Another reason for the
demand for nondestructively-read memories is the risk
that in the normal procedure. i.e. destructive reading
followed by writing back of the information in question,
a disturbing pulse may change the contents of the mem-
ory. This is catastrophic for memories for use in space
flight, but even in telephone exchanges it is highly
undesirable, since it could result in a subscriber losing
the correct number as a result of a permanent change in
this number during writing back in a memory.
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No completely satisfactory solution for memories of
this kind has yet been found. Various methods have
been worked out, but they all leave room for improve-
ment. For example, in the telephone exchange which
has already been mentioned several times, the Bell
Laboratories used the twistor as a semi-permanent
memory element for storing permanent subscriber data
and programmes for the connecting of one subscriber
with another. Growing interest also exists at present in
the “Biax” element, one of the several multi-hole ferrite
elements which have been developed ( fig. 9), in con-
nection with its use in a nondestructive-read memory
which can be read quickly (about 100 ns) and can still be
written fairly quickly (of the order of a few us).
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Fig. 9. A pile of “Biax™ elements for a semi-permanent memory.
Each element contains two holes at right angles to one another.
The length of the element is about 2 mm.

For the sake of completeness, we may briefly men-
tion here the reappearance of the delay line, in two
forms, viz, the polygonal form in glass with a very low
temperature coefficient and the magnetostrictive delay
line {11], Owing to the great increase in the speed of the
logic circuits, these delay lines can, when used in not
too large serial machines, provide the key to reasonably
fast, and at the same time cheap, solutions.

Slow memories: drums, discs, magnetic tape

The need for larger memory capacities than can eco-
nomically be provided by the fast main memories was
already felt in the first electronic computers. The price
per bit is here the decisive factor. Here too, magnetic
recording still reigns supreme as regards simplicity and
reliability, and this state of affairs may be expected to
continue for years, although laboratory investigations
are now being carried out on a number of interesting
discoveries, e.g. thermoplastic recording. In fact, this
method is probably more suitable for use in a semi-per-
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Fig. 10. Magnetic-tape units, used with the CDC 3600/3200 computer in Philips Computer

Centre, Eindhoven.

manent memory, since the writing rate is on the low
side.

Table IV gives some data about a number of represent-
ative memory types which will be briefly discussed in
this section, to show how the present state of affairs
compares with that of about 10 years ago.

Table 1V. Typical data ot magnetic tape, drums and discs in 1954
and 1964.

1954 1964

ape:

Reading and writing speed (bits/s per

track) 12 000 170 000

Writing density (bits/mm) 4 60

Start-stop time (ms) 10 2-3
lirums:

Mean access time (ms) 10-20 10-20

Writing density (bits/mm) 2-5 26-40

Capacity (bits) 103-108 107-108
Discs:

Mean acces time (ms) 600 20-200

Writing density (bits/mm) ' 2-4 20-40

Capacity (bits) ,l 108 | 108-10°
Magnetic cards: | |

Mean access time (ms) - 100-600

Writing density (bits/mm) ca. 10

Capacity (bits) =

107-1010

Magnetic tape is still much the cheapest information
carrier, with a price of the order of 0.0003 dollar per
bit. The writing rate for tape has increased by a factor
of nearly 30 in these 10 years. The rate of 170 000 bits/s
given in the table refers to the IBM’s latest develop-
ment, “hypertape”.

Meanwhile, the magnetic-tape field has been under-
going a tacit standardisation of recent years: a number
of firms have been marketing tape units which can
directly read the tapes written by IBM machines, and
vice versa. In this connection, the tape speed has been
standardized at 75 and 150 inch/s and the writing densi-
ty at 200, 556 and 800 bits/inch.

A great problem of a mechanical nature is the quick
starting and stopping which is desired in order to leave
as little unwritten tape as possible between blocks of
information. Normally one needs a time of 7 ms for
starting and stopping; modern techniques — which
still however make the tape units rather expensive —
can achieve times of 2 to 3 ms ( fig. 10).

91 For the concept of coincident current in the writing and read-
ing processes, seee.g. H. J. Heijn and N. C. de Troye, Philips tech.
Rev. 20, 193-207, 1958/59, in particular p, 199.

[10] See also G. Prast, A gas refrigerating machine for tempera-
tures down to 20 °K and lower, Philips tech. Rev. 26, 1-11, 1965
(No. ).

1111 For ultrasonic delay lines see e.g. C. F. Brockelsby and J. S.
Palfreeman, Philips tech. Rev. 25, 234, 1963/64 (No. 9).
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The fact that magnetic tape entails a very high access
time (of the order of seconds to minutes) owing to the
fact that the information is written serially all along
the tape hasstimulated the demand for “random-access”
memories, i.e. memories which can produce any des-
ired piece of information without appreciable delay
(appreciable, that is, for the application in question).
The development here has been mainly in two direc-
tions; drum memories and disc memories.

We have already mentioned in passing the fact that
not so long ago (about five years) some relatively small,
slow computers still used drums as their main memories.
Now this would be quite out of the question: the

magnetic cores have advanced so far the question now
arises whether they might not even provide an econo-
mic solution for the high-capacity memories for which
drums are now used. For the moment, however, the
drum still has a place as a big secondary memory with
a capacity of the order of 107 to 108 bits and an average
access time of about 10 ms ( fig. /1/).

Of recent years it has proved possible to increase the
writing density on the drum considerably by a new way
of mounting the read-write heads. Things are so ar-
ranged that the heads float stably on a thin cushion of
air which rotates with the drum. This has allowed the
distance between the heads and the surface of the drum
to be reduced to a few microns. A further improvement
in the drums is the saving in electronic reading and
writing equipment obtained by providing means for
shifting the heads mechanically over several tracks.
This idea is in fact more than 10 years old, but it was
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difficult to realize properly without the floating-head
technique.

A curious hybrid of the tape and the drum is the
“carrousel tape” brought out by Facit. In order to re-
duce the access time, the tape is divided into 64 small
pieces, each about 10 m long, each of which has its
own little reel. The carrousel with the 64 reels must
first turn until the desired reel is in front of the reading
device, and then the tape of this reel must be fed past
the reading device. The average access time is here 1 to
2 sand is thus a factor of 100 less than in normal tape
units,

Disc memories, which came on to the scene nearly

Fig. 11. @) Memory drum with drive mechanism and read-

write equipment. In ») one of the covers is removed and

the hinged frame with read-write heads is lifted so that a
. little of the drum can be seen.

10 years ago (Ramac 355), have undergone improve-
ments similar to those of the drums, viz, an increase in
the writing density and in the capacity. A special de-
velopment in this field is the disc memory for the
1BM 1440 computer, where a complete packet of discs
can be exchanged. This thus gives a theoretically un-
limited memory capacity, just as with magnetic tape,
but with a much better average access time and the
flexibility is much increased.

It may also be mentioned that some firms (IBM,
NCR, RCA) have tried to increase the flexibility and
decrease the access time in a big memory by slicing up
the magnetic medium to give magnetic cards.

An important question which keeps on cropping up
is whether there will still be a place for magnetic tape
memories after the introduction of these big random-
access memories. It has been suggested that one will
probably still keep the magnetic-tape memory as a sort
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of spare memory, into which the disc memories can be
“emptied” before being used for new purposes. Tape
can also be used in order to provide a new starting
point in case an error should occur in the machine
during calculation which would make the information
contained in the disc memory unreliable. With this
conception, one need no longer make high mechanical
demands on the tape units; e.g. short start and stop
times would no longer be required. This allows the
whole unit to be made much cheaper.

The possibility of having at one’s disposal memory
units in blocks of about 10? bits with access times of 0. ]
to 0.2 s has given many people the idea of making a
big computer with a very big memory, which by anal-
ogy with a telephone exchange could be used as a
sort of information exchange, connected via a commu-
nication network (data transmission network) with a
number of subscribers. The subscribers could be pro-
vided with equipment varying from simple keyboards
to complete satellite computers, with the aid of which
they could obtain access to and make use of all thecom-
puting and memory facilities of the exchange.

It is a fact that in America it is expected that
the telephone network will undergo considerable
expansion for the purposes of data transmission. It
therefore seems to us that the information exchange is
a real proposition. Computer techniques will then how-
ever have to make more use of redundancy than has
been done in the present designs, in order to give the
system as a whole the reliability which is so necessary
for this plan. The operation of such an exchange will
also require an ecnormous amount of initial programm-
ing work.

Peripheral equipment

In order to give an impression ol the progress made
in the field of peripheral equipment over the past ten
years, Table V gives various important data about the
most used input and output units. Inspection of these
data will show that a much greater advance has been
made in the input speed (by a factor of 20) than in the
output speed (a factor 6). The reason for this is that the
output units are subject to mechanical limitations,
which can be eliminated in the input units by the use
of optical systems. Here too there is a mechanical himit

Table V. Specds of various types of input and output units in 1954
and 1964.

1954 1964
Punched-tape reader 100 : 2000 characters/s
Tape puncher 50 | 300 characters/s
Punched card reader 2 ‘ 50 cards/s
Card puncher 1 | 5 cards/s
Line printer A5 15-20 lines/s
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in the last resort, but this is related more to the hand-
ling of the information carrier (punched cards or
punched tape), than to the reading mechanism. As is
known, the tensile strength of paper tape limits the
reading speed to about 4000 characters/s. There are a
number of tape readers on the market for 1000 char-
racters/s, so that not much more progress is possible
here (fig. 12). Speeds of 2000 characters/s have been

wl |
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Fig. 12. Commercially available punched tape reader with a read-
ing speed of about 1,000 characters per second, in use in Philips’
Computer Centre, Eindhoven.

reached in laboratory set-ups. The punched card is a
little stronger than the paper tape, but here too the
present-day results lie quite close to the physical limit.

If one wishes to achieve greater speeds with the out-
put units, one will have to make use of completely differ-
ent principles. Investigations are being carried out on
e.g. a method in which the punching is not done with a
mechanical punch, but by means of the pressure wave
caused by the passage of a spark [12]. A similar method
should be able to form the basis of a high-speed prin-
ter. Another possibility is to replace the punching by

i12] See G. Haas, Problems and trends in the development of
peripheral equipment for computers, to be published in Philips
tech. Rev. 26, 1965 (No. 4/5/6).
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the application of black marks, but this has not proved
. very reliable so far, the margin between light and dark
of the reflected light being rather small. The xerograph-
ic methods, which one would like to develop for out-
put units, are also unreliable, but in another way: it is
impossible to guarantee the production of a number of
identical copies. An identical error in all copies is less
objectionable than a good first print followed by others
which might contain an error, or vice versa.

It may be asked whether itis really worthwhile spend-
ing an effort on the investigation of further improve-
ments to this kind of input and output equipment, now
that methods for the automatic reading of typed or
printed matter are on the way. _

Banks are already standardizing a method for the
reading of stylized magnetic characters (type E13 B);
see fig. 13. This standardization began in the United
States, and has been followed by Canada, Australia
and Great Britain. Other suggestions have been made
in Western Europe (type CMC?7 in fig. 13); it is not yet
clear how things will develop in Europe in this
respect (18],

A great deal of development work has already been
done on optical character readers, which will ultimate-
ly have a much wider range of applications. One ob-
stacle to more general application at present is a lack
of standardization of the types of letters to be read (14],
However, the 1BM has already included an optical
reader as direct input for the 1401 computer. This
has a reading speed of 480 characters per second, and
can deal with up to 400 documents per minute. This
may possibly be taken as a standard to be followed for
the moment by other computer manufacturers.

Will these optical readers perhaps change the entire
character of the peripheral equipment — apart from
the line printers which will still be needed? Or will
there still be a place, albeit more modest, for the good

(13) W, J. Bijleveld, Automatic reading of digits, published by
Stichting Studiecentrum voor Administratieve Automatisering,
Amsterdam, March 1963. '

(141 For proposals for the standardization of the reading of
digits made by the Dutch Postal Order Service see: W.J. Bijleveld
and A. J. van der Toorn, Methoden voor het met de hand invul-
len van automatisch te lezen getallen (Methods for writing by
hand numbers to be read automatically; in Dutch), Ingenieur 76,
A 693-702, 1964 (No. 46).
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Fig. 13. Stylized magnetic digits which can be visually recognized
and can also be read automatically by a scanning process. Above
type CMC 7, below type E 13 B [131,

old punched card as a very durable and flexible memory
medium ? We will not venture to make any predictions
about this, but we do expect that within a few years a
clear answer will be possible to these and many other
questions which have remained open in this survey:
the rapid development of the computer, which we re-
ferred to at the start of this article, is still progressing
at full speed.

Summary. This article is based on a lecture given by one of the
authors (v.d.W.) to the Dutch Computer Society. The develop-
ments discussed, which are to a certain extent still in full flight,
concern 1) the improvement of the reliability, coupled with the
realization of a more compact construction and higher switching
speeds. As essential steps in this process are described the minia-
ture technique and microminiaturization in “integrated circuits’,
in which transistors and diodes are made in one unit, together
with resistors, capacitors and connections; 2) the realization
of larger and larger memories, preserving a reasonable access
time. The gradual reduction in the size and increase in the speed
of magnetic memory cores and the successive new techniques
(thin-film, etc.) are discussed in some detail; 3) the speeding up
of the input and output of data. These processes are subject to
mechanical limitations, and the progress here has so far been the
smallest.
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Nitrogen in

81

silicon iron

J. D. Fast

546.17:621.318.13

Professor Fast has been a frequent contributor to our journal. The article below is a chapter
Sfrom part I of his recently published book “Interaction of metals and gases” t*). This chapter
deals with methods of bringing about in silicon iron a special crystal orientation which gives
the material favourable magnetic properties. New insight was obtained from experiments
carried out by the author — about ten years ago — in which he added for the above men-
tioned purpose small quantities of a second phase to the metal. His experiments gave
the impetus to ‘extensive investigations in various countries, which have led among other
things to better control of the production of grain-oriented silicon steel, used for making

transformer cores.

Introduction

Nitrogen can play an important part in silicon steel
that is used as the “iron” core of transformers, electric
motors and electric generators. The steel which is used
in transformers generally contains about 3 % silicon.

In the earliest transformers the core was made from
unalloyed steel which was soft-annealed to make it as
far as possible free of internal stresses. The coercivity
and hysteresis losses in this material were relatively
large as a result of the many inclusions it contained,
especially inclusions of iron carbide. Also the eddy
current losses were relatively high due to the small
electrical resistivity. It was especially unfortunate that
the coercivity and hysteresis losses spontaneously in-
creased with the course of time. This “magnetic ageing”
was caused by the slow precipitation of nitrogen in the
form of iron nitride [11.

The silicon steel used in transformers suffers smaller
eddy current losses than unalloyed steel due to its
greater resistivity. Also the hysteresis losses are smaller
because silicon encourages the formation of graphite
which is magnetically less harmful than iron carbide,
since for the same number of carbon atoms the total
volume of inclusions is much smaller. It is also of im-
portance that silicon steel exhibits no ageing phenom-
ena because the nitrogen which is present as an im-
purity occurs, after a suitable annealing treatment, in the
form of a very stable silicon nitride (2], The composition
of this nitride is SigINy4 [3]. However, this precipitate too

- must be considered undesirable since, like all other pre-

Prof. Dr. J. D. Fast is a research worker at Philips Research
Laboratories, Eindhoven, and a Professor Extraordinary of
Physical Chemistry at the Technical University, Eindhoven.
On 9th January 1965 Prof. Fast received from the Technical
University of Delft the degree of Doctor honoris causa “for his
outstanding services in the field of scientific and technical research
on metals’. :

cipitates, it has an unfavourable effect on the coercivity
and the hysteresis losses. In the following, however,
we shall see that by the deliberate addition of nitrogen
to silicon steel one can profit from the presence of this
element to obtain a magnetically favourable crystal ori-
entation.

The role of Si;N, in making grain-oriented silicon steel
sheet

.Until comparatively recently virtually all the silicon
iron sheet for transformers was obtained by hot -rolling
The directions of easy magnetization, <<100>, of the
separate crystals in the sheet are then almost randomly
distributed over the various directions in space ( fig. I),
so that the hysteresis losses are relatively large. In
principle it would be most desirable to make the cores

Fig. 1. The figure shows schematically that in hot-rolled silicon
steel sheet the crystals show no preferential orientation with res-
pect to the plane and direction of rolling.

*] J, D. Fast, Interaction of metals and gases I, published by
Philips Technical Library, Eindhoven, and Academic Press,
New York, 1965. ’
11 J, D. Fast, Philips tech. Rev. 13, 165, 1951/52; J. D. Fast and
L. J. Dijkstra, Philips tech. Rev. 13, 172, 1951/52.

21 J. D. Fast, Philips tech. Rev. 16, 341, 1954/55.

381 W. C. Leslie, K. G. Carroll and R. M. Fisher, Trans. AIME
194, 204, 1952; H. A. Sloman, J. Iron Steel Inst. 182, 307, 1956.
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from large laminar single crystals (bounded by cube
faces) in such a way that the magnetic flux always fol-
lows a direction of easy magnetization (fig. 2).

[o10]

[o70]

Fig. 2. Symbolic representation of a transformer, the core of

which is built up of single crystal sheets in such a way that the

magnetic flux can everywhere follow a direction of easy magneti-
zation, a <100> direction.

" Technically it is impossible to make single crystal
sheet in large quantities. But it has been found possible
to make on a large scale (in quantities of thousands of
tons each month) polycrystalline silicon iron sheet, in
which all the crystals have nearly the same orientation
(fig. 3). This orientation is such that the crystals lie
with a (110) plane approximately parallel to the surface
of the sheet and with a [001] direction, a direction of
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Fig. 3. Schematic representation of the crystals of cold-rolled
3% silicon iron sheet in which all the crystals have about the
same orientation, viz. the orientation (110)[001] (cf. fig. 4).

easy magnetization, approximately parallel to the direc-
tion of rolling (fig. 4). This texture is often referred
to as Goss texture after its inventor, Goss, but also
as (110)[001] or cube-on-edge texture (41, The latter
name is illustrated by fig. 5, in which the orientation
under discussion is demonstrated with the help of a
number of cubes, which symbolize the unit cells. The
Goss texture is obtained by cold-rolling silicon iron
from a certain thickness and by subjecting it to certain
heat-treatments.

For many years the way in which the crystal orienta-
tion in the Goss sheet is brought about was not under-
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stood and the production of the sheet did not always -
give the desired results. Our own experiments showed

" that it is impossible to obtain the Goss texture in silicon

iron sheet made from pure iron and transistor-quality
silicon. From this we concluded that the presence of im-
purities in the material is of essential importance (5],
In further experiments we added measured quantities,
in each case of one element, to pure silicon iron alloys.

T [oo7]

(o)

Fig. 4. In silicon iron sheet having Goss texture the crystals are
oriented in such a way that they lie with a (110) plane approxi-
mately parallel to the rolling plane and with a [001] axis (cube
axis) approximately parallel to the direction of rolling (cf. fig. 5).

It was found that the desired texture is readily ob-
tained by introducing nitrogen (in quantities of a few
hundredths of a percent) and heat-treating the metal
before cold-rolling in such a way that it contains a
finely divided precipitate of SigN4, which is mainly
present at the grain boundaries 6], Fig. 6 shows an
electron microscopic photograph of 3% silicon iron,
in which a precipitate of this type is present.

After cold-rolling and after primary recrystallization
at 600° to 800 °C, both the pure silicon iron sheet and

Fig. 5. Schematic representation of the ¢rystal orientation in _
magnetic steel with Goss texture (cube-on-edge texture). The
arrow indicates the direction of rolling. :



1965, No. 3

the sheet containing SizNy4 contain only very few crys-
tals with the orientation (110)[001]. In the pure alloy
the primary recrystallization is followed at high tem-
perature (e.g. 900 °C) by normal grain growth which
exhibits no preference for a particular orientation. In
silicon iron containing nitrogen the normal grain growth
is inhibited by the SizNy precipitate. If' the metal is
heated in the appropriate temperature range in pure
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As soon as the (110)[001] crystals have a sufficient
start in size on the other crystals, the temperature can
be raised to accelerate further growth.

The SizNy particles, which are so useful for produc-
ing the Goss texture, are unfavourable for the final
magnetic characteristics of the material. They must
therefore be removed from the silicon iron after they

have accomplished their grain-growth function.

Fig. 6. Electron micrograph of 39, silicon iron in which a precipitate of SigNy is present
along the grain boundaries. The micrograph corresponds to an area of 1719 microns.

hydrogen these inhibiting inclusions slowly coagulate
and go into solution, and at a certain point the few
favourably oriented crystals begin to grow but not, as
yet, the others. In order words secondary recrystalliza-
tion (exaggerated grain growth) occurs, by means of
which a few primary crystals with orientation (110)[001]
grow at the cost of the other crystals to many times
the sheet thickness. The driving force for growth of
of these grains is the low gas-metal interfacial energy
of the (110) surfaces in an atmosphere of pure hydro-
gen 171 This surface energy is less than that of any (/ik/)
plane different from (110).

The selective grain growth under discussion occurs
in a particular temperature range. If the nitrogen-bear-
ing silicon iron is heated immediately before or alter
the primary recrystallization at too high a tempera-
ture (e.g. 1250 °C), then the active inclusions dissolve
very rapidly, so that one obtains mainly normal grain
growth, which results in a poor texture. Therefore one
must first heat at a lower temperature (900 °-1000 °C).

This takes place automatically in the final heat-treat-
ment in an atmosphere of pure hydrogen, since virtu-
ally all the nitrogen then leaves the metal 5108,

In the commercial 3% Si-Fe alloys, MnS is the most
important impurity inhibiting normal grain growth after
primary recrystallization 191, Various other inclusions
can also perform this task 19, Here again it is of pri-
mary importance that they be present in the metal in

141 N. P. Goss, Trans. Amer. Soc. Met. 23, 511, 1935; R. M.
Bozorth, Trans. Amer. Soc. Met. 23, 1107, 1935; C. G. Dunn,
Cold working of metals, Amer. Soc. for Metals, Cleveland 1949,
pp. 113-120.

151 J. D. Fast, Philips Res. Repts. 11, 490, 1956.

61 Seealso:J. D. Fastand J. J. de Jong, J. Phys. Radium 20, 371,
1959.

171 J. E. May and D. Turnbull, Trans. AIME 212, 769, 1958,
J. L. Walter and C. G. Dunn, Trans. AIME 2185, 465, 1959 and
218, 1033, 1960.

81 J. D. Fast and H. A. C. M. Bruning, Z. Elektrochemie 63,
765, 1959.

191 See the first article mentioned in note [71.

1101 Y. C. Fiedler, Trans. AIME 221, 1201, 1961 ; M.J. Markusze-
wicz, J. Iron Steel Inst. 200, 223, 1962.
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the desired size and distribution. For inclusions of
MnS this has been shown most convincingly (111 by
Fiedler. He experimented with a 3.39 silicon iron
alloy which contained a little less than 0.1 ¢ MnS. This
compound could be completely dissolved by heating
the metal at 1325 °C. The most effective degree of dis-
persion could then be obtained in two ways: (a) by
correct choice of the cooling rate, (b) by drastic quench-
ing followed by precipitation heating at a lower tem-
perature (1000 °C). :

" An advantage of SisN4 over other grain-growth in-’
hibitors is that after the final heat-treatment no im-
purities remain behind in the metal, so that the mag-
netic properties are particularly good.

The characteristics of silicon iron sheet with Goss

texture deviate in some respects very little from those
of single crystals. A disadvantage, however, is that the
unfavourable [110] directions of the crystals lie in a
direction perpendicular to the direction of rolling
(cf. fig. 4). One can therefore only take full advantage of
this material if the magnetic flux is everywhere parallel
to the direction of rolling, i.e. if'it is used in the form
of ring cores wound from sheet and not, for example,
in the form of E sheets.

For many applications it would be very desirable to
have available silicon iron sheet with cube texture [12],
i.e. sheet in which the crystals are so oriented that not
only the direction of rolling, but also the direction per-
pendicular to it is a direction of easy magnetization
((100)[001] texture, fig. 7). In Germany and the U.S.A.
research workers have already succeeded in making
this material with (100)[001] texture on a small scale.
In the production, the interaction between the metal
surface and the surrounding gas atmosphere plays a
very important part. If the oxygen activity of the gas
exceeds a particular value, then it is no longer the (110)
planes but the (100) planes which have a smaller sur-
face energy than all other (4kl) planes, in other words,
the driving force for growth of (100) gralns 1s then
greater than that of (110) grains.

A convincing demonstration of the above is given by
experiments of Walter and Dunn [131'on the migration
of (100)/(110) boundaries, i.e. boundaries between two
grains, one of which has a (100) plane and the other a
(110) plane parallel to the surface of the 3% silicon
iron sheet. At 1200 °C the (100)/(110) boundaries ad-
vance into (100) gr'ains in a good va¢uum, then reverse

(11 H. C. Fiedler, Trans. AIME 230, 95, 1964 (No. 1).

(120 F. Assmus, R. Boll, D. Ganz and F. Pfeifer, Z. Metallk. 48,
341, 1957; F. Assmus, K. Detert and G. Ibe, Z. Metallk. 48, 344,
1957; J. L. Walter, W. R. Hibbard, H. C. Fiedler, H. E. Grenob-
le, R. H. Pry and P. G. Frischmann, J. appl. Phys. 29, 363,
1958; G. Wiener, P. A. Albert, R. H. Trapp and M. F. meann
J. appl. Phys. 29, 366, 1958.

(131 J, L. Walter and C. G. Dunn, Acta metallurgica 8, 497, 1960.
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their direction and migrate into (110) grains in an at-
mosphere of impure argon. The direction of migraf:ion
reverses once again with (110) grains growing at the
expense of (100) grains in a second vacuum anneal.
These results are explained by the authors in terms of a
change in concentration of oxygen atoms at the gas-

Fig. 7. Schematic representation of the cube texture (cf. fig. 5).
The arrow indicates the direction of rolling.

metal interface during the anneals. The addition of oxy-
gen atoms to the surface during the anneals in impure
argon results in a decrease of the specific surface energy
of the (100) oriented grains to a value lower than that
of the (110) oriented grains. In a good vacuum or in
pure hydrogen, however, the oxygen concentration at
the surface is lowered to the point where the surface
energy of the (110) grains has the lowest value.

The development of the cube texture in 39 silicon
iron is, however, much more difficult and complicated
than would be supposed from the foregoing. Control
of the gas atmosphere in the final heat treatment is a
necessary, but not sufficient condition for success. Up
to now it has not been found possible to produce sili-
con iron sheet with cube texture economically in large
quantities. The main difficulty seems to be getting the
alloy into such a condition that, after primary recrystal-
lization of the sheet, there is a sufficient number of
crystals present with the required (100)[001] orientation.
According to patents of the General Electric Company
(U.S.A)) this aim can be achieved by starting with in-
gots having favourably oriented columnar crystals ob-
tained by controlled directional solidification.

Summary. The article is a chapter from part I of the author’s recent-
ly published book “Interaction of metals and gases”. The chapter
deals with the influence of nitrogen on crystal orientation and the
associated magnetic properties of cold-rolled and recrystallized
silicon iron, which is generally used for transformer cores. Given
the right conditions, SigN4 precipitates as a finely divided second
phase which promotes the growth of crystals with a (110)[001]
orientation (“cube-on-edge texture”). The MnS present in com-
mercial types of silicon steel fulfils a function similar to that of
SigN4. Mention is also made of experiments aimed at producing
silicon iron with a (100)[001] orientation (*“cube texture”), which
would be even better suited for the same purpose.
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Glass fracture surface

Fracture surface of a fragment of glass from a
television picture tube, taken with the electron mi-
croscope a few hours after fracture. Magnification
approx. 20000 <. Within about an hour of fracture,

traces of chemical attack are visible: they are prob-
ably local swellings caused by the action of water
(layers of silica gel). After a few hours a kind of frost-
work tracery as seen in the photograph often appears.
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PHILIPS TECHNICAL REVIEW

In  October 1964, Philips Zentrallaboratorium
GmbH introduced to the scientific world its new labor-
atory buildings in Aachen and Hamburg. This seemed
to us a welcome opportunity to offer our readers a gen-
eral survey of the work being done by these two labor-
atories. Surveys of this kind — the reader will recall
our special number devoted to the Eindhoven Sympo-
siumi in September 1963 — are in our opinion useful
because of the cross-section they present of extensive
fields of research, highlighted here and there by notable
results and achievements.

YOLUME 26, 1965, No. 4/5/6

Dr. A.E. Pannenborg, director of the Philips Research
Laboratories, Eindhoven, and until 1st May 1963 the
Managing Director of Philips Zentrallaboratorium
GmbH, opens this number with a review of the origins
and development of the Aachen and Hamburg labora-
tories. Dr. H. Bruining and Prof. Dr. Ir. S. Duinker,
the present directors of the two laboratories, follow
with a more detailed account of the research pro-
gramme, which is illustrated in the remaining part of
the issue by 12 articles — 6 from the Aachen and 6
from the Hamburg laboratory.

History of Philips research laboratories in Germany

A. E. Pannenborg

The reconstruction of the Philips industries in Ger-
many after the Second World War was carried out
with considerable assistance from the parent company
in the Netherlands. For the German Philips group the
war had entailed the loss of many factories, partly
because of their situation in the eastern part of the
country and partly through war damage. The recon-
struction was directed with energy and far-sightedness
from the head office in Hamburg; old factories were
restored and many new ones founded, as in Aachen,
Wetzlar and Krefeld. Towards the middle of the
fifties the expansion of the Philips industries in Ger-
many, and the resultant growth of business, reached
a point where it became both desirable and financially
possible to strengthen the capacity of the group by a
highly qualified research force. Up to that point, at-
tention had mainly been concentrated on the manu-
facture of mass-produced articles. It was now rightly
considered essential to supplement the programme
henceforth by investing in plant of high quality and
by the manufacture of special products. The decision
was therefore taken to found a research laboratory.
- Of course, the Philips Concern as a whole had long
possessed its own research facilities. During the First

Dr. A. E. Pannenborg, director, Philips Research Laboratories,
Eindhoven.
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World War the parent company in Eindhoven created
a research department which, under the direction of
Dr. G. Holst, developed favourably. In the ’twenties
and ’thirties this Philips research laboratory already
had many distinguished scientists on its staff. For that
reason the foundation of a research laboratory in
Germany does not appear as an isolated event but as
a continuation of a tradition. Up to the outbreak of
the Second World War the scientific potential accumu-
lated in Eindhoven was sufficient to provide the Con-
cern with the fresh impetus needed. The vigorous
post-war development of Philips throughout the world
made it necessary to expand the Concern’s research
capacity, and led to the foundation of Concern research
laboratories in Great Britain 1] and in France (2]
Clearly, in setting up a new laboratory the aim was to
assign to it a local task as well as specific tasks in a
coordinated international programme.

In the considerations that led to the foundation of a

German laboratory, it soon appeared that national —

and international interests were to some extent in
opposition. Since the head office of all German Philips
firms js in Hamburg, it seemed obvious that Hamburg

1) Mullard Research Laboratories, Redhill.
(2] Laboratoires d’Electronique et de Physique Appliquée,
Paris. i :
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Old gateway on the “Bodenhof” estate.

should also be the home of the new research centre.
On the other hand, in order to facilitate frequent con-
tacts between scientific staff and to ensure close co-oper-
ation both nationally and internationally, particularly
with the large research centre in Eindhoven, the dis-
tance between the laboratories had not to be too great.
These considerations resulted in the decision to estab-
lish two research laboratories at the same time, one
in Hamburg and one in Aachen. The first was to be
primarily concerned with subjects of immediate or
prospective importance to the factories belonging to
the German Philips group. The Aachen laboratory
was to be mainly engaged on work forming part of
the comprehensive Concern research programme,
which did not necessarily include subjects of specific
interest to the German factories.

The Aachen laboratory was opened in 1955, and
the Hamburg laboratory in 1957. As long as the
laboratories were small, it was advantageous to manage
them within the organization of the German Holding
Company, ie. the Allgemeine Deutsche Philips In-
dustrie GmbH. When the initial phase was completed
and the Aachen and Hamburg laboratories each had
a staff of more than a hundred, they were jointly
given the status of a subsidiary company, which was
formed on Ist October 1960 under the name of Philips
Zentrallaboratorium GmbH.

VOLUME 26

The Aachen laboratory

The city of Aachen is very suitable for the establish-
ment of an industrial research laboratory. The size
of the town and its cultural life meet the needs of the
young scientist. Moreover, we believe that it is very
useful for our laboratories to be situated in a univer-
sity town, or in a town which has a technological in-
stitute of university status (Technische Hochschule).
Experience has confirmed this, and we gratefully
acknowledge here the support we have received in so
many forms from the Rheinisch-Westfalische Tech-
nische Hochschule. Finally, the presence of a large
Philips manufacturing centre in Aachen contributed
greatly towards the quick and successful formation
of the laboratory. Initially the laboratory was housed
in a former Philips factory building, this being always
regarded as a provisional arrangement. Even before
the laboratories were founded, the “Bodenhof”, for-
merly a private estate, was purchased with a view to
erecting a laboratory building. The building work on
this site was started in 1961, and by 1964 the entire
laboratory staff of 250 had moved in. The preliminary
plans for the new laboratory building were the work
of Prof. W. Fischer. The plans were worked out in
further detail by the company’s own architectural
department, which also supervised the erection work.
Thanks to the early acquisition of the land the labor-
atory exceptionally favourable situation,
within convenient distance of the centre of the city
and the residential areas.

In accordance with the idea, already mentioned,
that the Hamburg sister laboratory should mainly
devote itself to new fields of specific interest to the
German factories, the Aachen laboratory was given
a programme within the traditional fields of Philips
activity.

One of these was the production of light, an obvious
choice since Philips owes its existence to the electric
incandescent lamp, as still expressed in the name of
the parent company. By the middle of the thirties the
incandescent lamp had reached a high degree of tech-
nical perfection and consequently all major research
projects in this field had by this time petered out,
although of course the development laboratories were
constantly working on the further improvement of the
products. Research work had turned more towards
the newer species of lamps, such as gas-discharge lamps
and fluorescent lamps. After a gap of twenty years it
appeared, however, that the tungsten lamp still pre-
sented a number of unresolved problems, which called
for a further study of the thermal production of light.
The investigations were especially concerned with the
selective properties both of the radiating body and of
the bulb.

has an
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The use of a high vacuum is a necessary condition
in the manufacture of many Philips products. The
technique of producing a vacuum in the pressure range
from 104 to 10 6 torr had already been mastered in
the laboratories and factories. At the time when the
Aachen laboratory was founded there was a demand
for considerably lower pressures, and moreover the
means seemed to be available to produce them. The
production and measurement of ultra-high vacua there-
fore became one of the topics of research. Valuable
preliminary work had already been done in this field
in the Eindhoven laboratories. For the accurate meas-
urement of ultra-high vacua it is necessary to know
not merely the total pressure but also the composition
of the residual gases. The investigation revealed that
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laboratory too should play its part in semiconductor
research. Several Philips laboratories had already been
engaged for some time in the investigation of germa-
nium and silicon, the principal materials from which
transistors and semiconducting diodes are made. The
Aachen laboratory therefore turned to the study of
semiconducting compounds. One of the fields in which
such substances find application is thermoelectric
cooling. Fundamental problems were tackled, in par-
ticular the properties of the substances and their con-
trol, and a start was made on the development of
thermoelectric cooling devices. Some years later these
devices were successfully put into production.
Another field of semiconductor research, one closely
bound up with the generation of light, is P-N lumi-

.
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The Aachen laboratory.

the omegatron, already known in principle as a mass
spectrometer, could be developed into an effective
instrument for measuring partial pressures in the range
between 1075 and 10-1! torr. The opening up of the
ultra-high vacuum range made it possible to embark
on a thorough study of the many and various interac-
tions between residual gases and solids, as occur for
example inside a vacuum vessel. This led as a logical
development to the study of getter substances, incor-
porated in sealed-off valves for the purpose of chemi-
cally absorbing residual gases in the system after
evacuation and seal-off.

The most vigorous development in the electronics
industry during the last 15 years has taken place in the
applications of semiconductors. This development was
ushered in by the invention of the transistor in 1948,
but it has by no means remained confined to this
device. It is therefore not surprising that the Aachen

nescence, i.. the luminescence that can appear at the
P-N junction of a semiconductor diode. The substances
that can be used for producing such luminescent diodes
have proved to be exceptionally difficult to control.
We expect P-N luminescence to be of more importance
in the new field called opto-electronics than in general
lighting.

In all the above-mentioned fields, close cooperation
is required between chemists, physicists and electrical
engineers. Such cooperation is in line with the well-
established and successful tradition of the Eindhoven
Research Laboratories.

The Hamburg laboratory

Philips already had a small research laboratory in
Hamburg before the war. It was founded under the
name of “Studiengesellschaft”, and occupied a former
villa in Hamburg-Stellingen. It therefore seemed
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sensible to set up the new laboratory on the same site.
Since the plans for the future were now much more
ambitious, however, it was desirable to have more
land available, and neighbouring plots were purchased.
In the last 7 years various new buildings have been
erected on this enlarged site, and old buildings either
renovated or pulled down. The result is a fine, modern
group of laboratory buildings at the edge of the
Hamburg green belt. The staff of the Hamburg lab-
oratory has now grown to nearly 250. The graduates
among them, in keeping with the laboratory’s gen-
eral programme, are mainly electrical engineers and
physicists.

As mentioned in the introduction, the Hamburg
programme was to link up with existing branches of
production, or to stimulate the manufacture of new
products by the Philips industries in Germany. In
addition, the laboratory was also prepared to under-
take outside research projects.

The first major studies were in the field of micro-
wave physics and engineering, as applied for example
for radar purposes and in microwave radio links. The
components and circuits were at the time basically
well established, but much still remained to be done
in order to determine the properties and behaviour of
special materials at these frequencies. The materials
concerned were mainly magnetic ceramics (ferrites),
whose discovery was the result of earlier work in the
Eindhoven research laboratories. At microwaves it is
possible with ferrite substances to achieve effects that
cannot be obtained with metallic magnets. The pre-
paration of such substances was started in the Ham-
burg laboratory some years after its foundation, at
which time the conditions were created for extensive

experimental research. Other experiments related to
the generation of very short microwaves by means
of valve generators.

On the basis of this programme, links were establish-
ed with the factories engaged on the manufacture of
microwave components, ceramics and electron tubes.
Another important activity in Hamburg is the manu-
facture of transistors and semiconductor diodes, and
of the germanium and silicon used to make them.
Although sufficient laboratory capacity was available
in the factories for the development of new types and
new circuit elements, the situation regarding the study
of the surface properties of these solid-state devices
was quite different. In the early years of the transistor
it had been hoped that the properties of these devices
would not change in the course of time, unlike elec-
tronic valves which, owing to the high temperature re-
quired for thermionic emission, have a limited life.
Practice has shown, however, that the stability of
transistors too is a problem. In this connection the
surface state is an essential factor. A fundamental
research programme was therefore set up for studying
the surface properties in the interface between ger-
manium or silicon and a liquid electrolyte.

A second item on the programme of semiconductor
research was the behaviour of germanium under the
influence of high electric fields. The study of the “hot
electrons” thereby produced in germanium has yielded
valuable contributions towards the understanding of
the inner electronic structure of this element.

A third topic of research is the measurement and
control of industrial processes by electronic means,
i.e. industrial electronics. In this field there is a very
wide scope for electronic applications. Digital tech-
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- niques, developed for electronic computers, are now
being used here in modified forms. One section of the
relevant research group is therefore examining the
possible ways in which digital circuits can be employed
for solving a wide variety of control engineering prob-
lems. . )

Finally, Philips did not want to be outside the
field of electronic computers, now rapidly increasing

HISTORY OF GERMAN PHILIPS LABORATORIES 93

in importance. The scale of technical and scientific
know-how required in: this-field is extremely.” wide,
and calls for the coordinated efforts of all those within
the Concern‘who can usefully contribute. The task
that fell to the Hamburg laboratory was to deal with
the electro-mechanical problems involved; in partic-
ular with the development of peripheral equipment
(input and output devices). ' ’

The research programmé
of the Philips laboratories in Germany

H. Bruining and S. Duinker

The foregoing article by A. E. Pannenborg describes
in broad lines the fields of research on which, in accord-
ance with the initial plans, our laboratories in Ham-
burg and Aachen are engaged. The various investiga-
tions pursued as part of this research programme differ
very considerably both in character and in subject
matter. On the one hand, basic and exploratory prob-
lems are being studied with the object of gaining a
deeper insight into certain fields of physics, chemistry
and electrical engineering. Other work is aimed at mas-
tering the technology of many new materials, substan-
ces and electronic components. A further research
group is concerned with the applications of these ma-
terials and substances in all kinds of electrical, elec-
tronic and mechahical applications and equipment.
Finally, at the other end of the range of activities,
investigations are carried out into problems of a more
practical nature, for which solutions are sought on
the basis of new technological means. As regards the
diversity of subjects, the wide scope of the Philips
research programme is dictated by the Concern’s sphere
of interest, based on the three “main pillars”: con-
sumer goods, components and professional equipment.

In carrying out research work in such a diversity of
fields, considerable efforts are made to ensure the most
effective cross-fertilization between the various disci-
plines. This is necessary if only for the reason that the
prdblems occupying a particular research group are
very often affected to a considerable extent by the re-

Dr. H. Bruining is director of the Aachen laboratory of Philips
Zentrallaboratorium GmbH.

Prof. Dr. Ir. S. Duinker is director of the Hamburg laboratory of
Philips Zentrallaboratorium GmbH, and professor extraordinary
at the University of Groningen. '
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sults and requirements of other groups. For instance,
consider a research group working on the exploitation
of physical effects of new materials with a view to their
application in new types of circuit device. For this
purpose it is necessary, right from the beginning, to take
proper account of many aspects and demands of the
future fields of application of these devices. To carry
out such a programme it is obviously most essential to
have good coordination and cooperation between the
different research groups within the laboratory and the
relevant departments within the Concern. Only in this
way can the main objective of industrial research be
reached, which is to support the existing production
and to open up new spheres of activity for the enter-
prise as a whole. :

As an introduction to the contributions in the pres-
ent issue from members of our two laboratories, this
article will describe at somewhat greater length the
research programme already outlined by Dr. A. E.
Pannenborg, and an attempt will be made to indicate
the above-mentioned links between the various re-
search activities. It will be useful to deal with these
under two headings, solid-state research and systems-
oriented research. The first is concerned with the phys-
ics and chemistry of the solid state and their applica-
tions in electrical and electronic engineering; the second
is mainly concerned with control engineering, data
processing and related subjects.

Solid-state research

It is common knowledge that electrical engineering
largely owes its development to the existence of metals
and alloys which possess particular or indeed extreme
properties. -Examples -are the high conductivity of
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in importance. The scale of technical and scientific
know-how required in: this-field is extremely.” wide,
and calls for the coordinated efforts of all those within
the Concern‘who can usefully contribute. The task
that fell to the Hamburg laboratory was to deal with
the electro-mechanical problems involved; in partic-
ular with the development of peripheral equipment
(input and output devices). ' ’

The research programmé
of the Philips laboratories in Germany

H. Bruining and S. Duinker

The foregoing article by A. E. Pannenborg describes
in broad lines the fields of research on which, in accord-
ance with the initial plans, our laboratories in Ham-
burg and Aachen are engaged. The various investiga-
tions pursued as part of this research programme differ
very considerably both in character and in subject
matter. On the one hand, basic and exploratory prob-
lems are being studied with the object of gaining a
deeper insight into certain fields of physics, chemistry
and electrical engineering. Other work is aimed at mas-
tering the technology of many new materials, substan-
ces and electronic components. A further research
group is concerned with the applications of these ma-
terials and substances in all kinds of electrical, elec-
tronic and mechahical applications and equipment.
Finally, at the other end of the range of activities,
investigations are carried out into problems of a more
practical nature, for which solutions are sought on
the basis of new technological means. As regards the
diversity of subjects, the wide scope of the Philips
research programme is dictated by the Concern’s sphere
of interest, based on the three “main pillars”: con-
sumer goods, components and professional equipment.

In carrying out research work in such a diversity of
fields, considerable efforts are made to ensure the most
effective cross-fertilization between the various disci-
plines. This is necessary if only for the reason that the
prdblems occupying a particular research group are
very often affected to a considerable extent by the re-

Dr. H. Bruining is director of the Aachen laboratory of Philips
Zentrallaboratorium GmbH.

Prof. Dr. Ir. S. Duinker is director of the Hamburg laboratory of
Philips Zentrallaboratorium GmbH, and professor extraordinary
at the University of Groningen. '

001.891:62.001.5

sults and requirements of other groups. For instance,
consider a research group working on the exploitation
of physical effects of new materials with a view to their
application in new types of circuit device. For this
purpose it is necessary, right from the beginning, to take
proper account of many aspects and demands of the
future fields of application of these devices. To carry
out such a programme it is obviously most essential to
have good coordination and cooperation between the
different research groups within the laboratory and the
relevant departments within the Concern. Only in this
way can the main objective of industrial research be
reached, which is to support the existing production
and to open up new spheres of activity for the enter-
prise as a whole. :

As an introduction to the contributions in the pres-
ent issue from members of our two laboratories, this
article will describe at somewhat greater length the
research programme already outlined by Dr. A. E.
Pannenborg, and an attempt will be made to indicate
the above-mentioned links between the various re-
search activities. It will be useful to deal with these
under two headings, solid-state research and systems-
oriented research. The first is concerned with the phys-
ics and chemistry of the solid state and their applica-
tions in electrical and electronic engineering; the second
is mainly concerned with control engineering, data
processing and related subjects.

Solid-state research

It is common knowledge that electrical engineering
largely owes its development to the existence of metals
and alloys which possess particular or indeed extreme
properties. -Examples -are the high conductivity of
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copper and the magnetism of iron. The advances made
and the new possibilities opened up in the course of the
years could hardly be imagined if materials possessing
such properties had not been available. Fora company
like Philips, operating in so many branches of electrical
and electronic engineering, further development is only
possible if endeavours to achieve new products and

applications are backed up by intensive research in the

field of solid-state physics. The research can be prompt-
ed by the desire to improve existing products or to de-
velop new ones. On the other hand, a new product may
be the unexpected outcome of a new eﬁ'ect, or a physical
property discovered by chance.

If a substance, e.g. a novel type of semiconductor, is
to be given a technical application, it is necessary to be
able to control the properties of the substance. One
should be able to produce it in a pure state and more-
over in a form suitable for experiment or application,
e».gk. as a single crystal, as sintered material or as a thin
film. This “control of materials” is an essential aspect
of our work, not only because it is necessary to know
the materlal whose physical properties after all govern
the application, but also because in any subsequent ap-
plication reproducible results can only be obtained if
the composition of the material and the process by
which it is produced are exactly known.

As belonging to this “control of materials” we can
also consider the research work concerned with the
production and application of ultra-high vacua. A
“thin film”, whose structure and composition must in
many cases be well known, can only be obtained re-
producibly if the vacuum is sufficiently high or the gas
atmosphere sufficiently well defined. The “thin film™,
by which is meant a layer with a thickness between 1
and 1000 atomic layers, will be of considerable import-
ance in the technology of the future. To produce such
films in defined conditions, vacua with pressures down
to 10-9 torr or lower are often necessary.

The control of materials has reached a particularly
high stage of advancement in the semiconducting ele-
ments germanivm and silicon. Nowadays the best and
purest artificial single crystals are made from these ele-
ments. On the other hand, relatively little is known
about the surface states of such crystals. Impurities are
usually adsorbed on their surfaces, in the form at least
of amonolayer, which may substantially affect the prop-
erties of the semiconducting material or of the device
made fromit. The smaller the sample the more notice-
able the effect, and it is therefore of special importance
in miniature devices. For the purposes of fundamental
research the only conclusive experimental methods
have so far been those in which the surface is immersed
in a fluid, preferably water (1] and this condition is
very remote from the actual conditions of operation. If
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the foreign matter adsorbed does not appear in the
form of a monatomic layer —and it seldom does — it
finally forms what in thermodynamic terms is called a
separate phase, i.e. a multilayer, which in turn has to be’
investigated. Optical methods can be particularly use-
ful here. For example, light-absorption measurements
yield information on the chemical composition of the
multilayer. Such measurements are already possible in
the near infra-red, since germanium and silicon are
transparent to radiation in this spectral range.

The incandescent lamp is Philips’ oldest product. Its
filament presents an example of a whole series of ex-

‘treme demands with respect to the materials employed.

Wien’s Displacement Law requires the highest possible
temperatures in order to shift the radiation maximum
well towards the visible part of the spectrum while, at
the same time, reducing the radiation in the infra-red.
Materials are thus wanted that combine an extremely
high melting point with a low vapour pressure and
which in addition radiate selectively within the visible
part of the spectrum. The two first requirements limited
the choice to such an extent that for more than fifty
years tungsten was almost the only material employed.
It is possible, however, to return the evaporated mate-
rial to the filament by means of a regenerative cycle.
For this purpose suitable transport media are found in
the halogen family, of which fluorine has particularly
interesting possibilities [2]. The use of an appropriate
process cycle might compensate the evaporation al-
mostentirely, thus providing a wider choice of materials
for the filament.

The return of the evaporated metal to the filament is
essentially a chemical transport reaction. These reac-
tions are also of interest in the production of thin films
and of pure materials in polycrystalline or single-crystal
form (31,

Other interesting subjects of fundamental research
are phenomena that cannot completely be explained in
terms of classical physics. They include many inter-
actions between electrons, light and sound quanta, par-
ticularly those that occur under extreme physical con-
ditions such as very strong magnetic or electric fields,
extremely low temperatures, etc., and which come under
the collective heading of “transport phenomena’ (41,
It would be going too far to deal here with the many
and various methods of experimental physics which are
employed in the study of such transport phenomena.
They include e.g. optical experiments and measure-
ments of the anisotropy of electrical conductivity.
Mention may also be made of a little known method,
viz, the measurement of the propagation properties of
ultrasonic vibrations (from 50 c/s to 3 Gc/s) in solids.
These measurements yield data, for example, on the
mobility of electrons. Other interaction phenomena,
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e.g. with lattice imperfec-
tions, can also be studied
in this way. An example of
practical importance of this
field of research isthe ultra-
sonic amplifier operating on
the travelling wave prin-
ciple.

Optical measurements on
metals and semiconductors
are on the one hand a
means of obtaining infor-
mation on their physical
properties, and on the other
hand they have a close rela-
tion with the practical field
of light production. Most
light sources not only ra-
diate in the visible part of
the spectrum but also to an
appreciable extent in the
infra-red, which represents
a loss of energy. Since cer-
tain substances exhibit se-
lective reflection, in the
sense that they pass visible
light without severe absorp-
tion loss whereas the infra-
red is almost completely
reflected, it is possible to
increase the luminous effi-
ciency of light sources by
coating lamp bulbs with a
thin layer of such substan-
ces. This principle has been
advantageously applied in
sodium lamps [51.

In this context we should
mention also our investigation of P-N luminescence,
for this again is concerned with the production of light.
A special study has been made of gallium phosphide,
which was the first known material to give a quantum
yield of practical interest at room temperature (about
1 per cent). In addition, GaP and other III-V com-
pounds are photoconductors. By combining electro-
luminescent GaP with photo-conducting materials
novel types of circuit were obtained which led to a new
kind of circuitry, known by the name of “opto-elec-
tronics”. As regards applications this interesting field
is still in the development stage; some examples are
mentioned in this issue 61, In the present state of the
art, P-N luminescence cannot yet be employed for
lighting purposes, although it might conceivably be
used even now for luminous indicator devices.
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Part of one of the luorine laboratories at the Aachen laboratory.

As an example of a substance showing an unexpected
new effect, mention may be made of barium titanate,
which has long been used as a dielectric in capacitors,
and which, moreover, has interesting piezo- and ferro-
electric properties. The new effect consists in a very ab-
rupt increase, within a small temperature interval, of

11 H. U. Harten, R. Memming and G. Schwandt, Investig-
ations on the germanium-electrolyte interface; page 127 of
this number.

(21 J, Schroder, Examples from fluorine chemistry and possible
industrial applications; page 111 of this number.

i3l A. Rabenau, Chemical transport reactions; page 117 of this
number.

‘4 K, J. Schmidt-Tiedemann, Transport phenomena in solids;

page 99 of this number.

31 R. Groth and E. Kauer, Thermal insulation of sodium lamps;
page 105 of this number.

161 H. G. Grimmeiss, W. Kischio and H. Scholz, Gallium phos-
phide light sources and photocells; page 136 of this number.
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Experimental equipment in the Hamburg laboratory for investigating the interaction of elec-
tron currents with sound waves in solids.

the electrical resistivity which has been reduced by
doping. Within this transition range the resistivity of
barium titanate shows a temperature coefficient which
is the highest yet known. Apart from investigations in-
to the possible uses of this effect some effort is being
spent on the development of a more exact theory of the
mechanism involved [7],

Systems-oriented research

Some of the investigations mentioned in the fore-
going have been concerned with new or improved ma-
terials and devices, or with improved methods of
producing them. Investigations of this kind may give
rise to fields of applications previously unknown. In
contrast to this, the field of research which we have
grouped under the heading “systems-oriented research”
is concerned, in contrast, with turning new technical
principles and possibilities to practical use in the var-
ious types of system. The term “system” in this con-
nection refers equally to relatively small apparatus,
such as electronic measuring instruments, as to
extremely complex electronic equipment. Examples of
the latter category include microwave transmission
systems, industrial measuring and control equipment,
and electronic data-processing systems for administra-
tive, commercial, technical or scientific purposes. The
essential characteristic of this category of research,
then, is that it deals primarily with the actual practical

problem that has to be solved by the system. A thor-
ough study of these practical problems can be regard-
ed as a first step towards the formulation of the re-
search programme. The next step is to examine whether,
and in how far, the demands using the given analysis
of the system and the available components can be met
in optimum fashion and in accordance with the latest
technical know-how.

Using the well-known ferromagnetic materials,
ferroxcube and ferroxdure as basic material, a series
of investigations were carried out in the higher fre-
quency ranges, which are of fundamental importance,
for example, for the reception of metre waves and for
radar applications. The demand for a “small” VHF
aerial (i.e. shorter than the wavelengths to be re-
ceived) led to the development of ferrite aerials (mag-
netic aerials). In the microwave range, ferrites can be
used to produce electrically controllable phase shifts
between signals in various parts of a system. This
prompted investigations into the possibility of magnet-
ically rotating the directional pattern of a microwave
aerial. Closely bound up with this work are investiga-
tions of the behaviour of ferrite phase-shifters under
high-power conditions where non-linear effects start
to play a significant role. Another interesting applica-
tion of ferrites is for stabilizing the output power of a
klystron, using an electrically-controlled ferrite attenu-
ator,
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In the range of millimetre waves, ferrites gradually
reach the limit of their usefulness and moreover it be-
comes necessary to look for essentially new ways and
means of generating and propagating waves; in this
realm too a great deal of important research remains
to be done. The work undertaken in this connection has
included the propagation of millimetre waves along
dielectric transmission lines, the development of a
millimetre wave frequency standard, and the genera-
tion of frequencies above 300 Gg/s by frequency multi-
plication using the non-linear field emission effect
An interesting development in the course of this work
was a superconducting resonator with an extremely
high figure of merit.

Another example of systems-oriented research is our
activity in the field of input and output equipment for
data-processing systems. In the last two decades, elec-
tronic data processing has undergone extraordinary
development and has gained a foothold in the most
diverse fields. Since, despite the considerable differ-
ences as regards application, the computations and cor-
relations carried out with the data are limited to rela-
tively few basic arithmetic operations, such as addition
and multiplication, a computer can in principle be de-
signed which is capable of
handling a variety of pro-
blems. In order to employ
such a multi-purpose com-
puter for certain special
tasks, however, it is neces-
sary to have peripheral
equipment which collects,
sorts and checks the data
and presents it to the com-
puter in a machine-readable
form together with the
computer programme. At
the output side the results
have to be delivered in the
desired form, that is to say
printed or in the form of
graphs. It is obvious that,
depending on the field of
application, a wide range
of peripheral equipment is
needed for carrying out
these tasks. The general
aspects and trends in the
development of peripheral
equipment are dealt with
in one of the articles in this
issue 181,

The investigation of op-

timum coding systems for millimetre waves.

PROGRAMME OF THE GERMAN LABORATORIES 97

error-free data transmission or the avoidance of read-
ing-in errors, is a problem of a mathematical nature;
on the other hand, the design of equipment to achieve
a given residual error probability on the basis of this
mathematical knowledge is a problem of circuitry [,
The input of the data is usually effected by means of
a punched tape. This is read, for example, by a photo-
electric device. With a view to increasing the flow of
data, efforts are being made to increase the input speed,
always provided, however, that the tape can be stopped
at any time before the next character is reached. This
leads to interesting electro-mechanical problems,
which are being investigated.

Similar problems exist at the output side of a data
processing system. To increase the flow of data using
a punched tape at the output, attempts are being made
to increase the punching speed. In order to achieve
substantially higher punching speeds than the inertia

177 E. Andrich and K. H. Hardtl, Investigations on BaTiO3 semi-
conductors; page 119 of this number.

8] G. Haas, Problems and trends in the development of periph-
eral equipment for computers; page 148 of this number.

191 G. Renelt and J. Schroder, Data checking during input and
transmission by means of one or two check characters;
page 156 of this number.

Apparatus developed in the Hamburg laboratory for the transmission and measurement of
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Rotatable mirror in the lighting engineering department of the Aachen laboratory, used for

measuring the distribution of light from luminaires.

of mechanical punching equipment allows, alternative
physical principles can be adopted. One such alter-
native is punching by means of a shock wave pro-
duced by a spark discharge. The punching is then
achieved within a [ew microseconds.

As a rule the output data is delivered in normal
print, frequently with several copies. To increase print-
out speeds, use can be made of electrostatic electro-
graphy based on a mosaic print principle, and the prop-
erties required of the electrogram carrier for this
purpcse have been the subject of research in the lab-
oratory. An entirely different method of printing,
again using shock-wave energy, is dealt with in the
previously cited article (81,

This peripheral equipment involves numerous prob-
lems of electronic circuitry. For instance, for the pur-
poses of experimenting with input and output appar-
atus a novel type of pulse generator had to be devel-
oped, which is capatle of producing the various pulse
patterns required for driving and testing the individ-
ual peripheral devices.

In the sector of control engineering there are again
numerous other problems that call for fundamental
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scientific study in the re-
search laboratory. Unlike
data processing, process
control is a branch of en-
gineering which already has
a long history. There is no
reason to believe, however,
that it has yet reached its
final stage of development.
On the contrary, the de-
mands regarding automa-
tion, accuracy and reliabi-
lity, and the fact that in
this field too digital process
control computers are in-
creasingly gaining impor-
tance, has produced a whole
series of extremely interes-
ting problems which are
not encountered at all in
analogue process control
systems. This is not to say,
however, that analogue
principles areto be regarded
as out of date. Especially
for small and relatively sim-
ple systems, and where price
1s a more important con-
sideration than speed, ana-
logue methods still retain
their usefulness, and re-
search in both directions is pursued in our laboratories.

The analysis of various industrial processes has re-
sulted in a system philosophy based on a new system
of digital building blocks briefly described in this
issue 101, The fundamental differences between the
primary demands ol data processing on the one hand
and of process control on the other give rise to different
approaches, the results of which are not always readily
compatible. Incidentally, here again, it was found that
research directed towards a specific end sometimes
leads quite unexpectedly to results applicable to en-
tirely different fields of application. A surprising by-
product of the above-mentioned investigations was a
digital tuning instrument, which provides an extremely
simple method of tuning a piano or organ [11],

Just as in data processing, peripheral devices play a
very important part in process control. They include
on the one hand pick-ups which convert the physical
quantities to be measured into an electrical analogue
or digital signal, and on the other hand the con-
trol instruments which intervene in a process when fed
such electrical signals. Some examples should also be
given of the investigations carried out in this field in
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our laboratories. The development of semiconductors
has led to new types of strain gauge, as used for the
measurement of mechanical forces. Research on
possible applications of springs clamped at one end
has resulted in a method of modulating infra-red
radiation as well as microwaves. This type of work
requires the coordinated investigation of mechanical,
electrical and physical problems. This was seen very
distinctly, for example, in the development of a
method for continuously measuring the density of
fluids by means of mechanical vibrations. Also includ-
ed in this category of instruments are a zero-pofnt
thermostat, which makes elegant use of the Peltier
effect, and a light probe for contactless displacement
measurements in the micron range. Research in all
these cases was concentrated on the discovery of new
measuring principles.

As regards our investigations on actuators mention
is made here of a “synchronized induction motor™,
where electronic know-how led to interesting new possi-
bilities in the field of electrical machines. This motor has
the unique property of possessing a load-independent
control range at any speed of revolution between zero
and the nominal value. Other advances in the develop-
ment of small electric motors are due to the recent de-
velopments of ferrites which, because of their high re-
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sistivity and their mechanical properties are superior to
conventional metallic magnetic materials even at low
frequencies, in special cases, in spite of their lower per-
meability and saturation magnetization. It has proved
possible, for example, to build a self-starting synchro-
nous motor with no commutator using ‘a rotor con-
sisting of a permanent magnetic ferrite. This motor
provides mterestmg possibilities for electrlc shavers
and record players [12],

One part of the Aachen laboratory of Philips Zen-
trallaboratorium GmbH has now been equipped as a
lighting engineering laboratory. Its task will be to
study the principles underlying the optimum practical
application of light sources and.luminaires (lighting

fittings). Prominence is given in this work to the inter- -

actions between light and the conditions of vision,
and to their -effect on the design of. lighting fittings,
In the field of light measurement special devices are
being developed for studying the behaviour of lamps,
luminaires and structural materials. -

“

[10] D, Gossel, G. Kaps and W, Schott, A new system of dxgxtal
circuit blocks for industrial’’ measuring and control equxp-
ment; page 164 of this number.

[111 D, Gossel, Generation of ,musical intervals by a dxgltal
method; page 170 of this number.

[12] R. Thees, Small electrlc motors; page 143 of this number.

Transport phenomena in solids

K. J. Schmidt-Tiedemann

Introduction

By “transport phenomena” the physicist understands
the relation between flows and forces in the widest
sense. Simple examples are the conduction of electricity
across a potential drop, the conduction of heat as a
result of a temperature difference, or diffusion due to a
concentration gradient. :

Every semiconducting device usually utilizes more
than one of these transport mechanisms, and the work
of the development scientist can in fact be defined as the
task of determining and realizing that combination of
transport phenomena which, because of their natural
relationships, best meet the technical objective aimed
at. This objective can be reached the more easily-and

Dr. K. J. Schmidt-Tiedemann is a research worker at the Hamburg
laboratory of Philips Zentrallaboratorium GmbH.

537.311.33

elegantly the greater the extent of our knowledge of
transport phenomena. This, then, is one of the reasons
for the major importance of fundamental scientific
research in the field of solid-state physics. -

The method by which the answer to a complicated
technical problem can, as it were, “automatically” be
found by the application of an appropriate natural law
will be explained below with two examples.

Let us first consider the problem, frejuently en-
countered in electronic measurement techniques, of
measuring an electric current in a very wide range with
the same relative accuracy everywhere. A device that
can do this, known as a “logarithmic amplifier”,
can be designed with the aid of the Boltzmann distri-
bution law. This law guarantees (within certain limits)
an exact logarithmic relation between e.g. the current
and voltage of a diode. The technical problem of ex-

Sy
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The method by which the answer to a complicated
technical problem can, as it were, “automatically” be
found by the application of an appropriate natural law
will be explained below with two examples.

Let us first consider the problem, frejuently en-
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cluding ‘unwanted effects (such as leakage currents,

. etc.), can be solved very elegantly by means of a suit-

able negative feedback arrangement (11, In this way,
for example, the measurement can be given a relative
accuracy of 1% in a current range from one to ten-
thousand-million (1 : 1020). The relation between the
measured current and the output signal involves, apart
from the temperature (which should be appropriately
stabilized), only the two physical constants e and k, the
elementary charge and the Boltzmann constant. If, on
the other hand, the current can be kept constant, the

-output signal depends in an exactly known way upon

et

the temperature,and we have an electronic thermometer.

As a second example we shall consider an infra-red
radiation detector. Semiconductors whose electrical
resistance changes under irradiation generally have a
wide spectral sensitivity range. If a magnetic field is
applied at the same time, however, under certain con-

ditions the sensitivity is concentrated in a small part of

the spectrum. By varying the magnetic field it is possible
to tune the detector, like a radio receiver, to a particular
wavelength. This instrument (2], which may also be of
technical interest in connection with the transmission
of sighals by means of light waves, is again based on a
“fundamental physical effect”. What happens is that,
in the magnetic field, the allowed energy states of the
conduction electrons are bunched together in a
complicated way, which can only be understood in
quantum-mechanical terms, to form what are known
as Landau levels.

In the following attempt to provide a survey of
typical transport phenomena in semiconductors (or,
more generally, in solids) it will be necessary, in view
of the enormous scope of the subject, to make a selec-
tion. To preserve some uniformity we shall confine our-
selves to effects in which mechanical deformations of
the solid (i.e. tensile, compressive or shear stresses;) play
an essential part. Even with this limitation, we shall
still be unable to mention many highly interesting and

“valuable results. To make the subject matter easier to

understand we have dispensed for the greater part with
mathematical derivations and exact details. A more
thorough treatment of the problems concerned will be
found in the original papers to which reference will be
made in the text.

Static elastic deformation

The electrical resistivity of certain semiconductors

changes in an exceptionally marked way when the
substance is subjected to a uniaxial tensile or compres- -

sive stress [3. The relative changes in N-type silicon,
for example, can be as much as 1%, per 100 kg/cm?,
which is about one-hundred times higher than com-
parable values for metals. To explain this effect the first
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consideration is that, owing to interaction with the
crystal lattice, the “effective mass” of the conduction
electrons — which relates the force exerted by an
external field to the acceleration — can differ consider-
ably from the mass my of a free electron. In silicon there
are indeed several “kinds” of conduction electrons,
which exist in various energy states, that is to say in
sublevels or “valleys™ as they are called. For example,
with an electric field along a four-fold axis of symmetry
two-thirds of the electrons have a mass of 0.2 mg while
the remaining third have a mass of 0.9 my. If a com-
pressive stress is exerted along the same crystal axis,
the energy of the valleys is reduced so that electrons
“overflow” into states of higher mass. Their accelera-
tion thereby decreases, and hence the electrical
resistivity increases. These effects find a practical
application first and foremost in strain gauges, although
the use of brittle semiconductor wafers instead of
ductile metal wires presents a number of technological
problems. The pressure dependence of the voltage-
current characteristic of semiconductor diodes, which
is based on similar effects, allows the construction of
highly sensitive miniature microphones [4],

For the purposes of fundamental research the
measurement of the “piezo-resistance” effect described
enables useful predictions to be made regarding the
structure of the energy states of the charge-carriers
(band structure), especially on their anisotropy. The
piezo-resistance effect is also influenced by those
processes which slow down the charge-carriers acceler-
ated by the external field (scattering processes charac-
terized by relaxation times) and which therefore partly
determine the electrical resistivity. Measurements of
this nature [5] made it possible, for example, to decide
experimentally between two different hypothetical
models of the electron transition between two sublevels
under the influence of lattice vibrations (“lattice inter-
valley scattering™). :

If, instead of a DC electric field, an alternating field
of sufficiently high frequency is used, the influence of
the scattering processes can be neglected when the
electron undergoes numerous oscillations between two
collisions. The quantity to be measured then is not the
conductivity but the susceptibility. Since the free move-
ments of the charge-carriers between two collisions
take place in a time of the order of 1013 s, the above-
mentioned condition implies the use of optical fre-
quencies, and hence involves investigating the refractive
index under the influence of elastic stresses. These
photoelastic effects, as they are sometimes called, show
apart from the contribution of the 1022 cm~2 bound
electrons, a contribution from the conduction electrons
which, compared with the valence electrons, possess a
polarizability (in the frequency range of interest) which
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is about 10% times greater. These experiments (6] yield
particularly useful information on the connection
between elastic stresses and the shift of valley energies
(“deformation potentials”).

In a magnetic field the charged particles describe, in

the simplest case, a helical path about the direction of
the field. Their angular velocity depends only on the
magnetic field strength and on their mass. Projected on
to an axis perpendicular to the magnetic field their
motion shows a harmonic variation, rather resembling
the swing of a pendulum. When an alternating electric
field is applied, energy can thus be imparted to this
motion, which shows a resonance effect when its
frequency is near what is called the “cyclotron reso-
nance frequency”. At resonance the electron system
absorbs a maximum of energy from the field. Provided
the disturbance caused by scattering processes is weak
enough, an absorption line is thus observed as the
magnetic field is varied (at constant frequency), the
position of the absorption line being directly related to
the mass of the particles.
“Cyclotron resonance” provides at the present time the
most accurate and detailed method of determining the
effective mass of charge carriers 7, although the con-
dition of a sufficiently long mean free path limits its use
to extremely pure crystals and low temperatures. In this
way, for example, the masses of the conduction elec-
trons in germanium and silicon, including their aniso-
tropy, have been determined accurately to within a few
per cent. On the other hand, in the same substances the
masses of the defect electrons in the valence band could
only be found very approximately. Even though the
conditions were chosen so as to minimize “collision
broadening”, the lines remained weak and blurred,
particularly in silicon. The physical causes are to be
found in the fact that the valence band consists of
closely adjacent energy levels which are so deformed
by mutual interaction that various charge carriers
in the same band correspond to different resonant
frequencies. A way out of this dilemma was found by
Hensel and Feher 8], who performed cyclotron reso-
nance measurements on elastically deformed silicon. The
deformation has the effect of separating the originally
adjacent bands far enough for the interaction between
them to become negligible. The result is a clearly
distinct resonance line, similar to that of the conduction
electrons. By theoretical studies along the same lines 9
the whole line pattern in dependence on the elastic
stress has been evaluated in terms of the deformation
potentials and the coupling parameters between the
bands. .

Heat is conducted through a crystal — from the
microscopic point of view — because more thermal
. lattice vibrations pass from the point of higher temper-
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ature to the lower than vice versa. The energy flow
involved is directly related to the observed flow of heat.
Thermal conductivity is a measure of the extent to
which lattice waves are scattered by imperfections in the
crystal. In germanium, for example, some 2 X 1016 cm—3
atoms of antimony or arsenic, were incorporated in the
lattice as donor impurities 101, At a temperature of
2.5 °K the As addition was found to have reduced the
thermal conductivity by roughly a half, whereas the
doping with Sb reduced it to one-sixth. This difference
could at first be explained by the interpretation that the
scattering stems from electrons bound to the foreign -
atoms in the ground state. The scattering probability,
which depends on the difference in energy (or chemical
shift) between singlet and triplet states, was thought to
be greater for antimony. Clear confirmation of the
scattering model had not been forthcoming, however,
until the application of static elastic deformation. In
view of the structure of the donor ground state, heat
conduction in a substance doped with antimony should
theoretically show marked dependence on the elastic
deformation, but only if the deformation were applied

_along a body diagonal of the cubic crystal. For arsenic

the effects should be an order of magnitude smaller,
and the same applies to dntimony in the case of de-
formation along the cube edge. The experiments in fact
demonstrated that in the first case the thermal con-.
ductivity rose by a factor of 3 under a tensile stress of
100 kg/cm2, whereas in all other cases changes of only
about 10% were measured. If the doping with anti-
mony atoms was increased to 1017 cm~3, this piezo-
thermal effect disappeared. This is a further argument
in support of scattering from localized electrons, for it
is known from other investigations that at these den-
sities of impurities the individual donor ground states
merge to form a single impurity band.

Sound propagation in solids

A simple example of a dynamic elastic deformation
is a longitudinal sound wave, whereby a sequence of

11 J. F. Gibbons and H. S.-Horn, Digest of tech. papers, Intern.
Solid State Circuits Conf., Univ. of Pennsylvania, Philadel-
phia, 1963.

21 M. A. C. S. Brown and M. F. Kimmitt, Brit. Comm. and
Electronics 10, 608, 1963.

31 R. W. Keyes, Solid State Physics 11, 149, 1960.

41 W. Rindner, J. appl. Phys. 33, 2479, 1962.

181 J. E. Aubrey, W. Gubler, T. Henningsen and S. H. Koenig,

Phys. Rev. 130, 1667, 1963.

6] K. J. Schmidt-Tiedemann, Phys. Rev. Letters 7, 372, 1961
B. G. Weigel, Philips: Unsere Forschung in Deutsch-
land, pp. 37-39, Philips ZL GmbH, Aachen-Hamburg 1964.

t7) B. Lax and J. G. Mavroides, Solid State Physics 11, 261, 1960.

(81 J. C. Hensel and G. Feher, Phys. Rev. 129, 1041, 1963

191 H. Hasegawa, Phys. Rev. 129, 1029, 1963 (No. 3).

(201 R, J. Sladek, Rep. Internat. Conf. on the physics of
semiconductors, Exeter 1962, p.35.
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regions of compression and expansion pass through the
crystal with the speed of sound. In accordance with the
picture discussed above, where the electron energy is
- influenced by mechanical deformation, the potential
energy is influenced by mechanical deformation, the
energy of a conduction electron is also seen to have a
wave form in space and to move with the speed of
sound. Let us imagine, for example, a corrugated
washing board. Since the electrons try to find or main-
tain the energetically most favourable situation in the
“valleys” of the washing board, some of them are
carried along by the sound wave (wave-particle drag).
The result is an “acousto-electric current”. This “ideal”
electron distribution is continuously disturbed by
collisions which tend to destroy the drift velocity of the
electrons. This has the effect of damping the sound
wave. A primary condition here is that the mean free
path of the electrons should be small compared with
the wavelength of the sound, so that within every valley
a thermal distribution can form. If we now apply in the
direction of the wave propagation a DC electric field
which imparts to the electrons a drift velocity equal to

the speed of sound, this damping effect disappears. The

electrons, by virtue of the energy supplied by the electric
field, can now travel along the valleys without any
additional acceleration from the sound field. If the
electric field is further increased, so that the drift
velocity exceeds the speed of sound, an extraordinarily
interesting effect is observed. The electric field now
gives up energy to the sound field, in other words the
sound amplitude is increased. Using this principle
Hutson, McFee and White [11] achieved sound ampli-
fications in cadmium sulphide up to 54 dB/cm at a
frequency of 45 Mc/s. Various effects found in bismuth
(e.g. the anomalous magnetoresistance effect, Esaki f127)
are also presumably attributable to strong acousto-
. electric interactions.

Among the semiconducting substances lead-telluride,
which has recently been extensively studied, lends itself
particularly well to such investigations in view of its
high charge-carrier mobility.”

The cyclotron resonance method mentioned above
finds only limited application to metals. The skin effect
prevents the necessary high-frequency field from
penetrating any deeper than about 10-5 cm into the
crystal, and resonance phenomena can only be
observed in a magnetic field oriented parallel to the
surface of the crystal (Azbel-Kaner effect) [7), Since,
on the other hand, a sound wave travelling through a
crystal is accompanied by an alternating field, this can
be utilized for the excitation of cyclotron resonance
lines. This is referred to as “magneto-acoustic reso-
nance”. The most easily observable variant of these
phenomena is “spatial cyclotron resonance” which
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occurs when the diameter of the electron path is
roughly equal to the sound wavelength.

Lattice vibrations

If the crystal lattice is traversed by a wave train which
has such a high frequency that its wavelength is small
compared with the mean free path of the electrons,
the electron distribution cannot relax to thermal
equilibrium. The energy of every electron is slightly
increased in, for example, the compression region
and slightly decreased in the expansion region, and
it is assumed that after the passage of a finite wave
train the energy state of the electrons is the same as
before. : :

This model, according to which the energy of the
electrons follows adiabatically the fluctuations of the
lattice constants, is only correct within certain limita-
tions. It happens — more or less frequently — that the
electron exchanges energy with the lattice vibration,
and in doing so changes its state, These changes of state
constitute the “scattering processes” responsible for
electrical resistivity: in this case the term used is “lattice
scattering”. In the quantum-mechanical interpretation
this exchange of energy cannot take place continuously
but only in discrete jumps with a quantum of energy hv,
where 4 is Planck’s constant and » is the lattice vibra-
tion frequency. These energy quanta, as quasi-particles
called “phonons”, are a convenient concept for lattice
waves or vibrations, and often characterize them more
appropriately than the relative positions of the atoms
in the crystal. An electron “emits a phonon” when it
gives up part of its energy to a lattice vibration and thus
increases the latter’s amplitude. In the converse case the
electron absorbs a phonon.

The theory of phonons and their interaction with
each other and with charge carriers, is one of the main
pillars of the physics of transport phenomena in semi-
conductors, and is therefore one of the most investi-
gated fields of research. We shall refer here to only two
results. With the aid of neutron scattering, Brockhouse
and co-workers were able to determine the phonon
spectra of the principal semiconductors germanium and
silicon 1131, that is to say the relation between the
phonon energy and the wavelength of the given lattice
vibration. (This method is not limited to semiconduc-
tors, however [141) The observation of Shockley et
al. 18] that the current in a germanium crystal saturates
with increasing voltage, and the marked anisotropy of
the conductivity in high electric fields [16] could be
interpreted quantitatively by three different kinds of
electron-phonon interaction processes (acoustic, optical
and “intervalley” phonons). These “hot” electrons [17]
exchange energy with the crystal lattice mainly through
the emission of what are termed optical phonons, whose
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energy at a given lattice vibration wavelength is several

hundred times greater than that of the comparable’

“acoustic” phonons, which correspond to ordinary
sound waves. The theoretical analysis of the experi-
ments described yielded numerical values for the
coupling constant between electrons and optical
phonons, a quantity which had previously been very
difficult to determine.

Polarons

The model of an essentially free conduction electron
which only now and then is scattered by a phonon, is
no longer satisfactory in semiconductors where there
is strong electron-phonon interaction. Here the electron
continuously emits and absorbs phonons which cover
it like a mantle on its way through the crystal (dressed
particle). The new quasi-particle (electron plus sur-
rounding phonons) is known as a “polaron”. Whereas
tke case of weak electron-phonon interaction can be
reduced by quantum-mechanical perturbation theory
{0 a one-body problem, the polaron represents a true
many-body problem, the solution of which calls for
field theory methods (18], In classical terms one can
imagine that the electron, by electrostriction due to its
electric field, elastically deforms its environment in the
crystal. The electron together with the state of strain it
produces in the crystal, forms an entity — the polaron
— which can only be moved as a whole in any transport
of charge. Research work on this transport mechanism,
which has probably been established in the silver
halides [19), is at present too much in a state of flux to
allow any brief summary of results.

The opposite extreme to the hypothesis of the “free”
conduction electron is found when the electron is
nearly always localized at a particular lattice site. The
impact of one or more phonons can give a weakly
bound electron sufficient energy to jump to the next
lattice site. This kind of electrical conductivity,
described as a “hopping” mechanism or “small pola-
ron”, occurs for example in oxides of the transition
metals which have been appropriately doped with
foreign atoms of a different valence. At low temper-
atures the mobile charge carriers collect around the
foreign atoms and form rotatable mechanical dipoles,
for here again the charge carrier is accompanied by an
elastically deformed zone. These dipoles try to orient
themselves in the field of a sound wave and thus cause
a certain damping, which has a pronounced maximum

when the frequency of the sound wave corresponds to

the hopping frequency. From damping measurements
of this kind performed on nickel oxide doped with
lithium, Van Houten [20] determined the activation

energy and the frequency constant of these processes. '
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Superconductivity

One of the most remarkable transport phenomena is
supercondﬁctivjty, i.e. the property, shown by many
metals, of becoming exceptionally conductive below a
certain “transition temperature”, at which the electrical
resistance falls suddenly to zero. Although from the
physicist’s point of view more fundamental importance
seems to attach to the absolute diamagnetism (Meissner
effect) which occurs at the same time (the lines of
magnetic induction being expelled from inside the
superconductor at this temperature) the existence of
“persistent currents”, bound up with the disappearance
of resistance, is of considerable interest for technical
applications. A current induced in a toroid of these
materials continues to circulate indefinitely after the
magnetic field has been removed. None of the measure-
ments so far carried out (211 give any indication of the
decrease of such currents with time. Since the resistance
is probably exactly zero, these materials can make ideal
devices for the conduction of electrical energy, for
building electromagnets, etc. Of course the applications
are severely limited by the low transition temperatures
of the 450 or more superconductors known at the
present time [22], Niobiurﬁ_-tin has the highest transi-
tion temperature yet measured, i.e. 18 °K or about
—255°C. A satisfactory explanation of this effect,
discovered in 1911 by Kamerlingh Onnes [23], was
given in 1957 by Bardeen, Cooper and Schrieffer (24],
who built up their theory on the basis of a whole series
of partial solutions. After some apparent digression,
their explanation leads us back to our broad theme of
the elastic deformations of the crystal lattice. Super-
conductivity is shown to be the consequence of an
attractive force between the electrons which exceeds the
normal Coulomb repulsion (between like charges). This
attractive force has its origin in the exchange of pho-
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nons between the electrons. It had already been
proposed by Frohlich [25] that lattice vibrations might
be involved in the production of superconductivity, and
the observed dependence of the transition temperature
on the atomic mass (isotope effect) seemed to offer
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behaviour of a macroscopic body will obey the laws of

" classical physics, because the quantum-mechanical

properties should statistically be averaged out in view
of the large number of atoms. A superconducting ring,

howeyevr,,rcpr,esents:amquantum:'state=oftmacroscopic-—-—

experimental confirmation [26), The simple hypothesis
— that an electron emits a phonon, which is again
absorbed by another electron — must nevertheless be
modified in two respects. First, the force is attractive
only in the case of procesess where the energy ex-
changed between the electrons is smaller than the
energy of the activating phonon. In classical theory,
< then, the law of the conservation of energy would
completely rule out the emission of such a phonon.
Quantum mechanical theory states that for a transition
consisting of two steps the energy equation need only
be satisfied in respect of the whole process but not for
each of the twosteps, always provided they follow each
other fast enough (to be more exact, are mutually
coherent). The theory therefore speaks of the exchange
of a “virtual” quantum or phonon. Secondly, it is
necessary to treat these electrons as a sort of combined
state, a “Cooper pair” as they are called. It was only
by thus extending the idea of Frohlich that Bardeen
and co-workers were able to bring the theory into
agreement with experimental observation.

There is another reason why superconductivity
fascinates the physicist. One ordinarily expects that the

dimensions and constitutes — apart from superfluid
helium — the only known configuration possessing this
property. Direct experimental proof of this was recently
giveni by Deaver and Fairbank (27 and independently
by Doll and Nébauer 281 by measuring the quantum
jumps of the magnetic flux in a superconducting ring.
The magnitude of the flux quantum shows that the
superconducting “charge carriers” are to be interpreted
as electron pairs and not as single electrons (291, A
systemof superconductingrings with frozen-in magnetic
flux can be employed as a digital storage element [30]
in which — unlike other systems based on super-
conductivity — the stored information is not destroyed
if the power is temporarily switched off (cold memory).

[251 H, Frohlich, Phys. Rev. 79, 845, 1950.

[26) E. Maxwell, Phys. Rev. 78, 471, 1950, also C. A. Reynolds,
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(271 B. S. Deaver, Jr., and W. M, Fairbank, Phys. Rev. Letters 7,
43, 1961.

[28] R. Doll and M. Nibauer, Phys. Rev. Letters 7, 51, 1961.

[20] N. Byers and C. N. Yang, Phys. Rev. Letters 7, 46, 1961,
also L. Onsager, Phys. Rev. Letters 7, 50, 1961.

301 D. J. Dumin and J. F. Gibbons, J. appl. Phys. 34, 1566, 1963.

Summary. The author gives a survey of those transport processes
in semiconductors (electrical and thermal conductivity) in which
elastic deformations of the solid by mechanical means (tensile,
compressive or shear stresses) play an essential part. It is shown
that the piezo-resistance effect, the photoelastic effects and special
applications of “cyclotron resonance” all involve the interaction
between conduction electrons and crystal lattice, whereas heat

conduction involves the scattering of lattice waves from crystal
imperfections. Acousto-electric interactions and magneto-
acoustic resonance are discussed. After explaining the concepts
phonon and polaron, the author concludes with a discussion of
superconductivity, showing that this also can be interpreted in
terms of phonon exchange between electron pairs, agreeing with
the general picture of elastic deformations of the crystal lattice.
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Thermal insulation of sodium lamps

R. Groth and E. Kauer

Introduction

In spite of the considerable progress made in electric
lamps and lighting during recent years, conventional
light sources convert only a small fraction of their
energy input into light. The rest is dissipated as heat.
The energy efficiency is thus small: about 29 for an
incandescent lamp and about 159 for the sodium
lamp — the most efficient of all conventional sources.
Many attempts have been made to reduce these un-

desirable thermal losses. One of the possibilities will.

be discussed — the use of a selective-reflecting coating
on the envelope of a sodium lamp.

The idea of regulating the spectral distribution of
the radiation from a source by means of suitable re-
flection-filters is by no means new. In a number of
early patents, the idea usually takes the form of a
thin metal coating, preferably gold or copper, on the
glass envelope of the lamp. The coating has to have
the property of reflecting the infra-red radiation back

536.21:621.327.532
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The energy balance of a sodium lamp

A 140 W sodium lamp has a U-shaped discharge
tube mounted in a cylindrical glass envelope. The
discharge tube has an external diameter of 17 mm and
a total length of 850 mm ( fig. I). It is filled with neon
plus a little argon — total pressure about 10 torr —
and further contains a quantity of free sodium. When
the lamp is cold the sodium vapour pressure is very
low so that, after switching on, the lamp first emits
chiefly the well known red spectrum of neon. As the
lamp heats up more of the sodium evaporates until the
pressure of sodium vapour is equal to the saturation
vapour pressure corresponding to the temperature of
the tube. The lamp radiates most light when the partial
pressure of sodium is some thousandths of a torr (i.e.
some microns Hg); this corresponds to a discharge
tube temperature (at the coldest place) of about 270 °C.
If the temperature is raised further by increasing the
dischargecurrent, the light flux diminishes because of

: .

Fig. 1. Schematic diagram of a modern sodium lamp. The black spots in the discharge tube
represent condensed droplets of free sodium. The dotted line on the inside of the envelope is
the reflection filter that reflects back the infra-red radiation from the discharge tube. :

to the incandescent filament while remaining virtually
transparent to visible light. For the same filament
temperature, the power consumption will then be less
and the efficiency higher. The term efficiency will be
used in the following to mean the lumen efficiency, that
is, the ratio of the total light flux (in lumens) to the
power consumption (in watts).

It is perhaps at first sight not entirely evident that
an infra-red-reflecting filter can also improve the effi-
ciency of a sodium lamp; the latter is, strictly speaking,
not a thermal radiator in the usual sense but a low-
pressure discharge lamp. For a proper understanding
of the effect of such filters it is necessary to look a
little further into the physical principles of the sodium
lamp.

Dr. R. Groth and Dr. E. Kauer (deputy director) are research
workers at the Aachen laboratory of Philips Zentrallaboratorium
GmbH.

a greater self-absorption due to the increased sodium
vapour pressure. The optimum working temperature
will clearly depend on the design of the lamp.

When thermal equilibrium has been set up the rate
at which electric energy is fed to the lamp must clearly
be equal to the power dissipated as radiation and via
conduction and convection. In modern types of sodium
lamps the space between the discharge tube and the
envelope is evacuated; this eliminates convection losses
and greatly reduces conduction losses. The losses in
the form of thermal radiation (the discharge tube is at
270 °C) are not reduced however. The tube radiates
almost as a black body and for a 140 W sodium lamp
about 100 W is emitted as radiation.

Fig. 2 shows the spectral distribution of the energy
radiated from the discharge tube (T = 540 °K) into
surroundings at a temperature of 300 °K. The con-

tinuum is radiated exclusively by the surface of the




106

100W/em?

80r-
E
d ol

401

20

00% 2 . 4 5 - 5

0

Fig. 2. Spéctral distribution E(1) of the energy radiated by a .

black body at 540 °K into surroundings at 300 °K. The discharge
tube of a sodium lamp radiates approximately thesamespectrum.
The position of the sodium D lines is indicated by a line at
0.59 um (neither width nor height of this line is intended as a
measure of the intensities of the D-lines).

discharge tube. The maximum lies in the infra-red at a
wavelength of about 5.5 pm. '

To reduce the radiation losses in the infra-red we
have the following possibilities:

1) The discharge tube is surrounded by a filter that
absorbs infra-red radiation but which is transparent
to sodium light. This method has been described by
Van de Weijer [1],

2) The discharge tube is surrounded by a filter that
reflects infra-red radiation but is again transparent to
sodium light. Such a filter would be ideal if it passed the
sodium light unattenuated and reflected all the infra-
red of wavelength greater than about 4 pm. A filter with
these properties would reflect the thermal radiation
back on to the discharge tube without itself showing
any rise in temperature. Such a filter may be coated on
the interior surface of the outer envelope, or on the
discharge tube.

Heat-reflection filters for sodium lamps

No filters exist that entirely satisfy the above-men-
tioned requirements. A high transparency for sodium
light was first attained with the development of inter-
. ference filters, built up from alternating dielectric mul-

tilayers. These have the disadvantage, however, that

they reflect well in the infra-red only over a felatively
small wavelength range. Moreover lamps with such
filters would be too expensive for normal use.

A reasonable approximation to the required pro-
perties can also be achieved with a filter consisting of
a single thin metallic layer. Copper and gold are both
suitable in this respect. As an example fig. 3 shows the
transmission and reflection of a number of thin gold
films on glass as a function of the wavelength. It is
seen that the reflection coefficient R approaches 90 %

. even for the near infra-red, whilst the transmission D
for the sodium D lines remains larger than 509/,
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Evidently there exists an optimum layer thickness:
if too thick, the layer will transmit only a little light
while if too thin the layer, though absorbing little
light, will not reflect well in the infra-red. In order to

- estimate the improvement in lamp efficiency to be ex-

pected from the layer it is necessary to know the spec-
tral transmission and reflection curves for layers of
various thicknesses. In principle it is possible to cal-
culate these curves from the optical constants of the
material, viz the refractive index » and the extinction
coefficient X [2). The calculations are unreliable, how-
ever, because for thin layers of less than 20-30 nm
(200-300 A) the values of the optical constants may
differ from those for the bulk material. For the esti-
mation of the change in lamp efficiency it is therefore
necessary to use experimental data instead of the cal-

“culated curves, The optimum thickness for a gold layer

is then estimated at about 15 nm. Measurements on a
series of test lamps coated with gold films of various
thicknesses have confirmed this estimate. A film thick-
ness of 16 nm increased the lamp efficiency from
1001lm/W to 130 Im/W (these figures refer to a 140 W
sodium lamp). A disadvantage was that the total light
flux from the lamp decreased by about 30 9;. With the
temperature of the lamp held the same, the decrease in
light flux is due to the smaller number of excited atoms
per unit volume (less current must be fed to the lamp)
and to the reflection and absorption of visible light in
the gold film (useful light is thus converted into heat).

To determine the efficiency that would be attained
with an ideal filter and the discharge tubes at present
in use, no reflection layers were applied but instead the
discharge tube was heated by thermal radiation from
outside. The effect, as far as the discharge tube is con-
cerned, is identical to that of a reflection filter; more-
over, the effective reflection coefficient is readily var-
iable. The method has the advantage that all the meas-
urements can be performed on the one discharge tube.

The results of this investigation are summarized in
fig. 4. The efficiency is plotted as a function of the
power consumption of the discharge. Each curve refers
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Fig. 3. Transmission D and refiection R of gold films of various
thicknesses as functions of the wavelength 4.
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Fig. 4. The efficiency 7 of the discharge tube of a 140 W sodium
lamp as a function of the power consumption P for various
values of the thermal insulation. The insulation increases from
curve / to curve 8.

to a given effective heat insulation, i.e. to a constant
flux of heat radiation from outside. The latter increases
with increasing curve number; curve I refers to the
case when additional heating from outside is absent.
No attempt has been made to correlate each effective
insulation with a reflection coefficient, because the

conduction heat losses, which are not affected by a

reflection filter, are not accurately known. The meas-
urements, however, cover a range that includes all
practicable values of the effective heat insulation;
curve 7, for example, represents the case of a gold
film 16 nm thick. From fig. 4 it may be concluded that
with a sufficient heat insulation, sodium lamps should
be able to reach an efficiency of more than 300 Im/W.
At the same time, it is evident that this rise in efficiency
is necessarily accompanied by a drop in the light flux.
This remains true even when the filter is ideal, i.e
transmits the sodium light unattenuated. If, with the
higher efficiency, it is required that the light flux does
not change substantially, then the conditions governing
the discharge have to be re-adjusted to match the im-
proved heat insulation.

Since a heat radiation filter inevitably involves an

(11 M. H. A. van de Weijer, Philips tech. Rev. 23, 246, 1961/62.

[2) See e.g. H. Mayer, Physik diinner Schichten, Teil I, Stuttgart
1950; or O. S. Heavens, Optical properties of thin solid ﬁlms,
Butterworth London 1955.
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attenuation of the visible light emitted it is important
to try and reduce such attenuation to the minimum.
With filters of gold or other metals the reflection co-
efficient for sodium light can be greatly reduced by
coating the metal film with a dielectric layer. This
measure is analogous to the well-known “blooming”
of the surfaces of optical components to reduce re-
flections.

As an example, fig. 5 shows the transmission and re-
flection of a 13 nm thick gold film with and without an
anti-reflection layer — in this case a ZnS film about
32 nm thick. This dielectric layer increases the trans-
mission of sodium light from 57 %, to 77%, without re-
ducing the reflection coefficient in the relevant infra-
red region. Such improved gold filters may be expected

. to improve lamp efficiency by 30%.
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Fig. 5. Spectral transmission D and reflection R of'a 13 nm thick
gold film. Au: gold film alone. Au + ZnS: gold film coated with
anti-reflection layer of ZnS.

Further details will not be discussed hére except to
mention that to minimize reflection the refractive in- -
dex of the dielectric coating has to be higher as the
reflection coefficient of the metal film increases [2),
Substances suitable for anti-reflection coatings are
those with high refractive index such as ZnS (n = 2.3),
PbCls (n = 2.15), Bi20s (n = 1.91), etc.

Metals other than gold can be used as the basis of
reflection filters. Fig. 6 shows the optical properties of a
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Fig. 6. Spectral transmission D and reflection R of a silver film,
c.10 nm thick. Ag: silver film alone. Ag--ZnS: silver film coated
with ZnS anti-reflection layer 0.11 um thick.




108 PHILIPS TECHNICAL REVIEW

silver film with and without an anti-reflection coating
of zinc sulphide. The anti-reflection coating increases
the transmission for sodium light from 509 to 76 %.
As in the case of the gold film, the infra-red reflection
is left unimpaired.

Although the transmission of thin metal films with
anti-reflection coatings may be as high as 809, the

question remains whether it is possible to make filters -

that do not absorb at all but still have a high*reflection
coefficient in the infra-red. Since the high infra-red.re-
flection of metals is a consequence of their high electric
conductivity, i.e. of the presence of free charge carriers,
it is a natural step to consider whether strongly-doped
semi-conductors might not also be used.

Free charge carriers — such as electrons in semi-
conductors — can have a marked effect on the optical
constants of a medium. Suppose that a medium has a
dielectric constant gg in the absence of free charge
carriers. It is assumed that, in the frequency range un-
der consideration, &g is real so that in this range there is
no absorption (other than that now to be described).
If we now bring free charge carriers into the material
by suitable doping then, after Drude(3] the following
dispersion relations apply:

Ne2
gom*(@? + y?)
yNe?

eom*w(w? + y9) ’

n2_K2= &g —

2nK =

The value of damping factor v in these relations de-
pends on the D.C. mobility u of the charge carriers:
y = e/um*. The quantity N is the concentration of
free charge carriers, e is the charge on the electron, m*
the effective mass of the charge carriers and gp the
dielectric constant of free space.

The two expressions may be re-written, introducing
the so-called plasma frequency

- { Ne? ,\¥
Wp = ( * Y ) .
eoggm*

This is defined by putting #2 — K2 = 0 in the first of
the above dispersion relations. The formulae are then
much simplified, with w/wp as the independent variable
and y/wp as material parameter

n2— K% = g
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From these expressions the values of # and K can be
calculated and then the reflection coefficient R can be
calculated from

R=[(n—1) + K2]/[(n + 1)* + K?].

The results of such calculations are plotted in fig. 7.
It is seen that the steepness of cut-off depends on the
ratio y/wp. To obtain a filter with a sufficiently sharp
cut-off the ratio y/wp should be as small as possible.

The position of the cut-off wavelength is mainly de-
termined by the plasma frequency wy, provided the film
thickness has been correctly chosen :

For sodium lamps the cut-off is required to lie be-
tween 1 and 3 um so that the required wy is substan-
tially fixed. Hence to make y/wp small, y itself must be
small. This means that we require a medium in which
the free charge carriers have the largest possible pro-
duct of mobility and effective mass. Fig. 8 shows the
calculated transmission and reflection curves of an
imaginary filter with the following not unrealistic
values for the material parameters: g¢g = 10, N =
1.13x 1022 cm=3, u = 100 cm?/Vs, m* = 0.5 mo (mo
is the rest mass of the electron) and d = 0.03 pm. It is
seen that for the right film thickness an adequately
steep cut-off is possible between the visible and infra-
red.

For a semi-conductor to be transparent to sodium
light, its band gap must be greater than 2.2 eV. Many
semiconductors satisfy this condition.

In addition we require a high concentration of free
charge carriers: N must be at least 1020 cm=3, It is
not so easy to achieve this concentration because most
semiconductors cannot be doped so strongly. There
are, however, a number of oxides such as CdO, T120s3,
In2O3 and SnQ: in which concentrations higher than
1020 cm—3 can be achieved.

Of these oxides, tin oxide (SnOs) in the form of a
thin film on glass has already found a number of appli-
cations. When correctly prepared SnO; films have a
good electric conductivity and are very transparent to
visible light. They are particularly useful as transpar-
ent electrodes for electroluminescent devices and as
transparent electric heater coatings on glass.

Tin oxide films are usually applied by spraying. A
mixture of SnCls with an organic solvent such as
ethanol or butyl acetate is sprayed from a nozzle on to
the object, the latter being heated to a certain tempera-
ture in an oven. If the temperature is high enough the
SnCly is transformed into SnOg that forms as a thin
layer on the glass plate or other substrate. A very
high conductivity film is obtained when some SbCls [4]
or HF 151 is added to the above mixture. Such films
have a high infrared reflection whilst retaining a high
transparency to visible light [8). Measuremerits on such
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Fig. 7. Reflection coefficient for a medium containing free charge carriers. The material is
defined by the relative dielectric constant of the medium &z = 4, and by the plasma wave-
length A, = 2mcfwp (for the definition of wp, the plasma frequency, see text).

films have shown that for 2 > 4 pm (where the reflec-
tion is high) calculations of the reflection from the
‘electric properties of the film on the basis of Drude’s
theory are a very good approximation (7). The highest
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Fig. 8. Spectfal transmission D and reflection R of a hypothetical
filter with the following material parameters: gg = 10; N =
1.13x10%2 em=3; p = 100 cm2/Vs; m*.= 0.5 mo; d = 0.03 um.

concentration of free charge carriers was obtained by
doping the spray with fluorine. It would appear that
the limiting solubility of fluorine in the SnOx» lattice is
reached at a concentration of 6 x 1020 cm-3. This con-
centration is however high enough to give a very satis-
factory cut-off between sodium light and the infra-red.
It is of course necessary that the charge carriers are
sufficiently mobile. In contrast to the effective mass,
which depends effectively only on the material of the
film, the mobility may be strongly dependent on the
microstructure of the film. In the literature the mobil-

3] P, Drude, Phys. Z. 1, 161, 1900.

4 3. M. Mochel, U.S. Patent No. 2564707.

(5 W. O. Lytle and A. E. Jonge, U.S. Patent No. 2566346

61 V. K. Miloslavskii and S. P. Lyashenko, Optics and Spectros-
copy 8, 455, 1960.

71 R. Groth, E. Kauer and P. C. van der Linden, Z. Naturf, 17a,
789, 1962.
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ity in sprayed layers of tin oxide is quoted as lying be-
tween 3 and 15 cm?/Vs [81818), A further investigation
showed that the properties of these films are markedly
dependent on the temperature at which the mixture is
sprayed. Reproducible results were obtained when care
was taken that the spray had the same temperature as
the substrate. With a spray system in which the spray
mixture was pre-heated as it traversed a long oven, it
was possible to investigate the effect of the spraying
temperature on the properties of the film.

Fig. 9 gives the result of this investigation and shows
_how the concentration N of the free charge carriers
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Fig. 9. Concentration N and mobility u (at room temperature) o
charge carriers in SnQOz films on glass as functions of the spraying
temperature T.

and their mobility # (at room temperature) vary as
functions of the spraying temperature T’s. The concen-
tration N varies only little with T's but the mobility in-
creases considerably as Ts is increased, reaching a
value of 20 cm?/Vs for Ts = 475 °C. As was to be
expected the infra-red reflection was found to increase
as the mobility increased, reaching a value of 80%.
The highest possible spraying temperature should
therefore be used. The temperature must, however,
remain somewhat below 500 °C as otherwise the film
becomes milky as a result of an undesirable reaction
between the spray liquid and the glass substrate.

- Furthermore to obtain an optimum filter the film
thickness is very important. The film should be so
thick that the infra-red reflection of the bulk material
is closely approached. To estimate the minimum film
thickness required, the reflection coefficient for 1 =
5.5 pm has been calculated as a function of the film
- thickness. For this purpose we assume a concentration
of free charge carriers and a mobility as obtained
for the most favourable spraying temperature (N =
6 x 1020 cm—3, 4 = 20 cm?/Vs).

The results (fig. 10) 'show that the reflection in-
creases with increasing film thickness,” approaching
the bulk value for a thickness of 0.3 um. For this or-
der of thickness, the transmission in the visible region is
largely determined by interference. The film-thickness
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Fig. 10. Calculated reflection coefficient of SnO» films on glass
for A = 5.5 um as a function of the film thickness d. The con-
centration N of free charge carriers is taken as 6 X 1020 cm~2 and
the mobility u as 20 cm2/Vs.

- must therefore further be chosen so that it corresponds

to the wavelength of the sodium D lines. In fig. 10
the thicknesses that satisfy this condition are marked

- by circles. The thicknesses 0.16, 0.32 and 0.48 wm refer

respectively to interference of the zeroth, first and
second orders. A film thickness of 0.32 wm turns out to
be the most effective; a thicker layer hardly gives any
improvement whilst the zero-order thickness gives a
109 smaller infra-red reflection.

Fig. 11 gives finally a graph of the spectral trans-
mission and reflection of such an optimum film of
0.32 pm thickness. The infra-red reflection reaches 80 %
whilst the transmission for sodium light is 89 9. This
latter value is only slightly less than that for an un-
coated glass plate (92 9;). These SnOz films can there-
fore be regarded as practically absorption-free. Meas-
urements on a number of films prepared under identi-
cal conditions showed that the spread in reflection and
transmission coefficients is only about 1%,
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Fig. 11. Spectral transmission D and reflection R of an optimum
SnOq film of thickness 0.32 pm.
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Test lamps (type SO 140 W) whose existing heat
absorption screens (glass tubes coaxial with the en-
velope) were coated internally with these optimum
SnO: films, were found to have an efficiency of 135
Im/W ; normal lamps of this type have an efficiency of
100 Im/W. The light flux was reduced to about 709%.
The efficiency could be increased still further by
coating the filter on the inside of the envelope and
omitting the absorption screens; with a good infra-red
filter the absorption screen hardly gets warmed and
therefore only causes undesirable and unnecessary re-
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flection of the sodium light. It should therefore be
possible to reach an efficiency of at least 140 Im/W for
this 140 W lamp. Still better results may be expected if
the U-form discharge tube were replaced by a straight
tube with a concentric reflector. The combined result
of all the above measures should be such as to in-
crease the efficiency of sodium lamps to more than
150 Im/W.

{81 I. Imai, J. Phys. Soc. Japan 15, 937, 1960.
91 A. Fischer, Z. Naturf. 9a, 508, 1954.

Summary. In sodium lamps energy is wasted as thermal radiation
from the discharge tube. By means of a selective filter that re-
flects the infra-red radiation but transmits the sodium light un-
attenuated, the efficiency of the lamp can be considerably in-
creased. The required properties can be realized in filters whose
properties depend on the optical effects of free charge carriers.
Certain metals such as gold and copper, as their reddish colour
suggests, are good reflectors of infra-red radiation. The trans-
mission of sodium light through very thin films of these metals on

glass can be increased by coating them with anti-reflection dielec-
tric layers Semiconductors with a high concentration of charge
carriers also form filters suitable for this purpose. For exam-
ple, with strongly doped SnO2 films on glass, filters are obtained
that absorb practically no light at all yet strongly reflect the ther-
mal radiation. With the aid of such filters the efficiency of sodium
lamps of the type SO 140 W has been raised from about 100 Im/W
to 135 Im/W. The possibilities for further improvement are also
discussed.

Examples from fluorine chemistry
and possible industrial applications

J. Schroder

The element fluorine is the first member of group 7
of the periodic table, the halogens. Its exposed posi-
tion in the system of the elements already gives an in-
dication of its. extraordinary properties. The extreme
affinity of fluorine for nearly all other elements is one
of the reasons why its isolation, investigation and ex-
perimental handling was originally fraught with great
difficulty. Later, however, the number of known fluor-
ine compounds rapidly increased, and our present
knowledge of fluorine chemistry makes it seem likely
that more inorganic fluorine compounds will be made
than those of any other element.

The significance of fluorine chemistry in modern
science and industry is based on the special properties
of fluorine. Before giving a number of examples of our
work in the field of fluorine chemistry, we shall there-
fore briefly review the preparation, handling and some
characteristic properties of fluorine.

Dr. J. Schrider is a research worker at the Aachen laboratory of
Philips Zentrallaboratorium GmbH. : .
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546.16

. The preparation and handling of fluorine and fluorine

compounds

Pure fluorine is prepared now as it always was, by
electrolysis. However, the method used is varied in
many ways according to the purpose for which it is
intended. The original hydrofluoric acid used by
Moissan has been replaced by potassium hydrofiuor-
ide melts with various hydrofluoric acid contents
(KF.4HF to KF.HF), the corresponding melting point
and working temperature varying from 80 to 240 °C.
Copper, monel, silicon-free iron or carbon steel is
used for the electrolysis vessel and the cathode; carbon
or nickel is used as anode material. The fluorine-is puri-
fied by passing it-over dry sodium fluoride, which ad-
sorbs the hydrogen fluoride carried off from the gen-
erator élong with the fluorine. A much purer product
is obtained if the fluorine is then passed through a trap
cooled with liquid oxygen.. -

It is best to generate the fluorine on the spot as
needed for the experiments. Small amounts of fluorine
can be stored in condensed form in quartz, nickel or
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copper vessels cooled by liquid nitrogen. The storage

of fluorine under pressure is however dangerous, and

should only be done with special precautions.

Fluorine compounds can also be used instead of fluor-
ine for carrying out reactions. All compounds which
easily give off or take up fluorine on oxidation or re-
duction are suitable here. Such compounds are the
fluorides of elements which can occur in various valen-
cies and which can thus bind varying amounts of fluor-
ine. Particularly important fluorination agents of this
kind are CoF3/CoF2 and AgFs/AgF. Other fluorina-
tion agents are compounds which on thermal dissocia-
tion give fluorine and inert decomposition products or
by-products which can easily be removed. For example,
under normal conditions NF3 is a completely inert,
easily handled gas, which dissociates into fluorine and
nitrogen at higher temperatures. The fluorination of
many compounds, in particular organic ones, canalso be
carried out electrochemically without the use of ele-
mentary fluorine, by dissolving the substance in hydro-
fluoric acid and electrolysing.

The most important methods of preparing fluorine
compounds can be divided into four groups:

1) Preparations in aqueous solution, e.g. the reaction
of oxides, hydroxides and carbonates with hydro-
fluoric acid. This is the most common method of
preparing binary and complex metal fluorides of
normal valency. The reaction products usually cont-
ain water of crystallization.

2) The treatment of halides, oxides and many other
compounds with 1009, hydrogen fluoride. The
reaction must usually be carried out at elevated
temperatures, and gives anhydrous fluorides of nor-
mal valency.

3) The direct reaction of elements or compounds with
fluorine. Because of the strong oxidizing power
of fluorine, this method normally leads to high, and
sometimes anomalous, valencies, e.g. AgFs, CrFs,
MnFs, WFg, SFg, IF;.

4) The thermal treatment of two or more co-precipi-
tated or mixed fluorides. This method is mainly
used for the preparation of complex compounds.

A special experimental technique must be used for
handling fluorine, as br_actically all materials normally
used in the laboratory are attacked by fluorine. Glass
reacts with fluorine and many fluorine compounds,
giving SiF4. Organic materials like rubber, polyethy-
lene, tap grease, etc. are attacked by fluorine, often
violently. Many metals react with fluorine even at room
temperature. . - '

Quartz glass is not attacked by fluorine under normal
conditions, but at high temperatures or in the presence
of water or organic compounds it is strongly attacked.
Sintered corundum is very resistant, and calcium-
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fluoride ceramics can be used up to 900 °C. Apart
from platinum a number of metals such as nickel,
copper and aluminium are resistant to fluorine, be-
cause they become covered with a protective layer of
fluoride. Silver-soldered connections must be protected
by thick nickel-plating. Organic materials suitable for
vessels and seals are polymeric tetrafluoroethylene and
monochlorotrifluoroethylene. . Low-polymer mono-
chlorotrifiuoroethylene is a fluorine-resistant grease
for taps, ground joints, etc. In Table I are given for a
number of important materials the temperatures up to
which they are not noticeably attacked by fluorine.

Table I. A number of fluorine-resistant materials. T is the limiting
temperature up to which no noticeable attack occurs.

Material T°C Material T°C
Platinum 300 Quartz 100
Copper 350 Polytetra-

Monel 400 fluoroethylene 100
Magnesium 400 Corundum 700
Aluminium 450 CaF2 ceramics 900
Nickel 500

Properties of fluorine and fluorine compounds

The difference between the physico-chemical pro-
perties of fluorine and those of the other halogens and

--the - neighbouring chalkogens is extremely great. For

example, fluorine reacts with nearly all elements and
compounds at relativelylow temperatures. Most metals,
sulphur, boron, carbon, silicon and even asbestos re-
act violently with fluorine at room temperature. Fluor-
ine can displace the oxygen and halogen in halides and
oxides, on gentle warming. Hydrogen and hydrides
react particularly violently with fluorine. Fluorine even
forms stable compounds with inert gases.

The great reactivity of fluorine is due on the one hand
to the fact that fluorine forms the strongest known
single bonds with other elements. By way of example,
Table II gives the dissociation energies of HX com-
pounds (X signifies halogen) and the mean bond ener-
gies of CX and SiX molecules.

Table II. Dissociation energies and mean bond energies at 291 5K
in kcal/mole of fluorides compared with other halides.

Dlesrslg;:;élson Mean bond energies
H-F 136 C-F 110.0 Si-F 132
H-Cl 102.1 C-Cl 67.0 Si-Cl 86
H-Br 85.9 C-Br 54.5 Si-Br 69

The other factor determining the great reactivity is
the surprisingly low dissociation energy of the mole-
cule, viz 37.4 kcal/mole, compated to 118 kcal/mole
for Oz, or 57.2 kcal/mole for Cls. The dissociation
of Fs already begins to be appreciable at 400 °C, and
its degree of dissociation is greater than that of Clz, Brs
and O at comparable temperatures. A further reason
for the aggressive behaviour of fluorine may also be the
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high diffusion rate of the relatively small molecules and
atoms. '

Some fluorine compounds have a polar character.
For example, the low-valency fluorine compounds of
the metals are more strongly polar than the other hal-
ides. The lattice energies of tlie fluorides are higher, and
the properties of the salt-like fluorides resemble those
of the oxides more than those of the other halides. The
fluoride ion can replace oxygen or the isoelectronic
OH group in many structures. While e.g. AlCl3 is a
largely covalent compound, subliming as low as 180 °C,
AlF3 is a non-volatile salt (melting point 1290 °C).
The bond in the HF molecule is also more strongly
polar than that in the other hydrogen halides. The pro-
ton cannot penetrate far into the electron shell of
the fluorine, giving a high dipole moment (1.91 debye).
While the other halogen acids are monomeric and very
volatile (boiling point of HCl = —83.7 °C), hydrogen
fluoride (b.p. = 19.5 °C) is polymerized by means of
hydrogen bonds to chains and rings of low volatility.
The F-H-F bond is the strongest known hydrogen
bridge. The enthalpy of formation for the reaction
HF + F——HF2~ is about 50 kcal/mole, and for the
reaction 2 HF — HsF» about 20 kcal/mole.

The fluorides of the non-metals and the high-valency
transition metals, on the other hand, are typical co-
valent compounds. The dividing line between the salt-
like and volatile fluorine compounds runs diago-
nally through the periodic table from beryllium via
aluminium, titanium and tin to bismuth. The molecules
are the more volatile the more Completely the central
atom is surrounded by fluorine: thus the volatility in-
creases with increasing valency. For example, WFg (mo-
lecular weight 297.92; b.p. = 17.5°C) is the heaviest
known gas, and the fluorocarbons are more volatile
than the hydrocérbons of the same molecular weight.
The screening effect of fluorine is so strong that in
molecules well surrounded by fluorine the weak inter-
molecular forces are comparable to those in the noble
gases (see Table III). '

Table II. Boiling point in °C of fluorides compared to that of
chlorides, hydrocarbons and noble gases of comparable molecu-
lar weight.

| SFs | CeFg | CioHe2| CClay Xe
Molecular weight: 146 138 142.3 153.8 131.3
Boiling point | —64 | —783 | +147 [+76.8 [—112

Some fluorides, e.g. SFg, NF3, CF4 and higher homo-
logues, also resemble the noble gases in their chemical
behaviour, and are completely inert up to moderate
temperatures. .

A particular feature of fluorine compounds is their
very high heat of formation and thermal stability
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compared to all other compounds. These properties of
fluorine compounds also play an important role in the
applications described below.

The production of light by fluorine reactions in combus-
tion-type flash lamps

Up till the present, the production of light in com-
bustion-type flash lamps is based exclusively on the
combustion of substances with oxygen. Apart from
some other metals, the substance burnt is mainly zir-
conium. Of the properties demanded of a good flash
lamp, we shall mention only three of the most impor-
tant here. First, it should produce as much light as
possible in a short time (a few milliseconds). Since
normal photographic films are designed to be used for
daylight, a second important demand is that the
colour temperature of the flash should be as near as
possible to that of daylight. The lamp should also be
small, handy and safe; i.e. it must naturally not
explode during the flash.

In principle, a combustion-type flash lamp is a ther-
mal radiator. The heat of reaction of the combustion
process is used to heat the burning or already burnt sub-

stance and thus to make it radiate. It is known that the ‘

emission of visible radiation increases strongly with
increasing temperature of the radiating body. The
luminous efficiency of the total radiation from a black
body reaches a maximum at 6500 °K, i.e. at the tem-
perature of the sun’s surface. The temperature of the
substances undergoing combustion should therefore
be as high as possible, in order to give a high luminous
output and a high colour temperature. This means that
the combustion reaction should yield as much energy
as possible per unit amount of substance in a given time.
For reactions at normal temperature and constant
pressure this energy is equal to the enthalpy of forma-
tion AH, i.e. the energy change of the system on re-
action of the stoichiometric number of moles. In the
reactions, temperatures are reached at which the re-
action products are no longer stable. A limit to further
increase of the temperature is thus set by the dissocia-
tion. In order to get high temperatures, the substances
should be as stable as possible. This stability is deter-
mined by the free energy of formation, which can be cal-
culated from the enthalpy of formation and other ther-
modynamic data. In fig. I the free energies of forma-
tion 4G in kcal/g-atom of fluorine or oxygen for var-
ious fluorides and oxides are plotted against the tem-
perature. For e.g. ZrOg and ZrF,, the free energies are

for the reactions 4Zr + 402—4ZrOs; 3Zr + 1Fs —

17rF,. If the energies are referred to equal amounts of
the metal (Zr), the free energies for the fluorides are
twice as high. S

Comparison of these graphs shows that the reac-

-
3



[
|
1

114 PHILIPS TECHNICAL REVIEW

keal
-.-éog—d,—_ o 3Al, 03
szZ
601

ZrfF,

M - rBF
ATG s 1 / i,

rlaFy

- A
5
. -100}- /
M "
_ —120f %
0= 2000 2000 °K

—_—T

Fig. 1. Free energies of formation 4G per gram-atom of oxygen
for certain oxides, compared with the free energy of formation
per gram-atom of fluorine for some fluorides in the temperature
range from 300 to 4000 °K. M is melting point, S is sublimation
point.

tions with fluorine can occur at higher temperaturesthan
those with oxygen. In order to get a high colour tem-
perature as well as a large heat of reaction, it is there-
fore advisable to carry out the combustion with fluor-
ine instead of with oxygen, as has been done so far.

Since elementary fluorine is difficult to handle, it is
better to use gaseous fluorine compounds with fluorine
contents as high as possible, a low thermal stability,
and under normal conditions a lower chemical reactivi-
ty than fluorine (e.g. OFq, AH = +7.6 kcal/mole, or
NF3, AH = —27 kcal/mole).

The energy balance of the combustion is favoured
not only by the ease of thermal dissociation of such
fluorides but also by the fact that they contain more
than two bonds per molecule, and therefore release
more free valencies for reaction than molecular fluor-
ine with the same volume of gas and the same pressure.
In OF: two additional oxygen valencies are involved.
The volume of the lamp can thus be made smaller for a
given number of equivalents reacted. By way of exam-
ple, we give below the reaction equations for the com-
bustion of zirconium with equal volumes of Oz, NF3
‘and OF;, together with the corresponding enthalpies
of formation:

202 +27Zr —2ZrOs — 516 kcal,
2NF3 + 11 Zr— 14 ZrFs + Ns — 630 kcal,
20F: + 2 Zr -— ZrFa + ZrO2 — 729 keal.

Some results obtained so far from our experiments
with fluorine reactions in flash lamps may be summar-
ized as follows [11: ]
1) Both fluorine and certain fluorine compounds (e.g.
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NF;3 and OF2) produce light on reaction with finely
divided metals (e.g. Zr).

2) The colour temperature of the light emitted in
fluorine reactions is higher than that in correspond-
ing oxygen reactions.

3) The amount of light produced from the reaction
of a given amount of substance is in some cases
greater than with combustions using oxygen.

Transport reactions for stabilization of filaments in
electric incandescent lamps

The luminous efficiency and the brightness of an
incandescent lamp increase strongly with the temper-
ature of the filament. Only substances with a high
melting point can therefore be used as filament mater-
ials, e.g. tungsten (m.p. = 3370 °C), carbon (m.p. =
about 3750 °C) and tantalum carbide (m.p. = 3880 °C).
But the vapour pressures of these substances are also
strongly temperature dependent. Thus at high temper-
atures the lamp bulb blackens and finally destruc-

_tion of the hot filament is caused by its evaporation.

The filament does not evaporate uniformly. No mat-
ter how precisely the filament is made, the temperature
of certain parts of the filament will be higher than the
average value. The reason for this is not yet quite clear;
but all such “hot spots”, no matter what their precise na-
ture, can be regarded in principle as constrictions of
the filament. The decrease in the cross-sectional area
and the resulting increase in the electrical resistance
leads to an increase in the temperature at these spots.
This causes the rate of evaporation to increase, so that
the constriction becomes even narrower. Since the to-
tal resistance of the filament is hardly affected by these
little spots, it is easy to understand that the wire always
burns out at one of these hotter spots.

The appearance of such spots, and in fact the burn-
ing out of the hot filament and the blackening of
the bulb by vaporization can in principle be prevented
by chemical transport reactions with fluorine (2.

Fluorine is the only element to react at room temp-
erature with tungsten and carbon, giving the gaseous
fluorides WF¢ and CF4. When fluorine is present in the
gas filling of the lamp, the evaporated filament mater-
ial reacts to give gaseous fluoride, which undergoes
thermal dissociation at the hot filament, depositing the
filament material there again. This cycle can be main-
tained at any bulb temperature, and completely pre-

{11 Both the idea and the investigation of the use of fluorine re-

actions in flash lamps are very largely due to the valuable

. cooperation of L. M. Nijland, Lighting Division, Philips,
Eindhoven. A more detailed description of the investigation
will appear in due course in this journal.

2] The. basic principles of chemical transport reactions are
described in detail in the book: H. Schifer, Chemische
Transportreaktionen, Verlag Chemie, Weinheim, 1962.

31 W, Schilling, Elektrotechn. Z. B 13, 485-487, 1961.
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vents the blackening of the
bulb by evaporated fila-
ment material (see fig. 2).
The dissociation of tung-
sten fluoride and the deposi-
tion of tungsten only occur
at very high temperatures in
the immediate vicinity of
the hot filament. With other
halogens, in particular iodi-
ne which is now used in
the well-known iodinelamp,
the deposition occurs at
relatively low temperatures
in the gas filling, so that a
cloud of atomic tungsten
is formed round the fila-
ment [31. While this already
has a positive effect, the
situation is basically more
favourable with fluorine, as
we shall now briefly show.
The kinetic processes oc-
curringin the lamp arecom-
plicated and difficult to
describe quantitatively, the '
complication being that
very steep temperature and
concentration gradients are
present and give rise to
convection currents. For
qualitative considerations we can however assume that
a thin layer of gas remains in contact with the filament,
and thus has practically the same temperature as the
latter. In this case, we can speak to a first approxi-
mation of an equilibrium process, and write the fol-
lowing expression for the equilibrium constant of the
dissociation reaction WFs_”W + 6 F:

a

Py - (Pr)b
= -

Pywrg

According to Van ’t Hoff, the variation of the equi-
librium constant with temperature is given by:

dInKp

dr

AH
RT?2’

where AH is the enthalpy of formation and R the gas
constant. According to the Clausius-Clapeyron equa-
tion, the temperature dependence of the vapour pres-
sure in the evaporation equilibrium may be described
by an equation of the same form, with AH replaced by
the enthalpy of evaporation Q:
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Fig. 2. «) Tungsten lamp after burning for 10 hours at 3000 °C in 500 torr argon. The
strong blackening is due to evaporated tungsten.

b) The same lamp as in (a), after having burnt for 15 minutes at 3100 °C in 500 torr
argon - 2 torr WFg. The blackening has completely disappeared.

din P 0
dr RT?

Fig. 3 shows the temperature variation of the values
of log K}, and log P calculated by Ulich’s approxima-

Inr /(p 60}
o7 P 50

f 40

T
1000 K
1

5000 3000 2000
T

05
e 1000/Tpe,

Fig. 3. Temperature dependence of the dissociation equilib-
rium WF¢ =7 W + 6 Fg and the evaporation equilibrium
W sotia = Weas. Kp = equilibrium constant of WFg dissociation,
P = tungsten pressure, T' = absolute temperature.
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a

b

Fig. 4. ) Photo of a tungsten filament directly after the switching on of the lamp. The left-
hand side of the wire loop is thinner than the right-hand side. The temperature of the
wire is 3100 °C on the left and 2800 °C on the right.

b) Photo of same tungsten filament as in (), but after burning for 10 minutes in 500 torr

argon

+ 2 torr WFe. The originally non-uniform geometry and temperature of the wire

have been completely equalized by chemical transport via WFe.

tion. The following conclusions may be drawn from

this diagram:

1) In the temperature range in question for the burn-
ing temperature of tungsten lamps, WFg just begins
to dissociate to an appreciable extent.

2) The dissociation of WFg varies more strongly with

the temperature than does the vapour pressure of

the tungsten. As a result, a temperature increase
at some point on the filament will increase the dep-
osition of tungsten due to dissociation faster than the
evaporation. Tungsten will thus be transported to the
hot spot until its temperature again becomes equal to
the mean value for the filament.

Unlike the other halides, which are largely dissociat-
ed at much lower temperatures and where the temper-
ature dependence of the dissociation is less than that
of the vapour pressure of the corresponding filament
material, the fluoride can thus serve to homogenize and
keep constant the temperature and the form of the
filament.

The experiments described below will help to illus-
trate and confirm this regenerative transport.

A small length of a tungsten filament was electrolyti-
cally etched. This reduction in the cross-section pro-
duced an artificial hot spot, whose temperature was
higher than that of the rest of the filament. When the
lamp was burnt with a gas filling containing a few torr
of WFs or NFj3, the geometry and temperature of the
whole length of the wire became completely equalized
after a short burning time. Fig. 4a shows a photo of a
filament etched on the left side, immediately after the
lamp was switched on, and fig. 4b shows the same fila-
ment after a short burning time in a WFg atmosphere
at 3100 °C. Fig. 5a shows a microscopic view of the
junction between the etched and the unetched wire, and
fig. 5h shows the same spot after brief burning in a
WFEs atmosphere.

Summarizing, we may state that transport reactions
involving fluorine hinder the burning out of hot

filaments as a result of evaporation, and the blackening
of the bulb of the lamp by the evaporated filament ma-
terial. The fluorine incandescent lamp can therefore be
used at filament temperatures not far below the melt-
ing point. Compared with the present attainable values
of luminous efficiency and brightness, this increase in
the burning temperature gives a considerable improve-
ment of these factors. It should however be stressed
that the results obtained so far all refer to laboratory
experiments; there are still many problems to be solved
before the process can be applied to commercial lamps.

Fig. 5. a) Tungsten wire whose right-hand side has been made
much thinner by etching.

b) The same spot on the tungsten wire after burning for 15 min-
utes at 3000 °C in 500 torr argon + 2 torr WFs.

Summary. The significance of fluorine chemistry for modern
science and industry is based on the special properties of fluorine
and its compounds. Fluorine is the most reactive of all elements.
Even at relatively low temperatures, it reacts with nearly all other
elements and compounds. A special experimental technique is
needed to handle this very aggressive element and its compounds.

This article gives a briet introduction to fluorine chemistry.
After a short description of the preparation, handling and some
important properties of fluorine and its compounds, two of the
author’s own contributions to filuorine chemistry are described.
The first contribution refers to fluorine reactions, which owing to
their great reaction energics, are suitable for the production of
actinic light in “combustion-type flash lamps”. In the second
picce of work, the reactivity of fluorine and the stability of
fluorides are made use of to carry out chemical transport reac-
tions at very high temperatures in incandescent lamps.
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Chemical transport reactions

A. Rabenau

A “chemical transport reaction” may be defined as
the transference of a condensed phase A (which may
be a solid or liquid) through a gaseous phase by means
of a chemical reaction in which gases or vapours Byg),
C, D . - . are involved:

Agp+ B =Ce +Deg +--. .

This definition of the process shows that it differs
essentially from sublimation and distillation. A chemi-
cal transport reaction is necessarily reversible; a concen-
tration gradient is induced e.g. by means of a temper-
ature gradient which reverses the reaction and causes
substance A to precipitate out of the gas phase. Such
reactions have been applied industrially for many
years. One example is the Mond process for purifying
nickel, using carbon monoxide as the transport agent:

Nig + 4COg = Ni(CO)s(g), 50 — 190 °C.

Another is Van Arkel, De Boer and Fast’s method for
producing pure metals:

Zrg + 2@ =

Once Schifer (11 had worked out the basic principles
of chemical transport reactions and indicated their
many potential applications, a whole series of systematic
investigations was undertaken in various quarters. In

Zrla(g, 280 — 1450 °C.

the electronic industry, the interest of investigators has

been mainly concentrated on the growth of single
crystals and the production of thin films, particularly
epitaxial films. The present article is concerned with the
first of these.

The chemical transport process differs from sublima-
tion in that the vapour pressure of the condensed phase
is negligibly small in the range of temperature within
which transport takes place. Its great advantage, then,
is that one can work at much lower temperatures than
would be feasible in a sublimation process. Thus it is
possible to work with substances which, for a high
enough sublimation pressure to be achieved, would
have to be raised to temperatures so high that the
problem of crucible material and contamination would

become critical. Again, it is possible to transport com-

pounds whose dissociation pressures, even below the
melting point, are of magnitudes that cannot be con-
trolled with straightforward laboratory equipment. In
many cases the ability to work at low temperatures

Dr. A. Rabenau (deputy director), Aaclzen laboratory of Philips
Zeutrallabaratarmm GmbH

536.422:548.55

allows phase transformations to be avoided that would
otherwise lead to destruction of the single crystal.
There is a drawback in that the transport agent may

be incorporated into the lattice of the crystal that is

grown by the transport reaction. However, there is
some choice of transport agents and it will usually be
possible to find one which will not affect the spe-
cial properties, e.g. conductivity, of the crystal in
which it is incorporated. Alternatively, a transport
agent may be available which, due to its relatively large
atomic size, will only be incorporated in negligibly
small quantities.

One approach to the choice of transport agents and
operating temperatures can be made by a thermo-
dynamic study of the system under consideration.
Questions such as these and the rate of transport are
dealt with at length in Schéfer’s monograph [11,

To those concerned with growing smgle crystals, the
size of the resulting crystal is often 2 major consider-
ation. The usual transport process, carried out in a
stationary system with a constant temperature gradient,
will only in favourable conditions yield crystals whose
dimensions are of the order of one centimetre or so.
Seeding probabilities under the prevailing conditions
of supersaturation are such that it is more likely to
produce a large number of very small crystals. In recent
years a method has been developed in this laboratory
which in many cases yields crystals of appreciable size,
despite these difficulties. The problem, in the first
instance, was to grow gallium phosphide crystals. GaP
melts at about 1470 °C under a phosphorus pressure
of about 30 atm. There was therefore no question of
adopting the conventional method of growing from the
melt. The obvious step was to see whether the chemical
transport process could be employed. It was found that
the compound could be transported with iodine as
transport agent through a temperature gradient ranging
from 1000 °C down to 900 °C. The result, however,
was a mass of microcrystals. Maak [2] conceived the
idea of combining the tranéport' process with the tech-
nique of seed selection familiar from the conventional
method of growing from the melt. The collaboration of
numerous other workers finally led to the development

“ofa prdcess which effectively solved our problem, and

which, in view of its potential usefulness in similar
applications we shall now describe.

11 H. Schifer, Chemische Transportreaktionen, Verlag Chemie,
Weinheim 1962.
2] 1, Maak, unpublished communication.
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Fig. 3. Crystal-pulling furnace working on the principle described. The heater coil and gold film can be clearly seen. The film
transmits some light in the visible range of the spectrum, and so the capsule can be observed during the pulling process.
Fig. 4. A battery of four crystal-pulling furnaces, together with the associated power supplies and pulling gear.
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The transport-pulling process

The principle is illustrated schematically infig. I. The
substance to be transported is enclosed, together with
the transport agent, in a quartz capsule, the upper part
of which is tapered to a point. The tapered end enters
the zone of highest temperature first. This cleans the
inner surface of the capsule by the chemical transport
of any crystallites deposited on the glass during the
initial heating which would otherwise cause spurious
nucleation. As the pulling operation progresses the
lower end of the capsule enters the maximum temper-
ature zone, and at the same time the pointed tip passes
into a zone of lower temperature; at a certain point the

- transported substance starts to deposit. The shape of
the upper part of the capsule is such as to favour seed
selection, and consequently the number of crystals that
grow laterally across the tip of the capsule is only
limited. With luck there will only be one such crystal.
It has been possible in this way to produce crystals
having a length of several centimetres ’;”an example may
be seen in fig. 2. GaAs as well as GaP has so far been
transported in this manner, and mixed crystals con-
taining the two compounds in fixed proportions have
also been obtained.
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The general design of the crystal-pulling furnace may
be seen in fig. 3. It consists of a heating element wound
on a quartz tube which is surrounded by a second
concentric tube. A section of the inside surface of the
outer tube carries a film of gold about 0.05 yum thick,
produced by vacuum deposition. The film is translucent
to visible light but it has a high infra-red reflectance,

thus limiting the radiation of heat outside the system |

and so producing a localized high-temperature zone.
A number of these furnaces have been combined into
the single unit shown in fig. 4. The power supplies may
be seen in the foreground of the photograph; the
pulling mechanism is mounted above the furnaces. -

Summary. An account is given of the application of chemical
transport reactions to the growth of single crystals and a com-
parison is made of their advantages and disadvantages with
respect to sublimation methods. A “transport-pulling” method
has been developed for growing large crystals; .it consists in
raising a tapered quartz capsule through a furnace in which
a certain temperature gradient prevails, the conditions being
such as to give rise to a chemical transport reaction. The point-
ed end of the capsule has a shape that favours seed selection.
The equipment and method used for growing gallium phosphide
crystals are described by way:'of example.
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Investigations on BaTiOs semiconductors

E. Andrich and K. H. Hirdtl

Introduction

In the last 20 years the compound BaTiO3 has been
the subject of numerous publications. The great majo-
rity of the investigations have been concerned with the
dielectric properties of barium titanate, e.g, its ferro-
electric behaviour. Since the occurrence of electrical
conductivity is a hindrance in dielectric investigations,
efforts were made to keep the resistanceas high as pos-
sible.’

It now appears that the resistivity of BaTiOs can be -

lowered to about 10 ohm-cm by doping with La, Nb,
Sb and other elements. Experlments on such semicon-
ducting BaTiO3; samples have also yielded quite re-
markable results in regard to their semiconducting prop-
erties. In fig. I the resistivity of semiconducting BaTiOs,
and that of (Ba,Sr)TiOs and (Ba,Pb) TiOs mixed crys-
tals is plotted as a funetion of temperature. It can be

DI;)I Phys. E. Andrich and Dr. K. H. Hirdtl are research wor-
kers at the Aachen laboratory of Philips Zentrallabaratarmm
GmbH.

621.315.592.4
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of resistivity near the ferro-electric Curie temperature
Tc. The coincidence of the Curie point with the tem-
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Fig. 1. Temperaturé dependence of the resistivity p of semicon-
ducting BaTiOs, and of (Ba,Sr)TiOs and (Ba,Pb)TiOsz mixed
crystals. Depending on composition, the Curie temperature Tc
lies between —100 °C and +220 °C.
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The transport-pulling process

The principle is illustrated schematically infig. I. The
substance to be transported is enclosed, together with
the transport agent, in a quartz capsule, the upper part
of which is tapered to a point. The tapered end enters
the zone of highest temperature first. This cleans the
inner surface of the capsule by the chemical transport
of any crystallites deposited on the glass during the
initial heating which would otherwise cause spurious
nucleation. As the pulling operation progresses the
lower end of the capsule enters the maximum temper-
ature zone, and at the same time the pointed tip passes
into a zone of lower temperature; at a certain point the

- transported substance starts to deposit. The shape of
the upper part of the capsule is such as to favour seed
selection, and consequently the number of crystals that
grow laterally across the tip of the capsule is only
limited. With luck there will only be one such crystal.
It has been possible in this way to produce crystals
having a length of several centimetres ’;”an example may
be seen in fig. 2. GaAs as well as GaP has so far been
transported in this manner, and mixed crystals con-
taining the two compounds in fixed proportions have
also been obtained.
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The general design of the crystal-pulling furnace may
be seen in fig. 3. It consists of a heating element wound
on a quartz tube which is surrounded by a second
concentric tube. A section of the inside surface of the
outer tube carries a film of gold about 0.05 yum thick,
produced by vacuum deposition. The film is translucent
to visible light but it has a high infra-red reflectance,

thus limiting the radiation of heat outside the system |

and so producing a localized high-temperature zone.
A number of these furnaces have been combined into
the single unit shown in fig. 4. The power supplies may
be seen in the foreground of the photograph; the
pulling mechanism is mounted above the furnaces. -

Summary. An account is given of the application of chemical
transport reactions to the growth of single crystals and a com-
parison is made of their advantages and disadvantages with
respect to sublimation methods. A “transport-pulling” method
has been developed for growing large crystals; .it consists in
raising a tapered quartz capsule through a furnace in which
a certain temperature gradient prevails, the conditions being
such as to give rise to a chemical transport reaction. The point-
ed end of the capsule has a shape that favours seed selection.
The equipment and method used for growing gallium phosphide
crystals are described by way:'of example.
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Introduction

In the last 20 years the compound BaTiO3 has been
the subject of numerous publications. The great majo-
rity of the investigations have been concerned with the
dielectric properties of barium titanate, e.g, its ferro-
electric behaviour. Since the occurrence of electrical
conductivity is a hindrance in dielectric investigations,
efforts were made to keep the resistanceas high as pos-
sible.’

It now appears that the resistivity of BaTiOs can be -

lowered to about 10 ohm-cm by doping with La, Nb,
Sb and other elements. Experlments on such semicon-
ducting BaTiO3; samples have also yielded quite re-
markable results in regard to their semiconducting prop-
erties. In fig. I the resistivity of semiconducting BaTiOs,
and that of (Ba,Sr)TiOs and (Ba,Pb) TiOs mixed crys-
tals is plotted as a funetion of temperature. It can be
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of resistivity near the ferro-electric Curie temperature
Tc. The coincidence of the Curie point with the tem-
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Fig. 1. Temperaturé dependence of the resistivity p of semicon-
ducting BaTiOs, and of (Ba,Sr)TiOs and (Ba,Pb)TiOsz mixed
crystals. Depending on composition, the Curie temperature Tc
lies between —100 °C and +220 °C.
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perature at which the resistivity shows a steep rise im-
mediately suggests a correlation between the semicon-
ducting properties and the dielectric properties of the
substance. Investigations into the nature of this corre-
lation are of considerable interest. Moreover, the high
positive temperature coefficient of the resistance (maxi-
mum 609, per degree) offers interesting prospects for
the use of BaTiOz semiconductors as switching ele-
ments. A special advantage in this connection is that
the range with maximum resistance-temperature coef-
ficients can be shifted between —90 °C and 400 °C
by varying the composition of the mixed crystals (1,21,

In the following we shall consider the physical causes
of this increase of resistivity and discuss some applica-
tions of semiconducting BaTiOs as switching elements,

Physical investigations

As can be seen from fig. 1, the electrical resistivity
of semiconducting BaTiOg rises by several powers of
ten in a relatively narrow temperature interval in the
vicinity of the Curie point [3-4l. An initial clue to the
reason for this extraordinary behaviour is the fact
that the effect is only found with ceramic material. No
such increase of resistivity has been found in experi-
ments on semiconducting BaTiOs single crystals [5],
This immediately suggests that the resistivity increase is
due to the grain boundaries in the polycrystalline ce-
ramic, which form regions of higher resistance and, at
least above T¢, govern the total series resistance of
grain volume and boundary.

Fig. 2 shows the one-dimensional model of a poly-
crystalline conductor of this nature, with a sequence
of grains K interrupted at the grain boundaries G by
thin boundary layers of high resistance. As the grains
are so small, direct proof of the existence of these
boundary layers cannot be obtained by the usual meth-
ods of measuring resistivity, but it can be deduced
from the following experiment 61,

When a current I flows through a series of grains as
represented by the model in fig. 2, the marked differ-
ence in resistivity between “high-ohmic” grain boun-
dary and “low-ohmic” grain volume will result in a

(11 Q. Saburi, J. Amer. Cer. Soc. 44, 54, 1961.

(21 B. Frank, unpublished.

[31 P, W. Haayman, R. W. Dam and H. A. Klasens, Federal
German Patent No. 929350, 1955.

41 Q. Saburi, J. Phys. Soc. Japan 14, 1159, 1959,

51 G. Goodman, J. Amer. Cer. Soc. 46, 48, 1963.

61 P. Gerthsen and K. H. Hirdtl, Z. Naturf. 18a, 423, 1963.

[71 For a summary of the subject and a review of the literature,
see: J. Volger, Progress in Semiconductors 4, 207, 1960
{(Heywood, London).

81 W. Heywang, Solid State Electronics 3, 51, 1961.
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stepwise voltage drop V(x). The grain boundaries, there-
fore, are regions of high electric field strength. In a one-
dimensional model, as in fig. 3, this strong electric field
spreads out where the grain boundaries meet the

.
- Iz

¥

| G

=
[

— X
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Fig. 2. One-dimensional model of a polycrystalline conductor
consisting of grains K and barrier layers of high resistance at the
grain boundaries G. When a current / flows through the con-
ductor, the voltage drop V(x) follows a stepped curve.

surface of the material. As a result of this strong,
inhomogeneous stray field, dielectric particles experi-
ence a force that pulls them towards the grain boundary.
If, therefore, the surface of a polycrystalline conductor,

AW
b |

G G

Fig. 3. Principle of making the grain boundaries G visible by
means of a suspension of dielectric particles under the influence
of the electric field at the grain boundaries.

through which a current flows, is coated with a suspen-
sion of dielectric particles in a non-conducting fluid,
one would expect the particles to show a preference to
accumulate at the grain boundaries, provided the die-
lectric constant of the particles is large with respect to
that of the fluid. This behaviour should be observable
under the microscope.

Fig. 4a shows a slice of a ceramic, semiconducting
BaTiO3z specimen. The grain boundaries are clearly
visible. Fig. 4b depicts the surface after coating with a
suspension of TiOg powder in silicon oil and apply-
ing a field in the direction marked by the arrow. The
accumulation of particles at the grain boundaries can
be seen distinctly.
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This experiment demon-

strates the occurrence of
grain boundaries of very
high resistivity above Tg¢.
They represent an inhomo-
geneous resistance, which is
apparent from the following
effects:
1) The resistance is fre-
quency dependent. Fig. §
shows the real part of the
resistivity as a function of
temperature and frequency.
The decrease of resistivity
with frequency can be ex-
plained with the aid of the
equivalent circuit in fig. 6,
representing the series ar-
rangement of a grain and a
grain boundary 7). At zero
frequency the total resis-
tance is given by the sum
of the grain boundary resist-
ance Rg and grain volume
resistance Rk. As the fre-
quency increases, the high
resistance Rg is shunted by the grain boundary ca-
pacitance Cg, so that at high frequencies the total re-
sistance approaches the bulk resistance Rx.

10’Rcm .

BaTi03+0,3% Sb

105

104 : ]

703 515

102

w0’

0 50 100 150 200°C
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Fig. 4. a) Slice of polycrystalline BaTiOs. ) The same slice after coating the layer with a
suspension of TiOg particles in silicon oil and applying an clectric field £ in the direction
of the arrow. The voltage per grain boundary is about | volt, the temperaturc 170 °C.

2) Non-linear current-voltage characteristics. Fig.7
shows the current density j as a function of the voltage
per grain boundary V at various temperatures. Under
heavy loading the temperature was kept constant by
using a pulse technique for the measurements. At low
voltages the characteristic curves are linear. At higher
voltages, however, characteristics are found which have
the form j oc V3, resembling the characteristics of
voltage-dependent resistors (VDR) of SiC. Such devia-
tions from Ohm’s law are typical of non-linear resistors.

The cause of the high grain-boundary resistivities
remains an open question. Heywang (8] suggests that
the high-resistance boundary layers are built up from
depletion layers, formed by electrons passing from the
conduction band in electronic surface levels .S to the

(—

Fig. 5. Real part of the resistiv- |
ity of BaTiO3 -+ 0.3% Sb as a l

function of temperature at var-

ious frequencies (in kc/'s).

-» (
Fig. 6. Equivalent circuit for

grains and grain boundaries. I

Rg = grain boundary resistance. |

Cg = grain  boundary capaci- R
tance, Rx = grain volume re- .

sistance. ]
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Fig. 7. Current-voltage characteristics of BaTiO3 + 0.3 % Sb
The current density j is plotted as a function of V, the voltage per
grain boundary.

grain boundary. This gives rise to a high-resistance
zone of thickness 2L which is free of charge-carriers,
and which is left with an uncompensated positive
space charge in the form of positively charged donors

with a density #p. This space charge leads to a potential

“bulge” which, at the grain boundary, reaches a maxi-
mum given by:

enDL2
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Po =

2¢e &
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Fig. 8. Nlustrating the potential distribution at a grain boundary
of BaTiO3. B = conduction band edge, S = electronic surface
levels.

_ PHILIPS TECHNICAL REVIEW

VOLUME 26

For a current to flow the electrons have to overcome
this potential barrier by thermal movement. The resis-
tivity is therefore given by:

@

which indicates that the resistivity is closely dependent
on the height of the potential barrier.

To explain the temperature behaviour of the resistiv-
ity as represented in fig. 1, the semiconducting prop-
erties just described have to be correlated with the
known dielectric properties of BaTiOs. This is done with
the aid of equation (1), which gives the height @o of
the potential barrier governing the resistance, as a
function of the dielectric constant ¢ [8]. Since the dielec-
tric constant of BaTiO3z above T¢ decreases in accord-
ance with the Curie-Weiss law, ¢ = K/(T— T¢), it
follows that @o/kT increases with temperature and the
resistivity incréases as given by equation (2). Upon a
further rise of temperature, however, the number of
electrons in the surface states S will decrease as a result
of thermal ionization, leading to a lower go and thus
lowering the resistivity. This model gives at least a
reasonable qualitative description of the temperature
behaviour of the resistivity [8].

p oc exp (@o/kT),

Characteristics and technical applications

Semiconducting titanates have become known by
various names. Here we shall use the most commonly
used term “PTC resistor” (positive temperature co-
efficient) or PTC thermistor.

The essential properties of the PTC resistor are de-
scribed by the following characteristic curves:

a) the resistivity-temperature curve, or R-T char-
acteristic (fig. 1),

b) the current-voltage characteristic, and

c) the current-time characteristic.

We shall now consider these characteristics in more

detail, with particular attention to the latter two.

Another important characteristic property is the
heat dissipation to outside media. This depends on the
geometry, on the lead-in. wires and .on the thermal
conductivity of the material. In the working range of
these thermistors the heat dissipation can be regarded
as.a constant. Its value indicates the electrical power
required to maintain the steady-state temperature in
the semiconductor in undisturbed air at 1° above the
ambient temperature. This dissipation constant D is
between 10 and .20 mW/degree in typical examples.

Static current-voltage characteristic of semiconducting
BaTiO3

When a PTC resistor is electrically loaded, its tem-
perature rises through the generation of Joule heat.
For practical applications it is therefore useful to plot
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the static current-voltage characteristic, i.e. the curve
obtained when the steady-state temperature is reached
for each measuring point. Semiconducting BaTiO3 with
a Curie temperature of 120 °C is particularly suited for
switching purposes. An ideal characteristic for this
semiconductor, in which the resistivity remained in-
dependent of temperature between 20 and 120 °C and
rose abruptly by several powers of ten in a narrow
temperature interval near 120 °C, if transferred to the
static current-voltage diagram would result in the
characteristic shown in fig. 9.

Fig. 9. Current-voltage characteristic of a BaTiOj3 positive-temp-
erature coefficient (PTC) resistor.

The curve first rises linearly to a point corresponding
to the power at which the resistor is heated from the
ambient temperature Ty to 120 °C. The current maxi-
mum
D(120 - Ty)

Imax=Tu (3)
has now been reached, and a further voltage increase
turns the characteristic into a hyperbola:

VI= D(120 —Ty) =constant . . . (4)

The reason for this is that, when the applied voltage is

increased in this range, the PTC resistor becomes so.
highly resistive that it opposes any further power con-

sumption, and hence any further rise in temperature.

Since the increase of resistance does not in reality
take place at exactly 120 °C but between 110and 180°C,
the descending characteristic differs from the hyper-
bolic form. At the end of the current-voltage character-
istic the dissipation is somewhat higher, D(180 — T),
than in the neighbourhood of the current maximum,
D(110 — Ty). Moreover, as can be seen from fig. 10, one

obtains from eqé. (3) and (4) for various ambient tem-

peratures a set of roughly hyperbolic curves starting
from the initial ohmic portion of the characteristic.
The PTC behaviour is limited to a particular tem-
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perature range. Above that range the resistors again
show an NTC characteristic, so that at Vmax thermal
breakdown occurs, as indicated by the dashed curve
in fig. 9.

The maximum permissible voltage can be calculated
if the maximum resistance Rmax and the dissipation
D(180 — T) are known. For Rmax under load, how-
ever, one can no longer take 104 times the value of the
cold resistance Rmin but only 102 to 103 times that
value. The dielectric strength is therefore not as high
as one might expect from the R-T characteristic. This is
easily understandable, however, if we refer to the mod-
el of the barrier layers between the grains. If there are
about 100 grain boundaries in the path of the current
and the voltage across the ceramic semiconductor is
100V, there will be a potential drop of 1 volt at each
barrier layer. A barrier layer of this kind is probably
less than 1 micron thick, so that the field strength there
would be close to the disruptive electric field strength
for non-conducting BaTiO3. Consequently, the resist-
ance values found at lower voltages can no longer be
used. This model also implies that fine-grained ceramic
BaTiO3; semiconductors should have a higher dielectric
strength than those with a coarser grain. PTC resistors
of BaTiOs can already be made that have a cold resis-
tivity of 100 ohm-cm and are capable of withstanding
600 V per cm. Experience indicates that the maximum
voltage that can be applied is given by:

V2max = 102 Rn D(180—Ty). . . (5)

The equivalent circuit representing the essential prop-
erties of the PTC resistor therefore consists of three
elements in parallel; a PTC resistor following its R-T
characteristic, a voltage-dependent resistor that lim-
its the dielectric strength, and a capacitor (with a cap-
acitance up to several nanofarads) which constitutes
the capaciiive shunt at higher frequencies (see fig. 6).

—_—

Fig. 10. Temperature dépendence of the V-I characteristic of a
PTCresistor; T3> T2>Th.
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The current-time characteristic

Since the current-voltage characteristic in fig. 9
results from the temperature behaviour of the PTC
resistor, it can only be obtained by waiting for the stat-
ic current value to settle for every value of applied
voltage. Only when this static value is reached is there
equilibrium between the power V2/R(T) converted in
the semiconductor and the dissipated power D(T" — Tv).
The greater the initial electric power, the faster will the
PTC resistor be heated up to high resistance values.
Fig. 11 shows the current-time characteristics for vari-

2
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Fig. 11. Current-time characteristics of a BaTiO3 semiconductor
load for various initial currents.

ous starting currents, set by using appropriate series
resistances. Similar characteristics are obtained in
charging-up a capacitor. For this reason a PTC resis-
tor used in special circuits at low frequencies (<1 c/s)
can act as a very high capacitance. In this case, of
course, the electrical energy is not stored but dissi-
pated as heat. The marked influence of the ambient
temperature and the difference between heating up and
cooling down times must also be taken into account.
The comparison with the capacitor thus arises from
the dynamic current-voltage characteristic of this semi-
conductor at very low frequencies, and has nothing to
do with the real capacitive shunting of the barrier lay-
ers at high frequencies.

Similar considerations apply to the NTC resistor,
which at low frequencies may be compared with an in-
ductance, its characteristics being the converse of the
PTC characteristics. By combining these two resistors,
circuits with interesting functions can be produced.

Applications relating to the temperature characteristic

PTC resistors can be used in many technical appli-
cations where NTC resistors are employed as tempera-
ture dependent devices. New applications will mainly
be found, however, where the special characteristics of
the PTC resistor come into their own. The following
are some examples:
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a) The positive temperature coefficient can be useful
in “fail-safe” circuits, i.e. as switching elements
that still operate in the event of the failure of a
temperature control device, e.g. a contact break
R = o). .

b) The steepness of the R-T characteristic allows either
a more sensitive measurement or less amplification
of the measured value. '

c) The region in which the resistance is virtually in-
dependent of temperature (from 20 to 100 °C for
BaTiO3) can be useful for controlling electronic
amplifiers. It may sometimes be required, for ex-
ample, that the operating point of a driving cir-
cuits hould not be affected by certain fluctuations of
the ambient temperature, but only if a preset temper-
ature is exceeded. Semiconducting titanate, with its
abrupt change of resistivity near the Curie tempera-
ture, can meet such requirements.

Applications relating to the current-voltage characteristic

Fig. 12 shows the current-voltage characteristic
of a PTC resistor and the load line of a resistive load
connected in series with it, at a voltage V. Because of
the non-linearity of the PTC characteristic, three
operating points are possible: Py and Py are stable
operating points, and P3 is unstable. Point P3 is im-

PTC

NTC

. - —_—V Vﬂ
Fig. 12. Operating points P1, P2, P3 of a PTC resistor and ohmic
connected in series.

portant for the generation of oscillations. The instabi-
lity can be derived from fig. 13. In P the thermistor has
a resistance value corresponding to a load line through
P3 and the zero point. During voltage fluctuations or
variations in heat dissipation, however, the resistance
may provisionally assume a different value x. This
gives the point of intersection Py where the voltage div-
ision is such that the PTC resistor must acquire the
value y, and so on. Thus, where there is a small devi-
ation from P3, the operating point shifts in the direction
of Py or Py,
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0 Va

—V Va

Fig. 13. Nlustrating the instability of point Ps in the characteris-
tic of fig. 12.

When the voltage V, is applied to a series circuit of
this kind, the first operating point established is Pj.
There are now three possible ways of shifting this point
to Ps, the high-ohmic value of the PTC resistor:

1) By increasing V, ( fig. I14a),
2) By raising the ambient temperature (fig. 145),
3) By reducing the load resistance (fig. 14c).

As regards fig. 14a, we can take as an example small
motors required to operate at 110 and 220 V. Such
motors are often rated only for 110 V, and if connected
to 220 V they must be protected by a series resistance
to drop half the voltage. Automatic adjustment to the
mains voltage in such a case can be effected by a PTC
thermistor shunted across the series resistor. At 110 V
the thermistor should operate at Py, i.e. its resistance
should be low, while at 220 V its operating point should
shift to P, thus no longer shunting the series resistance.

As an example to fig. 14b we can take a small electric
motor which, enclosed in its small housing, can grad-
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ually get too hot under heavy loading.'A PTC re-
sistor connected in series and in thermal contact with
the motor would prevent overheating. Owing to the
thermal contact, the heat dissipation of the PTC re-
sistor deteriorates as the motor gets hotter; the V-1
characteristic changes (dashed curve in fig. 14b) and
there is then only one stable operating point left, in the
high-resistance portion of the PTC characteristic. At
that point only one-tenth of the initial current flows,
and moreover almost the entire applied Voltage is
dropped across the PTC resistor, which has now be-
come a high resistance.

An example to fig. 14c is a load that changes its re-
sistance during operation. Cases in point are electronic
valves or an electric motor whose impedance decreases
under a braking load. The resultant high current can
lead to serious damage due to overloading. A suitably
dimensioned PTC resistor in series with the motor is
heated up by the excessive current, and at the operating
point P; reduces the power in the load to less than one-
hundredth.

In an automatic grid bias circuit a PTC resistor
in the cathode lead of a valve can provide effective
overload protection. Since it becomes a high resistance
when the current is excessive; it drops correspondingly
more voltage, so that the cathode goes more positive
and cuts off the valve. In some cases it is even possible
to do without the bypass capacitor, since a capacitive
shunt is already present at the barrier layer in the semi-
conductor.

The behaviourof aseries arangement of two tempera-
ture-dependent resistors under load is easily seen from -
a diagram as in fig. 15, which relates to two PTC re-
sistors in series. There are again three operating points,
the middle one being unstable for reasons similar to
those considered in connection with fig. 13. Only one
of the two resistors is thus heated up to high resistance
values. The other, owing to the low residual current,

Fig. 14. In a series arrangement of PTC resistor and load the operating point P; can be shifted
to Pz: a) by increasing the voltage, b) by raising the temperature (T2>T1), ¢) by reducing

the load resistance.
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Fig. 15. Tllustrating the behaviour of two PTC resistors connected
in series.

cannot get hot. This demonstrates that it is pointless to
connect several PTC resistors in series with a view to

" operation at higher voltages. In such a case a uniform
voltage distribution would have to be enforced by a
parallel arrangement of stabilizing resistors (VDR).

It is, however, possible to operate PTC resistors in
parallel under load. They are uniformly heated and,
when graphically represented, the corresponding cur-
rent values can be added for every voltage value.

The behaviour of PTC resistors in series, as just
described, can be utilized for the generation of relaxa-
tion oscillations of very low frequency; see fig. 16. The
NTC resistors in this bridge circuit are too highly re-
sistive to heat up at V,/2. Since only one PTC resistor
in the other branch can have a high resistance value,

PTC, NTC

Va

PIC NTC

Fig. 16. Bridge circuit consisting of pairs of PTC and NTC
resistors, operatmg asa multxvxbrator

this resistor and the NTC resistor parallel to it carry
nearly the entire voltage V,. This may suffice to heat
the NTC resistor to the thermal breakdown point. The
steeply rising current through this resistor then by-
passes the hot PTC resistor and now heats up the cold
one, and so on. The result is a self-oscillating multivi-
brator with a frequency lower than 0.1 c/s.
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A self-excited oscillator can also be produced by con-
necting a low-ohmic PTC resistor in series with a high-
ohmic NTC resistor. Fig. 17 shows that the two descend-
ing characteristics have a point of intersection. When
this point is reached, it may be unstable at certain
values of V4 it then corresponds to point Pj3 in figs. 12
and 13. In such a case no other operating point is
possible, and thus the circuit oscillates. At the very low
oscillating frequencies of this arrangement, less than
1 ¢/s, the PTC resistor acts as a capacitance and the
NTC resistor as an inductance. The role of the genera-
tor is thereby taken over by the negative resistance of
one of the circuit elements.

—»V Va

*Fig. 17. A series circuit of a PTC and an NTC resistor generates

relaxation oscillations at frequencies of less than 1 c/s, because
the operating point Ps is essentially unstable but no other operat-
ing point is possible.

Application relating to the current-time characteristic

Just as NTC resistors can be used for delaying a
switching-on process, PTC resistors can be used for
slowing down a switching-off process. To protect the
windings of fast electric motors used in domestic appli-
ances a maximum operating period of a few minutes is
often specified. A suitable PTC resistor in series with
the load automatically switches off the motor at the
preset time. Under increasing braking load the tempera-
ture of the resistor rises faster as the motor winding
becomes hotter. The switching time of the PTC resis-
toralso depends, of course, on the ambient temperature,
in the same way as the heating of the winding. This de-
pendence in the present case is thus an advantage.

Direct switching with PTC resistors is in general only
useful in the case of a power consumption under 100 W.
Where higher powers are involved, it is better to use a
relay. Furthermore, it should be remembered that only
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the switch-over from P; to P, (in fig. 12) takes place
with any degree of sensitivity. Switching back to Pi,
however, presents difficulties. For this purpose the
load line should intersect the PTC characteristic at
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only one point, which should be in the linear part of the
characteristic. This is possible only at low voltages Va
(fig. 14a), at fairly low temperatures (fig. 14b) or when
the load resistance becomes very high (fig. 14¢).

Summary. Barium titanate has hitherto mainly been known and
employed technically for its dielectric properties. By suitable
doping, however, semiconducting BaTiOs can be produced which,
in the form of a polycrystalline ceramic, exhibits a non-linear
resistance-temperdture characteristic that rises steeply at the
ferro-electric Curie point. The position of the ferro-electric Curie
point can be chosen between —90 °C and +400 °C by altering the
mixed-crystal composition. The steep increase in resistivity can

be explained in terms of the energy band model from the exist-
ence of grain boundaries of very high resistance in the polycrystal-
line ceramic. PTC (positive ,temperature coefficient resistors)
made from semiconducting BaTiO3 ceramic are interesting for a

wide variety of applications, e.g. for overload protection, for au-.

tomatically limiting the operating period of small electric mo-
tors, or as a simple means of producing rclaxation oscillations of
very low frequency.

Investigations on the germanium-electrolyte interface

H. U. Harten, R. Memming and G. Schwandt

It is necessary to have sufficient information about
the bulk properties of a crystal before starting to inves-
tigate the properties of its surface. These experiments
are difficult because “surface effects” may be greatly
influenced by very small amounts of water vapour,
oxygen or even by grease from the fingers; briefly, by
any kind of impurity.

541.183:546.289

transistors for example can be connected with processes
occurring at the surface.

Since impurities have a strong influence on the sur-
face properties it was attempted to get the surface as
clean as possible. Efforts in this direction were made by
cleaning the crystal under extremely high vacuum. In
this way it was hoped to obtain surfaces as illustrated

b c

Fig. 1. Schematic representation of the surface of a solid.
a) A “clean” surface. b) A surface where foreign atoms have been adsorbed. ¢) A clean
surface where the “free” valences are saturated by mutual bondings.

Up to the present the best single crystals can be made
from germanjum or silicon. Therefore these two semi-
conductors are mainly used for investigations of the
surface {11, Moreover these investigations are not only
-of scientific but also of technical interest: the aging of

schematically in fig. Ia: the atoms of the outermost
lattice plane have no longer any neighbours on one
side and their free valences reach into space. If foreign
atoms are present there, then they will be absorbed or
chemisorbed (fig. 15) — but also if they are absent the

Dr. R. Memming and Dr. G. Schwandt are research workers at
the Hamburg laboratory of Philips Zentrallaboratorium GmbH.
Prof. Dr. H. U. Harten, a former member of the same laboratory,
is now professor of experimental physics at the University of
Gottingen.

11 Recent survey articles: G. Heiland, Fortschr. Physik 9, 393
1961 ; H. Flietner, Physica status solidi 2, 221, 1962; see also
the papers by G. Heiland and H. U. Harten in Festkorper-
probleme III (edited by F. Sauter), Vieweg, Brunswick 1964
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the switch-over from P; to P, (in fig. 12) takes place
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however, presents difficulties. For this purpose the
load line should intersect the PTC characteristic at
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influenced by very small amounts of water vapour,
oxygen or even by grease from the fingers; briefly, by
any kind of impurity.

541.183:546.289

transistors for example can be connected with processes
occurring at the surface.

Since impurities have a strong influence on the sur-
face properties it was attempted to get the surface as
clean as possible. Efforts in this direction were made by
cleaning the crystal under extremely high vacuum. In
this way it was hoped to obtain surfaces as illustrated

b c

Fig. 1. Schematic representation of the surface of a solid.
a) A “clean” surface. b) A surface where foreign atoms have been adsorbed. ¢) A clean
surface where the “free” valences are saturated by mutual bondings.

Up to the present the best single crystals can be made
from germanjum or silicon. Therefore these two semi-
conductors are mainly used for investigations of the
surface {11, Moreover these investigations are not only
-of scientific but also of technical interest: the aging of

schematically in fig. Ia: the atoms of the outermost
lattice plane have no longer any neighbours on one
side and their free valences reach into space. If foreign
atoms are present there, then they will be absorbed or
chemisorbed (fig. 15) — but also if they are absent the

Dr. R. Memming and Dr. G. Schwandt are research workers at
the Hamburg laboratory of Philips Zentrallaboratorium GmbH.
Prof. Dr. H. U. Harten, a former member of the same laboratory,
is now professor of experimental physics at the University of
Gottingen.

11 Recent survey articles: G. Heiland, Fortschr. Physik 9, 393
1961 ; H. Flietner, Physica status solidi 2, 221, 1962; see also
the papers by G. Heiland and H. U. Harten in Festkorper-
probleme III (edited by F. Sauter), Vieweg, Brunswick 1964
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free valences do not in general remain free; they are
saturated- by mutual bonding. The normal valence
directions are not “suitable” for this mutual bonding,

and the lattice is deformed at the surface (fig. 1¢), i.e. -
the “clean” surface is not free from disturbances as was

originally expected [21,

From our point of view only one consequence of this
deformation is of importance: electrons which are
mobile in.the bulk of the crystal can be quite strongly
bound in the distorted lattice planes. In the band model
this situation leads to the appearance of additional
energy levels for electrons at the surface — so called
“surface states” — within the forbidden gap (fig. 2).

E

Ec
e L EFEI‘MI
ET-
Ey

Fig. 2. Schematic representation of surface states in the band
model. The ordinate represents the electron energy, and the
abscissa the space coordinate. E, is the lower edge of the con-
duction band, Epermi the Fermi level, Ey the top of the valence
band, Er the level of a surface state.

One can distinguish between different types of surface
state, which among other things differ in the distance
between their energy levels and the band edges. In this
picture the “simplest” surface would be a surface with
no surface states at all. On a suggestion of Brattain and
Boddy we will call such a surface “perfect” [3), Brattain

+

+

0a020,020202020

+

a

Fig. 3. a) Band bending as a result of surface
over the space charge layer. b)
" distribution of the

and Boddy were also the first to make perfect surfaces
— however, only “under water”, i.e. in contact with an
aqueous electrolyte. Co

Before trying to determine whether a surface is
perfect, one must first know how surface properties are
influenced by the presence of surface states. If their
energy level lies below the Fermi level as indicated in
fig. 2, then they are occupied by electrons. These
electrons originating in the bulk itself form a negative
“surface charge” denoted by Qp. Since neutrality must
be conserved throughout the crystal a positive charge
is built up just below the surface. Its depth is about one
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micron for germanium. The existence of such a space
charge layer leads to “band bending” in the band model
(fig. 3a). The corresponding potential drop across this
layer is denoted by Ug. Integrating over the whole
region the total space charge may also be described by
a surface charge. In our example the charge is positive,
and the density per unit area will be denoted by Or.-
Since all electrons trapped in the surface states originate
in the space charge region then: '

Or+ Qr=0.

Fig. 3b shows the atomic model of this situation.
Finally in fig. 3¢ the distribution of the electrostatic
potential is shown in a rather simplified way. The
complications which undoubtedly arise as a result of
the existence of atomic dipole layers at the surface will
be ignored here. -

If we now change the band bending by some external
means then the charge Or in the space charge region
will also be changed. Furthermore it is conceivable that
by these means levels of surface states will be raised
above the Fermi level — their distances from band
edges being fixed. The surface states must then release
their electron, i.e. Qr is also changed. Finally, if it is
possible to measure the change of the two charges
separately, one could not only prove the existence of
surface states but also determine the position of their
energy levels within the band gap.

There are a number of possibilities for this. One

+ 1
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I

i

I
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I
.|

I

l 0 —x
b <
states. g is elementary charge, Uy the voltage *

Atomic representation of the space charge region. ¢) The
electrostatic potential P of a clean surface (a simplified pict_ure).

possibility is to measure the capacity of a germanium
electrode which is in contact with an electrolyte. The -
basic experimental arrangement is illustrated in fig. 4.
The germanium electrode is dipped into a glass cell
filled with water, in which e. 2. 0.1 M KNOg s dissolved,
in order to give it a certain conductivity, and to which
a buffer is added in order to keep the pH at a constant
value. The electrode is connected by means of a variable
d.c. voltage source U to a second electrode (counter
electrode) of platinum Pz, which must have a large sur-
face area (platinized platinum gauze). Close to the
germanium surface is placed a standard (e.g. calomel)
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Fig. 4. Schematic representation of the experimental arrangement
for determining the capacitance of the germanium electrode Ge.
Pt is a platinum electrode; K a standard electrode (calomel);
U a variable voltage source; Ux the electrode potential (reference
voltage); U* an alternating voltage source (100 kc/s, a few mV);
and I* is the altérnating current, which is displayed on an
oscilloscope.

electrode. The electrode potential Ux (“reference
voltage”) is measured between this and the germanium
electrode. Uk can be adjusted to any value desired by
changing U appropriately. Finally an a.c. voltage
source U* (frequency about 100 ke/s, a few millivolts)
is included in the circuit. The amplitude of the resulting
a.c. current 7* and the phase shift between current and
voltage are displayed on an oscilloscope. The total
impedance and the phase shift occurring can be inter-
preted by an equivalent circuit containing a resistance R
and a capacitance C connected in series (whether this
equivalent circuit is adequate, at least for a certain
frequency range, must be checked for each case by

" testing the circuit at different frequencies [41). While R
is the total series resistance in the circuit we may equate
the capacitance C to that of the germanium electrolyte
interface alone. Thecapacitance of the counterelectrode,
which is in series with that of the germanium electrode,
can be neglected since it is much larger because of
the large surface area of the platinum gauze. Thus by
means of this arrangement one can obtain the capaci-
tance C of the germanium electrolyte interface as a
function of the electrode potential Uk.

Before showing how it is possible to get information
about surface states from such measurements we have
to extend the model derived above for dry surfaces
(fig. 3b and c) to semiconductor surfaces in contact with
an electrolyte. The mobile carriers in the electrolyte are
ions. In the example under consideration positive ions
are attracted by the negatively charged surface states.
It is to be expected, therefore, that some of them will
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be attached to the surface. In order to maintain charge -
neutrality the space charge in the semiconductor has to
be reduced by an equal number of positive charges. The
space charge region is thus thinner — although the
thickness remains of the same order of magnitude
(1 micron). The ions in the electrolyte are surrounded
by a so-called solvation shell, and this means that their
charge centre remains at a distance from the actual
interface corresponding to the radius (several A) of the
solvation shell. The double layer which is formed in this
manner in the electrolyte, the “Helmholtz layer”, is
only a thin layer in comparison with the space charge
region in the semiconductor. Consequently, hardly any
voltage is developed across the double layer although
the charge density and the field strength are rather high.
Hence one should expect a potential distribution across
the interface as illustrated in a rather simplified way in
fig. 5. This would mean that the “Galvani potential” Ug
is more or less equal to the potential drop Ur across
the space charge region. This conclusion is not quite

. correct because the potential distribution as presented

in fig. 5 is simplified in a way which is not really justi-
fied. In fact the potential across the Helmholtz layer is
not small but it is certainly constant. Consequently, a
change 4Ug in the Galvani potential — which is
obtained by varying the external voltage U and which

Fig. 5. The distribution of the
electrostatic potential P of the
semiconductor-electrolyte inter-
face. Ug is the Galvani potential.

is measured as a change of the electrode potential Ux —
appears identically at the space charge layer, i.e.:

AUG = A4Ux = —AUR.

(The negative sign is simply the result of other conven-
tions as regards the sign of Uk and Ur.) It still remains
to be verified whether this equation is satisfied or not.
If this is the case then the change of the band bending
can be determined by measuring the change of - the
electrode potential. Furthermore the external a.c. volt-
age U* — at least in a certain frequency range — will
also be taken up completely by the space charge layer -
(U* = Ugr*). This leads to a synchronous change Or*

(21 Seee.g. J. J. Lander and J. Morrison, J. appl. Phys." 34, 1403,
1963. : . . ;
(81 W. H. Brattain and P. J. Boddy, J. Electrochem. Soc. 109,
574, 1962. o : o
(41 R, Memming, Philips Res. Repts. 19, 323, 1964,
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in the space charge and possibly also in the charge in
the surface states (Qr*). These charges are compensated
by corresponding counter-charges in the Helmholtz
layer. The charge variations can be related to two
differential capacities: the “space charge capacity” as
defined by Cr = Qr*/Ur* and the “capacity of sur-
face states” defined by Cr = Qp*/Ugr*. The sum of
these two capacities can be obtained from measure-
ments using an experimental arrangement as shown in
fig. 4.

To evaluate such measurements-it is necessary to
know quantitatively the relationship between the band
bending and the two capacities that follows from the
model. This relationship can be derived qualitatively
as follows. . :

We shall first examine the capacity of the surface
states. A positive value of Ur means, by definition, that
the conduction and valence bands are bent downwards
at the surface. The downward band bending can be
made so large that the surface states are shifted below

the Fermi level and they are as a result occupied com- -

pletely by electrons. Qr then reaches its (negative)
maximum value Qr max = gnr (#r = number of
surface states per unit area). Conversely the level of
the surface states can be brought so far above the Fermi
level by bending the bands sufficiently upwards
(Ur negative) that Qr is equal to zero. The charge
change occurs in a relatively small potential range
of Ur, namely in that interval where the surface states
are quite close to the Fermi level, i.e. Qr follows the
Fermi function, (see fig. 6). The slope is equal to the
capacity of the surface states. It reaches a maximum

Cr

|

UFenni — UR

Fig. 6. Charge Qr and capacity Cr of surface states as a function
of the band bending (schematic). At Ur = Uperm: the level of
the surface states is equal to the Fermi level.

when the surface state passes the Fermi level (Ur =
Urermi). From the maximum of the capacity curve
the maximum charge Qp max in the surface states and
hence the density of the surface states can be calculated.

The derivation of the relationship between space
charge capacity Cr and band bending is not so easily
performed. We shall treat here only a very simple case,
that of intrinsic germanium. The flat band condition
(Ur = 0) means here that the density of electrons and
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holes is equal to the intrinsic carrier concentration
(fig. 7, dotted line) everywhere in the bulk as well as
at the surface. By a downward band bending (Ur posi-
tive) the density of the electrons is increased at the
surface and in the space charge region (upper curve in
fig. 7) whereas in the bulk the electron density remains

np

AN

ny
P
—_— X

/
-4P

Fig. 7. Schematic representation of the concentration distribution
of the electrons (») and holes (p) in the space charge region of
intrinsic germanium. #; is the intrinsic concentration, x the space
coordinate. The single-hatched area is a measure of the density AN
of the excess electrons present; the double-hatched area is a
measure of the density 4P of the excess holes present.

constant (7 = n;). The single-hatched area in fig. 7 is
then a measure of the number 4N of excess electrons
in the space charge region per unit surface area. 4N is
positive and increases exponentially with Ug ( fig. 8a).
On the other hand the density of holes is decreased (not
below zero, of course) by a downward band bending.
4P, the number of all additional holes in the space
charge region, is negative and its absolute value is
relatively small (double-hatched area in fig. 7). If the
downward band bending (Ur > 0) is changed to an
upward band bending (Ur < 0) then the density of
holes is increased and the density of electrons decreased
(fig. 8a). The total charge per unit surface area in the
space charge region is given by:

Or = ¢ (4P — 4N),

where g represents the elementary charge and where the
negative sign is a result of the negative electron charge.
Using this equation and the relationship between excess
carrier densities (4N, 4P) and band bending (fig. 8a)
one can plot the charge density Qg versus band bend-
ing as shown in fig. 8. This is an S-shaped curve with
a point of inflection at Ur = 0..The slope of the curve
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Fig. 8. a) The influence of the band bending Ur on the excess
carrier density AN and AP in the space charge region.

b) The charge Q= and the capacity Cr of the space charge layer
as a function of the band bending Ur for intrinsic germanium
(schematic).

is equal to the space charge capacity Cr which has a
minimum at the flat band condition (Ur = 0).

From figures 6 and 85 it may be deduced that the
space charge Om, and the charge in the surface
states O, both change in the same direction; i.e. the
total capacity is given by the sum of the two capacities
(C=Cr+ Cp). If it is found that the measured
values agree with the theoretical values of the space
charge capacity, then the surface is called “perfect”.
Strictly speaking this conclusion is not quite correct
because it is in principle possible that surface states
cannot be detected by capacity measurements.

A typical capacity curve obtained with intrinsic
germanium is presented in fig. 9. The experimental
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Fig. 9. The capacity of an intrinsic germanium electrode 4} The
experimental values are plotted against the electrode potential Uxk.
The curve gives the calculated capacity of the space charge layer,
Cr, as a function of the band bending U (after R. Memming [4]).
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capacity values are plotted versus the electrode poten--
tial: Ux (upper scale), the theoretical curve versus the
band bending Ug (lower scale). The initial (and un-
interesting) difference between both potentials is -
determined by shifting the scales to obtain the best fit
between the experimental values and the theoretical
curve. For this purpose the theoretical curve was
also displaced in the vertical direction. _This means a
multiplication of the theoretical values on the logarith-

- mic scale, in this case by a factor of 1.3. This factor is

interpreted as a “roughness factor”, i.e. it is assumed
that the surface area of the electrode is slightly larger
than. the value given by the edge to edge dimensions.

From the fact that in this case (fig. 9) the experimental
and theoretical capacity curves agree so well one may
conclude that:

1) changes in the external applied voltage were com-
pletely reproduced across the space charge region
(4Ug = —A4Ug),

2) the surface was perfect (Cr = 0).

The method of obtaining perfect germanium surfaces
turns out to be quite simple. Several layers of the crystal
are dissolved by polarizing a germanium electrode
anodically in a neutral or alkaline aqueous solution of
sufficient purity. After stopping the anodic polarization
the germanium surface is perfect for some seconds,
minutes or even hours — depending on the purity of
the electrolyte.

It has been observed that an addition of copper ions
into the electrolyte results in an increase of the capacity
(fig. 10). Apparently surface states are formed and
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Fig. 10. The capacity C of a germanium electrode in an electrolyte
in which 5 X 10-7 mole Cu(NOQs)2 per litre is dissolved (full line).
The dashed line gives the capacity of a “perfect” germanium
electrode (fig. 9). (After P. J. Boddy and W. R. Brattain [51,)
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these are of two types with different energy levels
(fig. 11) 151, Similar surface states are also produced
by adding silver or gold ions to the electrolyte. The
position of the energy level (surface states) within the

band gap is specific for the metal ions whereas the -

density of surface states is always of the order of
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Fig. 11. The additional capacity Cr due to Cu-centres at the sur-
face of a germanium electrode.

101! cm~2, This corresponds to one surface state per
several thousand germanium atoms at the surface. The
number of ions needed to reach this density is exceed-
ingly small: a few micrograms per litre are quite
sufficient. Further investigations (51 have shown that
one of the two types of surface state (the one with the
lower capacity maximum in fig. 11) is a “recombination
centre”. Electrons can drop from the conduction into
the valence band via this centre, i.e. electron hole pairs
recombine. The other surface state (fig. 11), however,
is a trap, i.e. only one type of carrier can be captured
by it, trapped for some time and then released again.
Whether it is a trap for electrons or holes cannot be
deduced from measurements performed with intrinsic
germanium. '

Information about the electrical properties of traps
can only be obtained from measurements performed
with N-type germanium. Before discussing these exper-
iments it is necessary to consider more deeply the
electrochemical behaviour of germanium, especially
anodic dissolution.

It is known that germanium is dissolved in its tetra-
valent state and that germanate ions are formed in
alkaline solutions according to the equation (61

G4 4 6 OH~ — GeO3z®~ -+ 3 HxO.
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The dissolution rate can easily be determined by
measuring the current crossing the interface. This
current increases when the electrode is polarized
anodically (Ux changed in positive direction). As
shown in fig..12 (lower curve) the current reaches a
saturation value at a certain electrode potential. The
fact that at higher anodic potentials the current in-

. creases again as a-result of a new mechanism does not

interest us in this respect. Such a saturation of the
current is generally explained by assuming that the
supply of ions involved in the corresponding reaction
is not sufficiently fast. In the present case this can. be
the supply of Ge-ions or of OH-ions. Since germanium
is naturally present in a sufficient quantity at the
electrode surface, it seems probable that OH-ions are
the cause. During the anodic dissolution of germa-
nium the OH-ion concentration at the interface is

100mA

B

5000min

; 500
x//’l \
X e X
x50 /
/
P "
o £
L —T 0 05 v

Fig. 12. Current-voltage characteristic during anodic dissolution
of P-type germanium. The parameter is the revolution speed of
therotating electrode. (After H. G. Schmidt and G. Schwandt [7),)

lowered so that a concentration gradient arises in the
electrolyte, and this results in a diffusion current which
supplies new OH-ions. This diffusion is then the rate
determining factor for the dissolution. Since the OH-
ion concentration cannot drop below zero the concen-
tration gradient reaches a maximum, i.e. the diffusion
is limited.

On the other hand, the supply of ions can be
enhanced by convection. Accordingly, one would
expect the saturation current to be increased by stirring
the solution. One could do this in a simple and effective
manner using a “rotating electrode”. This is a cylindri-
cal electrode disc rotating around its main axis. Fig. 13
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Fig. 13. Experimental arrangement for the rotating electrode: «) General view. b) Cross-
sectional view of the cell. Ge is the rotating electrode, Pr the platinum electrode, and K the
calomel electrode with Luggin capillary L. T/ is the connection for the thermostat.

itlustrates the arrangement used by us: Theoretically
the saturation current may be expected to increase with
the square root of the revolution speed of the electrode
disc 81, As shown in fig. 12 and fig. /417 the dis-
solution rate of germanium is indeed enhanced and the
saturation current depends on the revolution speed as
predicted by the theory. The model with which we
attempt to explain these phenomena thus appearsto be
very satisfactory, at least for P-type germanium. In the

151 P. J. Boddy and W. H. Brattain, J. Electrochem. Soc. 109,
812, 1962,

161 F. Jirsa, Z. anorg. allgem. Chemie 268, 84, 1952.

71 H. G. Schmidt and G. Schwandt, Phys. Verhandlg. 14, 44,
1963 (No. 1/2).

[8]1 B. Lewitsch, Acta physicochimica USSR 17, 257, 1942.
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Fig. 14. The saturation current I as a function of the square root
of the revolution speed # of the rotating electrode. Other data as
in fig. 12.
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case of N-type germanium, however, the stirring does
not affect the dissolution current; moreover N-type

- germanium is dissolved much more slowly ( fig. 15) (8],
This behaviour, of course, cannot be connected with the
OH-ion diffusion.
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Fig. 15. Anodic dissolution of N-type germanium. The parameter
as in fig. 12 is the revolution speed of the rotating electrode.
(After G. Schwandt and M. Scheer [91.)

It is evident here we were somewhat premature in our
assumption that germanium at the interface is always
present in a sufficient quantity. Germanium atoms are
indeed available; for the reaction, however, ions are
necessary. In order to dissolve the germanium (ioniza-
tion of surface atoms) either electrons must be injected
into the bulk or holes must be extracted. For germa-
nium both processes occur: for the dissolution of one
atom two electrons (e~) are given up and two holes (e*)
are taken. The corresponding reaction equation for the
‘dissolution of germanium in alkaline solutions can
therefore be written as follows [101;

Ge'}+ 2+ + 6 OH- — GeOy?~ + 2¢= + 3 HeO.

Now, in P-type germanium sufficient holes are available
for the formation of germanium-ions, and they do not
influence the reaction rate. For N-type germanium the
situation is quite different, as the number of holes is
limited. Since holes are removed for the electrode
reaction, their density at the surface is decreased, a
concentration gradient is set up, but the corresponding
diffusion is limited again. If the maximum diffusion
- current of holes is lower than that of the OH-ions then
_ the hole diffusion determines the rate of the whole
reaction. This explains why the anodic dissolution of
N-type germanium is not accelerated by stirring the
electrolyte.
On the other hand, the dissolution rate should be
enhanced by supplying more holes. This can be
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achieved by illuminating the electrode: light quanta
being absorbed by the germanium create electron hole
pairs near the surface from which the holes can be used
for the dissolution reaction. Fig. 16 illustrates that the
saturation current during anodic dissolution does
indeed increase with illumination (compare with the
saturation current in fig. 15) and that it also depends
on the stirring. From this it may be deduced that the
illumination has created so many holes that it is no
longer the holes but the OH-ions again that determine
the dissolution rate. This situation may change again
at very high revolution speeds. Then the supply of OH-
ions for the reaction is increased so much that again
the reaction rate is determined by the diffusion of holes.
A similar effect has also been observed with N-type
germanium of high resistivity without illumination.

We now return to the capacity measurements
discussed above. These measurements must in general
be performed in a potential range in which the germa-
nium is slowly anodically dissolved. This has no further
consequences for intrinsic germanium, but is of impor-
tance for N-type germanium. Since in the latter case all
holes are removed for the anodic dissolution the
density of holes at the surface cannot increase, even if
this is required by the upward band bending. Conse-
quently, the holes do not contribute to the charge in the
space charge region. Since the space charge Qg is now
determined only by electrons, it reaches only a com-
paratively small value upon an upward band bending
(Ur negative). That increase of the capacity which is
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Fig. 16. Anodic dissolution of N-type germanium under illumina-
tion. The parameter is the revolution speed of the rotating elec-
trode. (After G. Schwandt and M. Scheer [91.) :
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normally determined by holes therefore does not occur;
the capacity decreases monotonically on shifting the
band bending in the upward direction (Ur in the
negative direction) (fig. 17). Measurements confirm
this picture (fig. 18) 111,

Tt has been observed that the capacity does not indeed
change on adding copper ions to the solution. From
this rather surprising result one may conclude that
the induced surface states constitute traps for the
holes. The reasoning is as follows. Measurements with

Cr
Fig. 17. The charge density QOr
and the capacity Cg of the space
charge layer, during a reaction
process which removes holes at Qp
the surface.

radioactive isotopes of copper have shown that copper
is absorbed by N-type germanium in just the same way
as by P-type or intrinsic germanium 2. One may
consequently expect that the formation of surface states
is also independent of the doping of the crystal, i.e.
surface states should be present for N-type germanium.
From the fact that no additional capacity due to surface
states appears it may be concluded that, on varying the
band bending, the charge in the surface states is not
changed. Such a situation can occur if the surface states
are traps for carriers which are absent at the surface.
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91 G. Schwandt and M. Scheer, unpublished.

(101 F. Beck and H. Gerischer, Z. Elektrochemie Ber. Bunsenges.
Phys. Chemie 63, 500, 1959.

(111 R. Memming, Physics Letters 7, 89, 1963.

(121 R, Memming, Surface Science 2, 436, 1964.
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Fig. 18. The capacity C of an N-type germanium electrode. The
experimental values are plotted against the band bending Ur.
The full line gives the theoretical capacity curve of an N-type
germanium electrode, which is valid if no holes are taken for
in the reaction. (After R. Memming [111) :

In the potential range of anodic dissolution it is the
holes which are absent, all of them being taken up in
this process.

Summary. In the present paper investigations are reported of
surface phenomena of germanium electrodes in contact with an
aqueous solution. In certain cases the voltage applied across the
germanium-electrolyte interface is completely taken up by the
space charge region in the semiconductor. This leads not only
to a change in the space charge itself but under certain conditions
also of the charge in surface states. These charge variations
influence the interface capacity so that capacity measurements
are a useful tool to determine the energy level and the density
of surface states. Under certain conditions it is possible to obtain
“perfect” surfaces, i.e. surfaces without surface states. Extremely
small amounts of Cull-ions in the electrolyte are sufficient to
form surface states. Further investigations indicate that OH-ions
and holes are removed in the anodic dissolution of germanium.
The reaction rate can consequently be increased by stirring the
electrolyte and by illuminating the electrode. Knowledge of these
phenomena and of measurements based on them, makes it possible
to obtain further information on the properties of surface states.




PHILIPS TECHNICAL REVIEW

VOLUME 26

Gallium phosphide light sources and photocells

H. G. Grimmeiss, W. Kischio and H. Scholz

Preparation and doping of GaP

Amongst semiconductors with a relatively large
energy (band) gap, gallium phosphide has aroused
interest for various reasons. For one thing, by reason
of its 2.25 eV band gap, it is suitable for making P-N
diodes which in some cases emit light in the visible
range of the spectrum.

Our first task was to prepare gallium phosphide of
high purity since, as will be made clear below, the
efficiency of GaP light sources is very much dependent
on the purity of the starting material. GaP is prepared
by allowing gallium to react with phosphine; an ample
supply of the latter gas, in a very high state of purity,
can be obtained by decomposition of aluminium phos-
phide with water. The aluminium phosphide is pre-
pared by reacting aluminium with phosphorus. A
mixture of pure aluminium and red phosphorus in an
atomic ratio of 1:1.1 is placed in an iron crucible
and ignited. The reaction is fairly violent: some of the
phosphorus evaporates and escapes into the atmo-
sphere, where it burns spontaneously (fig. /). The
aluminium phosphide yielded by the reaction is a
porous sintered substance, yellow in colour.

The GaP is synthesized in the apparatus sketched in
Jig. 2. The round-bottomed flask is charged with alu-
minium phosphide under a nitrogen atmosphere. The
moist gas that evolves when the compound is decom-
posed by water is first passed through a cooling jacket.
This condenses most of its water vapour. Thereafter
the gas passes through two traps cooled down to
—78 °C by a mixture of acetone and dry ice. Finally
it enters the furnace containing a charge of gallium.
The metal has first been heated up to 800 °C in a
stream of hydrogen; once this temperature is attained
the hydrogen flow is cut off and the phosphine fed in.
The temperature is then raised to 1200 °C and held
there for two hours.

This reaction converts one-fifth of the gallium into
GaP, yielding orange-tinted flakes having dimensions
of roughly 4<4<0.2 mm. Most of the flakes are single
crystals, the large faces being {111} planes. However,
crystals twinned on a {111} plane are not uncommon.
The overall impurity concentration is less than 10-3 Yt

Dr. H. G. Grimmeiss, Dr. W. Kischio and Dr. H. Scholz are
research workers at the Aachen laboratory of Philips Zentral-
laborarorium GmbH.
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The methods of analysis used by us have failed to
detect the presence of carbon, which interferes with
luminescence in GaP, and this implies that the samples
must have a C concentration of less than 5x 10 4
In the undoped state these crystals only exhibit very
weak luminescence.

Fig. 1.
phorus, resulting in the formation of aluminium phosphide.

Reaction between powdered aluminium and red phos-

To produce GaP that will luminesce satistactorily
the crystals must be doped, and both zinc and zinc
plus oxygen have shown themselves effective doping
agents. Zinc gives rise to the emission of green light,
zinc plus oxygen to the emission of red light with a
peak at 700 nm. As will later appear, it is the red-
fuminescing crystals that are mainly of interest. The
zinc and oxygen can be introduced in the form of ZnO
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or of Zn3(PO4)s, but the use of one particular com-
pound fixes the atomic ratio between the two elements.
This can be varied at will if Ga;03 or GaPOy is taken
as a source of oxygen and employed in conjunction
with metallic zinc or ZnO.

Doping is carried out in'the following way. A quartz
container is filled with GaP, metallic gallium and the
doping agents, heated up to 400 °C in a vacuum and
then sealed off. It is then heated up to 1230°C in a
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Optical and electrical properties of P-N junctions

As already noted, GaP has the relatively large
energy gap of 2.25 eV and because of this it is a highly
interesting medium to investigate the electrical and opti-
cal properties of P-N junctions. It will also be recalled
that particularly pure starting material is required
where luminescence is to be studied. Therefore we
used GaP prepared in the manner described above for
making experimental diodes.

Fig. 2. Apparatus for preparing gallium phosphide. Aluminium
phosphide in round-bottomed flask K breaks down under the
action of water and gives off phosphoretted hydrogen which,
after being dried and cleaned, is passed over gallium in a furnace

O at 1200 °C.

furnace. The GaP forms a homogeneous solution
with the gallium. Cooling must take place slowly if
large, well-shaped crystals are to form out of the melt.
For that reason the container is lowered slowly through
the floor of the vertical furnace chamber. The zinc
segregation coefficient between the Ga melt and the
GaP is approximately unity. At the same time, recrys-
tallization is accompanied by a sharing of impurities
between the solid and liquid phases. The process thus
involves further purification of the GaP.

Doping with copper can be carried out by a partic-
ularly efficient two-stage process. GaP and copper
are brought into contact at 400 °C under an air pres-
sure of 0.5 torr, with the result that copper diffuses
into the surface of the GaP crystals, which take on a
black coloration. The tinted top layer is about 1 pm
deep. It is essential that the GaP should be in intimate
contact with the copper during this pretreatment.

The blackened crystals are then annealed for 24
hours at 900 °C in an evacuated container. In the
course of the annealing the blackening disappears and
the material recovers the appearance it had in the
undoped state. It is possible in this manner to convert
N-type GaP into P-type or, alternatively, by modifying
the pretreatment conditions, to retain the original
N-type properties of the material. :

Of the various methods for producing P-N junctions,
alloying seemed the best suited to our purpose. But
one has to ensure that during the alloying process
some gallium phosphide is taken up into the molten
alloying metal, with the result that a greater or lesser
amount of phosphorus is lost, depending on the reac-
tion time. This phosphorus ceases to be available for
recrystallization as GaP during the subsequent cooling
stages; the longer the alloying time, the thinner is the
recrystallization layer. Since the phosphorus escapes
very quickly, we should have to use an alloying method
that would ensure rapid heating and cooling of tpe
samples. We therefore decided to heat up the GaP
electrically, by passing a heavy current through an
iridium strip. In this way we could easily cut down
the alloying time to a second or so. In the method
adopted by us, the ohmic contact is made of a gold-
zinc alloy and the P-N junction is formed by alloying
the GaP with tin. .

The P-N junctions thus produced run more or less
parallel with the surface of the crystal. Fig. 3 shows
clearly that despite the short alloying time, only a
very thin crystallization layer is formed. As measure-
ments of junction capacitance have established, the =
junctions obtained in this way are step junctions. Where .
this is so, the inverse square of the junction capacitance °




138 PHILIPS TECHNICAL REVIEW

showsa linear relationship [1)
to applied voltage; fig. 4
is a plot of this kind for P-N
junctions made by us.

The electrical properties of
the diodes are governed
above all by the relatively
large energy gap of GaP 2],
Because it has a very low
intrinsic conductivity, GaP
can be used to make diodes
which sometimes do not
pass more than 10711 A
under a reverse bias of up
to about 10 V; some have
leakage currents of less than
1013 A. For the same rea-
sons the current in the for-
ward direction shows a
logarithmic dependence on
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Fig. 3. Photograph of a P-N junction in a gallium phosphide diode fitted with a tin contact.
The P-type GaP is in the lower part of the print; part of the copper wire which carried the

diode current can be seen at top right.

applied voltage over sev-
eral orders of magnitude
(fig. 5). The result is that at 1.4 V, for example the
ratio of forward to reverse current is about 10! : |,
It is known that when a P-N junction is biased in
the forward direction, minority charge-carriers are
injected into both the P-region and N-region, where
they are able to recombine with majority carriers al-
ready present. In general, recombination may take
place by direct transitions from band to band or by
way of intermediate levels within the forbidden gap.
In GaP however, for various reasons, of which the
compound’s band structure is not the least important,
recombination takes place mainly via impurity levels.
The energy released by recombination inside diodes is
normally transferred to the crystal lattice in the form
of heat. However, by incorporation of suitable impu-

et

2v

—»{

Fig. 4. The inverse square of the capacitance C of a P-N junction
in GuP, as a function of the reverse bias voltage U at room
temperature. The ordinate scale is in arbitrary units.

rity levels one can arrange for this energy to be ra-
diated outwards, not as heat, but as light. The effect
is known as P-N or injection luminescence.

700/‘,— T T T

1072
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S

Fig. 5. Current-versus-voltage characteristics of a GaP diods.
Uy forwurd bias voltage, /q forward current, Ux reverse bias
voltage, I« inverse (leakage) current.
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Fig. 6. The same P-N junction as shown in fig. 3, now exhibiting luminescence when a
forward current (10 mA) is flowing.

The main problem involved in getting GaP to lu-
minesce in this way is that of preventing injected charge-
carriers from recombining with the killer centres that
are normally present, that is to say, with certain im-
perfections which cause the recombination energy to
be transferred to the crystal lattice in the form of heat,
without the emission of radiation. We have managed
to avoid these radiationless recombination processes
firstly by using extremely pure starting material, and
secondly by doping it with zinc and oxygen in the
manner already described. Zinc and oxygen create
impurity levels in GaP such that, when charge-carriers
recombine, the process predominantly involves the
emission of light. The nature of these impurity levels
has not yet been definitely established. For the sake of
simplicity we regard them as acceptor centres lying
at a distance of 0.45 eV from the valence band. It is
essential, too, that the alloying operation of the Sn
contact should occur very quickly. By these means,
P-N diodes can be obtained that are capable of
emitting light with a quantum efficiency of about
1% (the quantum efficiency is the ratio between the
number of quanta emitted and the number of elec-
trons injected). Of course, much light is lost by
multiple reflection, for GaP has ahigh refractive
index (7 = 2.9) 31, But compared with other ma-
terials for P-N light sources, gallium arsenide for
example, GaP has the great advantage of allowing
this high quantum yield to be obtained near room tem-
perature as well as at much lower temperatures.
Fig. 6 shows a photograph of a GaP sample with a
luminescent P-N junction.
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The separation of the ac-
ceptor level and the con-
duction band determines the
amount of radiant energy
released when charge-carriers
recombine. In the case of
GaP doped with zinc and
oxygen the separation is
1.8 eV, which means that
the emitted radiation has a
peak at 700 nm. This lies in
a part of the spectrum to
which the eye has low sensi-
tivity, and a device emitting
such long-wave radiation is
therefore of little use as a
light source; interest thus lies
in the emission of shorter
waves. True, it is also pos-
sible to get emission in GaP
at about 565 nm. which is
quite near the peak in the
spectral sensitivity curve of the eye. But the fact that
the energy gap of GaP lies around 550 nm (2.25 eV)
means that the level responsible for luminescence is
very close to the valence band; such a level is largely
ionized at room temperature and is therefore no longer
available for recombination with electrons from the
conduction band. The luminescence effect is in fact
“temperature-quenched”. For this reason, then, one
cannot expect efficient short-wave emission at room
temperature based on such transitions except perhaps
in the yellow part of the spectrum.

If the possible capture of charge-carriers by traps
be neglected then the rise and decay times of the
emissions of such a P-N light source are de-
pendent only on the lifetime of the injected charge-
carriers. It is known that this lifetime can be much
shorter than a microsecond. The implication is that
the luminescing P-N diode has a faster response than
any other electrical light source. GaP diodes are not
the fastest sources in the P-N class, but even so, it is
relatively easy by appropriate doping to produce light
pulses with durations as short as 1076 to 107 s.
Very short rise and decay times are amongst the most
striking properties of P-N light sources; in this respect

11 See for example R. A. Greiner, Semiconductor devices and
applications, McGraw-Hill, New York 1961.

(21 C. T. Sah, R. N. Noyce and W. Shockley, Proc. IRE 45,
1228, 1957.

8] H. G. Grimmeiss and H. Scholz, Physics Letters 8, 233, 1964
(No. 4).
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the diodes differ completely from other kinds of de-
vices whose electroluminescence is based on the
Destriau effect, and which cannot readily be made
with switching times shorter than 10-3 s.

The P-N photovoltaic effect, the opposite process to

P-N luminescence, is observed when the junctions are

irradiated with light. One of the most important
prerequisites for obtaining a' photocurrent from a
P-N diode is that, by either thermal or optical exci-
tation of a suitable kind, both mobile holes and mobile
electrons should be created in the neighbourhood of the
junction; one such process is fundamental lattice ab-
sorption, which consists of the transfer of electrons from
the valence band to the conduction band. If only one
type of charge-carrier is mobile, the electron-hole
pairs produced by excitation, which are separated
by the electric field in the P-N junction, cannot be
neutralized by a flow of current through the external
circuit, and there will be no photocurrent. GaP dif-
fers from other semiconductors like germanium, sili-
con and gallium arsenide in being photosensitive over
a much wider range of energies than that correspond-
ing to fundamental lattice absorption: the spectral sen-
sitivity curve of GaP extends into the infra-red range
of the spectrum in proportion to the doping (fig. 7).

The current generated by a short-circuited P-N
photocell depends on the concentration of electron-
hole pairs produced by excitation, but also on the
lifetime of the minority carriers that are created
concurrently. Thus two ways are available of strength-
ening or weakening the short-circuit current.

In photocells made of GaP doped with zinc and
oxygen, it is possible to increase the concentration of
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Fig. 7. Spectral sensitivity at room temperature of a P-N photo-
diode made of GaP doped with zinc and oxygen. The short-cir-
cuit current Jx is in arbitrary units. E energy of photons.

.

VOLUME 26

electron-hole pairs obtained for instance by funda-
mental excitation due to “two step processes’. These
processes make use of radiant energies smaller than
the energy gap. Mobile electrons can be generated
with the aid of light quanta having an energy of about
1.8 €V, which is smaller than the energy gap but large
enough to lift electrons into the conduction band from
the acceptor level lying 0.45 ¢V above the valence band
(fig. 8). If at the same time the device is irradiated

a

Fig. 8. One way of producing a P-N photovoltaic effect with the
aid of energies smaller than the energy gap. @) ground state,
b) first stage of excitation, in which a free electron is generated,
¢) second stage of excitation, resulting in the creation of a free
hole. I conduction band, /I valence band, A acceptor levels, D
donor levels.

with other light quanta — whose energy need only be
greater than 0.45 eV — the empty acceptor centres
will refill with electrons from the valence band, and
in this way free holes will be created. The electron-
hole pairs arising out of these two absorption processes
are quite capable of bringing about a photoelectric
effect, for the following reason. The time taken by the
empty acceptor centres to fill up is shorter than the
lifetime of the electrons excited in the first instance;
after the second stage of excitation, mobile electrons
are available as well as mobile holes. If donors
are involved similar processes are possible. Besides
exhibiting a “normal” photoelectric effect within the
limits of fundamental lattice absorption, then, these
GaP photocells are sensitive to light energies smaller
than the energy gap. When exposed to sunlight at
room temperature they have a measured efficiency
of about 39, (the efficiency is the number of quanta
irradiated divided by the number of electrons gener-
ated). At temperatures of 80- to 90 °C this figure
may rise to 4% or 5%, since the centres responsible
for dark conductivity are not fully ionized at room
temperature. If the unfavourable geometry of our
samples be borne in mind-it will be appreciated that
their efficiency is capable of further improvement
— a promising line of development seeing that, under
suitable conditions, the cells are sensitive over a range
extending from the ultra-violet to the infra-red.



1965, No. 4/5/6

Thus in photocells made of GaP doped with zinc
and oxygen, two-stage processes can be used to
strengthen the “normal’ short-circuit current obtained
from fundamental excitation. In copper-doped GaP
photocells the “normal” short-circuit current can be
modified by altering the lifetime of the minority carriers.
A copper-doped cell will deliver a short-circuit current
of the usual magnitude, due to fundamental lattice
absorption, on exposure to blue light, for instance. By
adding infra-red radiation to the blue, one can mo-
dify the occupation of the recombination centres
within the forbidden zone of GaP. We have been
able to demonstrate that the result of so doing
is to lengthen the lifetime of the excited minority
carriers when the starting material is of N-type, and
to shorten it when the starting material is of P-type.
Accordingly, the “normal” short-circuit current is
increased in the former and decreased in the latter
case. In the latter case particularly it is possible by
combination with other kinds of centre to achieve an
astonishingly high degree of sensitivity to infra-red
light. Devices working on this principle are capable
of detecting wavelengths down to about 2 pm with
intensities as low as 10-7 W.

Opto-electronic applications

Both the light sources and the photocells described
above are suitable for embodiment in opto-electronic
circuits. The great advantage of these systems, as
compared with conventional electronic ones, is that
the signal at some point in its path is transmitted in
the form of light, a fact which permits complete elec-
trical separation of sub-circuits which would otherwise
be subject to unwanted coupling. A further advantage
is that if integrated circuits are employed, the overall
dimensions of the system can be reduced very consid-
erably. It is true that integrated circuits often sacri-
fice one of the greatest benefits of P-N light sources,
namely their speed of response as compared with
other types of source, since the usual practice is to
use a photoconducting device for detecting the optical
signal. Sensitive photoconducting devices have a
sluggish response, and consequently the speed of the
system is determined, not by.that of the P-N. light
source, but by that of the radiation detection. If P-N
light sources are to be adopted on a wider scale for
opto-electric applications, then it will be as well to
have an equally fast semiconducting device available
for the role of detection.

Signal transmission involving frequencies up to
several megacycles is quite feasible using fast optical
detection such as photomultipliers. But even with the
relatively slow photoconducting devices it is quite
possible to devise opto-electronic systems with attrac-
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tive properties, for a photoconducting device is not
only a transducer, it is also an extremely efficient
amplifier. Power gain factors as high as 106 or 107
are now obtainable from commercial types, and even
where these are coupled with light sources of poor
efficiency, the system still provides a useful amount
of amplification= : .

The set-up in fig. 9 is a case in point. Here the light
from a GaP light source falls on a CdS photodiode
whose dark resistance is thereby reduced from about
1010 Q to about 1000 Q. The advantage of using a
P-N light source rather than some other type is that it
only requires about a two volt DC supply: several
hundred volts AC are required for electroluminescence
cells based on the Destriau effect. '

Sl
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Fig. 9. An example of an opto-electronic relay; here a GaP light
source is coupled with a CdS photoconducting device.

An arrangement like that in fig. 9 can therefore be
employed as a relay or as a kind of transformer.
Further, it can be built in very compact form, the
luminance of a GaP source being greater than that
of an incandescent lamp.

Again, the system can be given a very steep charac-
teristic curve (fig. 10) by exploiting the non-linear
relationship between voltage and current that is as-
sociated with P-N luminescence. The combination
then becomes useful for switching purposes. A further
inference that may be drawn from fig. 10 is that despite
the unfavourable geometrical conditions of the experi-
ment to which the curve relates, the system afforded a
certain amount of current gain and, what is more
important, a certain amount of power gain. Improve-
ments to the geometry should allow the resistance of
the photoconducting pick-up to be reduced by one
or two orders of magnitude, and the arrangement
would then become a distinctly interesting proposition
from the telecommunications standpoint.

Useful opto-electronic systems can also result from
the combination of the photocells with other devices.
For example, if a copper-doped GaP photocell is
exposed to the green light from a zinc-doped GaP
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Fig. 10. Characteristic curve of the combination in fig. 9. Jcus
the current passed by the photoconducting device, has been plot-
ted as a function of the current /gap supplying the light source.

light source (fig. /1) it will deliver a “normal” value
of short-circuit current which is sensitive to additional
irradiation with infra-red, as has already been noted.
Such a combination can therefore serve as a very
compact detector of infra-red radiation. The dimen-
sions of the detector can be reduced still further by
making use of a Zn-+O-doped GaP cell with two

41 See for example R. F. Rutz, Proc. IEEE 51, 470, 1963.
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Fig. 11. Infra-red detector embodying a Cu-doped GaP cell.
1 infra-red radiation, 2 green light.
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Fig. 12. Infra-red detector made of GaP which has been doped
with zinc and oxygen. / infra-red radiation, 2 light of wave-
length 700 nm.

alloyed P-N junctions ( fig. /2). If one of the junctions
is- forward biased it will luminesce at 1.8 eV, and
cause a photocurrent to flow across the second junc-
tion. Since this current will increase under additional
irradiation with infra-red, the cell can be employed as
an extremely compact infra-red detector.

If, in an arrangement like that of fig. 11 or that of
fig. 12, the infra-red radiation undergoing measure-
ment is produced by a P-N light source — a gallium
arsenide cell, for example, or a Cu-doped GaP one —
the result will be a kind of triode whose gain factor
mainly depends on the intensity of the infra-red. The
great advantage of such a triode, as compared with a
phototransistor [41, is that control action is effected
by a type of radiation which suffers very little absorp-
tion in the semiconducting material.

Summary. The preparation and methods of doping of very pure
crystalline gallium phosphide is described. After doping with
zinc and oxygen it becomes suitable for making photocells that
are sensitive throughout the visible range of the spectrum, and
light sources working on charge-carrier injection which have
very short switching times (about 10-6 s) and a high quantum
efficiency (around 1 %) near room temperature. Photocells able to
detect very low intensities at wavelengths down to about 2 um
can be made out of Cu-doped GaP. Some opto-electronic appli-
cations of GaP devices are cited.
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Small electric motors

R. Thees

By “small” electric motors we mean fractional horse-
power machines with mechanical outputs up to the
equivalent of about 15 watts, of the kind incorporated
in domestic appliances and playback equipment. The
usual source of electrical power for these machines is
the single-phase AC mains or the DC supply from a
battery; we shall confine ourselves in the present article
to motors running on these two kinds of voltage.

In considering a motor for a certain output power,
design requirements will partly be determined by the
available power source. For a motor to run on AC
mains small size will be the chief requirement. Increas-
ing the efficiency is in general not compatible with this
requirement, but the efficiency need only be high
enough to keep the temperature rise produced by heat
dissipation in the windings, after the motor has been
built into a device, below the limit imposed by safety
codes. On the other hand, high efficiency is the primary
requirement for a battery-operated DC motor.

Irrespective of which of the two types of supply it is
to operate on, the motor must have the lowest possible
noise level and it must not interfere with radio and.
television reception. Feeding current to rotor windings
by commutation should therefore be avoided. This at
the same time helps to satisfy a further requirement,
namely that the motor should embody the least possible
number of parts subject to wear or requiring main-
tenance.

The purpose for which the motor is to be used deter-
mines the limits within which its instantaneous or mean
speed of rotation must remain constant in the face of
load and supply voltage fluctuations. In motors power-
ing household appliances it is permissible for the mean
speed to show variations of the order of 10%; in play-
back equipment, the instantaneous angular velocity of
e.g. the turntable must not vary by more than 0.06%,.

We shall now go on to de-

scribe a synchronous AC
a

%,

machine that is equally suit-
able for playback equip-
ment and for domestic ap-
pliances. This will illustrate
the possibilities opened up
by the employment in small
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" Zentrallaboratorium GmbH.

7} Y

621.313.13-1814

motors of permanent magnets made of modern ceramic-
oxide materials.

Synchronous motors

Let us first consider a design such as that in fig. Ia.
The rotor is a solid cylinder of an anisotropic ceramic
oxide material (FX-D-300) which has been magnetized
in the direction of preferential orientation; this runs
transversely, i.e. parallel to one of the diameters of the
cylinder. The stator, consisting of stacked iron lamina-
tions, carries the field windings and also the bearings
for the rotor. A motor of this design is a synchronous
motor; it will only deliver mechanical power when
running at the rate of one revolution per AC period,
i.e. in synchronism with the mains frequency. We shall
first enquire into the behaviour of the motor in this
synchronous rotation. ‘. ‘

The benefits of using a permanent-magnet rotor
made of ceramic oxide can be readily demonstrated
without going into the theory of these motors. The
magnet has a reversible permeability of unity, By virtue
of this fact, the air-gap between the magnet and the
stator iron has little influence on the magnet working
point; it is therefore possible for this gap to be wider
than in other types of motor. If the machine is operated.
as a generator the e.m.f. F induced in the windings will
be strictly sinusoidal, as a consequence of the transverse”
magnetization of the rotor. We shall show below that
this is essential for achieving a high efficiency of the
machine. Moreover, because of its low permeability,
the rotor represents a high reluctance in the magnetic
circuit of the field windings; this results in a compara-
tively small phase difference between the energizing
current and the resulting voltage across the windings
and this again is important for achieving a reduced bulk
and high efficiency. The remanence of the magnet

XY %
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Fig. 1. Synchronous motors with (4) symmetrical and (b) asymmetrical stator poles, and
(¢) design having twin rotors. B direction of rotor magnetization.
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material should be as high as possible, since the work-
ing point of the magnet is always close to the rema-
nence and the higher the remanence, the greater the
reduction that can be effected in the size of the motor,
- other things being equal.

Ferroxdure rotors also enable special designs to be
made very efficiently. Fig. 1¢ shows, by way of example,
a twin-spindle design; the high reluctance of the two
rotors, which lie in series in the magnetic circuit, and
the strong mutual coupling between the two magnets
they constitute, make this a very efficient motor.

In fig. 2, the synchronous motors that form the
subject of this article are compared, in regard to

100%
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Fig. 2. Efficiency 7 as a function of torque M (in newton-cm) in
various types of motor.

Curve I: asynchronous type running on 220 V and having a bulk

of 126 cm3 and a weight of 314 g.

Curve 2: series-wound machine running on 220 V and having a
bulk of 71.5 cm3 and a weight of 152 g.

Curves 3a and 3b: synchronous type; .
3a relates to the case where the conditions U/2E = cos 2 and
E = U are satisfied;
3b relates to an actual model running on 6.3 V and having a
bulk of 32 cm3 and a weight of 104 g.

efficiency, output or delivered torque, weight and
bulk, with the induction motors commonly incorpo-
rated in record-players (curve I) and the series-wound
motors used in electric shavers. Curve 3a represents
their power output and efficiency attainable under
certain conditions. To find out what these conditions
are, it must first be ascertained what power output
is obtainable from a motor running on a given mains
voltage U and having stator windings of a given
resistance R. On differentiating the power output
equation and setting the first derivative equal to zero
we obtain a relation connecting the current phase
angle « and the r.m.s. voltages involved:

U
cosa = —,
2E
as also the peak output obtainable:
U2
Pom=—.
4R

If we now consider what is necessary for an unloaded
or only very lightly loaded motor to have maximum
efficiency, while satisfying the above-mentioned phase
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condition, we arrive at a further condition, namely that
- E=T.

Fulfilment of both conditions results in an efficiency
versus output curve such as that marked 3a in fig. 2.
One of the implications is that if E, the induced e.m.f.,
has the same shape and amplitude as the mains volt-
age U, then there will be a 180° shift between the two
waveforms when no mechanical power is being deliv-
ered. In that case, no current will flow and no wattage
will be consumed. Thus 100 %, efficiency represents a
limit approached when the output and torque are
small. It should of course be noted that the torque just
referred to is that exercised via the air-gap, and that no
account is being taken of losses such as that due to
friction. Within the limits of experimental error, the
results of measurements are in agreement with this
curve. Curve 3b relates to a motor of the type produced
for record-players in which it is more important to have
a small bulk than high efficiency; in fact E in this case
is 0.57 U. The region lying between curves 3a and 3b
shows what latitude is available for a compromise
between bulk, efficiency and start-up behaviour. This
last point will now be dealt with.

.~ Starting may be difficult if the induced e.m.f. and

mains voltage have the same amplitude; we are there-
fore going to look rather more closely into the manner
in which the rotor is set into motion.

When the motor is switched on, synchronism is
reached via rotary oscillations with increasing ampli-
tude. Now, we must distinguish between three condi-
tions for successful starting. Firstly, the rotor must start
the rotary oscillation as soon as a voltage is applied to
the windings. Secondly, these rocking movements must
attain an amplitude of at least 180°; that is to say, the
rotor must work up an angular velocity corresponding
to the synchronous speed. Thirdly, having attained the
sychronous speed, the unloaded motor must run stably,
i.e. the instantaneous angular velocity may fluctuate,
but its sign must not change. It is quite possible for any
one of these three conditions to be satisfied while the
other two are not.

Consider first a stator design such as that in fig. la.
When no exciting current is flowing through the stator
windings the rotor will take up a position with respect
to the stator poles such that maximum magnetic flux
passes through the windings. In any other position
— apart from two unstable positions where the flux is
at a minimum — the rotor will experience a restoring
couple that tends to turn it to the position of maximum
magnetic flux. Thus the magnet has two stable rest
positions in the stator. If now the windings are ener-
gized with an AC voltage, they will create a field of con-
stant direction whose amplitude changes sinusoidally.
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This field has the same dlrectlon as the magnetic induc-
tion in the rotor. There will be no couple acting on the
rotor. Only when the rotor is turned out of its rest
position, for instance by a shock, a rocking movement
will be initiated and maintained. However, the need to
turn the rotor out of its rest position can be avoided in
the following way. For the magnetized rotor there is
only one air-gap, the true one, but for the stator wind-
ings the rotor itself, with its unit permeability, repre-
sents an air-gap. This being so, by choosing a stator of
asymmetric shape, as in fig. 1b, one can give the field
of the windings a slight slant with respect to the
induction in the rotor. This field will now exert a couple
on the rotor in the rest position. The lack of balance
between the stator poles will thus enable a rocking
motion to start. Rotation in either sense is equally
probable with a symmetrical stator as shown in fig. la
(provided all conditions for start-up are fulfilled). With
an asymmetric stator it is possible to favour starting in
one sense or the other. The probability of starting in the
chosen sense can be as high as 909, depending on the
shape of the stator, but in practice it never amounts to
100 %,. This is a matter we shall have to return to later.

The rocking movement is governed by two factors,
the restoring couple and that exercised on the rotor by
the field of the winding. It is no easy matter to calculate
the motion of the swinging rotor in terms of the motor
parameters, but experience with these motors has
shown that in practice the swings always build up to
an amplitude of 180° and the angular velocity always
attains the synchronous value.

To get an insight into the requisites for stable running
at no-load we must consider the instantaneously
developed torque, that is to say, the couple experienced
by the rotor in its various positions with respect to the
stator. We need only consider half a revolution because
the instantaneous torque goes through two full cycles
in one revolution. It can be seen from fig. 3a that the
instantaneous torque, the resultant of the theoretical
developed torque and the restoring couple, has a
negative value — i.e. a value opposing the sense of
rotation — over almost 80° out of the 180°. The rotor
generally has a moment of inertia sufficiently large to
prevent reversal while it is passing through this 80°
sector. But the strong braking couple acting on it at
these times is responsible for a great deal of fluctuation

around the mean angular velocity. Usually this

“hunting” gets progressively worse; the amplitude of
the fluctuating component grows rapidly, with the
result that the motor reverses after having performed
only a few revolutions in the same sense. Here we have
a motor which starts successfully but is unstable in
operation at no-load.

F1g 3a reveals that the restoring couple contrlbutes

.
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Fig. 3. Instantaneous and mean torque delivered under no-load
conditions (@) by a synchronous motor whose stator iron is not
magnetically saturated and (b) by the same machine with satura-
tion.
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a good deal towards the amplitude of the instantaneous
torque. It is now possible by a simple artifice to make
this couple zero. When the angle of the rotor position
is @, the flux through the stator iron is @ = Py sin .
If the rotor is cut transversely into two equal parts
(fig. 4a) and if one half is turned through 90° with
respect to the other, the flux through thé iron will be
reduced by a factor of ]/Z becoming:

— sin -
n(e+3)
The restoring couple, however, which was originally
given by:

o=1 @ {sin ¢+ sin (p + 90°)} =

M = D sin 2p,

by the mutual displacement of the two rotor halves is
changed to: ‘

M= ]; {sin 2¢ + sin [2(<P.+ 90} =0,

and thus is eliminated.
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Fig. 4. Split magnet rotors not subject to a restoring couple. .
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If it is desired to obviate axial forces on the rotor it
can be split transversely into three parts, as shown in
fig. 4b, the central third being turned through 90° with
respect to the other two.

Even in the absence of a restoring couple, the
developed torque is still negative over part of its cycle,
as fig. 3a shows. We have so far assumed that the
magretization characteristic of the stator iron is linear
throughout its operating range. Now, the whole
situation can be changed when the cross-sectional area
of the stator is reduced to a point such that magnetic
saturation of the stator iron is attained already under
no-load conditions. Fig. 3b shows that when this is
done, both the theoretical torque (as calculated from
measured current and voltage values) and the restoring
couple have highly distorted waveforms. The negative
part of the theoretical torque has become practically
zero; without employing the artifice illustrated in fig. 4,
the resulting net torque is now negative over so small a
sector that operation of the motor is stable at no-load.
It is true that the instantaneous torque (and hence also
the angular velocity) still fluctuates in a roughly
sinusoidal fashion around a mean value, but the

amplitude of this fluctuation is now very much .

smaller. The motor runs much more evenly. Theory and
experiment show that the lowest mains voltage U at
which starting is obtainable, together with stable
operation under no-load conditions, is roughly equal
to the induced e.m.f. E, when the magnetic saturation
of the stator iron is high enough. In general, then,
U must be larger than E if supply voltage fluctuations
are not to cause starting difficulties. Once a load is
placed on the motor the angle of slip will change; that
is to say, the main field and the magnetic induction in
the rotor will no longer attain their maximum at the
same instant. The resulting field in the stator iron will
have a smaller amplitude, and saturation will not now
occur. This means that the properties of the motor
under load are independent of the state of saturation
that must occur in the stator iron for stable no-load
running. .

If the motor is always required to run in the same
sense (which is not a necessary condition in electric
razors), some mechanical means of preventing reversal
is almost always to be preferred to switching of the
energizing current, effected by a commutator, or to the
employment of shaded poles to create a rotating stator
field. The mechanical means will only serve to reinforce
the existing preference for rotation in the required
sense, and will not need to absorb strong forces. It can
therefore be simple in design.

It should be added that these motors will start
unaided only if the moments of inertia of elements
rigidly coupled to the rotor are not unduly large. The
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coupling to such elements having large moments of
inertia must be by elastic means. Elastic coupling will
also afford a convenient means of achieving the neces-
sary degfee of constancy in the instantaneous angular
velocity, required for gramophones and tape recorders,
for example. Because they run evenly at a speed
independent of load and supply voltage, and because
they cause no interference, the motors described above
are eminently suitable for playback equipment.

Direct-current motors

Turning now to battery-operated motors, let us start
by taking another look at the set-up in fig. 15. We shall
assume that suitable devices for converting DC into
AC have been inserted in front of the stator windings.
A converter providing a sinusoidal AC supply, though
theoretically feasible, is ruled out on efficiency grounds.
In fact the converter will have to take the form of a
switching device, which means that the voltage applied
to the stator coil will possess a more or less rectangular
waveform. For our present purposes it does not matter
whether two voltages of opposite polarity are drawn
alternately from two batteries and supplied to one
winding or whether one battery is connected alternately
to two windings wound in opposite senses.

As in the synchronous motors, the induced e.m.f.
must have the same shape and amplitude as the voltage
applied to the terminals. A “radially” magnetized rotor
will induce in the windings a voltage of trapezoidal
waveform, which however in practice is a very good
approximation of the rectangular waveform. A ra-
dial magnetization can be conferred on a rotor made
of isotropic ceramic oxides, though the low remanence
of the material means that such rotors have to be fairly
large. Suspensions of anisotropic ferrites in plastics
(plastoferrites) may offer new possibilities in this respect.
Considered on its own, without the associated voltage
converter, the resulting motors can have an efficiency
quite close to that represented by curve 3¢ in fig. 2.

If the current energizing the windings is switched by
a commutator the start-up difficulties will disappear,
and the motor will have an efficiency figure high enough
to merit attention, despite the well-known drawbacks
of commutation. It is true that brush losses will reduce
the overall efficiency, especially in a small machine.

With a transistorized square-wave generator sup-
plying the motor, the overall efficiency of the combina-
tion will still be superior to the 559 currently obtain-
able from DC motors in the fractional horse power
class. The constancy of the motor speed will depend on
the extent to which the square-wave generator is free
from feedback and on the stability of its operating
frequency. In all other respects the motor will resemble
the synchronous type described above.
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The circuitry can be simplified by allotting a dual
rdle to certain parts or components of ‘the motor and
converter device. For example the stator wmdmgs can
at the same time act as inductance for the converter

oscillatory circuit. This raises particularly dlfﬁcult

problems of speed stabilization.

One way of getting constant r.p.m. from a motor
embodying a commutator is to switch the' supply
current by means of a thyristor placed in series with
the commutator. The thyristor is fired with a pre-
determined frequency and quenched by commutator
action at certain points in the cycle. If the ratio between
the firing frequency and the number of rotor revolutions
per second is a whole number, any change in load,
causing a momentary change in the angular velocity of
the rotor, will give the commutator cycle a lead or lag

" with respect to the instant of firing; this means that
the motor output adjusts itself without change in mean
speed. This, then, is a way of “synchronizing” a shunt-
wound machine for certain running speeds,and at these
the motor will possess all the properties of a synchron-
ous motor. The change in load the motor is able to take
up without losing synchronism differs very consider-
ably from one of the running speeds to another. The
widest and most stable range is obtained by firing the
thyristor twice per revolution.

All the available experience indicates that permanent-

magnetic ceramic oxide rotors are likely to offer the

same advantages in DC motors as in AC machines.

Methods of méasurement

Although the results of the measurements cannot be
presented in detail here, a brief account of the methods
employed will be given.

The mean power delivered by the motors was meas-
ured by means of an eddy-current torque meter with a
knife-edge fulcrum. In its lowest range the instrument
has a sensitivity of 10—¢ N/m per scale division. The
error involved in measuring an output of 2 W from a
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synchronous motor was 4+ 1%. Curves of instantane-
ous power output were produced on an oscilloscope
screen with the aid of an inductive pick-up. However,
it is difficult to carry out measurements in this fashion,
and the results are not very accurate.

The electrical power consumed by the motors was
measured with a Hall wattmeter. An instrument was
developed for these measurements having four voltage
and four current ranges automatically selected by
relays, thereby providing seven ranges for wattage
measurements. Readings are accurate to 0.015 W in the
lowest of these ranges; the measurement of a 2 W power
consumption involves an error of 4 2%,

Instantaneous angular velocities were measured with
a unipolar generator. The moving parts of this instru-
ment have a moment of inertia so small as to be
negligible in comparison with that of the rotor under
test. Measurements made with this instrument in
conjunction with an oscilloscope have a sensitivity of

down to 2 r.p.m. A resolving power of 0.1 r.p.m. is

obtainable for slow speed changes traced by means of
a chart-recording instrument. Mean values down to
about 0.04 r.p.m. can be measured with a millivolt-
meter. However, in order to measure down to these
limits it is necessary to make fairly elaborate provisions
for stabilizing the magnetic field and, in cases where the
motor speed is high and fairly constant, its mean value
being subject only to small fluctuations, a good deal
of attention must be devoted to compensating the DC
component. As against this, digital counting of the
mean r.p.m. is a technique from which a sensitivity of
0.01 r.p.m. can readily be obtained in any speed range.

Summary. The properties of small motors embodying permanent-
magnetic rotors made of ceramic oxides are described. Conditions
for unaided starting and stable running at no-load in single-phase
AC motors are discussed, and methods are given whereby these
conditions can be fulfilled in machines of high efficiency or small
bulk. The designs in question can be modified for DC operation,
resulting in machines promising the same properties as the AC
motors.
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Problems and trends in the develepment
of peripheral equipment for computers

G. Haas

The heart of a data-processing system, the central
processor, may be regarded (figuratively) as occupying
a really central position. Round about it we then
have the various “peripheral devices”, some of
which serve to form the connection between the cen-
tral processor, the “computer” proper, and the outside
world, while the rest have additional functions such as

- the storage of large amounts of data.

At present, data-processing systems normally in-
volve close collaboration between man and machine.
The data to be processed must therefore be transformed
from the form most suitable for man to the language
which the machine can understand. This “adaptation’’
is carried out by an input unit, which at present
normally involves the use of an intermediate input me-
dium. The inverse problem involved in the output of the
data was solved long ago by using a printer or an opti-
cal indication device.

Apart from process control, with which we are
not concerned in this connection, the applications of
electronic computers may be divided into two main
groups: the solution of technical and scientific problems,
and commercial data processing. These two groups
may be distinguished in many cases by comparing the
number of operations required of the central computer
between the incoming and outgoing flow of data. In
scientific problems, the amount of data fed into the
computer is often small, much calculation must be
done, and the amount of data flowing out of the ma-
chine is again small. In most commercial applications,
the situation is just the reverse: large amounts of data
are fed into and flow out of the central processor, but
the processing of the data is relatively ‘simple. It is
clear that in the first case high demands must be made
on the central computer, and less high ones on the
input and output units. In the second case, the proces-

. sing rate is often determined by the peripheral equip-
ment. Only when numerous peripheral devices or
external data sources are used with the central com-
puter are really high demands made on this central
computer in commercial data processing.

Dr. G. Haas is a research worker at the Hamburg laboratory of
Philips Zentrallaboratorium GmbH. :
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The simplest input device is a keyboard, e.g. that of
a typewriter, book-keeping machine or window ma-
chine. Punched-tape readers extract the information
from punched tape prepared elsewhere and normally
feed the data to the working memory of the central pro-
cessor; the same is true of the punched-card reader.
The often unnecessarily circuitous path from a written
or printed text to punched tapes or cards can now be
avoided by means of character-reading units, which
can feed printed data directly to the central processor.
Finally, a teleprinter or telephone line can serve as
the input unit, allowing information obtained at an-
other place (e.g. a branch of the main firm) to be
placed directly at the disposition of the data-process-
ing system. ' '

The output unit delivers the results produced by the
data-processing system, printed on paper (by a tape-
writer, tabulating machine, high-speed printer), on
punched paper tape (by means of a tape puncher) or on
punched cards (by means of a card puncher). Finally,
the results can be transmitted directly, e.g. by a tele-
phone line, to an outside office or another data-pro-
cessing system,

Apart from the input and output units and a num-
ber of other devices for use with punched cards (e.g.
mixer, sorter and duplicator), the most important
peripheral equipment is the mass memory. Such a mem-
ory differs from the working memory in having a
much larger capacity (say 108 characters), which must
however be paid for by a longer access time (say 100
to 1000 ms). This group includes the magnetic-tape
memory and the mass memories with random access,
such as the drum, disc and magnetic-card memories.
(Strictly speaking, the punched-card sorter is also a
mass memory, with a capacity as high as one wishes
to make it but with a very long access time.)

Characteristics of peripheral equipment

The input-output media

The most important media of information in the
peripheral equipment are paper or cardboard and mag-
netic surfaces. Use is also made of photosensitive or
thermoplastic films, especially for the mass memories.
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Paper serves as the support for written and printed
data, or contains the data in the form of a pattern of
holes (punched tape or cards). Magnetic surfaces are
used widely on tapes, drums, discs or cards for the
storage of large amounts of data. They are also used
as an easily readable medium (e.g. on account cards
for automatic book-keeping in banks).

Punched tape 11 is the cheapest data carrier (about
$1 per 100 000 characters) and allows the simplest
mechanical input for computers. It is therefore widely
used for programmes and sub-programmes for techni-
cal and scientific problems. A further advantage, which
accounts for its increasing use for commercial data pro-
cessing, is the fact that it can be prepared simply and
cheaply. It is therefore admirably suited for decentral-
ized data-processing systems: it can on the one hand
be prepared in situ with simple equipment, and on the
other hand be fed relatively quickly into large central
data-processing systems. In all cases where the datais
initially typed out, the punched tape can be automat-
ically punched at the same time, by coupling the type-
writer to a tape puncher (e.g. as in the “Flexowriter™).
Punched tape thus allows the data to be fed more or less
directly into the data-processing system. A further ad-
vantage of punched tape is its high storage density of
about 1200 bit/cm3. Punched tape is also gaining im-
portance in data transmission, especially over tele-
phone lines, because of its low cost and because the
maximum transmission rate of about 300 characters
per second can be handled by fast punched-tape equip-
ment. The disadvantages of punched tape are that it
cannot be sorted, that the speed of the tape punchers
limits the output speed of large systems, and that the
information cannot be erased.

The most important input-output medium at the
moment is the punched card. The punched card is used
so widely because of its low cost (about $ 2 per 100 000
characters), the ease with which it can be sorted, and
above all the fact that it has already been used for
decades for the mechanization of accounting work of
all kinds. When electronic computers began to be used
for commercial purposes in the *50s, they were mainly
intended as auxiliary equipment for existing punched-
card departments (e.g. the IBM 604 electronic card-
puncher). With the improvement of electronic com-
puters, the electronic equipment came to occupy a
position about equivalent to that of the punched-card
equipment, which is about the situation today in com-
mercial data processing. The happy combination of the
punched card with electronics is one of the decisive rea-
sons for the success of data-processing systems such as
the IBM 1401. The punched card may be expected to
maintain its importance for many years. As disadvan-
tages of the punched card we may mention its relatively
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low mechanical strength, its low processing speed and
— as with punched tape — the fact that information
cannot be erased. ,

Magnetic surfaces have a large storage capacity per
unit area. They are subjected to little (in magnetic tape
and card memories) or no (in drum or disc memories)
mechanical wear, and can be erased and rewritten as
often as desired. The capacity of a magnetic memory
can be very large; when the storage medium can be
exchanged, as in magnetic tape and card memories and
certain disc memories, there is no limit to the capaci-
ty. The processing rate is appreciably higher than for
punched tape and punched cards. '

The access time

An important characteristic of the peripheral mem-
ory is the access time. As is known, thisis the tlme which
elapses from the moment when an address i is request-
ed to the moment when this address is available for
writing or reading. In general, the access time increases
with the capacity of the memofy. The rate of this in-
crease depends on the storage system used and on the
extent of the auxiliary electronic equipment.

The drum memory, originally intended for use as a
working memory in the central arithmetic unit, had one
or more heads for each track, each head being associ-
ated with a certain amount of electronic equipment.
Storage capacities of the order of magnitude required
for mass memories (108 to 1010 bits) could only be
obtained in this way at the cost of an excessively high
expenditure on electronic equipment. In order to ob-
tain a large storage capacity with a reasonable amount
of electronics, one must either decrease the number of
tracks or use one head for several tracks. Both solu-
tions however increase the access time.

The first approach led first to the magnetic-tape mem-
ory and later to the magnetic-card memory: the in-
formation recorded on e.g. 8 tracks passes under 8 sta-
tionary heads. If one wishes to combine a small number
of tracks and a large storage capacity in this way, the
tracks must be very long. With magnetic tape, this
leads to very long access times (e.g. 100 s); but in the
magnetic-card memory the access time is reduced to
about 0.2s by “cutting and stacking” the magnetic
tape. The second approach involves moving the read-
write heads as well as the storage medium, as isnormal
in disc and large drum memories.

In general, the average access time #, consists of half
the time taken to cover the total length of the track, /2

(11 W. Eicken, H. K. Schuff, W. Henning, H. Pirli and
K. Gautzsch, Der Lochstreifen in informationsverarbeiten-
den Systemen, Elektron. Datenverarb. Beiheft 4, 1964,
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plus the average time needed to move the head to the
required track, fy:

Is
tz= 5+tk.

In the magnetic—tapé memory, for example, #, = 0,
and the access time corresponds to half the time needed

to cover the tracks. The same is true of a drum memory -

with one head per track. In disc memories and drum
memories with fewer heads than tracks, the access time
is equal to half the period of revolution of the drum or
disc, plus the time needed to move the head to the re-
quired track. As we have already mentioned, the access
time depends on the storage capacity and the number
of read-write channels. A large-capacity memory can
therefore be better characterized by the capacity divided
by the access time multiplied by the number of read-
write channels: this ratio gives the amount of data
which can be read out or written in per second per
read-write channel.

The flow of data

A further important criterion of peripheral equip-
ment is the data flow rate in characters per second. This
can vary by orders of magnitude in the various types of
equipment. The slowest input is furnished by a key-
board, with about 10-15 characters/s, while disc and
drum memories can give rates of up to about 106 char-
acters/s. Table I gives a survey of the maximum data

Table I. Representative values (in characters per second) of the
speeds of various types of peripheral equipment for electronic
data-processing systems.

Keyboard 15
Tape puncher 300
Card puncher 800
Punched-tape reader 1 800
Character reader 2000
High-speed printer, mechanical 2 500
Punched-card reader 3 000
High-speed printer, electrographic 60 000
Magnetic-tape unit 150 000
Disc memory 1 000 000
Drum memory 1 000 000
Data transmission 2000 000

flow rate possible at present with the various types of
peripheral equipment, arranged in order of increasing
magnitude.

Present-day trends in the development of peripheral
equipment

Apart from the further improvement of existing
peripheral equipment itself, the trend in this field is in-
fluenced by:
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a) the study of the application of electronic data-pro-
_cessing systems, . _
b) the development of control units for the data flow
between the central computer and the peripheral
equipment,

c) efforts to reach agreement on a universal “inter-
face” between the central computer and the peri-
pheral equipment.

Decentralized data processing

The first decade of electronic data processing has
brought enormous advances in circuit and storage
techniques. It may be stated today that the technical
progress of computers has outstripped the recognition
of where and how they can best be used, and the nec-
essary adaption of administrative organization. It has
become more and more clearly recognized in recent
years that the design and construction of newer and
faster machines is not enough. What we need for the
further expansion of electronic data processing is much
more the study of its applications, in particular the in-
vestigation of processes with large flows of important
data. It has been found in this connection that while in
the initial period of data processing too much stress
was laid on centralization, it has in many cases been
found to be more efficient to divide the work over a
number of places which work together with a central
data-processing system. This trend towards long-dis-
tance data processing brings new tasks for decentralized
input and output units, external checking of errors and
data transmission. Just as it is possible today to dial a
desired telephone number via the central exchange, so
it seems not at all impossible that we shall be able to ask
a central data-processing system questions over long
distances via a keyboard, or get it to carry out a given
calculation, and get the answer or results back by
teleprinter (21,

Creation of a “‘universal interface”

The range of applications of a data-processing sys-
tem depends on the flexibility with which the central
computer can be combined with various types of periph-
eral equipment. Modern computers are thus charac-
terized by a large number of input and output channels
for various peripheral devices, including data’ trans-
mission (e.g. the Siemens 3003, UNIVAC 490 and the
IBM-System/360). It is important that the different
input and output channels should be largely indepen-
dent of one another, and that it should be possible to
carry out several programmes at the same time, with
optimum time sharing. In such data-processing systems
the control of the data flow between the central pro-
cessor and the peripheral equipment is of great impor-
tance. The aim of recent research is therefore to develop
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suitable control units for this purpose [3114] and to
agree on a “universal interface” between the central
processor and the peripheral equipment (51,

The aim of a universal interface is to make possible
a uniform method of connecting different peripheral
devices to the central computer: it should be possible to
connect any peripheral device to any central computer.
If r central computers could be connected to p periph-
eral devices via a universal interface, a maximum of r
matching circuits would be required on the computer
side and a maximum of p matchmg circuits on the
peripheral side. :

Before wecancreateauniversalinterface, we must have
a complete knowledge of the signals passing through
this interface. Closer examination of the various types
of peripheral equipment shows that the control signals
used in the different cases are very similar; but differen-
ces are found in the number of control signals needed
and in the speed of the various types of peripheral
equipment (cf. Table I). Basically, an interface that
would be suitable for the most complicated type of pe-
ripheral equipment (e.g. a magnetic-tape memory) and
the fastest type (e.g. a disc memory) should be suitable
for simple peripheral equipment too. Having regard to
the great expense which would be involved in the adop-
tion of a really universal interface, it would seem to be
advisable to divide the peripheral equipment up into
groups according to speed and the number of control
signals needed.

Trends in the development of peripheral equipment

Here we may distinguish two basic directions: on the
one hand the development of new peripheral equip-
ment to solve problems arising in new applications, and
on the other hand the improvement of existing periph-
eral equipment, in particular as regards its speed,
reliability and economic operation. Various output de-
vices, e.g. the high-speed printer, already have such a
high output rate that any further increase in the speed
seems to be unnecessary. But since in commercial data
processing the output data are generally distributed
again, there is in general no difficulty with the evalua-
tion of the data here.

New peripheral equipment

At present, only exceptionaly can information be
fed into data-processing systems in its original form;
generally the data must be hand-punched on tape or
cards before the computer can handle it. The develop-
ment of a character reader [6] is aimed at eliminating
this bottleneck in data processing. We still have no
idea when the ideal solution, namely the reading of
handwritten records, will be a practical possibility.
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Development in this direction is proceeding step by
step, starting with the writing of data in such a form
that they can be evaluated by “simpler’” reading equip-
ment. The mark-sensing process, in which for example
cards are automatically punched at positions indicated
by hand-written crosses, may be regarded as a first
step in this direction [71 81 [9], The next step is the
reading (by a magnetic or optical method) of more or
less stylized characters. Magnetic character recognition
is already very widely used, especially in the American
banking world, while the reliable optical reading of
normally printed characters is now also possible in
practice. Since written records are produced in many
places and in many different ways (e.g. by a simple type-
writer), but processed in relatively few places, ways of
increasing the flexibility of the reading equipment are
being looked at so that the demands made on the print-
ing of the characters can be reduced. Another aim is to
increase the reading speed. Since in most cases reading
equipmentis used for large numbers of documents, it is
sufficient if the reading time is small compared to the
time necessary for the transport of the documents
(e.g. for sorting). The next stage in the development
may be expected to be the reading of handwritten
numbers [10],

A great step towards full automation would be the
automatic recognition of speech. There is little point
in direct dictation into data-processing systems, as this
is too slow, but it would then be possible to feed a mag-
netic tape, recorded wherever one chose, directly into
the machine. Attempts to achieve the automatic recog-
nition of at least the ten spoken decimal digits have
been going on for a long time [111 [12],

New demands on peripheral equipment are made by
the development of long-distance data processing. Since
this involves the input and output of relatively simple
data at a large number of places, what we are interested

[21 J. M. Unk, Isys-Memorandum 62-M7.

[31 J. W. L. Jones, Input/output control systems, Joint Comp.
Conf., Edinburgh 1964.

[1 A, W. Nicholson, Peripheral transfer system for a fast com-
puter, Proc. IEE 111, 15-26, 1964.

151 JEC Document 53A (Secretarlat) 2, Sept. 1963..

[61 |, Sieburg, Verfahren und Mochhchkelten zur automatischen
Zeichenerkennung, Nachrichtentechn. Z. 14, 349-357, 1961.

71 Optical reading machine, Data Processing 6, 24-33, 1964.

81 C, M. B. Reid, A reader for hand-marked documents, Elec-
tronic Engng. 33, 274-278, 1961.

91 F. A. Frankl, Transcribing field markings by optical scan-
ning, Electronics 34, Nr. 31, 49-51, 1961.

[10] E. C. Greanias, P. F. Meagher, R.J. Norman and P. Essinger,
The recognition of handwritten numerals by contour ana-
lysis, IBM J. Res. Devel. 7, 14-21, 1963.

[11] ¥. H. Davis, R. Biddulph and S. Balashek, Automatic
recognition of spoken digits, Bell Lab. Rec. 31, 52, 1953.

[12] E, E. David, Jr.,, and O. G. Selfridge, Eyes and ears for
computers, Proc. IRE 50, 1093-1101, 1962,
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in is small, simple devices, either cheaper versions of
existing equipment (e.g. number-checking equipment
or numerical indicators), or new devices for cheap data
collection, e.g. the combination of a keyboard with a
small magnetic-tape device. Long-distance data pro-
cessing involves important problems in data transmis-
sion, the development of couplingequipment (MODEM)
and the detection of errors. Particularly for data
transmission over ordinary telephone lines, the occur-
rence of error bursts makes the detection of transmission
errors important. Having regard to the costs involved,
in particular the costs of renting the telephone line which
are still high, it must be carefully decided in each case
whether the saving of time is really worth the extra
costs compared to the transport of punched tape e.g.
by railway or car. Data transmission also increases the
demands made on punched-tape equipment. In order
to avoid buffer memories, it must be possible to read
asynchronously and to repeat the reading of an infor-
mation block after the occurrence of an error by using a
bidirectional transport.

In the field of mass memories, superconducting films
show promise for the future; they offer high storage den-
sities and a very short access time (10 us) (131, For the
moment, however, magnetic surfaces hold the field,
with disc and magnetic-card memories coming to play
an increasingly important role. One is here concerned
with the development of equipment which can read
and write large amounts of data in as short a time as
possible. Two directions may be distinguished here:
first, devices are being developed for moving the mag-
netic head to the desired address as quickly as possible.
Memories working on this principle are characterized
by relatively few heads, each of which requires a rela-
tively large actuating mechanism. The other possibility
is to use a large number of slower and simpler selec-
tion mechanisms (241,

At present, the central processor must be used for
certain sub-programmes involved in data processing,
e.g. the sorting or recording of magnetic tapes, the
writing of data from punched cards or tape on to mag-
netic tape and the like. For most applications this
is still the most efficient solution. However as soon as
the central computer, e.g. as a result of increasing long-
distance data’ processing, is fully occupied by its
proper tasks, small peripheral devices for carrying out
these additional tasks will gain in importance: although
each type will only have a limited function, production
in large quantities will allow them to be made available
at a competitive price. g

Improvements in existing equipment

The large difference between the operating speed in
the central computer and the rate of data flow in pres-
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ent-day input and output equipment means that the
latter do not usually work directly together with the
central computer, but via a magnetic-tape unit, whose
operating speed is better matched to that of the com-
puter (“off-line operation”). An increase in the speed
of the peripheral equipment is thus apparently desir-
able. In particular the present trend towards real-time
data processing (collection, transmission, processing
and distribution of data in a closed system, immediately
after the start of a process) demands not only
large memories but also fast peripheral equipment.
However, now that several peripheral devices of
the same kind can be connected to the same central
processor, the absolute speed of the peripheral equip-
ment is no longer such a pressing -problem. What
is then more important is the ratio of the speed
to the cost. Seen from this point of view, a prin-
ter that works twice as fast but costs twice as much
will only in exceptional cases represent an advance.

Finally in this connection, a few words about reliabil-
ity. In general, peripheral equipment is electro-mecha-
nical. The failure rate of most electronic components
used nowadays is, after a certain initial period (in which
components with hidden defects are eliminated), more
or less constant. The failure rate of mechanical compo-
nents on the other hand increases steadily with the
operating time, as these parts are subject to continual
wear. Moreover, the failure rate of mechanical com-
ponents increases sharply with increasing speed. From
this point of view it would seem that in fast peripheral
equipment, mechanical parts should be replaced by
electronic components as far as possible. On the other
hand it should not be forgotten that the maintenance
which is generally possible with mechanical equipment
(the testing and replacing of parts after a certain period
of operation) is not in general possible with electronic
circuits.

Some possibilities for increasing the speeds of peripheral
equipment

Mechanical limitations on the speed

The speed of the peripheral equipment is limited by
the mechanical properties of the data carrier on the one
hand (tensile strength, elastic limit; etc.) and by the
forces and moments of rotation involved in non-uni-
form motion on-the other hand. While in magnetic-
tape units the maximum load of the magnetic tape has
just about been reached, punched-tape equipment has
not yet reached the theoretical limit set by the strength
of the tape [15],

Non-uniform motion may be necessary for two rea-
sons;
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1) The mechanical recording of data. Here we can
distinguish between the motion of the recording device
proper (e.g. the punch and the matrix in a puncher or
the type and the hammer in a printer) and that of the

recording medium. The printing process in the high-’

speed printer is so fast that the hammer can strike a
uniformly rotating type drum or type chain (“on-the-
fly printing”). In the punching of tape or cards, on the
other hand, not only the punch or matrix moves non-
uniformly, but also the recording medium: during
punching the medium must be stationary, to prevent the
holes from being torn. If the punching could (at least
partially) be replaced by a cutting process, a con-
tinuous movement of the cards or of the tape would
then be possible.
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a) reducing or eliminating the “dead weight”,

b) reducing the necessary stroke,

¢) replacing non-uniform motion by uniform rotation,

d) use of non-mechanical, e.g. electronic, devices
(without in general appreciably increasing the cost
of the recording medium).

A typical example of the last point is provided by the
non-mechanical, in particular electrographic, printing
processes which have been used more and more of re-
cent years [16],

Unfortunately, the processes used so far do not
furnish any copies; and in the commercial applica-
tions where these high speeds are especially needed one
or more extra copies are normally essential. One is
therefore compelled to print the extra copies in succes-

Table II. Mechanical action in modern peripheral equipment for electronic data-processing systems.

Motion of recording
device required for
reading or writing

punched-tape reader
punched-card reader
tape puncher

card puncher
character reader

none
none

non-uniform

non-uniform

none
mechanical high-speed printer non-uniform
electrographic high-speed printer none
tape memory none
magnetic-card memory none

large drum memory,

disc memory non-uniform

Motion of Start-stop requirement
input-output medium for data carrier
uniform yes

card by card no
discontinuous yes
discontinuous no
document by document no
discontinuous yes

can be uniform yes
uniform yes

card by card no
uniform no

2) The repeated starting and stopping of the recording
medium. This start-stop requirement is found with data
carriers in the form of tape: for example, punched tape
must be able to be stopped and started between two
characters, and magnetic tape must be able to be
stopped and started within the block interval. In this
case, not only the inertia of the recording medium but
also the inertia and moments of inertia of the transport
device have to be overcome.

Table IT gives a survey of the action of recording de-
vices and media normally found in peripheral equip-
ment nowadays. Of the two discontinuity conditions
for the recording medium, that mentioned under point
(1) is the more difficult to fulfil. While the stopping, e.g.
of punched tape, only requires that the maximum
stopping distance should be less than 1.5 mm, the toler-
ance on the location of holes: must be within 4-0.05
mm for punching. -

- The desired increase in speed may be achieved in one
of four ways:

sion on the same printer (at the expense of the effective
speed) or in parallel in an extra wide printer (which
costs more, but the costs are much less than proportion-
al to the number of copies needed). Finally it is also
possible to copy after printing, for which purpose
special equipment has been developed [171.

Low-inertia drives

If a mass My, e.g. part of a punched tape, has to be
moved over the distance s, it is not generally possible
to apply the force used for this purpose directly to the
mass My. In general, the transmission of the force from

(131 J. A. Rajchman, Computer memories — possible future de-
velopments, RCA Rev. 23, 137-151, 1962.

(141 Isys Internal Technical Report 63-N10.

(151 A. D. Booth, The transport of paper tape in digital computa-
tion, J. Brit. I.R.E. 20, 657-660, 1960.

(18] E. Webster, The impact of non-impact printing, Datamation
9, Nr. 9, 24-30, 1963.

(17} Copying printed computer results, Data Processing 6, 34-
37, 1964,
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.

the point where it is produced involves an additional
mass Mp, as shown in fig. 1. In most cases, in fact,
Mp >> Mn. N . :

A A

. -3 S Mn Mp

Fig. 1. Transmission of the force P to the mass My to be moved,
via the mass Mp.

The movement of the mass My over the distance s
by means of the force P (which we assume to be con-
stant over this distance) requires the time:

My )

t=]/b2s—?(l +Mp

In order to move the mass My as quickly as possible
for a given distance s, we must try to make the ratio
P[My as large as possible. Mechanical methods (e.g.
an eccentric with a connecting rod) can give values of
about 0.5 kp/g.

Elec'tromagnets

An electromagnet is a useful drive mechanism in this
respect. Suitable dimensioning can give a P/Mj, ratio of
about 5 kp/g. Because of the saturation of the armature
necessary for this purpose, this method is only suitable
for relatively small values of the distance s(some tenths
of a millimetre). A further advantage is that the mag-
net is practically free from wear. Such magnets are par-
ticularly well suited for driving pressure rollers and
brakes in tape-transport mechanisms. Their efficiency
can be increased still further by electronic means, by
appropriate design of the energizing circuits of the mag-
nets (e.g. with thyristors).

Shock waves

" Much larger P/My ratios can be obtained by letting
shock waves, e.g. those produced by a spark discharge,
do work. With an electrical energy of only a few
tenths of a Ws, P/My ratios of the order of 108 kp/g
can be achieved in this way. Such shock waves can
be used e.g. instead of punches for the punchingof'tape.
Because the punching speed is increased by about three
orders of magnitude, the tape can be moved continu-
- ously during punching, so that the intermittent move-
ment of the tape as found in present-day tape punchers
which also limits the speed, can be done away with.
The additional start-stop requirement can be fulfilled
with the above-mentioned electromagnetic drive about
an order of magnitude faster than with the discon-
tinuous drive used at present. )

A further application of such shock waves is
ossible in high-speed printers. In mechanical printers,
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the speed is mainly limited by the lack of synchroniza-
tion between the hammer stroke and the position of
the type-drum or chain. Since the accuracy with which
the shock waves can be produced is roughly an order
of magnitude greater, printing speeds of about ten
times the present value (rows/s) should be possible. If
on the other hand an increase in the speed is not desired,
use can be made of the faster printing process by ap-
plying it to serial printing, which makes the printer
and (particularly in simple machines) the computer it-
self cheap. :

Stroke reduction

In order to achieve a quick movement of the mass
M,y for a given value of the ratio P/M,, the stroke
(the distance s) must be made as small as possible. This
is not in general directly possible: in the case of
punched tape, for example, the stroke is fixed by the
standardized displacement of 1/10 inch. ’

Fig. 2 shows the principle of a drive mechanism for
punched tape in which the discontinuously moving parts

Fig. 2. Principle of the transport mechanism for punched tape.
The motor M drives the capstan wheel T'and the transport wheel
R. When the system is at rest, the brakes My and M3z are applied
and the transport roller ¥ has produced a depression in the tape
S. When the tape has to be moved forward, the magnet M3 is
energized, and forces the pinch roller D against the wheel T
which now tries to transport the tape in the direction of the
arrow. Now brake M) is also released and the tape is pulled
tight. Then brake M is applied again, and brake M; released,
The following actuation of the transport roller ¥ produces just
enough slack in the tape for the following transport. Punching
of the tape takes place at A.

have a stroke of no more than 0.05 mm. The disconti-
nuous feed of the punched tape is achieved by a suit-
able combination of two brakes, a capstan wheel and a
pressure roller.

A disc memory with rotating heads

Fig. 3 shows the principle of a disc memory in which
the heads do not move discontinuously in a radial di-
rection but in continuous circular paths over the disc.
No masses have to be accelerated or braked to select
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Fig. 3. Principle of the disc memory with rotating heads. The
memory disc P rotates uniformly at a speed np. One or more
magnetic heads K; are mounted on the disc K, which turns at a
uniform speed of nk. The distance a between the axes of the discs
is chosen so that the disc K overlaps the memory disc sufficiently.
When K; representsa block of p magnetic heads (arranged along a
radius), then the block K; allows the reading of p tracks in
parallel on passing over the (shaded) region of the disc P. The
selection of a given address on the memory disc simply involves
choosing the appropriate time, i.e. the appropriate values of the
angular positions ¢ and ¢ of the memory disc and scanning disc
respectively; when the appropriate angles are reached, the read
or write channel is activated. The tracks, with radius vector p,
have the form of parts of hypocycloids, whose parameter is
determined by the ratio of the speeds of the two discs.
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a given track, as all tracks are covered one after the
other during one revolution of the disc. The tracks
have the form of parts of hypocycloids, whose para-
meter is determined by the relative rates of rotation
of the memory disc P and the magnetic heads (which
are fixed to the disc K).

Such a memory can be designed in various ways, de-
pending on the number m of memory discs arranged
round the axis of the disc carrying the magnetic heads,
and the number of heads k. The different designs differ
in the amount of mechanical and electronic equipment
required, in storage capacity and access time. The capa-
city (C in bits) of one side of a memory disc, divided by
the access time =, depends on the other parameters of
the memory as follows:

C  pmk

e 7
where f is the reading or writing speed in bits/s.

The C/r ratio reaches favourable values at high values
of f(which may be limited by the permissible speed of

the disc carrying the heads, or by the auxiliary electro-
nic equipment).

Summary. The task of peripheral equipment lies mainly in the
input and output of data and in the storage of large amounts of
data. This equipment can be characterized by the nature of the
input-output media, the access time, and the flow of data which can
be attained. Apart from improvementsin the peripheral equipment
itself, in particular as regards increasing the speed and the relia-
bility and decreasing the costs, development is at present in the
directionof extending the applications of data-processing systems
and rationalizing their operation, c.g. with the aid of a uni-
versal “interface™ between the central processor and the peri-
pheral equipment. The speed of the peripheral equipment is
limited by the mechanical strength of the recording medium or
by the forces and moments of rotation which occur in connec-
tion with the non-uniform motion of the masses of the equipment
itself. In certain cases the speed can be increased by reducing the
inertia of the moving parts or the stroke, by replacing non-uni-
form motion by uniform rotation or by using non-mechanical
recording effects.
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Data checking during input and transmission
by means of one or two check characters

G. Renelt and J. Schroder

Introduction

With the continual increase in the amount of infor-
mation to be processed by mechanical and electronic
systems, the detection of errors in this information is
becoming more and more important. These errors are
particularly often produced during the manual input in
data-processing installations or the transmission of
data via information channels, subject to interference.

To be able to detect errors, a certain amount of
redundancy to the information in question e.g. in the
form of one or more “check characters”, or the
redundancy may be present in the first place. It might
be thought that the simplest way of checking would be
‘to repeat the original information; however, this
method not only involves a lot of work, but also gives
relatively poor results, as errors are often repeated
exactly the same way the second time. It is better to
form the check character from the information accord-
ing to afixed rule. In the case of information consisting
only of decimal digits, a well known example of such
a rule is that the cross-total of all the original digits is
taken as the check character and added on after the
initial number,

If the information consists of a specific series of
‘characters which represents a definite concept, it is
worth while including the check character as an integral
part of the series. This applies for example to all
reference numbers, such as account numbers, depot
numbers, police registration numbers, job numbers,
customer numbers, article numbers, order numbers,
contract numbers, wagon numbers, etc. The numbers
in question can then be checked by means of the
standard rule immediately they are fed into a data-
processing device (such as a book-keeping machine or
accounting machine). One way of doing this is to form
the check character again from the original information
and to compare it with that contained in the reference
number. If the two do not agree, the number in
question contains an error, and appropriate steps can
be taken to rectify the error, e.g. by feeding the
number in a second time.

Now when a check character is used, it can happen,
especially when several characters are wrong, that the
wrong series of characters gives the same check digit
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workers at the Hamburg laboratory of Philips Zentrallaboratorium
GmbH.

621.391.088.6

as the right one. Such errors cannot then be detected.
If for example we consider a number of three decimal
digits with an additional decimal check character, we
have a thousand possible numbers and only ten possible
check characters. The relationship between the check
character and the number proper is thus highly ambigu-
ous, so that very many errors cannot be detected. It
should also be realized that errors can also occur in the
check character during input or transmission. This
means that even an elaborate data-checking system
using an adequate number of check characters cannot
guarantee to detect all possible errors. However, a good
check system should allow as high as possible a per-
centage of the errors occurring to be detected without
too much effort. :

In practice, not all possible errors occur with an
equal frequency: in fact, nearly all real errors belong in
general to a few well defined classes. In particular, most
input and transmission errors are normally single-
character errors; these are errors in which only one
character of the sequence in question is wrong. In data
processing by human operators, in particular data
input via a keyboard, the most common error apart
from the single-character error is the interchange error,
these are errors in which two adjacent characters
change places.

Now the simple sum of all the digits of a number is
capable of detecting all single-character errors. Let us
for example consider the sequence of digits 87029,
whose cross-total (sum of the digits) is 26. If any one
of the digits is increased, the sum of the digits will be
greater; and if any digit is decreased, the sum of the
digits will be less. Each single-character error will thus
lead to another value of the cross-total.

If we consider all five-figure numbers from 00000 to
99999, the sum of the digits can take any value between
0 and 45, while longer numbers can give even bigger
digit sums: with numbers of 12 digits or more, the digit
sum can have over a hundred different values. If one
were to use the sum of the digits directly as the check
character, one would thus have to add several digits on
to the number to be checked, which is an unnecessarily
complicated way of checking for all single-character
errors. In fact, the same result can be obtained with one
single check character, by a suitable reduction of the
number of values which the check character can assume.

This reduction is possible by the use of finite number
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systems, in particular the residual-class system. The
residual-class system arises just like the system of
natural numbers (0, 1, 2, 3, ...) by the repeated
addition of 1 to the preceeding number, starting from
0, with the single difference that in the residual-class
system the initial value O is repeated after a finite
number (M) of steps, so that further addition gives a
cyclic repetition of the same series of numbers. The
straight line usually used for representing a series of
numbers can here be better replaced by a circle divided
into M equal parts. Each number M gives another
residual-class system, e.g. M =12 for the hours
divisions on a clock, and M = 60 for the minutes.

Each residual-class system contains exactly M differ-
ent numbers, which can be represented by 0, 1, 2, 3,
..., (M —1). The definition of this system allows the
addition of two numbers, just as with natural numbers.
If the addition of the corresponding two natural
numbers gives a result greater than or equal to M,
M must be subtracted from this to keep the result in the
residual-class system. If one starts in general from
normal natural numbers, all large numbers can be
reduced to values less than M by single or repeated
subtraction of M. All natural numbers which differ by
M or a multiple of M are said to be equivalent mo-
dulo M. For example, the addition of 8 and 7 in the
residual-class system with M =12 gives 8 + 7 =
15 = 3 mod 12. (A simple method of reducing large
numbers quickly in this way is normal division by M,
where all we are interested in is the remainder, in the
above example 15/12 = 1, remainder 3.)

If however one remains in the residual-class system,
which can very easily be done in practice e.g. by use of
a ring counter with M stages, we get the correct result
directly. In the case of the above example, the ring
counter would contain a total of 12 stages, and would
count 7 stages starting from positions 8 , 10, 11, 0,
1, 2, 3), arriving at position 3. If we have to form the
cross-total of the number 87029, we must now count
2 stages further, arriving at position 5, and finally
9 stages, bringing us to the final position 2 (14 =2
mod 12). The number to be checked plus the check
character 2 can then be written 870292, It is easy to see
that this reduced sum of the digits of the number also
allows all single-character errors to be detected, since
any increase or decrease of a single digit (by at most 9)
will cause the ring counter to turn through more or less
the same number of positions, so that it all cases an-
other final result than 2 and hence another check
character will be produced.

_Many numbers will give the final result 10 of 11 in
this way. If one wants to use a single check character
_in these cases too, one can use special signs, e.g. -+ for
10 and — for 11 (so that the final number with check
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character reads e.g. 87026—). Another simple possibil-
ity is to represent all ring-counter positions and
residual-class numbers by letters (e.g. 4, B, C, ...
instead of 0, 1, 2, ...). In our example, the number
with check character would then be 87029C.

It is also useful to replace the residual-class numbers
by letters or more general symbols when series of
characters other than decimal digits (or including
characters other than decimal digits) have to be
checked. For example, if we again use the correspond-
ence A«—>0, B+«->1, C«-2, ... and we want to
provide a check for the sequence CAB by the “sum of
the digits”, we find 24+ 0+ 1 =3, so that the final
sequence with check character is C4BD. Naturally, this
unnecessary reversible correspondence (coding) can
also be used for decimal digits, or for binary coded
characters. .

If letters have to be checked, we need at least 26
different residual-class numbers for the check character,
so that M must be at least 26 (M = 26). If mixed
“numbers” consisting of letters, decimal digits and
possibly special signs such as 4 — . ,: etc. have to be
checked, an even larger residual-class system must be
used (e.g. M > 42), while a smaller system will do for
the checking of pure decimal numbers. The residual-
class system modulo 10 is of special interest in this
connection; though as will be shown below it is in
general advisable to make M a little larger, even in this
case.

General rules for forming the check characters

The simple sum of the digits, even when reduced
modulo M, allows all single-character errors to be
detected, but does not show up interchange errors. In
order to provide a check for the latter errors, a more
refined formation of check character must be em-
ployed. This can be done by making the corres-
pondence between the characters of the series to be
checked and the numbers of the residual-class system
different for the different places of the sequence to be
checked (e.g. for the first place 4«1, B2, ...;
for the second place A «- 9, B «— 5 and so on ad lib.).
If the coding of the various possible characters z in the
ith place is described by the function Fy(z) and if in a
given sequence (with m places without check character)
the character in the ith place is z = z;, then the value P
of the check character for this series can be found from
the following generalized cross-total:

\

.PEzniFt(zt) modM. A ()

=1

If for example a check character has to be provided
for the sequence HHDS, using a residual-class system
modulo 29, and if H in the first place corresponds to 7,
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H in the second place to 16, D in the third place to 26
and S in the fourth place to 3 (Fi(H) = 7, Fz(H) = 16,
F3(D) = 26, F4(S) = 3), then the check character will
be the character (e.g. W) corresponding to the value
P=23(P=74 16 4 26 + 3 mod 29).

In general, the coding will be chosen so that a check
is provided against as many errors as possible. In order
to detect all possible single-character errors at the ith
place, the image function Fy(z) must be different for
all different values of z:

Fiy(z) # Fy(z’) mod M forz 4 2'. . . )

The exchange of the characters z and z’ between posi-
tions 7 and j will on the other hand be detected only
when the differences between the image functions are
different: :

Fy(2)—Fi(z) % Fi(z")—Fy) mod M forz & 7', (3)

Various codings which have to a large extent the
desired properties can be obtained by the introduction
of weighting factors. Here one starts with a fixed coding
of all possible characters z in terms of the residual-class
numbers Z (e.g. 4«~1, B«~2, ... or with digits
1 «~1,2+>2,...). The various position-dependent
codings are then obtained by multiplication of the fixed
coded residue classes Z with the various 1ntegra1 weigths
G, giving Fi(z) = G; - Zmod M.

So if a check character P is calculated according to
equation (1), it is equal to the weighted sum of the
coded digits Z;, where each Z; is counted as many
times as its weight Gy:

P=23Gi  Z; mod M.

I=1

...... . @

If for example one uses the weights 1 and 2 alternately,
the check character is formed from P =2Z; 4+ Z, +
Zo+Z3+Zy+ Zs+ Zs + . . . mod M, which is at
least sufficient to detect all interchange errors.

If all single-character errors are to be detected,
eq. (2) must always hold. This means in the case of the
weighted sum of eq. (4) that the weights G; must all be
prime with respect to M, i.e. G; and M must have no
common factor but 1 (e.g. for M = 6, the possible
values of Gy are 1 and 5). All interchange errors between
the ith and jth places are however only detectable if the
difference of the weights (G;— Gy) is prime with
respect to M. It is therefore highly advisable to use a
residual-class system modulo a prime number M. If one
then simply uses different weights in forming the check
character according to eq. (4) (G:=1,2,..., M —1
in any desired order), one check character is enough to
detect all single character errors and all interchange
errors in a sequence of up to M — 1 characters with
1009 certainty.
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An equally effective check of-other types of errors
too can thus only be obtained by tél;ing additional
measures. For example the addition of a second
check character formed from the simple cross-total
modulo M will allow all double errors, i.e. arbitrary
errors at two arbitrary positions in the sequence, to be
detected with certainty.” .

A residual-class system modulo M, where M is not a
prime number, does not give such a perfect check. The
residual-class system modulo 10 is naturally particularly
interesting in this connection. The only weights which
come into consideration for the formation of a weighted
sum in this case are 1, 3, 7 and 9, if we want to be able
to detect all single-character errors. Since the differ-
ences between these weights are not prime relative to
10, five of the 45 possible interchange errors cannot be
detected, e.g. the confusions of 05 with 50 and 16 with
61. In this case it is better to use the original equation (1)
for forming the check character. If for example one
chooses alternately the two codings (Fos = Fi,
Fs11 = Fa):

z | 0123456789

Fiz) | 1234567890 7. .. (5
Foz) | 2468135790

then all single-character errors and all interchange
errors with the exception of the confusion of 89 and 98
can be detected. In this connection, the shift Fi(z) =
z 4+ 1 makes no difference to the detection of inter-
change errors; but it has the advantage of showing up
errors caused by the addition or omission of zeros at
the end of a series. The second coding given above is
obtained from the first by a modified doubling proce-
dure which adds the number of times the ring counter
goesfrom M to 0(Fa =2F1 + [0.2 F1]=[2.2 F1lmod 10),
where [...] means that the decimal parts of the
resulting numbers are omitted. Other codings are
possible with this residual-class system modulo 10, but
at least one interchange error must remain undetectable
if one wishes to detect all single-character errors with
a single check character. (For if we sum all Fi(z) or
Fy(z) for z = 0 to 9, we obtain a value 5 modulo 10
since according to (2) all residual classes must occur;
the difference 2{Fi(z) — Fa(z)}is thus zero, and equa-
tion (3) cannot always be satisfied.)

The efficiency of the check

As has already been mentioned, a good check system
will detect most errors, but not all possible ones. There
always remains a certain residual error probability,
given by the ratio of the average number of undetected
errors (wrong character sequences) to the total number
of character sequences. This probability is what we are
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finally interested in in practice. If we relate this probabil-

ity to the probability that errors (detected or undetect-

ed) occur at all, the overall reduction factor R thus
obtained gives a quantitative measure of the efficiency
of a check system UJ:

R =

residual error probability
total error probability

mean number of undetected errors
total number of errors

O)

If the value of the reduction factor is expressed in
percent, it gives the number of undetected errors per
100 errors. For a given error distribution and a given
check system the reduction factor is a constant which
no longer depends on the frequency of errors. If the
various errors which occur can be divided into classes
k=1, 2, ... occurring with relative frequencies b,
and if the percentage of undetected errors of class k is
given by the individual reduction factor rg, then the
overall reduction factor is given by:

R=Xbgr, 0
k

mean number of undetected errors of class k
total number of errors of class k

'y =

For performing the calculation, the error distribution
for the application in question must be known. For
example, if we consider the errors due to noise in data
transmission, we may assume that each character has
a certain distortion probability 8 independent of the
other characters being in error or not. If the total length
of the character sequence is #, then the relative fre-
quency by = b(k) of errors involving k characters in a
single sequence is given by the Bernouillian distribution

@ B a—py—*

P =" gy

1/m—1
NE(k_l>ﬁ"—‘forn/3_<<l. . @®)
In particular:
By=1—""Lg
y=1——— 8.

It follows that with a low noise level (8 small) single-
character errors will predominate, and multiple-
character errors will be extremely rare. If however
systematic errors occur, deviations from distribution (8)
may be expected. The error distribution by must then
be determined from the analysis of exhaustive observa-
tions. Examples of such errors are cross-talk and short
interruptions in telephone lines, errors in the filling in
of forms or in input via a keyboard. The error distri-
bution normally associated with the punching of
punched cards is [21:
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Relative

Type of error K frequency by

1. One digit wrong

"76.5%,
2. Dependent error in two digits
(e.g. interchanged) 59%
3. Independent error in two digits 7.3%
4. Digit(s) inserted or deleted 9.5%
5. Other errors 0.8%

All errors of the first two types can be detected by a
check character according to eq. (4) in which all weights
G; are different and M is a prime number; in that case
r1 = rs = 0. The other errors are reduced to a relative
frequency of 1/M by suchacheck:r3 =rs=rs = 1/M,
The value of the total reduction factor for a residual-
class system modulo 11 is thus 1.6 %, which means that ’
if we assume the error frequency to be 0.19, the
residual error probability is equal to 1.6x 1075, i.e. -
after such a check with one check character we may.on
the average expect only two out of 125 000 numbers
(character sequences) keyed in to be still wrong. If the
number length is constant, the errors of type 4 can be
completely eliminated by counting the positions in each
number in addition to the above check (rs = 0). If
moreover the check is extended by means of a second
check character formed from the simple cross-total of
the digits, all errors of type 3 are also eliminated
(r3=0, rs = 1/132), and, for example, with a residual
class system modulo 13 a check is obtained that is still
about 350 times better. The residual error probability
is thus 4.6 x 10—8, which means that on the average
more than 20 million sequences must be fed in before
one will be wrong.

The basic principles of the technical realization

We shall now discuss the technical realization of
data-checking devices which are based on the above
considerations. Such a device has two tasks to perform:
in the first place all data which must later be processed
without error must be provided with a check character;
and secondly all character sequences already containing
a check character must be checked for errors. However,
it is not necessary to have two separate devices for this:
a device which determines the check character can also
be made to carry out the checking with very little
modification. A -

As we have seen, a particularly effective check is
obtained when the check character is found from the

(13 H. Aulhorn, H. Lange and H. Marko, Probleme und Anwen-
dungen der- Dateniibertragung, Elekfron. Rechenanlagen
3, 148-159, 1961.

2] Kontrolle mit Hilfe von Kontrollziffern, Biirotechn. Samm
lung 1, Sept. 1956. . .
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- weighted cross-total (4), all weights being differ-
ent, in a residual-class system modulo a prime
number M. The formation of all the partial products
Gi - Z needed for this purpose would require a lot of
equipment. However, the desired result can also be
obtained more simply according to the following
‘principle: the digits Z1, Z», Zs, . . . of the sequence in
question are fed one after the other (if necessary via a
parallel-series converter) into the checking device, the
main component of which is a modulo-M counter. This
counter is initially in the zero position, In the first step
the digit Z, is added and then the counter position is
doubled (modulo M), ¢.g. by repeated addition of the
position; in the second step the digit Z2 is added and
the content of the counter is again doubled, and so on.
If for example the number fed in is 11728, a modulo-11
counter will take up successively the following posi-
"tions 1,2; 3,6; 2,4; 6,1; 9,7. The check character is
finally taken as the M-complement of the last counter
- position in the present example thus 4, which is the
11-complement of 7. In general, this process gives
the check character:

m

P=—32"""7 mod M.

i=1

&)

Comparison with (4) shows that this is equivalent to
forming the weighted cross-total with the weights:

G = - 2m+l—i
1=

mod M (10)

Unlike the case in (4), however, the weights here also
depend on the length m of the character sequence. This
has the advantage that the addition or omission of
zeros at the end of the sequence has the effect of
changing the weights and thus in general the value of
the check character, so that these errors are also
detected. On the other hand the introduction of zeros
at the beginning of a sequence has no effect, as is
- desired. This allows the numbers to be filled up with
zeros to a constant length, if necessary.

For the residual-class systems in which we are chiefly
interested,. viz modulo M = 11 and M = 13 (or also
M =19 and M = 29), equation (10) gives all different
weights when the maximum length of the character
sequence does not exceed M — 1 characters; optimum
conditions are thus obtained in this case should the

. character sequence be even longer, moreover, a cyclic
repetition of these weights is obtained without any
special measures being taken. For those residual-class
systems on the other hand where equation (10) does

, not give all possible weights, the doubling of the
counter contents may be replaced by multiplication by
-a factor g, so chosen that all weights are obtained from
the various powers of g. (One speaks in this case of g
as.a primitive root of the residual-class system, while
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the entire process is known as Horner-polynomial
formation.) In general this too gives optimum checking.

The actual checking function of the device, by which
it detects any errors there may be in character sequences
already provided with a check character, is made
particularly simple because when forming the check
character according to equation (9), the complement
has also been calculated. The check sign is handled just
like all other characters, and when the whole sequence -
has been fed in correctly the final counter reading is 0;
any other reading indicates an error. In our example,
the check character 4 of the complete number 117284
is added to the previous contents of the counter (7),
giving a reading of 0, which stays the same on doubling,
thus indicating that the number is correct.

The basic principle of an electronic check counter
generator working according to this system is shown in
fig. 1. The data are processed with the aid of pulse
groups, the number of pulses in a group corresponding
to the value of the character in question. In the ith step,
the pulse generator I forms a group of Z; pulses. These
are fed to the input BI of the modulo-Af counter, and
move it on a corresponding number of steps. Moreover,
pulse generator 2 forms the number of pulses needed to
double the contents of the counter, and feeds them to
the counter via a second input B2. This can simply be
realized by feeding another M pulses to the counter via
BI and switching on pulse generator 2 when the counter
reaches the zero position, so that pulse generator 2
passes all the following pulses coming from pulse
generator I (with a certain delay time) to the B2 input
of the counter as well. Since the pulses still reaching the
counter via BI return it from O to its original position,
this arrangement ensures that all these pulses are fed
twice into the counter, so that the desired doubling
(modulo M) is obtained. The complement of the
counter position is displayed and yields the check
character. After all steps i =1, 2, .., m have been
carried out, i.e. after the whole sequence has been fed
in, the desired check character can be read off from the
display device. If on the other hand a complete sequence
plus check character was fed in, a departure of the final
counter position from 0 indicates an error.

| pulse generator 1

Zi+M

counter reading

8

check character

mod M counter indicator

8

[} :
pulse generafor 2

Fig. 1. Basic principle of the technical realization of a check
character generator.
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An electronic verification unit with a check character
modulo 11

The electronic construction of a number-checking
device working with a check character in the residual-
class system modulo 11 is shown in the block diagram
of fig. 2. We shall explain the internal operation of this
device with reference to fig. 2 and the pulse scheme of

Fig. 2. Verification unit with a single check character modulo 11.

the bistable circuit® Bil is
prepared so that when the
next -clock pulse applied
to the input goes from
“1” to “0” the input A will switch the bistable
circuit over. This opens the And gate Ul, so that
the clock pulse can pass to the input of counter /
and the input BI of a counter 2, which may be
constructed exactly like 1. As the counter I is in
position 11—2Z,, a carry pulse appears at its output S
after exactly Z1 clock pulses, switching over the bi-

Z P=11-22, end-signal
character input fL f Ju

clock pulse (output O)JLWW"'UU"M"'MJ__M_-__—

Mo2(77__r——L_~_~_ — _ -
BIIZ)___!__""'_"""_""'—I_._ S [t M
Bi27—_.__J‘“—'——ﬂ_~l__—____J““—"‘-'"—L_

12 2 1112 11+ 12 P; 11+,

pulsesafBI; ‘ ‘ "U’%""Ul.rt.!"""l.ﬂi-._____n_r""— ! ! ————

'
contents counter 2 0412 12 A1A3 24

triz iz
RN o N iy o N

pulses a1‘B2:7 . ——— -1- —ruT
Bi 3! Tl T
BM? error(contents of counter 2#0
0 - - no error
check character compufation checking

Fig. 3. Timing diagram for circuit of fig. 2.

fig. 3, which shows the variation with time of the state
of the various stages of the apparatus (timing diagram).

Cdlc‘ulation of the check character

The data and check characters are fed into the device
via a keyboard. Naturally, this keyboard can be
replaced by the output of a punched-card, punched-
tape, book-keeping or other data-processing machine,
so that the verification unit can be combined with
various data input and output devices. The keyboard
controls a counter I which can take up 11 different
positions and: may for example be in the form of a
four-stage binary counter with feedback. When the key
corresponding to the first character Z) is struck,

stable circuit Bi2. A second carry pulse appears at SI
after another 11 clock pulses, which switches Bi2 back
to its original position, while Bi2 delivers-a pulse to in-
put A2, switching bistable circuit Bil back to its original
position. The And gate Ul is thus closed, and the
connection with the clock-pulse generator broken. A
total of Z1 4 11 pulses thus appears at the input B
of counter 2. Since this counter was initially in posi-
tion 0, the carry pulse produced at output S2 after 11
count pulses causes Bi3 to switch over via Al. This
opens And gate U2 for Z, pulses, while the return of
Bil to its original position after Z; + 11 pulses returns
Bi3 to its original position via 42. The dynamic
counting input Bl is operated when the input clock
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pulse goes from “1” to “0”, while the countinf; input
B2 is operated when going from “0” — “1”. While
the And gate U2 is open, therefore, each count pulse
is counted twice in counter 2. At the end of the count-
ing process, the desired result 2Z; mod 11 is found in
counter 2. If a further carry pulse should appear at
output S2 during the time that the And gate U2 is
open, this remains without effect at the input 47. When
the next character is fed in via the keyboard, counter 1
is set to the position 11—Z, The process described
above is then repeated. Zs + 11 pulses are produced
by the control unit together with counter 7, and are
fed to counter 2. Moreover, when counter 2 reaches
the O position the carry pulse at S2 switches over the
bistable circuit Bi3, so that the remaining pulses
also act on B2. The final counter position after this
process is completed is (2Zs + 4Z1) mod 11, and so
on. After all the characters have been fed in, the
calculated check character as the 11-complement of the
stored counter reading is available with practically no
delay. In the device described, the computation time is
one millisecond (not considering the delay time caused
by Mol to eliminate chattering of the key contacts).

Representation of the check character

The use of the modulo-11 system allows the check
characters to be represented in a particularly convenient
way. We have seen that according to (9) the check
character is so formed that when the number plus check
character is fed in properly, the sum of the digits is
always zero. This means that in those cases where the
sum of the digits without the check character is already
zero, the check character can be omitted. (If the
numbers have to be a constant length, this can be
arranged by adding a zero to the beginning of the
number.) Ten digits are then enough for representing
the remaining ten residual classes, e.g. the numbers 1
to 9 for residual classes 1 to 9, and z = O for residual
class Z = 10. The latter correspondence need not
however hold for all positions of the character sequence,
and in particular leading zeros of the sequence can
be excluded. This can be achieved by means of an extra
bistable circuit. Naturally, it is also :possible to use 11
different check characters, for example letters or ten
digits and an extra sign (e.g. —).

Verification

A series of characters containing a check character
is verified by pressing the key “E” (End of series) after
all the characters have been fed in. If the series in
question contains an error, counter 2 will not be in
position 0 after input of the check character (the signal
“0” will be present at the counter output C0), so that
the check bistable circuit Bif is switched over via in-
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put A1, and an “error” signalis given. This signal can be
optical or acoustic, and may also lock other devices.
The key “C” (clear) serves to make the device ready
for use after switching on, by bringing all bistable
circuits into their start position, or when an error
signal is given to clear counter 2 and reset bistable
Bi4 thus switching the error signal off.

Realizations in modulo—lé and other residual-class
systems

It is often desirable to protect various special signs
(e.g. decimal point, plus sign) against error as well as
the ten decimal digits. Also, one check character is
not enough when low residual probabilities are re-
quired, or when the input data contains a large number
of errors. For these cases, a checking device like that
described below, working with two check characters
(g1 = 2; g2 = 1) in the residual-class system modulo
13, is suitable. The check characters are here formed
according to the equations:

Pr=—32""" 7 mod 13
=1

and

Py =—37Z; mod 13.

i=1
The circuit diagram of the complete device including
checking unit is shown in fig. 4. The checking unit and
gates U3 and U4 can be dispensed with if the device is
only to be used for forming the check character.

The procedure followed to obtain the check char-
acters is the same as described above for the modulo-
11 apparatus. The only difference is that counter 3 is
connected in parallel with counter 2, and is used for
calculation of the second check character.

For the checking process, on the other hand, it is
necessary that the two check characters Py and Ps fed
in via the keyboard at the end of the sequence should
be led separately to the appropriate counter, i.e.
counter 2 for P, and counter 3 for Ps. The direction of
the first group of pulses to counter 2 and the second
group to counter 3 is achieved with the aid of bistable
circuit Bi4, which is switched over each time bistable
circuif Bil switches over. Before checking begins,
ie. before the check characters are fed in, the
check key (“K™) must be struck. This switches Bi4
and Bi5 over, and prepares the apparatus to receive the
next character as a check character. When P; is fed in,
Biy returns to its original position and the P; count
pulses produced pass to counter 2 only, as Bi4 has
blocked the And gate U3 via the Or gate OI. Check
character Py is then fed in, and a group of 13 + P,
count pulses are produced, which pass through the
And gate U3 (now open) to counter 3 only, since U4
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Fig. 4. Verification unit with two check characters modulo 13.

is closed. After these pulses have been processed, and
if the check characters fed in agree with those previous-
ly calculated, all counters are at 0 and the output lines
C2 and C3 deliver the signal “L”. As a result, when Bil
is switched back, “0” — “1” passes through And gate
U5 to the input of Bi5 and switches this back to its
initial position. If counter 2 and 3 are not both in the
zero position, the And gate U5 will be blocked, bistable
circuit Bi5 will not be switched back, and an error signal
“1” will appear at the output of the And gate U6. If no
error is indicated, the device is automatically in its
initial state after the check character has been fed in,
and the next character sequence can be fed in. For the
sake of clarity, the connections of the clear key “C?”,
which has the same function here as in the modulo-11
apparatus, to the various bistable stages are not shown.

The verification unit can also have a counter for
the number of places in the character sequence. This
ensures that all errors produced by the addition or
omission of digits will be detected with 100 9 efficiency.
However, the unit described above can give the same
efficiency without any modification, if a coding is
used in which all the digits or characters correspond to
non-zero residual classes. For example, we can use the
above-mentioned identical coding of the digits from 1

or two check characters
in any other residual-class
system can be realized in
_ just the same way. In par-
ticular, quite good checking can be achieved in the
residual-class system modulo 10 with one check
character, using the modified doilbling of (5). In
contrast to a prime-number system, this system with
one check character (still formed on the basis of (1))
will detect nearly 98 % of all adjacent exchange errors
and more than 90 9 of all simple jump errors as well as
all single-character errors. Bigger residual-class systems
can however be used with advantage in other cases,
depending on the number of symbols to be checked and
the number of check characters available.

Summary. The timely detection of errors in data for example
during input and transmission, is possible when the data are
provided with check characters, which form an integral part of
the data. These check characters should be formed from the
original data in such a way that as many errors as possible are
detectable. The conditions under which all commonly occurring
types of errors, such as single-character errors and “interchange
errors”, can be detected with certainty are given. The residual
error probability, which is inevitable in any checking method, can
in this way be made very low (e.g. about 10~% with one check
character and less than 10-7 with two). The use of suitable -
principles for the formation of the check characters allows this
process to be carried out very simply in practice by an electronic
system. Data verification units working on these principles are
described, which serve not only to determine the check character
but also to carry out the actual checking of the data, by means
of a zero check. This gives optimum checking with one or two
check characters using very simple equipment.
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A new system of digital circuit blocks
for industrial measuring 2nd control equipment ™’

D. Gossel, G. Kaps and W. Schott

Introduction )

The characteristic of digital information processing
installations is that in their construction a small group
of basic circuits is used, each of which occurs in large
numbers. The group of basic circuits is called a system.

In order to enable designers to realize a given logical
design without going into electronic details, several
manufacturers have developed systems consisting of
“And”, “Or” and “Negation” circuit blocks as well as
bistable circuits (flip-flops) for counting and storing
purposes [1], :

Although it should be possible to realize any logical
design using such a system, circuit limitations must be
considered, and extensive load tables limit the possibil-
ities of combining the various blocks. The number of
prohibited combinations increases with the number of
different blocks, making the load tables more and more
complicated. Amplifiers for decoupling purposes — e.g.
P-N-P and N-P-N emitter followers — have to be used,
although they have no logical function, and this is at
variance with the original aim (2. Consequently there
are systems in which the total number of blocks
required for a given problem bears no relation to the
number that have a logic function. This influences not
only costs, but .also reliability, since an increase in the
number of blocks also causes an increase in the failure
rate.

Efforts have been made to avoid these difficulties by
decreasing the number of basic circuits. Switching
algebra provides a solution through the use of De
Morgan’s formula (31

x1+x2—|-.._.—I—xn=3?1-3?2-...-3?n,

xl'xz'...'xn=3?1—|-3?2—|-...—l-.>?n.

This formula gives the relationship between the AND
and OR operation and the Negation. It may be seen
from this that the one operation can always be replaced
by the other together with the negation.

The NAND and NOR techniques often used at’

present go another step further. Here it is possible by
using suitable combinations of the AND operation
together with negation, or the OR operation together
with negation, to make only one type of block suffice [4,

Dipl.-Ing. D. Gossel, ﬁipl.-Ing. G. Kaps and Dipl.-Ing. W. Schott
are research workers at the Hamburg laboratory of Philips
Zentrallaboratorium GmbH.

621.374.32

Fig. I shows the AND and OR operation realized with
NAND- and NOR-blocks. Each NAND and NOR
symbol represents one basic circuit containing at least
one transistor together with resistors, capacitors and
diodes.

X NAND X NOR
: » o
[ o
i y=X1. X0, X3. Xy o_j—0y=X7+X2+X3+X4
X4 : X ’
X : OR
’ ]
X - o—F= o— =
! X1 o ) 0O Yoy
7 =
X
x “ YeXprXorXzxy
2 | OR
X10— =
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. x3
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,, X40—
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[}
X4 b
y=X1.X2.X3.X4
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Fig. 1. Logic circuits for the OR operation and the AND opera-
tion, built up of ¢) NAND circuits, ) NOR circuits.

A second advantage of using only one type of block
for all logical circuits is that the load tables in the
NAND and NOR systems reduce to one single load
rule. It is only necessary to know how many NAND
or NOR circuits can be reliably controlled by a pre-
vious NAND or NOR. There are no other forms of

loading.

A serious disadvantage however is the large number
of blocks to be used for certain operations. In order to
realize an OR operation, one relatively expensiveNAND
block is necessary for each input (fig. 1a). The AND

*1 Editorial note: An article by E. J. van Barneveld, Philips
ICOMA Division, Eindhoven, will be appearing shortly in
this journal, describing another system.of digital circuit blocks,
designed for more universal use than the system presented
here, and which is now being put into production by the
ICOMA Dibvision. ’
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operation, however, can always be realized by two
NAND blocks reg‘ardlesg of the number of inputs
(within certain limits). This also holds true when only
NOR blocks are used; but in this case AND and OR
operations are exchanged (fig. 15) [51,

The new building-block system

The new system of digital circuit blocks described in
this paper can be regarded as an attempt to reach a
good compromise between these two methods. One of
the characteristics of the new system is the use of only
two basic circuits, an active one, and a passive one.
The active block contains a circuit in diode-transistor
logic (DTL). With the logic convention chosen
(1”2~ 12V, “0” £ 0 V) this block works as a NOR
circuit (fig. 2). The passive block is an AND circuit
(also called an AND gate) with two inputs (fig. 3).
The number of inputs can within wide limits be in-
creased by means of additional diodes. Using the
passive AND block it is not necessary to realize the
AND operation with NOR blocks in the expensive
way shown in fig. 15.

This building-block system which is especially
designed for industrial measurement and control pur-
poses also has the following characteristics.

1. There are no emitter followers. Only one type of
transistor and two types of diode are used.
2. A standardized voltage supply is used (+ 12V
=+ 5%). This value is considered a good compromise
between
a) a high voltage, giving low sensitivity to interference
and great freedom in combining various numbers
and types of block — i.e. wide signal tolerances are
. permitted —, and
b) a low voltage which suits the low maximum per-
missible voltage for available transistors and gives
low dissipation.
3. The maximum switching frequency is 80 kc/s, the
maximum counting frequency 30 kcfs. (In some cases
the maximum counting frequency may be 80 kc/s.) In
industrial applications the electronic circuits are mainly
used together with moving parts which have a certain
mass. Experience here has shown that resolving power
(accuracy) and speed call for a counting frequency of
10 kcfs at the most. A frequency of 30 kc/s is thus
adequate for quite extreme requirements.
4. Asynchronous or synchronous modes of operation
are optional. For simple problems involving low-speed
counting, the well-known asynchronous method may
be used. Here for example a bistable circuit is triggered
by a previous one which also has to supply the switch-
ing energy. The maximum counting rate is determined
by the sum of the switching times of all stages and thus
decreases with an increasing.number of stages. The
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maximum load per stage is much reduced in asynchron-
ous counting techniques.

When somewhat higher demands are made, the
synchronous counting mode is to be preferred because
of its great advantages, although a few more blocks
are needed. Here all the stages of a counting circuit
receive switching pulses from a common clock-pulse
generator. Each stage contains a separate signal input S,
and the voltage applied to this input determines whether
or not a given clock pulse will trigger the circuit. This
method has the following consequences.

a) The circuit is very insensitive to interference. As a
result of the delaying effect of the pulse gate con-
trolled via the S input, parasitic pulses in the signal

line will only be able to cause incorrect switching if

their duration is > 5 us, and their voltage-time
integral is more than 60 wVs, and the clock pulse
is received more than 5 ps after the start of a para-
sitic pulse. Under normal conditions it is unlikely
that these three conditions will be satisfied simul-
taneously. In practice therefore there will be almost
no interference.

b) The various stages are not subjected to a dynamic
load of any significance, since the triggering energy
is supplied by the common clock-pulse generator.
With the exception of the clock-pulse line, which
should be as short and of as low capacity as possible,
all signal lines are uncritical.

¢) Unlimited use may be made of the maximum switch-
ing frequency. All stages which have to be triggered
are prepared during the interval between two clock
pulses, and are triggered by the next clock pulse
received. The switching times of successive stages
are not additive. No stringent demands are made
for the rise time of the signal voltage at the S input.

(11- G, Schinze, Das AEG-Steuerungssystem “Logistat”, AEG-
Mitt. 50, 76-83, 1960.
W. Stiibchen, Ruhende Steuerungen Logistat — die sinnvolle
industrielle Anwendung kontaktloser Steuerungen, AEG-
Mitt. 50, 139-143, 1960.
Valvo-Handbuch Bausteine, Digitale Bausteine, ValvoGmbH,
Hamburg 1962.
Catalogue of Akkord-Radio GmbH, Herxheim/Pfalz, Esta-
cord — Das universelle Bausteinsystem fiir kontaktlose
Steuerungen.
Catalogue 3.62 of Ebauches S.A., Neuchitel, Sw1tzer1and
Transistorisierte logische Emhelten
A. Stopp, Normalkonstruktionen der BBC-Elektronik, BBC-
Nachr. 42, 199-207, 1960.
K. Stahl, M. Syrbe, H. Lisner and G. Hanke, Grundlagen
und Aufbau der BBC-Elektronik, BBC-Nachr. 42, 208-219,
1960.

(21 W. Hindler, Digitale Umversalrechenautomaten, sectlon
10.1.2.1., Volistindige Systeme, in: K. Steinbuch, Taschen-
buch der Nachrichtenverarbeitung, Sprmger, Berlin 1962.

31 U. Weyh, Elemente der Schaltungsalgebra, R. Oldenbourg, .

Munich 1960.
Valvo-Handbuch Bausteine, NOl‘blt Bausteine, Valvo GmbH,
Hamburg 1962.
51 E. Rohloff, Aufbau und Anforderungen bei kontaktlosen
Steuerungen fiir die Industrie, Elektron. Rdsch 15, 99 102,
: 1961
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5. The circuits have been designed to allow for the most
unfavourable voltages and resistances within the toler-
ances quoted, and for the transistor data at the end of
the operating life; undisturbed operation under full
load is guaranteed in the temperature range from
—10 °C to +50 °C.

6. Signal tolerances:

“1 »
“0”

+6...4+ 12V,

.4+ 18V.

> 1>

The two types of block

The active block (fig. 2a) contains a gate circuit
with diodes (D1 ...Ds, Rx, Rg), an inverter circuit
and a pulse gate (D, Cp, Rs, Rr). The diode gate and
the inverter circuit together form a NOR unit, so that
the following relationship exists between the output C
and the four inputs B1 ... Bs:

C = B1+ B3 4 B3 + Ba.

If desired, the number of inputs can be increased by
connecting extra diodes to one of the inputs Bi ... Ba.
The operation of the pulse gate will be explained to-
gether with that of the counting and memory stages.

The contacts are so arranged (fig. 2b) that even with
complicated circuits the connections between the blocks
can be made without crossovers (see fig. 5).

C B B,B; B, C BpS -0 + P

b

Fig. 2.a) Circuit of the NOR stage, b) arrangement of the contacts.

181 G, Rusche, K. Wagner and F. Weitzsch, Flichentransistoren,
page 346, Springer, Berlin 1961.

G. Haas, Fundamentals and components of electroruc digital
computers, page 188, Philips Technical Library, Eindhoven
1963.

For details see the following publications of Philips ICOMA
Division, Eindhoven: The “10” series of circuit blocks, The
Icomist, No. 71, May 1964, and: Tentative data, circuit blocks,
series 10, 32/189/B/E, February 1965.
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Fig. 3. a) Circuit of the AND gate, b) arrangement of the contacts.

The passive block ( fig. 3a) contains a gate circuit
with diodes and resistors, which gives the following
AND relationship between the output 4 and the two
inputs Ey and Es:

A = E1- Es.

The gate resistance used can be either Rg or Rg/2, or
— by combining these resistors in series or in parallel —
3Rg/2 or Rgf3, respectively. This gives the passive
block a good measure of adjustment to circuit require-
ments in so far as loading and power consumption are
concerned. An AND circuit with more than two inputs
can be obtained by connecting the outputs of a number
of passive blocks, while connecting the resistance of
only one block to the power supply. The arrangement
of the contacts is shown in fig. 3b.

Circuits built up of active blocks

The bistable circuit

With the known systems of blocks the counting and
memory functions are realized with the aid of various
types of bistable circuit, which are varied to suit the
different functions required. Sometimes special blocks
are provided for this purpose, while sometimes these
circuits are built up from two NOR or NAND
blocks [4] (5],

The bistable circuit (flip-flop) consisting of the two
types of active block is shown in fig. 4a for the asyn-
chronous counting mode and in fig. 46 for the syn-
chronous. In both cases negative switching pulses
necessary to block the conducting transistor are applied
to the input denoted by P. In the asynchronous method,
the pulse gate consisting of the diode D, the resistor Ry
and the capacitor Cp ensures that the switching pulses
can only have an effect at the base of the conducting
transistor (61, '

In the synchronous method negative pulses are
continually applied to the P input. These only trigger
the bistable circuit if the signal “0” (collector potential
of a conducting transistor) is applied to the S input.
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The logical convention here
is thus the opposite of that
for the system; this is why
we denoted this input by §
instead of by S. The signal
has to be inverted for each
signal input. This is done
by an active block which,
apart from regenerating the
potential, can also serve
to carry out the OR opera-
tion which is frequently
required at this place (see
fig. 6). These active blocks
may only be loaded with
AND circuits.

If negative parasitic
pulses occur in the output
leads of a bistable circuit,
they must be prevented
from reaching the base of
the conducting transistor
via the internal feedback, in
which case they could trig-
ger the bistable circuit. This
can simply be done by
placing an AND gate in
each feedback loop (de-
coupled flip flop) {71, In the
circuits described below this
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Fig. 4. A bistable circuit (flip-flop), a) for the asynchronous type of counting circuit, b) for-
the synchronous type of counting circuit.
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C B B,B;B,C B,5 -0 + P

Fig. 5. Circuit with five stable states (quinary circuit), built up
of blocks of the system described here. a) Circuit diagram, ) ar-
rangement of the blocks so that connections can be made without

crossover.

In the circuit with five stable states (quinary circuit)
(fig. 5a), the output of each of the five active blocks
is connected with an input of each of the other four
blocks. Since the outputs of the blocks are made
double, the connections can be made without cross-
overs (fig. 5b). One transistor is always cut off, while
the other four are kept conducting via the base inputs
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connected with the collector of the cut-off transistor.
Triggering is from the central clock-pulse generator via
the pulse gates, the potentials at the S inputs determin-
ing which transistor will be marked (cut off).

A quinary circuit can be turned into one with four or
three stable states by the omission of one or two blocks
respectively, together with those leads which only
connect inputs with one another.

The reversible biquinary decade counter

A synchronous decade counter can be made very
simply by the combination of bistable and quinary
circuits [8), Since the biquinary system of counting is
very closely related to the decimal — 2 and 5 are the
prime factors of 10 — there is no need to modify the
circuit to eliminate superfluous counting capacity. This
is important, because such modifications are required
for both counting directions. The reading-out of the
digits is simpler than with the normal decade counters
consisting of four bistable circuits. Ten AND circuits
(AND gates) with an average of three mputs each are
necessary to read ten digits from ‘the posrtlons of the

four brstable circuits. In the biquinary counters,
however ten AND gates -
with two inputs each are
sufﬁcrent Fig. 6 shows the
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Table I. Code of a biquinary decade counter.

. Binary stage Quinary stage
Digit —

¢ C 01 Q2 Qs Q1 0Os
0 0 1 1 0 0 0 0
1 1 0 1 o 0 o0 o,
2 o 1 0 1 0 0 0
3 1 0 0 1 0 0 0
4 0 1 0 0 1 0 0
5 1 0 0 0 1 0 0
6 0 1 0 0 0 0 1
7 1 0 0 0 0 0 1
8 0 1 0 0 0 0 1
9 1 0 0 0 0 0 1

position of the binary stage are combined by the AND
gate Gv for counting forwards and Gr for counting
backwards.

In forward counting, the pulses for the quinary
circuit are fed from Gv to the AND gates Gvi . . . Gvs,
and in backward counting from Ggr to the AND gates
GRri1 ... Grs. A pulse which must be counted forwards
by the quinary circuit will e.g. pass the AND gate Gvs,

carry forward
=) e
Gys

nary stage and a backward-
counting pulse is present.
The counting pulses and the

~N
logic circuit of a reversible ’—‘l/Gva
biquinary decade counter, ~ &O_G_—
using the coding of Table I. —{/@ _
Before a counting pulse is ™ 1
fed to the circuit, it is first L/Grz O_Gﬁ
synchronized with the clock i\.ﬁ oicﬁ
pulse, 'so that its length vi
becomes equal to the in- _ 3
terval between two clock 'oowerd inpdt 7 | Qs Sy “—G_‘
pulses. Eachcounting pulse, (';,4_ s % le OLCF
for counting both forwards -—-Eg‘( B |°C s 53 N:>1:
2 o I RS %
. il}rlrd bbackwatrds ;rep}a:relsl B 121, |22 :
© the binary stage which - G 5 N
is ~then switched oyer by _bgc/(ward input LY - 0—5—@
‘;he clock pulse "Ihe quina- - o N ”
1y stage must sw1tch over | {6
to another posmon in two ~N
= 8
situations, viz 1) when the. | o °_C|ﬁ
output C of the binary '\‘ 9
stage has the potential cor- 1 Grs :
responding to the value “1” ’—D(T— col
- and - a- forward-counting ~N —
. ot
pulse is present, and 2) —-lJGm carry backward
when the value “1” is found
- at the output C of the bi- bina/y siage | quinary stage b ’
: a

Fig. 6. a) Reversible biquinary decade counter b) Circuit for readmg-out of digits from this count-
er. (The P inputs of Bi, Bz and of Qi..

. Qs must be connected to the common clock-pulse line.)
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which is opened by the “1” signal at the output Cs of
stage Qg, thus priming the signal input S3 of the next
stage (in the forward direction) Qs. Similarly, with
a pulse that has to be counted backwards the AND
gate Gre is opened and the next stage (in the reverse
direction) Q; is primed via the signal input. The actual
switching-over is always initiated by the next clock
pulse to coincide with the counting pulse.

Special circuits

A multivibrator can be built up of two active blocks
by connecting their outputs C crosswise via capaci-
tors Cyz to the direct base leads Bo and by connecting
both the leads which are normally intended for the
negative and the positive supply voltages to the positive
supply voltage.

In the monostable circuit the static coupling — as in
the bistable — is formed by the combination Rk, Cx,
Ds and Ds. An external capacitor Cz, which must be
connected between the collector C and the base in-
put By, determines the delay time. The base bias resist-
ance of the capacitively coupled transistor is connected
to the positive supply voltage, so that this transistor
conducts in the stationary state. The monostable circuit
is triggered via the P input of the capacitively coupled
block.

A Schmitt trigger is formed by connecting two active
blocks in series, the emitter leads O being earthed via a
common resistor. The threshold level can be adjusted
by means of another external resistor connecting the
direct base lead By of the first block with the positive
supply voltage. Excitation is via one of the NOR inputs
of the first stage.

Loading rules

The combination of active and passive blocks to give
a logic circuit must be done in accordance with the
loading rules, since each block is loaded by the sub-
sequent stages and itself forms a load for the previous
stage. Because there are only two types of circuit block,
the loading rules can be kept simple.

Each input B;...B, of an active block (NOR)
represents a “NOR load” for the previous stage. Each
input E1 . . . Ep of a passive block (AND gate) repre-
sents a certain number of “gate loads” for the previous
NOR stage; this number depends on the choice of the
total gate resistance:

Total gate resistance 3Rg/2| Rc Rg/2  Rg/3

%)

Number of gate loads k 2/3 1 3

These two types of load may not be discounted against
one another when calculating the maximum permissible
load.
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With a few exceptions, which cannot be discussed
within the scope of this article, the following simplified
loading table is obtained (where allowance must still be
made for the restriction mentioned on page 167 for the
NOR circuit for signal inversion at the S input of a
bistable circuit):

Previous stage : Type of load Load
’ NOR 'AND g<8 k=8
NOR NOR | n =4
NOR n<k

AND

Here g is the maximum number of gate loads which
can be carried by a NOR stage (gate loads must be
added, no matter whether the AND gates are connected
in parallel or in series), & is the number of gate loads
corresponding to an AND gate, and # the maximum
number of NOR loads that can be carried by the
previous stage.

Fig. 7 shows a possible realization of a NOR block
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Fig. 7. Examboles of the construction of two circuit blocks, as used
e.g. in electronic weighing installations. Above AND circuit,
centre and below: NOR circuit.

i8] F. Bregman, Counting circuits equipped with transistors,
Philips Rescarch Laboratories Eindhoven, unpublished work.
E. Schurig, ,,UZ 71“ — Ein neuer Universalzihler, Elektron.
Rdsch. 16, 111-114, 1962.
R. A. Hempel, A 100 kc add-subtract transistorized decade
counter, Semiconductor Prod. 5, 19-24, 1962.
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and of an AND block. In order to increase the economy
of this system, these two types of block can be sup-
plemented by another active block consisting of two
NOR circuits without pulse gate. These can be used

)r"
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Fig. 8. Construction of a synchronous reversible biquinary decade
counter with output amplifiers.
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with advantage wherever the NOR does not form part
of a bistable or polystable circuit.

Fig. 8 shows a reversible biquinary decade counter
with 10 output amplifiers for the digits 0.. .9,

The system of circuit blocks described here has been
used in electronic weighing installations with digital
data encoding and processing.

The synchronous biquinary decade counter was
developed by P. Muuss of the Hamburg Laboratory.

Summary. This paper describes a new system of digital circuit

blocks, designed to meet the special needs of industrial measure-

ment and control techniques, characterized by the following.

a) It contains only two different busic circuits: an active logic
circuit in diode-transistor logic (DTL), and a passive logic
circuit in diode logic.

b) It contains only one type of transistor and two types of diode;
there are no emitter-followers.

¢) The basic circuits of this system can be combined to give not
only bistable but also polystable circuits with for example
3, 4 or S stable states.

d) The bistable circuits can be used for either the synchronous
or the asynchronous counting mode.

¢) The circuit blocks operate reliably under full load in the
temperature range from —10 °C to +50 °C with the most
unfavourable values of the resistances and voltages within
their tolerances, and with the smallest current amplification
and the greatest leakage currents which can occur at the end
of life of the transistor.

f) The loading table is simple.

g) Special circuits, such as multivibrators, monostable circuits
as well as Schmitt triggers, can be realized by simple combi-
nation of two active blocks and one or two extra resistors or
capacitors.

Generation of musical intervals by a digital method

D. Gossel

Introduction

The familiar kinds of musical instrument can be
divided into two classes:

a) Instruments producing notes whose pitch is not
decided upon until the instant of playing: bowed
string instruments and certain wind instruments
are examples.

b) Instruments possessing a store of notes, from which
in the course of playing a selection is made in
accordance with a programme. All keyboard in-
struments belong to this class.

Instruments in class (b) can only be endowed with a
limited store of notes for constructional reasons, and
because the technique of execution might otherwise be
rendered too difficult; also, the access time for what-
ever notes are available must be compatible with prac-

Dipl.-Ing. D. Gossel is a research worker at the Hamburg labora-
tory of Philips Zentralluboratorium GmbH.

534.321.2:621.389

tical requirements for playing the instrument. This im-
plies the existence of some fixed rule or instruction for
selecting individual tones from the continuum of pitch.

Several such rules have been laid down at various
times in the history of music (1, they find practical

‘expression in the various tonal or tuning systems. The

four most important will now be briefly explained and
discussed.

Tonal systems

A tonal system has been defined (2! as a scheme for
dividing the octave into a progressive sequence of tones,
the principle underlying the division being consistently
adhered to and designed to produce musically accept-
able intervals.

1. Pythagorean tuning

This system dates back to the philosopher who lived
during the 6th century BC. It is based upon the fifth,



170 PHILIPS TECHNICAL REVIEW

and of an AND block. In order to increase the economy
of this system, these two types of block can be sup-
plemented by another active block consisting of two
NOR circuits without pulse gate. These can be used

)r"
]

- .-’

Pt R AT SOt N
e e e i S B 2

S la- s 5,40

Fig. 8. Construction of a synchronous reversible biquinary decade
counter with output amplifiers.

VOLUME 26

with advantage wherever the NOR does not form part
of a bistable or polystable circuit.

Fig. 8 shows a reversible biquinary decade counter
with 10 output amplifiers for the digits 0.. .9,

The system of circuit blocks described here has been
used in electronic weighing installations with digital
data encoding and processing.

The synchronous biquinary decade counter was
developed by P. Muuss of the Hamburg Laboratory.

Summary. This paper describes a new system of digital circuit

blocks, designed to meet the special needs of industrial measure-

ment and control techniques, characterized by the following.

a) It contains only two different busic circuits: an active logic
circuit in diode-transistor logic (DTL), and a passive logic
circuit in diode logic.

b) It contains only one type of transistor and two types of diode;
there are no emitter-followers.

¢) The basic circuits of this system can be combined to give not
only bistable but also polystable circuits with for example
3, 4 or S stable states.

d) The bistable circuits can be used for either the synchronous
or the asynchronous counting mode.

¢) The circuit blocks operate reliably under full load in the
temperature range from —10 °C to +50 °C with the most
unfavourable values of the resistances and voltages within
their tolerances, and with the smallest current amplification
and the greatest leakage currents which can occur at the end
of life of the transistor.

f) The loading table is simple.
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as well as Schmitt triggers, can be realized by simple combi-
nation of two active blocks and one or two extra resistors or
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are examples.

b) Instruments possessing a store of notes, from which
in the course of playing a selection is made in
accordance with a programme. All keyboard in-
struments belong to this class.

Instruments in class (b) can only be endowed with a
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tical requirements for playing the instrument. This im-
plies the existence of some fixed rule or instruction for
selecting individual tones from the continuum of pitch.

Several such rules have been laid down at various
times in the history of music (1, they find practical

‘expression in the various tonal or tuning systems. The

four most important will now be briefly explained and
discussed.

Tonal systems

A tonal system has been defined (2! as a scheme for
dividing the octave into a progressive sequence of tones,
the principle underlying the division being consistently
adhered to and designed to produce musically accept-
able intervals.

1. Pythagorean tuning

This system dates back to the philosopher who lived
during the 6th century BC. It is based upon the fifth,
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which represents a frequency ratio of 3 : 2 and is the
simplest musical interval of all with the exception of
the octave, with its frequency ratio of 2 : 1. A succes-
sion of musically new notes is produced when the
gamut is transversed at intervals of a fifth, and in this
respect the fifth differs from the octave. The notes of
the Pythagorean scale are arrived at by superimposing
n fifths in this way and then returning through m oc-
taves to end up in the starting octave; the Pythago-
rean-type interval Ip, is thus the result of multiplying
by (3/2)* and dividing by 2. Accordingly, the under-
lying law is .

3/2)n
62\ cimea

Py =

In the Pythagorean system all fifths are true 3 : 2 in-
tervals. The thirds, having a frequency ratio of 81 : 64,
do not represent a straightforward harmonic interval
and are classed as dissonant.

A property shared by Pythagorean tuning with all
scales having “just” intonation, and some tempered
scales, is that it does not form a closed system. It is
impossible in principle to arrive exactly at an octave
(say) by superimposing a “pure” interval like a true
fifth upon itself, because the relevant frequency ratio
represents a simple fraction that cannot yield a whole
number when raised to a higher power (which is what
the stacking process amounts to) [21. In fact the octave
is not one of the intervals that can be derived from eq.
(1), the relation underlying the Pythagorean system.

Nowadays Pythagorean tuning possesses only histor-
ical interest; on account of its dissonant thirds, it can
only serve as vehicle for a single melodic line.

2. Natural harmonic tuning

This system is the result of introducing a new inter-
val of the simple harmonic type, the major third with
its frequency ratio of 5:4, to supplement the fifth (3 : 2)
and the fourth (4 : 3); the fourth is that interval which,
added to a fifth, is needed to complete the octave.
Fig. 1 shows how all the other harmonic tones are en-

. gendered by the octave, fifth, fourth, major third and
minor third (6 : 5), this last being the interval which,
added to a major third, forms a fifth.

The natural harmonic system is quite a practical
propositionforinstruments in class(a) as defined above,
but is unsuitable for tuning those in class (b) because
too few of the resulting fifths are true to the harmonic
series, and this fact limits the possibilities of modula-
tion.

3. Mean-tone tuning

The system, proposed bAy Arnold Schlick in 1511,
was quite commonly employed in the past, especially
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for organs. The resulting scale contains harmonically
true thirds and tempered fifths. The stacking of four

perfect fifths engenders the dissonant Pythagorean
third (81 : 64), which exceeds the true major third
(5 : 4) by an interval known as the syntonic comma
(81 : 80). As compared with true perfect fifths, the
tempered fifths of the mean-tone system are too flat by
a quarter of a syntonic comma, i.e. by 4Y81/80 ~ 1.003;
the difference is too small to be disturbing, and four of
these mean-tone fifths engender a true major third.
The mean-tone system provides as many as eleven musi-
cally acceptable fifths, but the twelfth fifth needed to
close the circle is far too wide and scarcely tolerable
to the ear (it used to be known as a “wolf”’).

4. Scale of equal temperament

Practically all kinds of keyboard instrument now-
adays are tuned to the scale of equal temperament (or
“well tempered” tuning system). Essentially, the system
is due to Andreas Werckmeister and Georg Neidhard
(c. 1700) although earlier mention of it is to be
found in the works of Ramis de Pareja (1440-1500).
The system closes back on itself via twelve equally

1 W, Dupont, Geschichte der musikalischen Temperatur,
Birenreiter-Verlag, Kassel 1935.

() Adapted from W. H. Westphal, Physikalisches Worterbuch
Part II, Springer, Berlm 1952 pp. 546 and 547.



172

tempered fifths. The tempering consists in the division
between these twelve fifths of the ditonic comma
(531 441 : 524 288), the interval by which the octave is
exceeded when twelve harmonically true fifths are su-
perimposed. This means that the equally tempered
fifth is only a twelfth of a ditonic comma (or about
1.001) flatter than a true perfect fifth. To put it another
way, the scale of equal temperament divides the oc-
tave into twelve exactly equal semitones, or intervals
havinga magnitude of 12y2. The advantage of having a
closed tuning system is that one can modulate succes-
sively from one key to another ad libitum, but this is only
at the price of major thirds that are a little too sharp
and minor thirds that are a little too flat. However, as
experience has shown, the ear becomes accustomed to
this accentuation of the major and minor character of
the relevant modes.

Fig. 2 is a representation of the four tuning systems
just discussed. The octave covers an angle of 2= in
this diagram. The magnitude of any interval can be
expressed in “cents”, a logarithmic unit divised by H.
Bellerman and H. J. Ellis round about 1880. The multi-
plication of frequency ratios is thereby reduced to the
addition of the corresponding cent values; the formula
is

= FPiged. .. . Q)
cent

Thus the octave, an interval of 7 — 2, has a cent value

I

gcent=

Fig. 2. The four most important tuning systems compared. The
octave, having a cent value of 1200, extends over the full circum-
ference of the circle (360°); accordingly, an angle of 1° in the
above diagram represents a difference in pitch amounting to
3 1/3 cents.

ET scale of equal temperament
natural harmonic tuning
mean-tone tuning
PY Pythagorean tuning
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of i = 1200 and the equally tempered semitone, for
which I = 122 is equivalent to 100 cents.

On converting Eq. 2 to Naperian logarithms we ob-
tain:

s 1730y ()
C

ent

and the following approximate expression for small

intervals such that I = | + ¢:
i
—— a 1730 ¢. (2b)
cent

It will be seen from fig. 2 that the major third in the
scale of equal temperament lies intermediate between
the Pythagorean and the natural harmonic third.

Tone production and the tuning of musical instruments

Of particular interest within the framework of the
present article are instruments belonging to class (b).
With the exception of certain electromechanical organs
(the Hammond Organ for example) they all have an
independent oscillator for each note, or at least one
for each of the twelve notes of the chromatic scale,
these oscillators being switched on and off if re-
quired (31,

For reasons that are well known the oscillators
(which may take the form of strings, wires, air columns,
reeds or electronic LF generators) have to be “tuned”,
i.e. retuned, from time to time, and for instruments
employing the system of equal temperament, the
operation usually consists in correcting the pitch of a
chain of fifths (4], The tuner’s professional skill lies in
an ability to find the right tempering for the fifths;
only then will the circle close in twelve steps. In prin-
ciple, tuning could alternatively be done in a sequence
of fourths, major sevenths or semitones. In fact the
use of the semitone as a tuning interval would do away
with the need to work back continually to the starting
octave; this must invariably be done if any other inter-
valis employed. But it is almost impossible to judge the
tempering of a dissonant interval by ear, and so the
consonant fifth and fourth are preferred.

The successful tuning of a musical instrument, in
fact, calls for concentration, time and a trained musical
ear. Specialists able to do the work are nowadays be-
coming fewer and fewer.

In the next section a small electronic device is de-
scribed which permits of exact tuning to the scale of
equal temperament in the shortest possible time. Ad-
Jjustment of a note to the right pitch is done with a
visual aid, the needle of a measuring instrument for
example, and does not in any way necessitate a trained
musical ear. Operation of the device is so simple that
it might be worthwhile considering the desirability of
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simplifying it together with certain keyboard instru-
ments, occasional tuning of the instrument thus being
left to the user. The device is also likely to be widely
adopted for tuning church organs, a job that has to be
done every so often on account of seasonal tempera-
ture changes. This routine is particularly laborious and
time-consuming in the case of the larger instruments
with their multiplicity of pipes and registers.

Generation of intervals by digital means

As is well known it is possible in digital technique to
divide a given frequency fo by any desired whole num-
ber z. Where the value of z is on the large side the usual
practice is to feed fp into a scaler which has been ad-
justed to recognize a preselected z value; having count-
ed this number of input pulses, the scaler emits a zero-
ing pulse and starts to count anew. The zeroing pulses
form a train with a recurrence frequency of f = fo/z.
It is an easy matter to select divisors z; such that the
corresponding recurrence frequencies f; represent mu-
sically acceptable intervals.

If for example we choose z; = 2 and zz = 3, we shall
obtain a true perfect fifth:

===, . ...

All the other intervals are obtainable in a similar way.
The great advantage of the digital method of generat-
ing musical intervals is that the intervals produced are
independent of fo. The absolute position of an interval
in the gamut can thus be changed by varying fo, and
this fact can be exploited for the purpose of transposi-
tion. Digital equipment and methods could conceivably
be used for carrying out investigations into musical
aesthetics, enabling concords with various degrees of
tempering to be quickly and conveniently produced and
compared, and appraised as a function of absolute
pitch.

A digital tuner

The intervals between notes in the scale of equal tem-
perament are given by the law underlying the system:

Iew=222. .. ..... &

Now, » is always a positive integer, so the above re-
lation yields irrational numbers which do not corre-
spond exactly to any interval that can be produced by
digital means (the only exception is the octave, for
which » = 12). However, W. Schott of this laboratory
found that the quotient of 196 : 185 approximates
very closely to the equal-tempered semitone, whose
value is 12 y2, the error being only 5 10-6, It is on this,
and on the fact that the absolute pitch of intervals
generated by frequency division can be varied at will,
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Fig. 3. Arrangement for tuning a musical instrument to the scale
of equal temperament. The sensing element can take the form of
amicrophone, for example, or a magnetic pick up; none is needed
for tuning electronic musical instruments. A moving coil measur-
ing instrument, an electric lamp, a magic eye or the like can serve
as a visual display device.

that the tuner represented sche:natically in fig. 3 is
based.

The output waveform from an LF generator whose
frequency fo is continuously variable over the range
between 40 ke/s and 90 kc/s, which' covers little more
than an octave, is fed to a frequency-dividing stage
which has facilities for division by z; = 196 or by zz =
185, as desired. Thus two frequencies, fi = fo/196, and
f2 = fo/185, are alternatively available from the out-
put of frequency-divider 4 ; and provided fo is constant,
the separation between them is almost exactly equi-
valent to an equally-tempered semitone. The frequen-
cy fou of the note to be tuned is picked up by a sensing
element whose nature depends on the musical instru-
ment being dealt with, and after amplification and con-
version into a pulse train it is applied to a discriminat-
ing circuit in which it is compared with either f1 or f2,

one of these serving as a standard or test frequency fst. '

The difference-indicating arrangements are phase-
sensitive; they should preferably take the form of a

visual display. As the picked-up frequency is gradually

131 D, Wolkov, Electronic organ tone generators, Audio 46,
No. 2, 34-44, and No. 3, 30, 32, 65, 1962. R

141 O. Funke, Theorie und Praxis des Klavierstimmens, pub-
lished by Das Musikinstrument, Frankfurt a.M. 1958.
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adjusted to exact equality with the standard frequency
a fluctuation in the visual display becomes slower and
slower and finally stops altogether; the fluctuation
may appear in the movement of a needle against a
scale, ceasing when the needle finally comes to rest,
or in the dimming and brightening of a small electric
lamp, which finally acquires a constant brightness level.

The tuning procedure i is as follows."

a) Adjust the LF generator to give its standard fre-
quency of 81 400 c/s, which can if desired be controlled
by a built-in quartz crystal. In switch position zs =
185 a standard test frequency of fsz = 440 c/s will be
obtained, and can be used to correct the A above
middle C on the musical instrument being tuned. It is
scarcely necessary to point out that this standard A
can be adjusted to any other desired pitch — 435 ¢/s
for example.

b) Switch now to z1 = 196, with the result that the
standard frequency is lowered by a semitone. This new
standard can be used to tune A flat above middle C on
the instrument.

c) Switch back to zz = 185 and decrease fp until f is in
unison with A flat on the instrument, as just corrected.
d) Switch to z; = 196 and tune G above middle C.

e) Switch back to za = 185 and decrease fo until fy¢
is in unison with G on the instrument, as just corrected.
f) Switchto zy= 196 and tune F sharpabovemiddle C,
and so on.

In the course of twelve downward semitonal shifts,
carried out in the manner described above, all the re-
quired intervals can be found and one finishes up an
octave below the note first tuned. Taking account of
the systematic error involved in each semitonal shift,
which is 5x 10-8, the octave thus arrived at is true to
within about 6 X 10-5. This may be compared with the
smallest deviation from unison that the ear is capable
of perceiving in the most sensitive range of its response
curve, around 1 kc/s; this smallest detectable difference
is 4 X 1073, or two orders of magnitude greater than the
error in the octave.

Where facilities are required for tuning the parallel
octaves in bass or treble along with the twelve notes of
the middle register, it is an easy matter to incorporate
a chain of octave-dividers at 4 or B, i.e. on the stand-
ard-frequency or pick-up side of the tuner, the lower
registers being covered in the former case and the upper
ones in the latter. These octave-dividers are straight-
forward bistable circuits (“flip-flops™) that divide the
incoming frequency by two.

One type of frequency comparator circuit is shown
in fig. 4a; its mode of functlomng 1s explained in
figs. 4b and c.

It is assumed that both Uy and Upy, the standard
and picked-up voltages, can each assume either of two
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Fig. 4. a) Discriminator circuit.
b) Pulse trains operative in the case fst 7 fpu.
¢) Shapes assumed by the same voltages when fit = fpu.

values only, namely zero or the negative maximum.
Further, the ratio between the pulse duration and the
recurrance period is assumed to be constant. The cir-
cuit functions as a NOR gate: the presence of either
of the two negative voltages on the transistor input
suffices to switch it on. The transistor only switches to
the non-conducting state when both circuit inputs
carry zero potential.

If the standard and picked-up frequencies differ
(fig. 4b) there will arise at the collector of the transistor
a train of pulses U, whose breadth fluctuates cyclically.
The corresponding mean voltage U, also fluctuates
cyclically, but is a continuous function of time; it is
this quantity that is visualized. If on the other hand fg
is equal to fpyu, voltage U, will be a train of pulses
whose breadth is uniform, though dependent on the
purely fortuitous phase relationship between the two
incoming signals. The result will be a steady reading on
the measuring instrument. The visual display method
makes it possible to detect very slow fluctuations
(down to a frequency of 0.01 ¢/s) that cannot be per-
ceived by the ear.
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The type of sensing element depends on the kind of
musical instrument to be tuned. A microphone is to be
preferred for picking up organ tones; for piano tuning
a special magnetic pick-up is proposed, fitted with per-
manent magnet pole pieces which allow it to be attach-
ed to the wires on either side of the one being tuned, in
such a way that it has a damping effect on vibrations
in these neighbouring wires. The pick-up also embodies
a small transistor amplifier coupled to a feedback cir-
cuit, which serves to keep the wire being tuned in a
state of sustained vibration. For correct frequency dis-
crimination it is necessary that the resonator under
test should supply a continuous train of oscillations,
Experiments have shown that damped vibrations, such
as are produced by percussion of a piano wire, are
useless for this purpose.

An electronic musical instrument like the “Phili-
corda” is the least demanding as regards the ancillary
equipment required for tuning. No electro-acoustic
transducer is required, because alternating voltages at
the frequencies under test are available from the instru-
ment anyway. In experiments on a “Philicorda’ which
had first been completely detuned in a random man-
ner, it was possible with the aid of the digital tuner to
bring the instrument back to exact conformity with
the equal-temperament scale in a matter of barely ten
minutes.

Musical instruments based on digital interval generation

Musical instruments of the purely melodic type
(fig. 5) or of the type equipped for harmony (fig. 6) can
be devised on the basis of this digital method of gener-
ating musical intervals; the “polyphonic” models are
naturally dearer, the price depending on the number of
melodic lines required.

Both types have much the same fundamental design
as the digital tuner. One essential difference is that the
purely melodic type incorporates one frequency divider
with facilities for selecting 12 different divisors z;.. . z12,
whereas the harmonizing type is equipped with # fre-
quency dividers up to a maximum of 12, for each of
which at least one divisor z,, and possibly a set of m
such divisors, is available.

A feature common to all such instruments is that it is
impossible in principle for them to go out of tune, since
all the notes are produced by numerical division of a
~ single master frequency fp; and all can be transposed at
will, simply by altering fo.

The all-important factor governing the choice of divi-
sors is the type of tonal system desired and, in some
cases, the exactness or truth the individual intervals
are required to have. To finish up, we shall briefly
describe a possible choice for the natural harmonic
tuning. ’
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. The lowest note to be produced is associated with the
- highest divisor z1: .

fo
fi=—. (5)
z1
All the other tones are given by
Jo
So= o ©)

where z,<z). This means that the divisors must be

N

e ()

where a, represents the numerator and b, the denomi-
nator of any of the fractions appearing in fig. 1; these
fractions stand for cancelled-out, frequency ratios.
Since all z values must be integers and no b, value is
a factor of its a;, a sensible move will be to make z;
the lowest common multiple of all the values assumed
by a,:
: Z3 = 2X2X2X2X3X3X5=1720

All the other smallest whole-number values of z, can
be found on inserting z1 = 2X2X2X2X3X3X5 =
7201ineq.(7) (they are set out in Table I'). The choice of
Table I. Divisors required for producing the intervals of a natural

harmonic scale by the digital method, shown against the notes of
the scale.
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Table II. Divisors required for, and errors involved by, an ap-
proximation to natural harmonic tuning.

Error
Note Zy X
’ , percentage in cents
C R 60 — —
D flat - 56 : + 4.4 + 7.7
D 53 + 6.3 +10.8
E flat 50 — —
E 48 —
F | . 45 S — —
G flat 42 — 8.0 —13.8
G 40 — —
A flat 38 —13.3 —23.1
A 36 — —
B flat 33 +10.0 +17.3
B 32 — —
(od 30 — —

components required is now greatly reduced. Six bi-
stables will be ample, and even so, seven of the inter-
vals produced are true as against five which are not.
Some of the deviations are rather large; for example,
that in the minor sixth amounts to almost the fourth
part of a semitone.

However, a better approximation can be obtained
by choosing z1 three times as large. The result of so
doing is that the minor seventh and diminished fifth
all become true intervals. With a highest divisor of

21 =2X2X3X3X5=180

the number of bistables required is eight, and the tun-
ing that results is as shown in Table III. The scale arriv-

Note fv[fl Zv
C 1 720
D flat 16/15 675
D 9/8 640
E flat 6/5 600
E 5/4 576
F 4/3 540
G flat 36/25 500
G 3/2 480
A flat 8/5 450
A 5/3 432
B flat 9/5 400
B 15/8 384
(o4 2 360

ed at in this way would be quite acceptable musically. : .

Table IIX. Divisors and errors entailed by a closer approx1matlon &
than that in Table II.

720 as highest divisor entails a certain outlay of cir-
cuit elements — 10 bistables, say, and the associated
decoding circuits. This outlay can be greatly reduced
if the designer confines himself to producing only the

consonant intervals at their true values, accepting .

slight deviations in the dissonant ones.
"~ For example, let us suppose that only the octave,
fifth fourth and the major and minor thirds need be
taken into account in fixing z;. The highest divisor then
becomes

z1 = 2X2X3X5 = 60.

The new set of divisors and the errors they involve are
displayed in Table II; a positive sign means that the
tone in question is too sharp. The quantity of

Error i
Note 2y -

Percentage in cents 1%
C 180 — — i
D flat 169 —L5 —2.6 -
D 160 — —
E flat 150 — —
E 144 — —
F 135 — —
G flat 125 — —
G ' 120 — —
A flat 112 +4.4 +7.7
A 108 —_ [
B flat 100 — . — iy
B 96 .- N — .
(o4 9 . — S

Summary. A method familiar from digital techniques, enabling a. -
given frequency to be divided by any desired whole number, can
be exploited for producing musically acceptable intervals. The
more important tuning systems are briefly reviewed. A descrip-
tion follows of a device suitable for quick and accurate tuning of
keyboard instruments; it produces an equally-tempered semitone,
which can be transposed through the gamut at will. The true «

semitonal interval, whose value is 121/5 can be closely approxi- . *

mated by performmg the division 196 : 185, the error being only
5x10-6. Also described is a procedure for arriving at a complete
scale of notes for a melodic instrument, or one affording facilities
for harmony. By way of example, numerical values are given for
the intervals of natural harmomc scales obtamable by the d1g1tal
method.
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A video tape recorder for non-professional use

H. K. A. de Lange

681.84.081:621.397

While the recording of sound signals on magnetic tape has become common practice for
many non-professional purposes, the magnetic recarding of television signals was until
recently confined to places where the expensive and complicated equipment involved can
be operated by technically trained personnel. Recently, however, video recorders have been
constructed which can be operated by persons with np technical training.

The possibility of recording television signals on a capable of being operated by persons who have had no
1agnetic tape has existed for a number of years. Until  technical training. This article describes a video tape
:cently, however, its application was limited to tele- recorder of this kind, developed in our laboratories.
ision studios. For non-professional use the equipment It is likely that these recorders will come into use in
1ould be more compact and less expensive, and mustbe  the near future both in the entertainment sector and
;ITK._A.V(IL—' Lange is on the staff of Wiener Radiowerke GmbH, elsewhere. The video recorder will - be usefu" for
ienna. example, in schools, where it can allow a particular
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television programme to be played back as often as
required, so that parallel classes can see the programme
at different times. Because of the fact that the pictures
can be shown immediately after recording, a video
recorder can render other valuable services in educa-
tion, especially in vocational schools. Related fields of
application are motion studies in industry, coaching in
games and athletics, and theatre and ballet.

- Video recordings can also be used as evidence of
traffic offences as well as for studying traffic situations.
More generally, the use of this system of recording
pictures is indicated in those cases where there is more
interest in the recording of the pictures than in storing
all of them for archive purposes. Finally, mention
should be madé of the application of video recording
in X-ray diagnostics. This application, for stationary
pictures, has already been described in this journal in
an article on the recording of television signals on a
magnetic wheel store (1],

Reduirements to be met by the recorder

Before describing the apparatus itself, we shall
mention the principal requirements to be met by a non-
.professional video recorder.

1) Since it has to be operated by non-technical people,
the apparatus should require no critical adjust-
ments, and there should be no risk of damage by
errors in operation.

2) 1t should be possible to connect the recorder to a
normal television set without the latter having to be
radically modified. This applies both to recording
and playing back a programme. The recorder must

" also be able to work in a closed-circuit. television

system, i.e. in combination with a television camera,
a microphone and a video monitor.

3) The apparatus must be easily transportable.

4) Tape consumption should be such that the tapes are
not too expensive or too bulky.

5) A reasonable playing time without interruption
should be possible. :

6) No particularly high demands should be made on
the constancy of the voltage or frequency of the
supply mains.

7) The picture quality need not be equivalent to that
obtained with professional recorders, but should
still be acceptable.

8) The price must be substantially lower than that of
professional video recorders.

This summary discloses the paradoxical fact that in
some respects the demands on a video recorder of this
kind are greater than those imposed on the more
expensive studio equipment. We refer in particular
to the safeguards needed against errors in opera-

tion, and to the possibility of connecting the recorder
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diréctly to a normal television set. This creates
problems in connection with supplying and ex-
tracting the signal; we shall return to this later. The
less stringent demands on picture quality allow a

simplification compared with studio video recorders:

the maximum frequency of the video signals to be
recorded can be lower. Studio video recorders are
required to record frequencies up to say 5 Mc/s, where-
as the highest frequency for the recorder described here
is 2.5 Mc/s [2). This made it possible to reduce the tape
speed and also the overall dimensions-of the recorder.

Principle of the recorder

In the simplest magnetic recording system the
recording and playback head is stationary and the tape
is moved past the head. For the recording of videp
signals, however, this system presents considerab!(e
difficulties. If we take the highest video frequency as
2.5 Mc/s, and the shortest wavelength that can be

recorded on the tape as 2 um, which is about the best’

that can at present be achieved, then the tape speed
needed is 5 metres pér second. If the playing time is not
to be too short, this would mean the use of very large
tape reels. Furthermore it is difficult at such a high
speed to maintain reliable contact between tape and
recording head. An added difficulty is that such large
and heavy reels call for relatively large motors and a
complicated braking system.

For these reasons a system was adopted in which the
scanning speed is made much greater than the tape
speed by mounting the head on a rotating disc. The
system is basically the same as that of an experimental
apparatus for studio use, a brief description of which
was published some time ago in this journal (3, In the
non-professional recorder to be described here, how-
ever, the limited frequency band has allowed reductions
in the size of the apparatus and the tape speed.

The principle of the system is illustrated in fig. 1. The
magnetic tape B, 25 mm wide, is drawn around very
nearly the complete circumference (355°) of the
stationary drum T in a helical track. The tape speed is
only 19 cm per second. With this approach, using reels
with a diameter of no more than 20 cm, which can take
a tape with a length of 540 metres, a playing time of
45 minutes can be achieved. The pitch of the helix is
slightly less than the tape width. The drum, the dia-
meter of which is 15 cm, contains a disc S which rotates
at a speed of 50 revolutions per second. Mounted on
this disc is the recording head (video head) Ky, which
rotates with the disc, so that it runs in a slot G round
the complete circumference of the drum 7. In one
revolution the video head thus records a track about
47 cm long obliquely across the tape, and owing to the
slight displacement of the tape during each revolution,

-

ey
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each successive track lies beside the preceding one. The
entire tape is filled in this way with recorded tracks
except for a narrow space at each edge. Fig. 2 shows
the relative positions of a few tracks on a part of the
tape. The distance between centres of two successive
tracks is 180 pm.

VIDEO TAPE RECORDER
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For the playback of the recorded pictures the same
head is used. Obviously the head must run exactly over
the tracks and not, for example, on the boundary
between two tracks. It is therefore necessary to cnsure
that the rotating disc remains in the correct phase in
relation to the tracks. To ensure this, the normal frame

Fig. 1. Principle of the video recording system.
to the rotating disc S, runs in the siot. V guide-

T drum with slot G. The video head Ky fixed
vane housing the synchronizing head Ks and

the audio head Ka. K. erasing head. B magnetic tape. Hi and Hz tape reels. A tape drive

capstan. Dy and D2 pressure rollers.

Since the video head rotates at a speed of 50 r.p.s. it
follows that each track is recorded in the time needed
for one picture frame (1/50 s), so thata complete picture
is recorded on each track (although with half the
number of lines). During recording, the rotation of the
disc is synchronized with the picture frames, the phase
being set so that the recording head crosses from the
incoming to the outgoing tape just before the flyback.
Each frame synchronizing pulse is thus completely
recorded and there is no interruption between the
recording of this pulse and the next frame. As the

Fig. 2. The video signals are recorded in oblique tyacks on the
25 mm wide tape. Each track is 180 pm in width and roughly
47 cm in length. Frame synchronizing pulses are impressed along
n:lc top edge of the tape and the audio signals along the bottom
edge.

interruption necessary for passing from one track to
the next occurs just before the flyback, a few lines in
the picture are lost, but this is hardly if at all noticeable
on playback as the last lines in every frame are usually
covered by the mask round the picture tube.

synchronizing pulses are impressed during recording
along one of the edges of the tape, at intervals of
190/50 = 3.8 mm. This is done by means of a station-
ary head (synchronizing head) Ks which is mounted
with the audio head Ka, to be discussed presently, in
the guide-vane V. During playback the head Ks sup-
plies pulses which control the tape speed and the phase
position of the rotating head Ky in relation to the tracks.
The recorded frame pulses thus have the same function
as the perforation on films, and could be referred to
here as a magnetic perforation.

The sound signals are recorded on the other edge of
the tape. This is done by the audio head K, which is
accommodated with Ks in the guide-vane V. During
recording, the magnetic tape unwinding from the
reel H is first passed over the erasing head Ky, which
is wide enough to erase he picture, sound and syn-
chronizing tracks of any recording already present,

111 J, H. Wessels, A magnetic wheel store for recording television
signals, Philips tech. Rev. 22, 1-10, 1960/61.

{21 fn this connection it should be noted that in many normal
television transmissions there are no video signals with fre-
quencies higher than 2.5 Mc/s; the quality of the picture
reproduced by the video recorder is no poorer than that of a
directly received television picture from such a transmission.

3] F. Th. Backers and J. H. Wessels, An experimental apparatus

for recording television signals on magnetic tape, Philips tech.
Rev. 24, 81-83, 1962/63.
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coupling system dispenses
with the need for slip rings
and brushes, and rules out
the risk of unreliable con-
tact.

The tape drive system
consists of the spindle A4
and two rollers, D; and Do,
pressing both the tape ar-
riving at the drum, and the
tape leaving the drum,
against the capstan. With
this drive system there can
be no irregularities in the
tape specd at the drum,
caused for example by the
reels. Morcover the tension
of the tape is much less
than it would be if the

head.

Fig. 3 shows a photograph of the tape deck, where
the various parts discussed can be seen. The top cover
of drum T has been removed in order to show how the
video head Ky is mounted on the disc S. Fig. 4 shows
a photograph of the video head. The magnetic material
used is ferrite, and the ferrite is partly enclosed in glass
to avoid disintegration, which is otherwise particularly
liable to occur at the head gap.

Some constructional details

The disc S is driven by a pair of asynchronous
motors coupled to the spindle of the disc by a pulley
drive. The motors exert a greater torque on the disc
than is needed to obtain the right speed of rotation.
The required speed is maintained, however, by an eddy-
current brake, the energizing current for which is sup-
plied by a control circuit. We shall return to this circuit
when dealing with the electronic circuits.

The reason for control by braking and not by means
of the motors is that the power to be supplied by the
control circuit can then be lower. If the motors were
controlled, the control circuit would have to supply the
energy nceded for starting and sustaining the movement
of the disc and its video head. Moreover, the circuit
technique is much simpler for eddy-current braking
than for motor control.

The rotating video head is coupled to the signal-
handling part of the circuit by means of a transformer
consisting of two halves, one having a stationary
winding and the other rotating with the disc. This

L— [ —

Fig. 3. The tape deck. The cover gn the drum T (see fig. 1) has been removed to show the video

take-up reel had to move
the tape around the drum.

Winding tape under high
tension on to a reel can,
after a certain time, cause
plastic deformation of the tape and this could
give rise to picture distortion. Since the tape speed
has to be highly constant, the spindle 4 must be
driven by a motor which can easily be regulated.
It is moreover necessary, with a view to the fast

e .

' ;

Fig. 4. The video head K. (see fig. 1) with holder.

forward winding or rewinding of the tape, to drive the
spindle very fast. A d.c. motor is used for the best
solution of these two requirements. To avoid wear and
interference that might be caused by brushes an “optical
collector™ is used. With this device the direction of
current flow in the stator coils is reversed at the approp-
riate moment by a bistable circuit (flip-flop), driven by
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a phototransistor. The arrangement is shown schema-
tically in fig. 5. Fixed to the spindle A of the
motor M is a disc Sy, which is situated between the
Jamp Lm and the phototransistor FT. This disc has
four slits through which the phototransistor is periodi-
cally illuminated as the disc rotates. As a result the
bistable circuit is intermittently switched from one
state to the other, reversing the direction of current in
the stator windings. '

[

MS

Fig. 5. Schematic illustration of 2 motor with “optical collector”.
M motor. A spindle (see fig. 1). Sy rotating disc with slots.
L lamp. FT phototransistor. MS motor control circuit.

Recording the video signal

As already mentioned, the frequency range of the
video signals that can be recorded is from 0 to 2.5 Mc/s.
This is such a wide range that it is difficult to record the
signal directly; the lower frequencies especially cause
difficulties. This was discussed in detail in the article
under reference 111, which also describes a method of
avoiding these difficulties, i.e. by recording not the
video signal itself but a carrier modulated b'y the video
signal. In this way ong can ensure that in the spectrum
of the modulated signal the ratio of the highest to
lowest frequencies is smaller than in the video signal.
Frequency modulation is employed to minimize the
effects of possibly disturbing variations of the signal
amplitude (due for gxample to bad contact between
tape and head). The modulator is a multivibrator whose
frequency is controllgd by the video signal. The multi-
vibrator frequency can be varied from 3 to 4.3 Mc/s,
and the circuit is designed so that the lower of these
two frequencies corresponds to the peaks of the
synchronizing pulses. The

L
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is denoted by Mod. The video signal (Vid), which may
be supplied by a camera or, as we shall describe later,
by a television receiver, goes via the amplifier A1 to
the modulator while the FM signal reaches the video
head Ky via the amplifier 42 and the rotary trans-
former If. :

Since the frequency of a multivibrator is in general
not very constant and may vary for a number of reasons
(e.g. temperature and mains voltage fluctuations, and
ageing of the valves) a stabilizing circuit is employed
which keeps the lower frequency limit at exactly 3 Mc/s.
For this, the output signal from Az is fed not only to
the transformer 7f but also to the discriminator Di.
This is essentially a tuned circuit, whose impedance-
frequency characteristic has a steep slope at 3 Mc/s. The
signal from the discriminator is supplied to the modu-
lator after rectification and amplification in the d.c. .

amplifier As. )

Ind,
0.04 >
) A K,
Ay Mody Ao U
vid > > > > =
A3 Di
<

Fig. 6. Block diagram of the circuit for recording the video
signals Vid. Ay and Az a.c. amplifiers. Mody modulator (multi-
vibrator). Di discriminator. Az d.c. amplifier. Ky video head.
Tf transformer, one half of which rotates with the video head.
Ind, visual indicator. a terminal for the synchronizing circuits
(see fig. 12).

The amplifier 41 also supplies a signal for a visual
indicator Indy, necessary when adjusting the video
signal by means of the gain control in 41. A further
signal is taken from A1, via the terminal a, for the syn-
chropizing circuits discussed below. )

Far playback the recorded FM signal has to be
converted back into a video signal. A block diagram
of the method used is shown in fig. 7. The signal
delivered by the video head Kv reaches the amplifier 44
again via the rptary transformer Tf. The amplifier is
followed by a Qimiter B. The output signal from this
limiter is passed to the frequency detector FDy. '

The limiter has to be really effective, because at the

higher of the two frequen- Ky
cies correspondsto the white As 0 i FOy 8 A ¢ n
level. Vide—— < 4,3 < < "‘a-'u

Infig. 6, where the method
of recording the video signal
is represented in a block
diagram, the modulator

Fig. 7. Block diagram of the circuit for
transformer. A4 and As amplifiers. B limiter. FDv frequency detector.
video signal Vid obtained from As can be supplied to a monitor or, in the manner iliustrated
in fig. 11, can be'used, for playback with a television receiver.

playback of the video signals. Ky video head. Tf rotary
Fiy low-pass filter. The
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high speed of the video head the contact between head
and magnetic tape is relatively poor and consequently

fairly considerable variations can occur in the strength.

“of the FM signal. The limiter used here is a mulri-
vibrator, having a constant output voltage and over a
wide range a frequency identical to that of the FM
signal. The FM signal is applied to the grids of both
valves.

Another reason for using an effective limiter is that, because of
the small value of the modulation index of the FM signal, the
components of this signal lie in a wide frequency range. A fre-
quency demodulator is therefore needed which has a very wide
and hence relatively fiat characteristic. This means that undesired
amplitude variations of the FM signal would have a relatively
large effect on the output signal.

The essentials of the frequency detector FDy are a diode and a
tuned circuit whose resonant ﬁ:equency is lower than the fre-
quency of the FM signal to be dgtected. This signal is thus con-
verted in the conventional way'jnto an amplitude-modulated
signal, high instantaneous frequeng:y of the signal corresponding
to a small amplitude.

Here it is useful to note an advantage of the “active” limiter,
such as a multivibrator, compared with most other (“passive”)
limiters. This advantage appears when the video signal is briefly
interrupted, as a result for example of a small irregularity in the
magnetic tape. When this happens a passive limiter gives no
output, and this shows itself at the output of the discriminator
described above as a signal with a very high instantaneous
frequency. This causes white streaks in the picture. With the trig-
gered multivibrator employed here this effect is much less trouble-
some. If the trigger signals are interrupted the multivibrator
continues to oscillate. If this “self-oscillation frequency” is
arranged to lie in the middle of the frequency band covered by
the FM signal, this signal then corresponds to grey, causing less
annoyance.

In order to remove any remaining FM signal, the
output signal from the frequency detector is passed
through the low-pass filter Fi;, whose cut-off frequency
is 3 Mc/s. Via the amplifier 45 the video signal can now
be fed to a monitor or to a normal television receiver
in the way described below.

Recording the audio signal

The audio signal is recorded at one of the edges of the
tape in the same way as in normal tape recorders. A
block diagram of the circuit used is shown in fig. 8.
The audio signal 4ud, which may come from a micro-
phone, a gramophone pick-up or from a television
receiver, goes via amplifier g to the audio head Ky
and to the visual indicator Ind, as well. This is used
when adjusting the signal level by means of a gain
control in Ag.

- 14 See for example W. K. Westmijze, The principle of the
magnetic recording and reproduction of sound,.Philips tech.
Rev. 15, 84-96, 1953/54.

[5) Sec for example W. Werner, The different television standards
considered from the point of view of recejver design, Philips
tech. Rev. 16, 195-200, 1954/55, in particular pages 198-199,
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Following established technique 41, 2 biasing signal
of much higher frequency than that of audible sound
is superimposed, in order to reduce distortion in the
magnetic recording of the audio signals. This biasing
signal is supplied by an oscillator Osc,, the signal from
which is also used for the erasing head K.

The playback of the audio signal is also conventional.
The signal supplied by the audio head K, is amplified
and can be fed to a final amplifier or, after further
processing, to a television set. '

Connecting the video recorder to a television receiver

The requirement of being able to connect the video

- recorder to a normal telévision receiver without radical

modifications to the receiver gave rise to a number of
special problems. One of these relates to the circuit
employed for synchronizing the rotating video head
with the frame synchronizing pulses. We shall return to
this circuit later. Another problem arises from the fact
that in Europe hardly any television sets are fitted with
a mains transformer, which means that the TV receiver
chassis may carry mains voltage. Taking video and
audio signals from the video and audio amplifiers of a
television receiver in a conventional way would often
result in excessive mains hum. Moreover this would
generally amount to an infringement of safety regula-
tions.

For these reasons the signals in our apparatus are
taken from the intermediate frequency amplifier. Due to
use of the intercarrier sound television system [8] both
the video and the sound information are available here,
To avoid modification of existing television receivers,
the signal is taken off by an electrode capacitively
coupled to the anode of the last I.F. valve. This.
electrode is in the form of a ring encircling the valve:
it is mounted, properly insulated, in a screening can.

Fig. 9 shows a sketch of this can, with the transformer
coupling between the ring (E/) and the coaxial cable
connected to the video recorder. The video recorder
contains a circuit corresponding to the last I.F. stage

Ind,
As A
Aud D g Ka
Oscq 1
> %n Kw
)

Fig. 8. Block diagram of the circuit for the recording of audio
signals Aud. As amplifier. K, audio head. K erasing head.
Oscy oscillator. Ind, visual indicator.
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Fig. 9. The video signal to be recorded can be obtained from a
normal television receiver without radical modifications to the
receiver. This is done by means of a ring electrode (Ef) which is
capacitively coupled to the gnode of the last L.F. valve. The ring
electrode, properly insulated, is mounted in a can fitted around
the valve. Kb coaxial cable. ¢f; transformer.

and the video detector of a television receiver working
on the intercarrier sound system, The relevant block
diagram can be seen in fig. /0. The coaxial cable Kb is
connected via a transformer ¢f3 to the I.F. amplifier A7,
which is followed by the video detector VidD. The video
signal and the intercarrier sound FM signal are obtained
from the output of thig detector, After amplification
(As), the FM sound signal is demodulated in the fre-
quency detector FDg where the audio signal (Aud) is
produced. Video and audio signals can then be con-
nected to the points indicated in fig. 6 and fig. 8.

Fig. 11 shows a block diagram of the circuit enabling
playback of the recorded signals through a gelevision
receiver. Here video and audio signais are modulated
on to carrier waves with frequencies corresponding to
the video apd sound carriers of one of the television

Vid
Ay Vid D
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channels 2, 3 and 4, the frequency range of which
extends from 48.25 to 67.75 Mc/s.

The vision carrier is generated in the oscillator Oscy,
and is modulated by the videg signal in the modula-
for Mods. 1t would be possiblg to generate the sound
carrier by means of another pscillator, this oscillator
then being frequency-modulated by the audio signal,
This method, however, invo!ves a complication due to
the fact that there must be an exact frequency difference
qof 5.5 Mc/s betwegn the t\{'o carriers.

* In order to majntain t[}'is difference with sufficient
agcuracy it would be ngé:eqsary to generate the two
c‘prriersywith the aig of cr{stql oscillators, in spite of the

'

‘Oscv :
‘.
HF — - , v v—Vid
' Mod;
v 1 Fip Mod;
e jsTS\ - »a—Aud
L § ' »
Ag FDy Az |
|| B b — >

Fig. 1. Block diagram of the cireuit for playback of the recorded
signals through a nqrmal television receiver. Vid videp signal.
Aud audio signal. Mpd; frequengy modulator. Mods amplitude
modulator. Oscy oscillator. Fiz pand-pass filter. Ag intgrcarrier
amplifier. FD, frequency detector. As d.c. amplifier. fF cop-
nection to the aerial terminal of the receiver.

’

fact that there is no call for great absolute accuracy of
the frequencies. To avoid the fairly expensive solution
Which this would represent, an auxiliary car;’ier' with a
centre frequency of 5.5 Mc/s is frequency-modulated by
the augdio signal. Due to the much fower frequency
sufficient absolute accuracyr can be obtained by simple
means (see below). Next, the vision carrier is gmplitude-
modulated by both video signal and FM auxiliary
;:arrier, This produces, as one of the sidebangs, a signa]
component whose frequency is 5.5 Mc/s higher than
that of the vision carrier and which contains the audio
signal as frequency modulation. This is the modulated
' / sound carrier required.
To economize on circuit

IR RO

FiL!-_IO. Block diagram of the circuit for deriving the signals to be recorded from a television
receiver. Elpng electrode (see fig. 9). £f1 and #fz transformers. Kb coaxial cable. A7 I.F.ampli-
ficr. VidD video detector. As intercarrier amplifier. FDs frequency detector. Vid video signal.

Aud audio signal.

. components, the' same
Ag FDq . . . .

, . multivibrator that is used
> — —>Aud for converting the video

signal into an FM signal
during recording serves for
generating the modulated
auxiliary carrier. As in
fig. 6, this multivibrator
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is 'dcnoted in fig. |1 by Mod,. (The frequency, which

is between 3 and 4.3 Mc/s for recording, is set, upon
switching over, to a centre value of 5.5 Mc/s.) The
signal from this modulator, together with the video
signal, goes via the band-pass filter Fiz to the modu-
lator Modz mentioned above. The output voltage from
Mods is the aerial signal for the television receiver, A
free channel can be selected with a switch on the oscilla-
tor Oscy; the receiver must also, of course, be set to the
same channel. ’

The centre frequency of the multivibrator Mod, is

stabilized at a value of 5.5 Mc/s by means of a simple *

feedback system. The output signal from filter Fis is
passed via amplifier 4 to-the frequency detector FDj,.
(These two units are the same as used in the recording
of the audio signal, and are denoted by corresponding
letters in fig. 10.) The d.c. ‘Yoltage supplied by FD, is
amplified in the d.c. ampliﬁér As, which was also used
in the recording of the video signal (see fig. 6) and
applied to the multivibrator Mod. Following this
scheme, the centre frequency of the auxiliary carrier
wave can be kept with sufficient accuracy at 5.5 Mc/s
without the use of extra components.

‘The synchronizing circuits

To ensure that, during recording, the rotating disc
with the video head completes exactly one revolution
per frame and that, during playback, this head travels
over the recorded tracks, two synchronizing circuits are
provided, one of which governs the rotation speed of
the disc S and the other the tape speed. The demands.
made on these circuifs are rather severe, dug to the fact
that the yideo recorder must function satiéfactorily in
combination with a normal television receiver. In most
television receivers the line time-base has flywheel syn-
chronization. This strongly reduces the influence of
interference on the line synchronization, since the
playback line frequency adjusts itself to the mean fre-
quency of the line synchronizing pulses received over a
certain time interval. Incidental interference pulses
cannot then cause the line flyback to accur at undesired
moments, and so in spite of the presence of interference
an undisturbed picture is obtained. For recording and
playing back the pictures through a tape recorder, how-
ever, this imposes the requirement that the rotation
speed of the disc .S and the tape speed, which govern
the line frequency on playback, must be extremely
constant — just as constant as the line synchronization
frequency of the signal sent out by the television trans-
mitters. In the video recorder described here we have
met this 'requirement rather simply by taking as our
basis the mains frequency, which is sufficiently constant
for the purpose. Further details are given below.

A diagram of the synchronization circuits in the

PHILIPS TECHNICAL REVIEW

VOLUME 26

“record” position is shown in fig. 12. The video
signal, obtained from the point marked « in fig. 6, is
connected via a in fig. 12 to the sync separator S,
which is identical with the corresponding circuit in a
television receiver. The frame synchronizing pulses
obtained from the signal in this circuit are fed to the
synchronizing head Ks, which records these pulses at
the upper edge of the magnetic tape.

Fig. 12. Diagram of synchronizing circuits used in recording,
a connection for the amplified video signal (see fig. 6). SS sync
separator. # mains connection. NS circuit for replacing frame
synchronizing pulses during a temporary interruption of the video
signgl. RSk and RSy control circuits. Ao and Aig amplifiers.
S’ disc mqunted on the same spindle as the video head disc .
Ky video head. WR eddy-current brake. Ly, Lm angd Ly lamps.
FWy and FWy photoresistors. K synchronizing heag. M motor
with spindle A for driving the magnetic tape 8. Sy disc mounted
on the spindle of the motor M. FT phototransistor. M.S motor
control cirguit. )

To ensure that the dif;c S with the video head K,
completes exactly one revolution per frame, a second
disc S is fitted to the spipdle; this rotates between the
electric lamp Ly and the fphotoresistor FWy. As there
is a small hole in the disc a current pulse is generated
at every revojution. These pulses, together with the
frame synchronizing pulses obtained from the sync
separator S\, are supplied to the control circuit RSy 161,
this delivers a d.c. voltage related to any frequency or
phase difference between the two pulse trains. This
d.c. voltage, amplified in Ay, actuates the eddy-current
brake WR. In this way the number of revolutions per
second described by the disc §’, and thus also by the
video head, remains equal to the frequency of the frame
pulses; at the same time, suitable design ensures that, at
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every frame pulse, the video head is at the proper place
(just beyond the point where the recording head moves
from the incoming to the outgoing tape).

During recording it can happen that the synchroniz-
ing pulses are temporanly interrupted. This happens,
for example, during a transmission failure and also,
briefly, when the receiver is being tuned or switched
over from one television channel to another. In such
cases strong braking action would be exerted on the
discs Sand S’. When the synchronizing pulses reappear,
it would normally take some time before the correct
" speed of rotation was reached again and the video
signals recorded in the proper manner. This undesired
effect is reduced in that, if the synchronizing pulses are
interrupted, other pulses derived from the mains
voltage are automatically supplied'in their place. The
relevant circuit, marked N.?‘ in, ﬁg 12 thus “opens”
when the synchromzmg pulses\ cut O}It The speed of
the disc is in this way mamtal &d at 50 revolutlons per

second, and, when the pulses eturn, jonly the phasing -

of the disc has to be readjusted !

The control system governing the fape spged works
broadly in the same way as tha; for the video head disc.
The disc Sp employed for the Pptlcal collector (see
fig. 5) also serves for this purpoge. This disc and the
motor control circuit MS are shown again in fig. 12.
In addition to the four slots for the optical collector the
disc contains eight holes which, when illuminated by
an electric lamp Ly, throw light pulses on the photo-
resistor FWh. Since, at the correct tape speed the
disc Sh rotates at a speed of 6} revolutions pgr second,
50 pulses per second are gehefated. These, together
with the frame synchronizing pulses, are fed to a second
control circuit, RSy. The d.c. voltage obtained from this
goes, via amplifier 410, to the control cireuit which
supplies the power for the tape transport mptor.

During fast winding and rewjnding of th'e tape the
motor is not governed by the control cireuit but is
connected to a higher voltage, so that the speed in-
creases to about 75 revolutions per second.

When the video recarder is used for playback the two
synchronizing circuits function jn essentially the same
way ( fig. 13). Instead of the frame synchronizing pulses
however, mains-derived pulses are now used, These are
taken from the point marked » and fed to RSy and also,
via the phase regulatar FR, to RSh. Both the rotation
speed of the video head disc and the frequency of the
frame pulses supplied by the synchronizing head K; are
thus made equal to the mains frequency. As the mains
frequency never fluctuates very rapidly, this gives a
sufficiently constant frame frequency to enable play-
back of television pictures in conjunction with a
receiver having flywheel synchronization.

VIDEO TAPE RECORDER
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Fig. 13. Diagram of the synchronizing circuits used for play-
back. FR phase regulator. The other letters have the same
significance as in fig. 12.

With the phase regulator FR the user can chqnge the
relative phase of the mains voltage pulses supplled to
RSy and RSp. This can be set so that the VIdpo head
runs exactly over the tracks. If this is not the: case, a

moiré pattern can be seen’in the reproduced picture;
an example is shown m fig. 5 of the article qu;oted[l]

Some technical detalls

The electronic circuits qf the recorder are mounted
on a chassis which can be pwung out at the regr of the
cabinet for serviging; see fig. /4. For the signal-hand-
ling circuits valves are mainly used, whereas the
synchronizing circuits are mostly transistorized. The
recorder has in all 21 valves, 45 transistors and 25
semiconductor diodes. '

For change-over from recording to playback and
vice versa, there are a large number of switches for the
variops electronijc circuits, The user need only turn a
single switch, however; a servo motor does the rest.
The two tape reels are epch driven by a fan-cooled
motor. Including the motors for the video head disc
and for the capstan, there is a total of eight motors.

Tape reels of 20 cm diameter can be used which take
as already mentioned, a magnetic tape 540 metres long,

* giving a playing time of 45 minutes. Fast forward wind-

ing or rewinding of the whole tape takes 44 minutes.

The video recorder has five control knobs, which can
be seen in the title photograph. They serve respectively
for regulation of the video signal level, adjustment of

6] The design of a similar circuit is described in reference 13,
_ pp. 8-10. .
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Fig. 14. Rear view of the video recorder. The chassis carrying the clectronic assembly has becn

swung outwards.

the phase of the mains pulses which govern the tape
speed during playback (FR in fig. 13), regulation of the
tape tension, regulation of the audio signal level when
recording with a microphone, and regulation of the
audio signal when recording from a television receiver,
Above these knobs are located the visual indicators for
controlling video and audio levels.

The recorder measures 63x42x39 cm. It weighs
45 kg. The power consumed from the mains is 400 W.

An important part in the early development of this
video recorder was played by Ir. W. van den Bussche of
Philips Radio, Gramophone and Television Division,
Eindhoven.

Summary. To record television pictures on magnetic tape it is
necessary to record video signals with frequencies up to a few
Mc/s. The high rclative speed of tape and recording head which
this calls for is obtained at a low tape spced (19 cmy/s) in the
apparatus described by arranging for the head to rotate in a drum
around which the tape travels. The tracks (one per frame) are
recorded slanting across the tape. At the same time the frame
synchronizing pulses are recorded along one edge of the tape, and
the sound signals along the other edge.

Pictures and sound can be recorded using a camera and a
microphone (or record player) and the recorder can also be
connected to a normal television recciver, The receiver does not
have to be radically modified for this purpose, the signal being
taken from the last intermedinte frequency valve by meuns of an
electrode enclosed in a can around this valve, During recording,
the rotational speed of the video head is kept in synchronism with
the frequency of the frame synchronizing pulscs. During playback
the tape speed and the rotational speed of the head are controlled
insuch a way that the frequency of the frame synchronizing pulses
equals the mains frequency. If required, playback is also possible
with the aid of a monitor and an amplifier with loudspeaker.
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Crystal growth of silicon carbide (II)

H. B. Haanstra and W. F. Knippenberg

Some time ago 11 we discussed here crystal forms
which appear in the initial stage of the growth
of SiC crystals during the reaction between an inti-
mate mixture of carbon and quartz powder at a tem-
perature of 1500 °C in an argon atmosphere. The
observations were made with an electron microscope.
The crystals grow as “whiskers™ and are in general
very long. They are formed mainly on the carbon
particles.

548.52:546.281°261

and there are no marked differences between individual
whiskers.

When comparing the crystal forms produced by the
two different reactions it occurred to us that the local
thickening on the whiskers grown from the mixture of
carbon and quartz powder might have something to
do with the presence of globules of SiOz. A simple
experiment showed that this supposition is very prob-
ably right.

Fig. 1. Electron-photomicrographs of two types of whiskers grown in the reaction between

carbon and quartz powder.

Some of these whiskers show local thickening, which
may be globular, giving the crystal the appearance of
a string of beads (fig. /a), or may take the form of
“sleeves”, in which can be seen a fine structure of dark
lines perpendicular to the long axis of the crystal: these
lines do not continue right through to the surface of
the sieeve (fig. 15). The rounded outer part of the sleeve
gives the impression of being amorphous. The micro-
graph does not show any internal structure of the
beads, the latter being so thick as to be opaque to
clectrons of the energy used.

Recently we also found crystal growth in the form
of whiskers in the reaction between silicon vapour and
carbon at a temperature of about 1500 °C. Here again,
very long and whiskery crystals grow in the first stage
(fig. 2); the striking thing here, however, is that no
local thickening is found on these whiskers. The crys-
tals have a constant diameter over their whole length

H. B.' I_Iaanslra and Dr. W. F. Knippenberg are research workers
at Philips Research Laboratories, Eindhoven,
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Fig. 2. Electron-photomicrograph of whiskers grown in the
reaction between carbon powder and silicon vapour.

{11 W. F. Knippenberg, H. B. Haanstra and J. R. M. Dekkers,
Crystal growth of silicon carbide, Philips tech. Rev. 24, 181-183,
1962/63.
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Fig. 3. Some whiskers obtained from carbon and quartz powder after exposure to the action of hydrofluoric acid.

In this experiment the whiskers were exposed for
some time to the action of hydrofluoric acid vapour;
the reaction of this acid with SiO; resuits in the forma-
tion of gaseous SiF4, while it does not attack SiC. This
treatment affects only the thickened parts of the whis-
kers. The beads have disappeared, and in their place
Is seen as a rule a tangled mass of whiskery crystallites

around the continuing body of the whisker ( fig. 3a);
in some cases outgrowths in the form of platelets are
found (fig. 36). On the sleeves the amorphous-looking
part disappears, while the cross-lines become much
more distinct (fig. 3c). The experiment makes it seem
likely that the parts which disappeared consisted of
SiOz. On a whisker whose long axis is oriented
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obliquely to the direction of the incident electron beam,
it can be seen that the bands are due to the presence
of rings around the continuing body of the crystal
(fig. 3d). At these places the crystal itself is usually
slightly thickened. Sometimes one has the impression
that the rings are hexagonal on the outside (the hex-
agon can be best seen at the part marked by the arrow
in fig. 3d).

In view of these observations the following hypo-
thesis to explain the growth seems rcasonable. Small
globules of SiOz on a growing SiC whisker react lo-
cally with carbon diffusing over the crystal surface 21
The SiC thereby produced first forms rings around
the whisker and then grows epitaxially on the crystal
already present. This assumption is supported by the
fact that, on whiskers not yet exposed to hydrofluoric
acid, an amorphous layer is visible around each ring
(see fig. 1b). It is not yet clear why the growth in the
beads takes place in such a disordered manner; it may
be bound up in some way with the size of the beads,
the distance between the surface of the bead where the
reaction takes place and the whisker being relatively
large.

In many cases a globule was also found at the end of
a whisker (fig. 4). This might be a confirmation of
the hypothesis of Wagner and Ellis 3}, who assume
that the whiskers originate in a globule. Whether, how-
ever, every whisker has such a globule we were not
able to ascertain.

According to another hypothesis, put forward in
the article 11 alrcady cited, the growth of a whisker
might be the result of a lattice defect in the long axis
of the crystal. In the material discussed at the time we
did not observe any crystals that had such a defect.
Very many more whiskers have now been investigated,
and a few specimens have indeed been found in which
a line is visible in the long axis of the crystal, possibly
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Fig. 4. Whiskers with globules at the end.

indicating the presence of an axial defect (fig. 5a). The
remarkable thing is that in some cases these lines do
not continue to the end of the crystal (fig. 5b). The
number of whiskers showing a line of this kind is ex-
tremely small compared with those that seem to grow
without an axial lattice defect.

The photomicrographs reproduced were selected
from a large number made by Mrs. Gijsbers-Dekkers
with the Philips electron microscopes EM 100-B and
EM 200.

i21 W. F. Knippenberg, Growth phenomena in silicon carbide,
thesis Leiden, 1963. This work has also been published in
Philips Res. Repts. 18, 161-274, 1963 (see pagc 235).

31 R. S. Wagner and W. C. Ellis, Appl. Phys. Letters 4, 89,
1964 (No. 5).

0,7 um

|

Fig. 5. Electron-photomicrographs of two whiskers showing an axial lattice defect.
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A sensitive monitor for X-rays and gamma rays

H. van Ammers and J. Hesselink

in hospitals, laboratories and factories there is a
growing need for simple, handy instruments for deter-
mining the presence and amount of ionizing radiation
in various places. These radiation monitors are not re-
quired to measure with exceptional accuracy the levet of
radiation present — or, to be more exact, the exposure
rate 11 — but they do have to be highly sensitive, i.¢.
capable of detecting very low exposure rates. More-
over, in certain cases, for example in X-ray diagnostic
rooms, they are required to react to relatively soft ra-
diation, i.e. radiation of relatively low quantum energy.

In the following we shall discuss a radiation monitor,
developed by Philips, which is extremely sensitive,
which responds to soft X-rays and gamma rays and
which can be used not only for measuring exposure
rates but also for exposure measurements (fig. /).
Apart from measuring radiation levels and checking
the effectiveness of radiation screening, the instrument
can thus also act as a portable monitor, for example
for measuring the exposure to which a person working
with radioactive material is necessarily subjected during
the course of his work. Both for measuring exposures
and exposure rates the upper limit of the measuring
range can be set at three values, which are respectively,
I, 10 and 100 mR and 1, 10 and 100 mR/h. The indi-
cation 1s accurate to within 159,

The detecting element in the new monitor is formed
by a cylindrical ionization chamber, part of which is
visible on the right in fig. I. The cylinder wall is of poly-
styrene and is 4 mm thick. The front face is made of
tropic-prooflaminated paper 0.5 mm thick (70 mg/cm2).
These walls are thin enough to enable the ionization
chamber to detect soft X-rays, but thick enough to en-
sure sufficient mechanical strength ( fig. 2). If the de-
tected radiation is not particularly soft (quantum ener-
gy higher than 35 keV) a polystyrene cover of the same
thickness as the side walls can be fitted over the front
face. The inside of the chamber wall is conductive.

The second electrode differs from that found in
most ionization chambers in that it is formed by a hol-
low cylinder of graphitic “Philite”. This cylinder, which
is also sealed at the rear end, contains the components
of the electronic circuit whose cleanliness must be pro-

Ir. H. van Ammers and J. Hesselink are on the staff of the
Electromedical Laboratory of Philips X-ray and Medical Appar-
atus Division, Eindhoven.

5§39.1.074.2

tected; the principal parts concerned are the electro-
meter tube and thec measuring resistance dealt with
below.

The meter rcading over a wide range depends only
very slightly on the quality of the radiation (quantum

D

s E R [Ty , i - |

Fig. }. The radiation monitor XL1000/00, for measuring both
exposure and exposure rates. The measuring range for both can
be set at three upper limits, viz, 1, 10 and 100 mR or mR/h. The
knob on the left is used for selecting the measuring range, the
push-button in the middle for changing from ‘exposure™ to
“exposure rate”. The pointer is set to zero with the knob on the
right. The reading is accurate to within 15% in a wide range of
radiation qualities. The instrument is specially designed forcasy
handling and for ease of rcading; the weight is about 1.9 kg.

M If it is not a question of measuring the radiant energy ab-
sorbed by the body at a particular place but simply of measur-
ing the radiation level at a certain point in space — the meas-
ure being the ionization in air — the terms “exposure” and
“exposure rate” are nowadays used instead of “‘dose™ and
“dose rate”.

The definition of the terms “dose “and *“dose rate” will be
found in the articie: J. Hesselink and K. Reinsma, Dose-
meters for X-radiation, Philips tech. Rev. 23, 55-66, 1961/62,
which also deals with the physical principles of dose mecasure-
ment.
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Fig. 2. Axial cross-section of ghe ionization chamber. The sensi-
tive volume is approximat¢ly 850 cm?, - Thetinner aléctrode is in
the form of a hollow cyliqdej’, which contains the glectrometer
tube and various pther cpmponents (R, C1 and Co of
fig. 4). 1 side-wall and face cover (right) of polystyrene. 2 front
face of laminated paper. 3 inner electrode of graphitic “Philite”.
4 conductive coating. 5 leak electrode of aluminium. 6 high-insu-

lation methacrylate ring. ,

energy). 1t depends rather more markedly on the direc-
tion of the incident rafdiation,- byt this effect’is not sig-
nificant provided the radiation is pot very soft; see fig. 3.

The operation of the ionizeftion chamber can be
checked by fitting a face cover containing a weak ra-
dioactive source (137Cs, radioactivity <1 microcurie).

35 40
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The circuit

The circuit (see fig. 4) consists of three main parts:
1) the input circuit, 2) the amplifier, and 3) the power
supply. In the figure these three sections are shown
respectively as a, b and ¢. We shall start with the input
circuit.

When the instrument is switched on, the wall A of
the ionization chamber is at a potential of about +50V
with respect to the leak electrode B. The potential of
the inner electrode C is roughly equal to that of B.
‘When switches D; and Dg are set in the position as
shown, irradiation of the chamber causes a current [
to flow through the resistor Ry which is almost equal to
the ionization current that flows through the ghamber .
from A to C. In this position of D1 the exposure rafe
«is measured. Whep the switch D; is set to po§ition 2,
the current I charges the capacitor Cs, and the exposure
is then rpeasuredﬁ. The potential difference Vs pro-
duced across Ry (or Cz) by the current I is the input
signal to the amplifier. After an exposure measyrement,
switch Ds can be used for discharging the capacitor
Cs; it can also be used — even in a radiation field —

. to check the zera settipg; see below.

The amplifier (section b) consists of two main parts:
the actual amplifier circuit (left) and a negative feed-
back circuit (top right). The first amplifying ejement is
an electrometer tube E, and the others are thg transis-
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Fig. 3. The meter reading over a wide range depends only very
slightly on the quality of the radiation. The figure shows for
three situations (see sketches) a plot of the radiation quality
(expressed in the ‘half-value thickness dy for copper) versus the
factor Ct by which the meter reading has to be multiplied in or-
der to find the true exposure rate (or exposure). The solid curve
relates to the case where the chamber, with face cover, is irra-
diated from the front; the dashed line relates to the same case

02

05 ’ 0 20mm Cu

’ d1/2

without the cover. Under radiation from the side, values are
found which lie roughly on the solid curve. if the radiation enters
obliquely, the values lie in between the curves. At dy>0.1 mm Cu
thedirection of incidence is relatively insignificant. The minimum
value of Ct is 0.85; in a wide range of radiation qualities the read-
ing thus deviates less than 15%. Also plotted on the abscissa is
the quantum energy of monochromatic radiation with the rele-
vant haif-value thickness.
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tors T to T4. Without negative feedback the amplifier
provides a voltage gain 4 of 101, The anode curreat of
E, which is about 5 pA, is also the base current for 7.
As can be seen, the grid current of the tube E flows
through the measuring resistor R; ; this causes the slight
difference mentioned above between I and the ioniza-
tion current (the grid current is at the most 3 x 1015 A ;
at 1 mR/h the ionization current is roughly 7 x 10-14 A,
which is about 25 times as large).
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back to the input. The values of the resistors are such
that f, in the three positions of S, has the values 10-2,
10-1 and 1, respectively. The amplification factor
A[(1 + AP) of the amplifier with the feedback switched
. on, which is almost equal to 1/, thus has the respective
values 100, 10 and 1. The variable resistor Ris serves
for fine adjustment. The resistor Rs is used for coarse
adjustment of the zero point, and Rig for fine adjust-
ment; R3 varies the screen-grid voltage of the electro-
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Fig. 4. The circuit; lcft (section a) the ionization chamber with
measuring resistor R1 and measuring capacitor Cz; centre
(section b) the amplifier with meter M and negative feedback cir-
cuit (Ri5 to Rig); right (section ¢) the power supply section —
the power comes from two 1.5 volt dry cells; the rest of the power
pack consists of a converter with a voltage stabilizer.

The wall A of the ionization chamber is connected to the out-
put 50 V of the power pack, the leak electrode B is connected
to the output 0 V. The inner electrode is connected to the con-
trol grid of the electrometer tube E (type CK 5889; this tube
has an external leak electrode g). The connection between C and
E is insulated with methacrylate. The value of Ry is 1012 Q; C;

The negative feedback circuit is formed by the re-
sistors Ri5 to Rig and the three-position switch S. This
switch serves not only for stabilizing the amplifica-
tion factor but also for selecting the required meas-
uring range. Setting switch S to a different position
changes the part f of the output signal ¥y, which is fed

consists of two capacitors of 5.6 pF in series and has a leak
resistance of more than 1013 Q. Switch D, is used for switching
from “exposure rate’” to “exposure”; Dz can be used for chcck-
ing the zero setting in a radiation field and also, after an expo-
sure measurement, for discharging Cs. T1 to Ty are silicon tran-
sistors (type BCZ 11) which are relatively insensitive to tempera-
ture variations. The switch S is used for switching over to a dif-
ferent measuring range, thereby changing the degree of negative
feedback. The coarse adjustment of the zero setting is effected
by varying the screen grid voltage with R3; the fine adjustment is
effected via the negative feedback by means of R1p. Capacitors Cs,
C4 and Cs prevent the amplifier from going into oscillation.

meter tube, and Rig controls the voltage returned to
the input via the feedback circuit.

Adjustment of the zero setting with resistor Rip, which is part
of the negative feedback circuit, is necessary because in general
the meter pointer has to be returned to zero while the switch D»
is open, in order to eliminate the grid current contribution. How-
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ever, thetimeconstant of theinput circuit is fairty long (3 seconds).
This means that any change in My is only siowly followed by the
corresponding change in the potential ¥c of C. In the time that
clapses before the new equilibrium state is reached the meter M
gives a certain reading. With a direct control Vc would have to
be changed just as much as Va, and the spurious reading would
be troublesome. When however the control is effected via the
negative feedback, the variation of Vc corresponding to the re-
quired variation of V. is very much smaller, and the unwanted
deflection is scarcely noticeable.

The power for the new monitor is supplied by two
1.5 volt dry cells connected in series; cells of this kind
are available in most parts of the world. The voltages
required for the ionization chamber and the amplifier
are obtained from these cells by means of a converter
together with a stabilizing circuit. The converter is of
a conventional type, consisting of a transformer and
two transistors acting as a switch (2. The output
voltage of the transformer is stabilized with a Zener
diode, i.e. a solid-state diode which breaks down at a
fairly low, accurately defined reverse voltage [31, This

2] See for example T. Hehenkamp and J. J. Wilting, Philips
tech. Rev. 20; 362, 1958/59.

31 See for example L. P. Hunter, Handbook of semiconductor
electronics, chapter 1, McGraw-Hill, New York 1962.

141 See for example J. P. Beijersbergen, M. Beun and J. te Winkel,
Philips tech. Rev. 20, 122, 1958/59: in particular page 134.
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stabilized secondary voltage acts as the input voltage
to a second transformer, the output voltage of which is
rectified and smoothed. The circuits for —7.5V and
—15V, required for the transistors, have a very low
impedance at low frequencies.

Since transistors are used in the amplifier, the meter
deflection cannot be entirely unaffected by room tem-
perature. This effect, however, is minimized by using
silicon transistors (41, For exposure-rate measurements
— when the pointer will in any case generally be reset
to zero — the temperature effect is insignificant.

Summary. A radiation monitor - is described which has an
ionization chamber with a thin front face and thus responds to
fairly soft radiation. The monitor is also highly sensitive. It can
be used for measuring both exposures and exposure rates. For
both cases there are three measuring ranges, viz: 1,10and 100 mR
or mR/h. Under irradiation the voltage which the ionization
current produces across the measuring resistor (or capacitor)
is first amplified by an clectrometer tube and then by four tran-
sistors. The amplifier is provided with a negative feedback circuit,
which is also used for switching to a different measuring range.
The power is supplied by two 1.5 volt dry cells and a converter in
conjunction with a voltage stabilizer. A source (}37Cs; radio-
activity < 1 microcurie) is provided to check the instrument; the
pointer can be accurately set to zero and checked at any time,
even in a radiation field. The meter reading is only weakly depen-
