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Introduction

The need for nonlinear CAD in high-frequency circuit design has increased
tremendously in the last decade. SPICE, and its derivatives, were virtually the only
nonlinear circuit analysis programs commercially available five years ago. Today we
also have harmonic balance based programs and SPICE-enhanced mixed mode
simulators. These programs are suited for different applications based on the
frequency range and whether the circuit is analog, digital or mixed. This paper
focuses on the state-or-the-art in the harmonic balance set of simulators, since these
simulators perform more efficiently and accurately in high-frequency problems.
Some aspects of the Spice-based simulators are discussed as well as other methods
for nonlinear circuit analysis.

The goal of nonlinear circuit CAD is straightforward. It is to reduce fabrication and
engineering costs by meeting design goals in the first fabrication pass. This will only
occur with accurate models of circuit components, efficient simulation of practical-
sized circuits, and with designers who understand the limits of both the simulation
and fabrication process used. MMIC requires first-pass success to be cost effective
and hybrid designs greatly benefit from first-pass success. The designer must
understand the limits and configurations of linear and nonlinear models; for

example, two microstrip line tees close together may violate the accuracy of the tee
model. Spurious coupling effect within an enclosure is another example that the
designer must recognize because most circuit simulators cannot predict it. Full EM
field simulators can determine these modes, but most are not efficient enough to be
used on an interactive design basis.

As systems become more complex, full nonlinear modeling of interaction between
sub-systems becomes important. The ability to efficiently handle wide separation of
frequency components, from kHz to GHz, within a system was not possible until
recently. Multichip MMIC circuits containing sub-systems of amplifiers, mixers,
switches and phase shifters can be simulated and optimized together as one system.
This development advances circuit simulation to accurate system simulation without
the need to make overly restrictive assumptions on the sub-systems.

The topical outline of this paper identifies recent advances in nonlinear harmonic
balance CAD which are critical to the usefulness of nonlinear CAD as a design tool.
These topics are:

*analytic Jacobian calculation * multitone analysis

* sparse Jacobian methods * oscillator analysis

* nonlinear noise analysis * pulse and transient analysis

* statistical analysis * improvement of analysis convergence
*broadband optimization * analysis of circuits with bifurcations

In addition to these topics, some background material is presented to classify the
methods of nonlinear analysis and state the harmonic balance problem. All of these
topics have been presented previously within the literature, but they are collected
here with an emphasis on practical applications rather than mathematics.

Simulation Methods

Two most popular methods that solve nonlinear circuit analysis problems are direct
integration, as used in SPICE, and the harmonic balance method. Although both
have good points and bad points, neither can be used alone for all problems. Table
1 classifies these methods, along with others, in the domain that the linear and
nonlinear elements are calculated. Each of these methods will be discussed briefly.



Pure Time-Domain Methods

The direct integration method (referred here as the SPICE method) solves a set of
coupled nonlinear differential equations using brute force integration {1]. Special
time step selection and convergence methods are used to improve the robustness of
the simulators. This allows SPICE to handle highly nonlinear circuits that are
excited by arbitrary waveform sources. SPICE allows transient analysis of a circuit.
All other methods presented here are meant for stead-state analysis, although some
can handle special-case transient analysis. Oscillator start-up analysis and non-
periodic responses (chaotic) can be analyzed effectively in the time-domain.

Attempts to solve for the steady-state solution directly with time-domain methods
have been made without much success. The shooting method searches for the set of
initial conditions that produce a steady-state response. The circuit equations have
to be solved over the fundamental period in order to determine if the initial
conditions did indeed produce a steady-state response. At the end of each period, a
Newton based optimizer, or some other nonlinear minimizer, is used to determine a
new set of initial conditions so the next iteration yields a steady-state response.
Much time is used each iteration to compute the single period response so success
has only been marginal. Another approach has been to compute the state of the
circuit at a number of time instants and extrapolate from these points the set of
initial conditions that result in the steady-state response. Again, only marginal
success has been met.

There are three main difficulties with time-domain methods that have not been
successfully solved. The first is the long analysis time required to compute circuits
with long time constants. This occurs when the circuit is high Q, has long
transmission lines, or contains frequency components that differ by an order of
magnitude or more as in mixers and intermodulation problems. The time required
to allow the transients to die out can be on the order of a few fundamental periods
to several tens of periods, depending on the Q of the circuit. If two tones are
exciting the circuit and the difference between them is small, then the analysis must
take place for at least the period of the difference. However, the time step must be
small enough to accurately represent the exciting tones, so the number of time steps
becomes very large. The long execution times necessary for these types of analysis
preclude SPICE based simulators from being used for many RF and microwave
circuits.

A second difficulty is that the linear elements must be computed in the time-
domain. All elements that exhibit dispersion (such as microstrip transmission lines
and discontinuities) are only computable, and measurable, in the frequency-domain.
This leads to simplified models for many linear components that could be
determined accurately in the frequency-domain. For much RF work, quasi-static
approximations can be used to form an equivalent circuit of the element in terms of
basic electrical components, but this introduces large, complex networks that slow
execution time. Some work has been performed to Fourier transform the
frequency-domain response into a type of impulse response and then form the
convolution integral to evaluate the time-domain response. This approach is
computationally expensive and has not been demonstrated for problems of practical
size.

Finally, the third difficulty is more of a post-processing issue rather than basic
limitations. Obtaining nonlinear frequency-domain quantities from time-domain
simulators has been a difficult task. Responses such as power gain, return loss and
efficiency are not readily computed by SPICE programs and therefore require
computation by the user. It seems that significant progress could be made in this
area, since it does not require complex mathematics, but software vendors have not
acted to remedy the problem.

Hybrid Time-Domain/Frequency-Domain Methods

The hybrid methods are classified according to the domain the error function is
formed from; that is, if convergence is determined from the errors in the frequency-
domain, the method is called harmonic balance [2]; if it is determined from the
errors in the time-domain, the method is called sample balance. Harmonic balance
programs are commercially available from vendors such as Compact Software [59],
Hewlett Packard and EEsof with their respective products Microwave Harmonica,
MDS and Libra. Harmonic balance methods will be discussed here, but sample
balance has very similar characteristics.

Given the fundamental frequencies of the analysis, a set of harmonically related
frequencies can be generated according to a pre-defined harmonic-selection
algorithm which is only dependent on the order of desired nonlinearity from the
user. Since harmonic balance use the Fourier series to transform between the
frequency and time-domains, the infinite summations must be truncated for use on a



computer. For example, if the circuit is excited by a single tone, a user can select
the number of harmonics to be included in the analysis. If a two-tone test is
performed, the user can select the order of the intermodulation products that will be
considered in the analysis, and so on. In harmonic balance, the linear components
are computed in the frequency-domain at all harmonically related frequencies
within the analysis. This allows the linear network to use the most accurate models
of high frequency circuit components available. Dispersive and lossy transmission
lines, coupled transmission lines and discontinuities can be accurately modelled
using microwave linear analysis software. Analysis of the linear components in the
frequency-domain is one of the main advantages over time-domain methods. The
nonlinear components are defined in the time-domain so that the same models used
in SPICE can be used in the hybrid methods.

Formally, harmonic balance is a nodal analysis of the voltages and currents at each
node in the circuit. Since high frequency circuits generally consist of few nonlinear
devices interconnected with many linear components, a nodal analysis for the whole
circuit leads to sparse matrices that require special handling. The method usually
employed is to gather all the linear components into a single sub-network and the
nonlinear components into a second sub-network, as in Figure 1. A set of wires
connect the two netwoks. The linear sub-network is then dense and easier to
handle. The set of harmonic balance equations are then confined to the interface
between the two sub-networks. This method is known as piecewise harmonic
balance and is applied in all commercial harmonic balance simulators.

The harmonic balance method is intrinsically steady-state because of the use of
Fourier series. Start-up and transient analysis are not possible in the same sense of
a time-domain analysis. Special cases can be configured by exciting the circuit with
a periodic square wave or a periodic pulse train. Under certain conditions, these
can simulate a step and impulse response, respectively. The square and puise waves
are formed using a set of sinusoids of proper amplitude and phase. The waves have
high harmonic content for accuracy, so the harmonic order of the analysis must be
high.

Since the steady-state solution is determined, both time-domain and frequency-
domain quantities are readily available. Gain, return loss, efficiency, spectral purity,
etc. are easily computed frequency-domain quantities while voltage, current and
power waveforms are determined by inverse transforms.

Pure Frequency-Domain Methods

In the pure frequency-domain methods the nonlinear devices are computed in the
frequency-domain. This is accomplished by writing the nonlinear model equations
as power series. The first series used was the Volterra series which was limited to
small nonlinearities due to its complexity. Volterra series greater than third order
are very difficult to determine and were limited to single variables, making FET
simulations inaccurate over broad operating regions. Generalized power series [3]
were introduced as the expansion of an operator using a basis function in order to
facilitate high order nonlinearities, but determination of the basis coefficients was
still a problem. Arithmetic operator methods (AOM) [4] simplified both problems
of Volterra and generalized power series methods by composing the four basic
operators as spectral transform matrix operations. All other functions (e.g. tanh(x))
are composed of expansions on the four basic operations. This greatly simplified
the determination of general nonlinear modeling using more than one control
variable.

The advantages of AOM over harmonic balance are significant. Firstly, AOM can
perform multitone analysis efficiently because multi-dimensional Fourier transforms
are not needed, as in harmonic balance. Analyses generally require that exact
derivatives of the nonlinear devices be known for efficiency and improved
convergence. AOM produce derivatives more easily than the time-domain SPICE
models. However, the restricted modeling capability limits the frequency-domain
method in today’s commercial application.

A large disadvantage of the hybrid and frequency-domain methods is the large
amount of computer memory that is required for large circuits or circuit with many
frequency components. Memory upwards of 48MB is needed just for the derivative
matrix when a circuit of 20 FETs is analyzed under large-signal two-tone excitation
with 5th order intermodulation products are considered. This number increases
dramatically when three tones are present. Sparse matrix techniques for the
derivative matrix greatly reduce this, but are not always useful in highly nonlinear
conditions.



The Harmonic Balance Problem

Harmonic balance analysis combines the efficiency of frequency-domain analysis of
linear circuit elements and the accurate time-domain analysis of nonlinear devices.
This hybrid technique is based on an algorithm to enforce the equality between the
time-domain and frequency-domain independent variables at the domain interface.

Full Analysis

Consider a typical nonlinear circuit consisting of nonlinear devices (e.g. FET,
diodes, etc.) which are interconnected with linear elements (e.g. transmission lines,
inductors, capcitors, etc.), biased by some external DC sources, and driven into its
devices’ nonlinear operating range by some external signal generators operating at
possibly non-harmonically related frequencies.

Note that a typical nonlinear device is modeled by a time-domain intrinsic model
packaged with a linear frequency-domain parasitic network. The intrinsic nodes of
the model are the nodes where the time-domain model is connected to its
frequency-domain parasitic network. The nodes where the frequency-domain
parasitic network connects to the external circuit are known as the extrinsic nodes.

Since the harmonic balance technique requires access to intrinsic ports of the
nonlinear devices, the ports of the driving sources (signal generators and DC biases)
and the output ports, therefore, an augmented port admittance matrix is required.

The augmented port admittance matrix (herein referred to as {Y]) consists of all the
linear elements in the circuit, including the parasitics of the nonlinear device,
augmented by the admittances of the external driving sources as shown in Figure 1
(note that an output port with Z, impedance termination can be treated as a 0-volt
signal generator in series with Z, internal impedance).

In a one-tone harmonic balance analysis, all the frequencies present in the nonlinear
circuit must be harmonically related. If we chose the Kth harmonic (of the
fundamental) to be the highest frequency of interest, then, from sampling theorem,
the minimum number of time samples needed for waveform reconstruction without
aliasing is

N=2K+1 (1

w = [k wp] k=1.K 2)

Because N > K, computation time is considerably reduced if the nonlinear state-
variables chosen are in the frequency-domain.

If D is the number of nonlinear devices, ND is the total number of nonlinear device
ports, and S is the number of DC sources plus signal generators, then for each
device, the instantaneous voltage and current at the intrinsic device port are given
by

d d"
vy= rd[ xa(0), "d;(‘)i(—‘)- xd(t—-t)) 3)
: de"

dxd(t) d"xd(t)
ig= gd| xa(), ——,...,——, x4(t=7) (4)
( dt d
whered = 1,2,...,.D
X4,V ig, are the set of state-variables, intrinsic port voltages, and intrinsic currents

for device d respectively, and f, and g, are the set of nonlinear time-domain
equations for device d.

Given the spectral components of the state-variables X4(k), in steady-state, the
time-domain state-variables are given by

K
x4(0) = Rc{ D X4k é‘“’o‘} (s)
k==K

where w, is fundamental angular frequency.

Since x4(t) is real, and therefore X (-k) = X,"(k), then

K
xa(D = x40 + 2Re { D X400 é‘“‘o‘} 6)

k=1

Given (3) and (4), the spectral components of Ig(k) and V4(k) of device d are
computed from their respective waveforms by the following equations:

N

14k = ) i) et ™

=0
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Vo) = Y vy vt

(8)
=0
If In) and V) are the vectors device spectral currents and voltages at the linear-
nonlinear interface, then we can represent I and V) in a compact notation:
1,00 = [, (X )1 (X ), I p (X )] N
V(X)) = [V, (X)), V(X e, Vg X np)) T (10)
On the linear subnetwork portion, the currents into the linear subnetwork, I}y, is
computed as follows:
I(X)Y=Y V(X) + ], 1
where V(X) = [V,(X), V,], and V, and J, are the voltage and current source vectors
respectively.
Note that I, are the currents into the linear network, and I, are the currents into
the nonlinear devices.
Since the harmonic currents at the linear and nonlinear sides are of opposite
directions, by Kirchhoff's current law, they should sum to zero at every harmonic if
convergence is achieved. This is the harmonic balance error:
E(X) = [E[(X).E2(X2)o . Exp Xy (12)
=1,(X) + 1,,(X) (13)
=1,(X)+Y V(X)+], (14)

Therefore, the harmonic balance problem is 1o find a set of state-variables X such
that E(X) = 0.

Solving Methods

Since X is complex, therefore, E(X) is a set of complex functions. However, in
practice, X is normaily decomposed into X =Re{X} and Xj=Im{X} recal variables.
Hence, the toial number of unknown variables is ND * (2K + 1) variables.

In practice, E(X) will not be zero, and therefore, solving the system of equations
E(X)=0 problem is similar to minimizing E(X). A large number of system solving
algorithms can be used. Some of these algorithms are robust, but slow, while others
offer superior speed but do not have good convergence properties. The following
sections investigate the properties of some of these methods.

Gradient Method

The Newton-Raphson method is well-known for its quadratic convergence if the
starting point is close enough to the final solution.

X" = X" = JXM T E(XY (15)

To improve convergence, especially for highly nonlinear circuits, a damping factor d
can be applied. Hence, the above equation becomes

X" = X" —d JX™ T E(XP) (16)

Since numerical gradient computation is time consuming, a new class of algorithms,
known as quasi-Newton, were developed to reduce the time in computing the
Jacobian. One such method is the quasi-Newton with Powell-Broyden update
algorithm yields satisfactory results for most classes of circuits. The Broyden update
algorithm approximates the Jacobian by

B"(X™) = JMX™ (17)
and

B B+ (y" - B"s")(s™)"

s™'s" (8
where
=X o xn (19)
¥ = EX™ - E(X") (20)

As evident in the equations above, updating B involves three matrix multiplications,
three matrix subractions, one matrix addition and one scalar division. Hence, a
quasi-Newton method with Broyden's update formula is more efficient than a
conventional Newton-Raphson method.



The Newton-Raphson (quasi-Newton) method gives good performance, but fails to
converge when starting point is not close enough to the solution. One strategy to
provide the Newton-Raphson method with a good starting point is to use the results

of DC analysis. From experiments, this strategy helps convergence for most classes
of circuits.

The main disadvantage of Newton-Raphson method is the case when the Jacobian is
singular, and therefore, no solution exists.

Analytic Jacobian Calculation

The process of calculating the Jacobian numerically is inefficient and generally
inaccurate when the error functions are not sensitive to the parameters.

Analytical Jacobian evaluation [5,6] can be computed if the gradients of v(t) and i(t)
in (3) and (4) can be found analytically. That is, if the partial derivatives of fand g
with respect to the state-variables and time-derivatives y,, are available, where
9
Ym= "
then, we get the Fourier coefficients C,,, and D,,, of the voltage and current
derivatives with respect toy,:

K
af Jkw
EEP R m)
3 K
mg: - .‘ZKD'""‘ et (22)

Given these Fourier coefficients, we can readily calculate the Jacobian by expressing
(21) and (22) in frequency-domain. Using chain-rule on the equations, we get [5,6]

n
JF
= D (5w "Crns (23)
o m=0
G, %
x . m
X, - Z(szo) Dkes (24)

m=0

These analytic derivatives can then be applied to (14) to obtain an analytic
Jacobian. This idea can be extended to handle situations whereby a mixture of
nonlinear devices with and without analytic derivatives can be present in the circuit.

Continuation Method

Continuation method transforms the E(X) = 0 problem to an auxiliary problem of
the form F(X,n) = 0 (7,8], where n is called the continuation parameter. This
method gives a solution to the original problem by the assumption that if F(X° ,n=0)
= 0 is known, then F(X,n=1) = E(X). Since F(X°,0)=0 exists, the F(X,n) nonlinear
problem is very well conditioned because the continuation parameter n can be made
small enough to make the solution close enough to the previous solution.

For example, in electrical circuits, X° is the set of state-variables of the DC analysis
and the continuation parameter n can be view as the increasing power of the driving
source such that n=1 is the desired driving power level.

This search method is numerically intense and therefore, extremely slow. Other
variations to the above auxiliary equation are the natural embedding and artificial
embedding strategies. They provide alternatives to the continuation problem when
the Jacobian becomes singular. These description of these methods can be found in
the references, and will not be described any further here.

Relaxation Method

The general idea of the relaxation method is to find a nonlinear vector operator F
[6] such that the update of X is an iterative procedure as:

x™! = F(X") (25)
Like any iterative method, relaxation methods typically offer fast computation speed

but suffer from poor convergence properties. To help improve convergence, the
update procedure of (25) can be modified with the following popular formula [$]:

xn+l - Pn F(xn) + (l _ Pn) xn (26)

where I is the identity matrix and P is a diagonal matrix of conversion parameters
at iteration n.



Multitone Analysis

The harmonic balance method for analyzing single-tone periodic signals can easily
be extended to represent quasi-periodic signals with N exciting tones. Hence, Eqn
(5) becomes

x(V) = Re{ i X(k) l"g‘-"-‘J}

k=-K
where w, is the fundamental of the nth exciting tone and K is the maximum number
of unique frequencies used.

For example, in a mixer circuit where w; and w, are the LO and RF exciting tones,

K N
x(®=R z X(k) ™+ "2“'2)‘} where Z'“ﬂ <K

k=K i=1
One way to solve the multitone quasi-periodic problem in (27) is by replacing the
quasi-periodic case with a strictly periodic one and choosing the greatest common
divisor of all the exciting tones to be the fundamental. The harmonic balance
method can then be applied in a straight forward manner. However, this approach
is impractical when the "fundamental” is extremely small, resulting is very high
sampling rate, and hence impractical.

Alternatively, the Almost-periodic Fourier Transform (APFT) [10,11] can be
applied t0 solve circuits operating in the quasi-periodic regime. This method
employs the technique of selecting sampling time points randomly from a time
interval larger than the period of the smallest nonzero frequency, subject to the
condition that the row vectors of the Feurier transform matrix are orthogonal.

The advantage of this method is that it uses the theoretical minimum number of
sampling points, and the algorithm of sampling time point selection is independent
of the number of exciting tones.

The obvious drawback of APFT is the time penalty in using a conventional Fourier
transform instead of a FFT. Another disadvantge is the selected random time points
may not correspond to the frequencies of interest, and consequently resulting in
incorrect representation of the spectrum.

27

A more efficient and practical method for solving the quasi-periodic problem is the
multidimensional FFT [5). Since multidimensional FFT ensures orthogonality
between frequencies, it can correctly handle multitone quasi-periodic problems
whereby the tones can be very close together. In addition, computation time is
independent of the values of frequencies used. Another advantage is that
multidimensional FFT ensures sampling time points directly correspond to the
frequencies used.

Spectral Pattems For Mixer And Intermodulation Analysis

Consider a circuit excited by two tones, namely f1 and f2. The choice of frequencies
used in the analysis depends on the nature of the problem that exist.

When the strength of one signal is much greater than the other, using a mixer
spectrum is appropriate. For example, a mixer circuit usually uses a strong LO signal
to mix with a weak RF signal to produce a fairly strong IF signal. The spectrum is
typically bands of LO harmonics with weaker sidebands at each LO harmonic. The
strength of sidebands decrease as the order of sidebands increase, and therefore can
be neglected.

On the contrary, a intermodulation spectrum is ideal when both both signals are of
almost or equal in strength. This is because the higher order sidebands strength are
strong and cannot be neglected.

Two-Tone Mixer Case

Consider the case where the power in one signal dominates. Let this signal be f,
and the weaker signal be fg;.. If the number of LO harmonics is N; o and the
number of sidebands is Ngg, then the mixer spectrum is calculated from the
following set of equations [12]:

fi= Iny fio+n; (frp=fLo) |

(£, 0< Inj4n,] <N g and 05 [n,| < Ngg

The total number of frequencies in this spectrum is N; 5(2Ngz + 1) + Ngp. Figure 2
illustrates the mixer spectrum. Note the repeated pattern of sicebands around each
LO harmonic.



Two-Tone Intermodulation Case

If the two signals are of comparable power, a different spectrum is used to compute
intermodulation products. If the frequencies are given as fgg; and fgg, and the
intermodulation order is Npyp, then the spectrum is given as [12]:

fi= I ny frey + 0y frpy | (30)
(), 0< Int+lny| s Npp

The total number of frequencies in this spectrum is Njyp(Npyp + 1). Figure 3
illustrates the intermodulation spectrum. An example with Sth-order
intermodulation products generates 30 frequencies.

Three-Tone Mixer Case

The three-tone mixer spectrum is made up of several LO harmonics, each flanked
by intermodulation products of the two given RF frequencies. This spectrum can be
veiwed at two independent RF signals superimposed on the LO pump. If the
number of LO harmonics is N o and the intermodulation order of the RF signals is
NIMD: then the mixer spectrum is calculated from the following equations [13]:

£ = Iny fuo+ g (frpr—fLo) + s (frer—fiLo) | (31)
[f), 0< |n1+n2+n3| <Nip and 0< |n2+n3| < Nimp

The total number of frequencies is Ny g + Npyp(Npup + 1)(2Nyo + 1). For
example, a problem with 3 LO harmonics and 3rd-order intermodulation generates
a spectrum of 87 frequencies. Figure 4 illustrates a spectrum of third-order
intermodulation with one LO harmonic.

Three-Tone Intermodulation Case

The three-tone intermodulation case is a straightforward extension of the two-tone

case. This spectrum is:
fk = | ny fRFl +n, fRF2 +ny fRF} ' (32)
[fk]' 0< |n1 |+|n2|+|n3| SN[MD

The total number of frequencies is Ny + Npn(Npp + 1(2Npyp + 1)/3. For

example, a spectrum with Sth-order intermodulation products consists of 115
frequencies.

Frequency Conversion Analysis Method

Frequency conversion analysis is a technique for approximating the solution ofa
nonlinear mixer circuit [6]. This concept employs some nonlinear subnetworks P
and Q to replace all the nonlinear devices in the mixer circuit so that the voltage
and current computations at the linear-nonlinear interface involve only matrix
operations.

Consider the waveform of a weak RF signal mixing with a strong LO signal

X0 = X0 + Re DA%, (33)
k

where w, and w, are the angular frequencies of the LO and RF respectively, x~(t)is
the waveform due to the LO drive. The voltages and currents at the linear-
nonlinear interface are similar (x replaced by v and i).

If we linearize (33) around x ™ (t) we get:
V(D) = 1) + Re{ Y ax, e “‘"o"} F(x () (34)
k

Comparing (34) with the v(t) expression of (33), we get the voltage and current
relationships

AV = PAX

Al = QAX (35)
The conversion matrices P and Q are defined by [6] as:

P=[Py,.,)

Q=[Qy,) (36)

and the square matrices of size ND are:

n
Pep= 2, {jlw, + kwg)}"Cpn,p
m=0

Qp= z {ilw, + kwo)}'"Dm'p

37)
m=0

Note that these equations are similar to the derivative matrices of (23) and (24) and
are readily available after performing a harmonic balance analysis.



If P and Q are nonsingular, then we get the impedance and admittance conversion
matrices by:

AV = PQ'AI = ZAL

Al = QP'AI= YAV
With this result, we can compute mixer performance of multi-tone RF signals
without a full multi-tone analysis. Of course the signals must be of low power or the
results will be erroneous. The dynamic range and other high power results can only
be computed with a full analysis. However, we will find later that these conversion
matrices are needed for nonlinear noise analysis.

Sparse Jacobian Matrix Methods

Obtaining higher accuracy by using harmonic balance method to solve nonlinear
equations usually requires many iterations during the nonlinear solving procedure,
and the number of iterations required closely depends on the iterative methods
used. Newton's method is frequently used in nonlinear circuit analysis to minimize
the objective function because of its asymptotic rate of convergence. However,
evaluation of the whole Jacobian can be time consuming. The size of the Jacobian
matrix depends on the number of unknowns of the system evaluated. For a circuit
with several nonlinear devices and multitone excitstions, a large number of
unknowns may be required for solving the system, and both the computation time
and memory required for the Jacobian matrix calculations may significantly degrade
the circuit simulation efficiency.

Since, in many circuit analysis, extreme power levels are not of major concern, using
special sparse matrix technique by setting some predetermined elements of the
matrix to be zero is a good compromise among power-handling, convergence speed,
and memory occupation. One extreme approximation has been used for the
Jacobian matrix is the block Newton method [14]. In that approximation, nonzero
elements are assumed in the diagonal blocks of the matrix only, where the matrix is
in a frequency-oriented permutation (i.e., all elements at the same frequency are
grouped in the same block). The basic assumptions for this approximation are that
the input power level is not very high and, for most microwave nonlinear analog
circuits, the values of those derivatives in the diagonal blocks are larger than those
values in the off-diagonal blocks. Compared with the full Jacobian technique for a
large nonlinear system, both the memory occupation and the matrix calculation time

using the block Newton method are negligible. Therefore, this approach is very
useful for the small signal circuit analysis.

A compromise between the Newton and the block Newton methods is to make some
necessary arrangements on the frequency sequence and expand the nonzero
elements by including wider bandwidth with the diagonal blocks [15]. As in the
block Newton method, the nonzero elements are predetermined, and a specific
sparse matrix solver is used rather than a general purpose solver. The result is a
good tradeoff between speed and dynamic range. The width of the diagonal blocks
used is controlled by a number called the "sparsity parameter”. This sparse matrix
structure and sparsity parameter are depicted in Figure S.

In a general purpose nonlinear circuit simulator, a mixed type of dense and sparse
matrix solver for the Jacobian matrix calculation is necessary. Dynamic switching
between these two methods and some other techniques (e.g. chord method and
back-tracking technique) can form a powerful error minimization algorithm.
Criteria used to determine the sparsity parameter is generally as follows: The block
Newton method (sparsity parameter = 0) is always tried first since this is the fastest
Jacobian to evaluate. If the rate of convergence is not satisfactory, then the sparsity
parameter is increased. The rate of convergence is tested at each iteration. Once
the sparsity parameter is greater than a certain level, the dense Jacobian is used
because the efficiency of computing and inverting the sparse Jacobian has degraded
to the point where it is compatible to the dense Jacobian.

To illustrate the type of circuit complexity that a sparse Jacobian allows, consider
the receiver front end of Figure 6. This circuit contains a low-noise amplifier
providing 25dB gain, a balanced diode mixer and three stages of 10dB gain blocks.
With dynamic switching of the sparsity parameter, this circuit analyzes efficiently to
produce sub-system-level computations. Output such as total conversion loss over
frequency and compression of the system are shown in Figures 7 and 8 respectively.

Oscillator Analysis

One approach to free-running oscillator analysis is to use the harmonic balance
equations developed for the circuit and to include the oscillation frequency as an
additional optimization variable. Generally, one of the variables that would be used
as an optimization variable in examining a non-autonomous circuit is eliminated, for



example, by setting the phase of a voltage or current to zero. Usually, with this
approach, the simulated results tend to converge to a degenerate solution [18] (i.e.
all currents equal to zero is also a solution of Kirchhoff’s current law), or else the
initial setting of the oscillating frequency must be very close to the final result.
However, the degenerate solution can be avoided by incorporating additional
criteria in the system objective function. This was done by many researchers in
different approaches [19, 20, 21]. In this section, a new free-running oscillator
analysis algorithm is presented. This algorithm is based on the conventional
harmonic balance method and suited to large signal oscillator analysis. Basically,
the algorithm can be divided into two steps: search and analysis. In the search
mode, an external test source is connected to an oscillator circuit to inject AC power
and forces all the state variable values away from the degenerate solutions. The
steady-state solutions of the search mode is treated as the initial guess of the second
step-the analysis mode. In the analysis mode, the system equation is solved using a
modified harmonic balance method, in which the oscillating frequency is used as an
independent variable and the system error function is modified to incorporate an
additional criteria which is an extension of the original Kurokawa oscillation
condition [22].

Search Mode

The method used in the search mode of the oscillator analysis is to inject an external
AC source into the oscillator circuit and find the steady-state condition using
harmonic balance. By sweeping the injected frequency and power and examining
both the magnitude and phase of the injected current, the oscillating condition of
the circuit can be determined.

The basic idea used in this method can be explained starting from the Kurokawa
oscillation condition. As shown in Figure 9, an oscillator circuit can be represented
as an one-port circuit, where, Y is the input admittance of the one-port network, and
Yicss and Yo are the equivalence admittances of the load element and the
"oscillator circuit", respectively. For a steady-state free-running oscillator, the
oscillation condition for the circuit in Figure 9 is that [23]

Y(W) = YOSC(W) + YLOAD(W) =0

(38)
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where w is the radian frequency. (38) applies to each frequency component. If K
different AC frequency components are present in the circuit, (1) can be
represented as

Y, =Re{Y,} +jIm{Y,} =0, k=12,.K (39

where, k indicates that the admittance Yk is evaluated at the radian frequency wx. If
i(t) and v(t) in Figure 9 are represented as summations of different frequency
components in the frequency-domain and Ik and Vi are the phasor representations
of i(t) and v(t) at wx respectively, then the input admittance Y« evaluated at the
radian frequency wx is

lk
Yy = A (40)

Consequently, (39) and (40) imply that [23]

Re{l;}=Im{L,}=0, k=12..K 41)
and
v, ] #0 k=12,..K (42)

(41) and (42) can be described as follows: If the voltage magnitude of the injected
test source of Figure 9 is large enough and the current magnitude of the test source
under the harmonic balance condition is zero, then the circuit is in oscillation
condition. Using this method, we can simply inject an external AC source to any
port of the test circuit. By sweeping the frequency and power of the external source
and monitoring the injected current value, the oscillation condition of the test circuit
can be determined.

(41) and (42) are for the general case. As a matter of fact, they can be simplified for
k = 1 only, since, for a general nonlinear oscillator circuit, | V1| # 0 normally
implies that | Vx| # 0 (k = 2,3,..K) and, using software techniques, it is very easy to
always set |Ik| = 0 (k = 2,3,...,K).

For efficient search of the frequency and power of the external injected source, the
following algorithm for the searching process can be used:

1) Set the external power to be constant and at low level.



2) Sweep the frequency of the external source until Im{I1} is close to zero and
Re{I1} is negative.

3) Increase the power of the external source stepwise and track the frequency until
both Re{I1} and Im{I1} are close to zero.

With this search method, highly accurate circuit analysis results may be obtained if
both Re{l1} and Im{I:} are reduced to very small values. However, this may require
a large number of iterations. Instead, a near target solution (about 0,1% error) is
often good enough as an initial guess for the analysis mode which is described in the
next section. In the analysis mode, the external injected source is excluded and a
modified harmonic balance technique is used to get an accurate circuit analysis
result.

Analysis Mode

The most efficient way to solve the nonlinear system equations is to cast the
problem into the minimization of an objective function and to use Newton's method
to iteratively obtain the zero of this function. In general, the iterative process of
Newton’s method can be represented as

X" = X" - XM EQX™

where x is the independent state variable vector at the n-th iteration; E is the error
function vector; and J is the Jacobian matrix of E.

As mentioned in previous sections, for non-autonomous circuit analysis, vector x is
composed of the state variables (e.g. device port voltages) and vector E is composed
of the elements of the system errors (e.g. corresponding port current errors). For
oscillator circuit analysis, the structure of the vector x is changed with the oscillating
frequency fi is an additional variable. Here the imaginary part of the fundamental
voltage of the first state variable in vector x is replaced by f1 (and so the phases of
the harmonic state variable voltages are referred to the phase of the voltage of the
first state variable):

x=[v1_1_p fiv Vo Vol woe oo V. V

parr Vpqir e o ]

(43)

(44)
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where, Vparand Vpai represent the real and imaginary part of the voltage of p-th
state variable at radian frequency wq. Likewise, for eliminating the degenerate
solution using Newton’s method to solve the nonlinear system equation, the error
function vector E in (43) is reconstructed by replacing all the error function
elements at the fundamental frequency Ipa = Ipis + jIpai with Int/Va:

]l.l Il.l ]2.1
E=[Re{ v—.}, Im{—vT}. Re{v—.}, ...... y ]1'2_,, ll.2.i' ]2_2_,. ...... ] (45)

where Va is defined as the product of all the state variables at the fundamental
frequency, i.e., if there are P state variables in the circuit analyzed, then

P
Vo= va.l (46)
p=1

Solving the modified nonlinear system equations for oscillator analysis can definitely
exclude the degenerated solution. With the initial guess acquired from the search
method mentioned above, convergence is also good. The method for the
formulation of the Jacobian matrix which is required for the Newton’s method is
similar to the techniques used for the non-autonomous circuit analysis and is
described in [23]. This algorithm is also suitable for the simulation of self-oscillating
mixer circuits.

Example

Here is an example of FET oscillator used to demonstrate how the technique in
Microwave Harmonica works. The schematic is shown in Figure 10. After running
both the search and the analysis modes, results show that the oscillating frequency
of this circuit is 4.86793GHz and the fundamental output power is 13.157dBm.
Some simulated results are shown in Figure 11.

Noise Analysis

Noise analysis of nonlinear circuits has been covered as it applies to mixers. Held
and Kerr [24] presented the method for Schottky diode mixers and Rizzoli [25]
extended the results to FET and HEMT mixers and is the basis of the discussion
given here. As of October, 1990, nonlinear noise analysis has not been implemented
in commercial simulators, but probably will be in a short matter of time.



Noise analysis proceeds similar to the generalized frequency-conversion problem
where a small RF signal is injected into the nonlinear network operating under
sinusoidal steady-state and the resulting perturbation is analyzed. In the noise
analysis, the injected noise signals are statistical in nature and may be correlated,
making the analysis much more difficult than the previous frequency-conversion
problem. The goal of the analysis is to compute the noise power delivered to the IF
load. Noise contributions arise from the shot noise of the nonlinear network and
the thermal noise of the linear network. The shot noise is partly correlated while
the thermal noise is uncorrelated and independent of the shot noise. Therefore the
noise power contributions from these two sources superimpose at the load.

The mechanism that is responsible for the noise power at the IF load is as follows.
At the DC bias point of the device, the nonlinear noise sidebands are uncorrelated
and are dependent on the bias point. When the devices are pumped by the LO, the
nonlinear noise sidebands are modulated accordingly and are partly correlated
because each sideband is a combination of the the original uncorrelated DC
sidebands. During mixing, each sideband generates a correlated component in the
vicinity of the IF. To determine the correct nonlinear noise power contribution, the
correlation of the sidebands must be considered in the analysis. Similarly,
contributions to the noise power at the IF load are made by the thermal noise
generated by the linear network through frequency conversion in the mixer. The
thermal noise is not dependent on the LO excitation and because it is uncorrelated,
its noise power contribution is additive.

In FET: flicker (1/f) noise is a significant noise source at frequencies below a few
megahertz. This can be modeled by an additional noise source at the FET gate and
including this source in the corelation matrix of the FET. Empirical expressions for
the flicker noise exist in the literature [26).

The noise figure is found from the noise power delivered to the IF load by

2= dN(WlF)

F(WIF) = KBToG(WRF)dW

47
where dN(wg) is the average noise power between wiz and wi + dw, Ky is

Boltzmann’s constant, T, is the reference temperature, 290K, and G is the

conversion gain between the RF signal and the IF. Conversion gain is computed by

the standard harmonic balance analysis.
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The calculation of dN is done by the following equation where the intermediate
steps are given in [S, 25).

dN(wpg) = RIFZTOPCL(WIF +p wo) T,
P

+ RIFZTO{ ZHP_,Cdc(wlp +5 wo)H,_q] Toq (48)
pq s

Ryp is the IF load resistance, Ty, is the conversion matrix from the p’th sideband to
the IF, C_ is the correlation matrix of the linear network, C,. is the correlation
matrix of the nonlinear network at the dc operating point, and H represents the
Fourier components of the waveform modulating the nonlinear noise sources. The
interpretation of this equation is as follows. The first term represents the noise
power contribution of the linear network. Each noise sideband in the analysis is
frequency converted by the T matrix to the IF sideband and summed. The noise
power contribution to the total noise power, dN, is additive because the linear
network noise is uncorrelated with the nonlinear noise. The second term represents
the noise power contribution from the nonlinear devices. The noise correlation
matrix evaluated at the instantaneous operating point, C,. , is modulated by the LO
waveform 1o generate noise components at each sideband s. A portion of these
noise sidebands are then frequency-converted to the IF sideband by the sideband
conversion matrix T. These two contributions make up the total noise power.

Another noise contributor not in (48) is that noise injected from the local oscillator.
The LO noise can be accounted if the statistical properties are known. An
additional term would be added to (48) since the injected noise is additive [25].

The noise correlation matrix for diodes and FETS can be found in the literature
[24,27). The commonly known FET correlation matrix that originated from [27] is
given as:
2.2
wC
R —jwC,PRC
cdc(w)=%1<B Ta g R WG (49)
jw'Cng?R'C EmP

where the gate and drain noise parameters, R and P, and the correlation coefficient
C are functions of the device structure and bias point. This noise model does not



include the gate noise or flicker noise. Expressions for these contributions can be
found in {26] and [28).

An application taken from [25] of the noise analysis with the simplified FET noise
model appears below. The mixer of Figure 12 is a simple single-ended, single gate
FET that was not designed for low noise. Results of simulated noise figure,
conversion gain and measured noise figure are shown in Figure 13 as a function of
LO power. Good agreement is obtained, even with the simplified noise model,
because the gate noise contribution is small compared to the total noise figure of
the mixer. The flicker noise contribution is also small because the IF is 800MHz;
well above the flicker corner frequency. The FET is biased near pinchoff, which is
close to the bias point for minimum noise. As the LO power is increased, the
operating point of the FET changes accordingly to larger drain currents and
becomes noisier. At very low LO power, the conversion gain drops and the noise
figure rises. This is consistent with measurements.

Transient Analysis

The problem of transient analysis has intrinsically been a time-domain problem.
Simulating transients is a natural result of the solution of the differential equations
with arbitraty initial conditions. Again, simulation in the time-domain poses
problems of accuracy with high-speed circuits, especially switching circuits whose
harmonic content is high. Characterization of lossy, dispersive components is
typically only available in the frequency-domain. For this reason, we present an
investigation of transient analysis in the frequency-domain. In our reference to
transient analysis, we also cover waveform excitation that is generally descibed in
the time-domain, e.g. square-wave, pulse, triangle-wave, etc., and modulated carrier
waves.

Because the harmonic balance method uses the Fourier series to represent signals,
any desired excitation can be decomposed into a set of complex sinusoidal sources:

N
mO= Y, § &t (50)
k=N
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where N is the number of harmonics. Of course, the excitation must be periodic.
Consider a circuit excited with a square wave of 50% duty cycle. If the portion of
the response due to the transition relaxes between the edge conditions, then this will
be the transient response [29). Therefore, the fundamental period of the square
wave must be greater than twice the transient response time. This may lead to very
long square waves in order to simulate the step response of a circuit.

Note that this analysis is only an approximation to the true transient analysis. The
transients will generally contain frequencies that are not harmonically related to the
fundamental of the excitation. Also, in some circuits, subharmonics may be present
which are not accounted for.

The periodic response of other wave shapes can also be determined. In fact,
arbitrary wave shapes can be accomodated by Fourier transforming the wave into
the frequency-domain and assigning a set of sinusoidal sources the values of the
complex coefficients. For wave shapes containing abrupt edges, such as the square
wave, a large number of harmonics are needed to portray the wave accurately. For
instance, 30 to 40 harmonics are adequate for most square wave applications. Other
wave shapes that are of interest are the rectangular pulse (a square wave with low
duty cycle), the triangular wave and the sawtooth wave. For these shapes, the
Fourier series is known and the previously mentioned Fourier transform can be
avoided. The wave shapes are built-in to some harmonic balance simulators
including Microwave Harmonica.

An example illustrating pulse excitation is shown in Figure 14. The circuit is a
buffer-receiver circuit excited by a periodic pulse train of 10% duty cycle whose
period is Snsec. A total of 50 harmonics were used for the simulation. The
transmission medium between the buffer and receiver is a lossy, dispersive coupled
microstrip line with nonlinear terminations on the coupled ports. The buffer and
receiver consist of bipolar darlington pairs with a constant power gain of 11db from
DC to 4GHz. Voltage waveforms are shown at various points of interest in the
circuit. Note the significant amount of coupling in the parallel strip. The impedance
mismatch of the channel with the receiver causes significant reflections of the pulse.
The dispersive nature of the channel is evident by the spreading of the pulse shape
at the receiver. The spreading is also caused by the even-odd mode velocities
supported by the structure which becomes multi-modal when more coupled lines are
present.



The large number of harmonics required in the analysis makes the Jacobian of the
harmonic balance equations very large. For the example shown with 50 harmonics
and 10 nonlinear device ports (4 bipolar transistors and 2 diodes), the number of
unknowns is 1010 and a dense Jacobian occupies 7.78Mbytes of double precision
memory. Using sparse Jacobian techniques, this problem required a sparsity
parameter of 1 and the Jacobian occupied 0.69Mbytes. The required CPU time for
the LU decomposition operation is dramatically reduced by more than an order of
magnitude.

Modulated RF carriers can also be analyzed with similar techniques. If the
modulation is represented by equation Tran1, and the carrier is a single-tone signal:

() = 2Re{V, ¥} (51)
Then the ideally modulated carrier is:
N
W)= c©) m) = 2Re{ D V5, oK%t kavak (52)
k=N

This signal contains two fundamental frequency components (wc, wm), therefore the
analysis can proceed as a standard two-tone problem with the analysis spectrum
modified. The new spectrum contains the frequecies:

[f), koW, + koW, subjectto 0<|k,|<M and 0s|k, |<N (53)

where M is the number of carrier harmonics. This signal is the ideal double-
sideband AM modulated signal.

The number of harmonics used in the modulating signal strongly affects the size of
the harmonic balance problem. For example, if N =50 then 101 sources are
required for the excitation source. If four carrier harmonics are used for the
analysis, then a total of 909 spectral lines are needed in the analysis. With just a few
nonlinear devices, several thousand unknowns are present in the problem. Sparse
Jacobian techniques are therefore required to make modulation analysis possible.

As an example, [29] presents a microwave amplifier excited by a 10GHz sinusoid
modulated by a 30% duty square wave of period 100nsec. With N=50 and M =4,
the required memory for the full Jacobian is 26.5Mbytes. The memory for a sparse
Jacobian suitable for analysis to saturation is 0.52Mbytes. The amplifier topology is
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shown in Figure 15. Note the radial stubs which all but prevent accurate analysis in
the time-domain. Details of the power envelopes of the input and output waveforms
are shown in Figure 16 for input powers of 15.5dBm (1dB compression) and
19.3dBm (saturation).

Nonlinear Modeling Issues

Accurate representation of the active devices is critical for the simulation results to
match measurements. A brief overview of the extensive work performed in device
modeling, as it applies to high frequency devices, will be given in this section. It will

concentrate mainiy on MESFET modeis and mention some of the important modeis
still missing from simulators.

Active device models come in three flavors: Curve-fit, empirical and physics-based.
The first two types are based on equivalent circuits comprised of linear and bias-
dependent components. The third is a mixture of the intrinsic model, whose
terminal characteristics are computed directly, and an equivalent circuit extrinsic
parasitic topology. Curve-fit models are generally accurate only when used within
the neighborhood of the conditions used to characterize the model. Once outside
this range, performance can be erroneous. Additionally, if a high order polynomial,
for instance, is used then the response between measured data points can also be
erratic. Arbitrary curve-fitting expressions and procedures are therefore seldom
used for simulation. Two of the more reliable expressions for the MESFET channel
current have been used by Maas [30] and more popularly, by Curtice [31]. Note that
these functions are of low order. Another disadvantage of curve-fit models is that
the coefficients cannot usually be related directly to the measurements; that is, they
have little or no physical bearing.

Empirical models are derived from simplified, physics-based semiconductor
equations and from behavioral characteristics of measurements. These models offer
the advantages of being well behaved outside the neighborhood of the
measurements and many of the model coefficients can be directly related to
measurements. Many models can also be written in terms of physical geometries
and dopings of the device, though the accuracy is often comprimized. Most of the
device models available in commercial simulators are empirical.



Physics-based models offer the ability to simulate devices from the process level [32,
33, 34]. The input to these models are the geometrical properties like gate width,
gate to drain spacing, gate finger layout, doping profile, etc.. The model response is
computed by solving a set of basic semiconductor equations subject to the boundry
conditions imposed based on the geometrical data, doping data and applied
potentials. The set of equations include Poisson’s equation, usually in two-
dimensions, and the current continuity equation [35]. Because this set must be
solved for each voltage point present in the device terminal waveforms, execution
times are very long. Some workers have developed means of determining the
equivalent circuit model parameters over a given bias range which can subsequently
be used in the circuit simulation via a table look-up procedure [32]. This method
provides an effective means of simulation while making a small compromise on the
physics-based mode!’s accuracy. Although the physics-based models are dependent
on the true physical parameters of the device, the accuracy is similar to equivalent
circuit models. Physical models are best used for determining process variation
effects and proper statistical analysis [36].

Diode Models

Models for p-n and Schottky junctions have been very stable for quite some time.
The models incorporated in the original SPICE simulators are still used today.
These were derived from fundamental semiconductor physics and have proven to be
accurate into the Terahertz region. The determination of model parameters for
diodes is a fairly simple task compared to three terminal devices. Parameters such
as reverse saturation current, ideality factor and breakdown voltage can be
measured directly on I-V tracers. Capacitances can be measured by C-V meters or
S-parameters and fit to the model.

Other diode types have not seen such successful implementation. Varactor diodes,
although a key component in RF and microwave designs, have only been simulated
by modifying the diode capacitance exponent. This does not accurately model
effects like the rapid decrease in capacitance at punch-through [37). Step-recovery
diodes are another widely used device for frequency multiplication whose model has
not been implemented in simulators. PIN diodes are yet another, although the
dispersive characteristics are a problem for models described in the time-domain.
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Bipolar Transistor Models

The Gummel-Poon bipolar model has dominated simulation of BJT circuits. It is
available in all major SPICE and harmonic balance simulators. Minor
modifications have been made for high frequency simulations. These are mostly for
better modeling of the distributed base and parasitic extrinsic elements [38]. The
determination of the Gummel-Poon model parameters is not an easy task.
Although parameter determination by specialized measurements [39] has been
proven to work for devices to the VHF range, higher frequency devices do not
always behave as if each model component is independent. As will be discussed in
the next section, the DC model cannot be treated independent of the AC model.
Because the model is not "perfect”, the DC and AC components are not decoupled.
This becomes especially evident at high frequencies. Although BJTs are typically
used only up to 6GHz, the use of heterojunction bipolar transistors (HBTs) at much
higher frequencies will bear evidence to this. There has been some work [40, 41, 47]
based on optimization methods to fit the model parameters by considering the DC
and AC responses simultaneously.

MESFET Models

In contrast to diode and BJT models, there are a number of MESFET models that
are used in simulators and the field is still evolving. The Curtice quadratic model
[42] was one of the improvements over the SPICE 2 JFET model that was popularly
accepted although it has since been superceeded. The Materka-Kacprzak [43] was
later modified by Rizzoli to better model! subtle DC characteristics and appears
today as one of the best MESFET models available. Curtice [31] introduced a new
channel current expression that is based on a polynomial curve fit on the gate
voltage but is modified by the drain voltage to account for the change in pinchoff
voltage with Vds. Breakdown effects were also added for high power applications.
This has popularly become known as the Curtice cubic model since the polynomial
is cubic. Statz et. al. [44] introduced new channel current and capacitance
expressions for increased accuracy and symmetric drain-source characteristics.
McCamant et. al. [45] modified the Statz expression to better model current near
pinchoff, at high current levels and small-signal output conductance. This model
became popularly known as the TOM mode! (Triquint’s Own Model). This handful



represents the MESFET models available in most high-frequency-oriented circuit
simulators.

Two significant problems that most of these models share is the incorrect output
conductance observed at frequencies greater than 10MHz and modelling gate-drain
breakdown effects. To alleviate the first problem, a series R-C pair is connected to
the intrinsic drain-source of the FET. Resistance, labelled Rdsd in Figure 17,
increases the output conductance to match it at high frequencies. The capacitance
Cdsd is a large value that basically prevents DC current in Rdsd. Using this patch,
modeled S22 of the device matches measured better, but fails when considered over
the full bias range of the device. Rdsd can be made bias dependent, but this adds
another nonlinear component and more complexity that is more of a "quick fix" than

a real solution. The second significant problem is the breakdown model of the FET.

Breakdown equations presented above are either exponentials or a simple
resistance. Model parameter values for breakdown can be taken directly from DC
measurements which indicate that it has an exponential characteristic with a.very
high ideality factor compared to a junction diode (e.g. the ideality factor for a
quality diode is approximately 1.5 and for breakdown is approximately 40 to 60).
The behavior of breakdown at high frequencies, however, may not be so
straightforward. It is observed by comparing simulations with measurements that
the voltage at which breakdown occurs at high frequencies is higher than that
measured at DC. This indicates there are some time delay mechanisms at work that
have not yet been identified.

Parameter extraction of the linear equivalent circuit has reached a high level of
accuracy for wafer-probed and chip devices. The method of "peeling away" layers of
parasitics to reveal the intrinsic FET was developed by Dambrine et. al. [46]. Since
this method is analytic and not based on any optimization it is both fast, accurate
and consistent over a broad frequency range. Using this data at a number of bias
points, cuves of the bias dependant model components can be obtained (e.g. Cgs vs.
Vgs and Vds). The expressions given above for each model component can then be
fit to these curves. Most of the individual model parameters can be determined by
intercept points, slopes, etc. or by simple curve fitting and optimization routines.
The channel current expression can be fit to the bias data by optimization. This
approach treats each component of the FET model independently in a decoupled
fashion. Such an approach may not be reliable [47] since parameters determined at
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DC, for example, may not be suitable at high frequencies. A simple example
illustrates the concept: Suppose the channel current, Is, is determined from the DC
I-V curves. The high frequency transconductance is the derivative of the channel
current with respect to the gate-source voltage, gm = dlas/dVg. Since gm can also be
determined by the linear extraction method, the two values should be the same.
Typically they are not. The question then becomes which gm to use. If the high
frequency gm is used in the optimization to determine I, then DC lus will be in
error. Likewise if Ias is determined from DC measurements, then high frequency gm
is in error. Another way of stating this problem is to ask whether the large-signal
bias-dependent model reduces to the small-signal equivalent circuit at low power
levels. This implies that not only derivatives of the channel current must be correct,
but all bias-dependent components must reduce to their small-signal values. To
encourage the channel current to reduce properly, Golio et. al. [48] uses a weighted
combination of the gm and ges (output conductance) from high frequency S-
parameter measurements and Iss from DC measurements in their optimization with
good results. Obviously, there must be some tradeoff between fit to DC
measurements and fit to high frequency measurements.

A second method of extraction considers the DC model components and AC model
components simultaneously [41, 47]. Here not only can the DC and high frequency
component of the channel current be considered coupled, but all model components
may be considered. Therefore forward conduction of the gate-source and gate-drain
diodes may be considered as well a the extrinsic model parameters. In this method,
alarger set of data is used that consist of DC and S-parameter measurement at
multiple bias points and frequencies. This large set of data improve the uniqueness
of the solution [47] that plagues optimization problems. Breaking the optimization
into multiple stages [40, 41] also helps in obtaining physically meaningful parameter
values. Practical examples of this extraction with simulation results and
measurements can be found in [49, 50, 51].

Finally a third MESFET extraction method considers large-signal harmonic power
data. The previous method considers only data based on small-signal quantities,
such as S-parameters, which is determined by the reactive model components and
first derivatives of the current sources. No attention is given to the higher-order
derivatives that determine the harmonic response as well as the intermodulation
response. Bandler [52] proposed to use the harmonic output power data along with



S-parameter measurements and DCI-V data. His success was good, but the time of
the optimization only becomes practical when analytic adjoint methods are used to
compute derivatives. This makes it difficult to incorporate many models.
Regardless, this method is able to determine mode] parameters that govern high-
order effects in MESFETs. Other work that investigates high-order effects of the
channel current that is not based on large-scale optimization is Maas and Neilsen
[30]. In this work the derivatives of Ids with respect to gate-source voltage are
compared to measured DC derivatives. It was noted that the Curtice cubic model
does not correctly portray derivatives above first order, but other models were not
examined. It has been our experience that the modified Materka-Kacprzak model
can follow the DC derivatives to at least fourth-order. More work is needed in this
area since extraction based on measured DC derivatives is much more efficient than
large-scale optimization procedures.

Methods of Improving Convergence

Improving the convergence properties of nonlinear circuits has been a popular topic
since pre-SPICE days. Three methods were mentions in the harmonic balance
section of this paper: Analytic Jacobian, Newton damping factors and continuation
methods. Two more topics are presented here that further improve convergence
and are relatively new.

Parametric Modeling

The Newton-Raphson update method uses the Taylor series to expand the harmonic
balance error system and truncates the series after the linear term. In highly
nonlinear systems the higher-order terms can dominate and successive locally linear
approximations may not converge to the root. Continuation methods and small
damping factors may not improve the situation. Circuits where diodes are heavily
forward driven are good examples and, in fact, the diode expressions in FETs and
BJTs are often the culprits that limit convergence. If the highly nonlinear diode
conduction current could be re-formulated such that it is a linear function of the
state variable, then it is resonable to assume convergence should improve. Indeed
this is the basis of parametric modeling. Since FETs and BJTs contain diodes, they
too can be reformulated in terms of the new diode state variable and receive
improved convergence characteristics.
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Consider the well-known diode equation:

=1, eY-1) (54)

From [53] the state variable becomes a fictitous quantity that is identical to the
junction voltage below some threshold. Imposing the restriction that the diode
current and voltage and their derivatives must be continuous, the new expressions
are:

Vi + %ln(l + alx() = V)

v(t) = (55)
x(t)

Le™il+ o [x(®- VD=1,

i) = (56)
I‘(euvj(l) -1

where the threshold, V1, is determined by setting the derivative of (54) with respect

to Vj, to one. The other nonlinear diode components (e.g. diffusion capacitance)

use the diode voltage. Since reverse breakdown is also a highly nonlinear effect, it

too can use its own parametric model variable. A numerical example will be

discussed in the next section.

Norm Reducing Methods

Most harmonic balance implementations determine the criteria for convergence
using the 12 (Euclidean) norm. That is, from equation 1.1-14, | |[E{ |, < tol. where
tol is the maximum allowed error. Some update schemes require that

HET | < | {E] |00 (57)

where n is the iteration number. The problem is that the direction of the update in
multi-dimensional space may not coincide with the steepest-descent direction and
may be skewed as much as 90 degrees [54] in which (57) becomes difficult to satisfy.
In cases where the Jacobian as large non-symmetric off-diagonal terms, the skew is
generally 90 degrees. This happens often with nonreciprocal gain elements such as
FETs and BJT's [29] and worsens with cascaded stages. If the Jacobian is computed
numerically, the skew may even be greater in which case no degree of damping will
satisfy (57). A different norm, proposed by Yeager [54] and first implemented into



the harmonic balance method by Rizzoli [29] helps alleviate this problem by
aligning the steepest-descent and Newton-update directions is:

TEX™) = 13x™™ Ex™Y ]I, (58)

This norm is termed the NU norm for Newton-update. The salient feature of the
NU norm is that the residual errors are weighted by the inverse Jacobian which
tends to emphasis particular elements in the state variable vector according to their
distance from the solution point. In this way, the state variables that are furthest
from the solution point are updated according to their relative sensitivity. The
damping factor can then be chosen to satisfy (57) by methods such as parabolic
minimum.

An example to illustrate parametric modeling and norm reduction is taken from
[29]. Here, a three FET distributed amplifier is excited by three tones at increasing
power but without source stepping (that is, all harmonics are reset to zero at each
new power). The small-signal gain of the amplifier is 5dB and has a 1dB
compression point of 20dBm output power. The analysis was carried out with an
intermodulation order of four. Reference [55] can be viewed for the schematic, if
desired. Figure 18 illustrates the number of iteration neccessary for adequate
convergence for combinations of parametric modeling, norm reduction and
conventional modeling. Note the tremendous increase in power-handling
capabilities with both parametric modeling and norm reduction. For this case input
powers of 100dBm are possible to analyze. This clearly illustrates the improved
convergence capabilities that are desired for simulation and optimization discussed
next.

Circuit Optimization

Circuit optimization, as used here, is the problem of finding the values of a chosen
set of circuit components to satisfy a desired set of circuit responses. The topology
and choice of circuit components is determined by the designer and not the
optimization program. With this in mind, let us define the values of the set of circuit
component as P and the desired set of circuit responses as RD. In a nonlinear
frequency-domain analysis, the circuit responses typically consist of network
parameters such as transducer gain, return loss, spectral purity, etc., but can also be
other specialized responses such as harmonic matching. An error vector can then be
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formulated as the difference between the computed response, RC, and the desired
response, RD. If the function is an inequality, e.g. gain> 10db, then no contribution
is made when the inequality is satisfied. The error vector G, also known as the
design criteria, is defined as follows:

G{(P) = w; (RD; - RC,(P)) (59)

Where w; is the weight assigned to the i’th design criteria.

There are two different approaches taken in nonlinear optimization problems. The
original approach by Rizzoli [2] solves the circuit state variable unknowns X
simultaneously with the circuit component values P. This will be called Combined
Optimization. The second approach decouples the state variables and circuit
variables and will be called Decoupled Optimization.

Combined Optimization

In the combined optimization approach, the harmonic state variables and circuit
component values form the vector of unknowns to be found. The criteria imposed
are the solution of the harmonic balance equations and satisfaction of the design
criteria. The problem can then be stated as:

1/p
Fos(X,P) = { lEx.P)[?+ Zci(x,P)"} (60)

where | |*|| is the norm. Because this system is generally not square (the number
of circuit variables usually is not equal to the number of design criteria) equation
(60) is minimized by a suitable minimization routine, such as Quasi-Newton
minimization. In contrast to a system solving routine as Newton-Raphson,
minimization is generally very slow to converge because the number of unknowns is
large. The derivatives of Fob are required and are generally computed by numerical
perturbations, making each iteration expensive. There have been methods
proposed in the literature [5] to make the derivative calculations analytic using
adjoint techniques, but these have not been implemented in commercially available
simulators.

Note that equation (60) is formulated at a single frequency spectra rather than over
a bandwidth as in linear circuit optimization. The state variable vector X contains



the state variables for one analysis spectrum. The specification of design criteria
over a frequency bandwith (or power band, bias range, etc.) is not computationally
feasible with the combined optimization approach. This limitation is one of the
major drawbacks of this approach.

There are, however, some unique qualities of the combined optimization that are
not available in regular analysis or decoupled optimization. These include analysis
of circuits exhibiting bifurcations, and optimization of oscillators. Because the
design criteria is coupled with the system state variables, restrictions can be placed
on the system to move the state from one numerically stable solution to a different
one, if it exists. As referenced in {6), a parametric frequency divider has several
numeric solutions. These solutions were obtained by imposing the design criteria of
improved efficiency and starting from the previous solution. This result could not
be obtained by regular analysis of the circuit without proper starting conditions.
Although the combined optimization technique cannot find all valid numerical
solutions without the designer having knowledge of the circuit, it does provide a tool
which allows analysis of circuits with bifurcations.

Decoupled Optimization

Decoupled optimization treats the circuit optimization problem separate from the
harmonic balance analysis. In this method, the optimization of a nonlinear circuit
proceeds analagous to that of linear circuit optimization. That is, the optimizer
determines new values of the circuit components P and then analyzes the circuit
with P. The solution of the harmonic balance equations becomes a nonlinear sub-
problem to the optimization. Needless to say, the optimization is heavily dependent
on the convergence of the harmonic balance problem. If the harmonic balance
problem fails to converge, the optimization will terminate or, perhaps, try another
step. The methods used in the previous section on improving convergence are
needed to make the decoupled optimization method feasible for a wide variety of
circuits.

The least-pth objective function used for decoupled optimization is:

+ 1/p
’ Zci,f(x(P),P)P}

if

Fop(P)= 61)

—{Z—ci_,(xm,m"’}_”’

if
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where G, as the maximum error in G and + indicates that only positive errors are
summed. The derivatives of (61) can be computed in a pure analytic form using
adjoint techniques {55, 56], but it is usually more practical to compute them in a
semi-analytic form as done in Microwave Harmonica. The derivative of (61) is

dFpp S L 149G ¢
W;"@(G“) ] ? (g«;”) > (62)

dGis 9Gir 9Gir _; OE
=== T)F; (63)

In (63), all terms except J are determined numerically, but in such a way that is

efficient. Several partial results can be computed at the solution of the regular

harmonic balance computation to make the numerical derivatives efficient.

Notice that the outer summation of (61) is over the set of frequency spectra. This is
possible in decoupled optimization because the optimizer does not care about the
system state variables and therefore the number of unknowns is very small
compared to the combined optimization problem. In fact, the error vector G and
the derivative matrix of G can be formulated at each frequency spectra
independently of all other frequency spectra. Therefore optimization of the design
criteria can take place over arbitrary frequency bands. Actually, each frequency
band can have a set of design criteria independent of other frequency bands. This
may be extended to power bands and bias ranges, if desired. The architecture of
decoupled optimization forms a power tool in the design of arbitrary nonlinear
circuits.

'

The advantages of decoupled optimization are clear, but this method cannot be used
for all nonlinear circuit optimization probelms. It is best suited for non-autonomous
(forced) circuits that are not dependent on bifurcations for their normal mode of
operation. This includes a wide range of circuits such as amplifiers, mixers,
frequency multipliers, etc.. The optimization of oscillators using search and analysis



methods presented in a preceeding section have not been investigated. It would
appear feasible based on the robustness of the oscillator analysis. If the optimizer
were constrained to take small steps at each iteration so the analysis mode could be
used, then the efficiency would be improved.

For an example of decoupled optimization, consider the single FET mixer
schematically shown in Figure 19. This basic circuit was initially designed for the
input matching section to be alternating capacitances and inductances of 1pF and
1nH respectively. These were transformed to microstrip line components of open
stubs for the capacitances and high impedance series lines for the inductances at
8GHz. The output filter was simply a low-pass design for the IF frequency of
500MHz. The circuit was then optimized using a Quasi-Newton gradient minimizer
with the parameters marked by an arrow being allowed to vary. The design criteria
was given as the following:

From 3GHz to 10GHz: Conversion Gain > 10dB weight=10
LO Power at IF Port < -20dBm  weight=1
Return Loss of LO > 15dB weight=1
Return Loss of RF > 15dB weight=1

The gradient optimizer was allowed to continue untill it could not improve. The
original and optimized response is shown in Figure 20. Notice that not all design
criteria were met, but this is due to the simple topology. Because the design criteria
were too demanding for this circuit, the same problem would not work in the
combined optimization method where both the design criteria and harmonic
balance error must be met for a valid result. Even for this very rough initial design,
the outcome with decoupled optimization is very good.

Other types of optimization can be used with the decoupled method. For example,
optimization using a gaussian random optimization routine was used with the initial
point being the solution of the gradient optimizer. The routine was allowed to
execute for 100 trials and the best result is also shown in Figure 20. Although this
type of optimization takes considerable CPU time, it has the capability of getting
out of local minima in which a gradient optimizer may become trapped. For this
problem, the random optimizer took 150 CPU minutes on a Sun SparcStationl.
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Conclusion

In summary this paper touches many topics that have improved harmonic-balance
based nonlinear CAD over the past four years. These improvements in solution
methods, modeling and convergence and new techniques in multi-tone analysis,
noise analysis, optimization and oscillator analysis have brought a set of tools to the
fingertips of RF and microwave circuit designers that allow active circuit design
before any breadboarding is done. Although not yet complete or as efficient as
possible, these tools give designers the ability to say "what if" and have results very
quickly at a low cost. As the nonlinear models improve and linear models account
for various modal and coupling effects, the results of computer simulations will
become more relied upon as necessary design aids.

In closing, it would be worthwhile to mention the areas that are still elusive to
harmonic balance thechniques. The first is statistical yield and design centering.
Although this topic has received some investigation [57), very little work has been
done to determine the effectiveness of statistical nonlinear equivalent circuit
models. Investigations into the physical geometrical properties are usually more
worthwhile.

The analysis of circuits containing large numbers of nonlinear devices (e.g. greater
than 100 FETs) under multi-tone excitation currently requires tremendous amounts
of memory and CPU time. As microwave circuits become more complex and
digital/analog circuits increase clocking speeds, this limitaion will become more
restrictive.

Methods are not available to systematically identify modes of circuit operation.
This means finding the stable states given a circuit and excitations. Some basic
nonlinear circuits [58] undergo bifucations when a critical power is reached an begin
sub-harmonic generation. Circuits may exhibit a series of bifurcations that
eventually lead to chaotic (non-periodic) behavior. Currently, there is no method to
determine the conditions that bifurcations occur, or given the conditions, determine
the stable states. A similar issue is: given a numerically stable solution, is this
solution physically stable? Rizzoli [6] has done significant work on this subject, but
as yet this work has not been incorporated into a commercial simulator.



Finally, the tools presented deal with the analysis and optimization of nonlinear
circuits but not with the design and systhesis. This is generally a much more difficult
problem, but several tools are available as design aids and/or synthesis of linear
networks. A set of design aids for various nonlinear circuits would be helpful.
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Linear Component Calculation

Nonlinear Component Calculation

Time Domain

Frequency Domain

Direct Integration
Shooting Methods

Extrapolation
Methods

Frequency Domain| Time Domain

Harmonic Balance

Sample Balance

Volterra Series
Generalized
Power Series

Arithmetic
Operator Method

Table 1. Nonlinear analysis types arranged by domain.




RF1 RF2

Generator
#1

Generator #1
impedance

Generator
#S

Generator #S
impedance

Y

2RF1  2RF2

| l 3RF1 3RF2

Figure 1. Augmented Port Admittance Matrix [Y]

Lo

2L0

Parasitics of Intrinsic
Device #1 Device #1
IF
Parasitics of Intrinsic
Device #D Device #D
IF1 IF2
3L0
A=RF2-RF1
| | LO-RF1- A—

Figure 2. 2-tone Mixer Spectrum
(3 LO harmonics, 2 sidebands)

Figure 3. 2-tone Intermodulation Spectrum

(3rd Order Intermodulation)

RF1 RF2

Lo

Il

LO-RF2- &A—

24
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Figure 7. Frequency sweep of front-end showing
conversion gain.

Figure 8. Power sweep of input RF signal
showing compression of conversion gain.




!

1

I

) OSCILLATOR
i CIRCUIT

!

|

},otc

~

Figure 9. One-port equivalent circuit of an
oscillator circuit.

L=33mm

Wo3mm & ossen ©

[OTENO)

- 008V

FET OSCILLATON

Figure 10. FET oscillator circuit topology.

26

(a)

®

©

e ar o«

AR eI

-
3

s
3

s
H
gar M T P T B

Figure 11. Output of oscillator: (a) Output

power spectrum, (b) voltage waveform across
load, (c) phase plane of FET.

n, =
!] |
| !
R n.. .
B : 7 f
S S B BT
.
] M\ |
o YATRNA TN ARRYA
} A AR Y A
e\ \/ w LV!
] ) e



FET
(INCLUDING H B

PARASITICS)

wed (a) e ] (b)
. \} 1
e ﬂ' VL~ f L~
: |
§ U e ! | |
: LT j f !
. e ‘ J i
R-F_ln I.-O_Ip i V [
B
Figure 12. FET mixer topology (from(25]).
] @
o] L
10 v ' i n i |
: ' !
Noise Figure : 5 : --‘{.-/-\.— i S / Aaves S ave
— Simulation ; 5 1 i :
?] » Experiment . v omed i
- . i |
&=Cl i
5 o] B e e e N
§ e e 1209 P AsY
: S . - — R
: | | @, | ’ o [
H | 1 [ N
5 S 1o S o
B e Ve L 1 i
¢ : ﬁJ /\"’TM | : i | ‘ ]‘ |
. i X 4] j {
T 1/ I* P Seb U NP Sy 9 ~.
s ! v VIS A /
s . — . . : - . : ] \
€ -4 -2 ] 2 ‘ [ [} 19 +2 .mj i i \/ -
T T 1 -
LO Power (¢Bm) e oo - o o e o o

—iree T vt

Figure 14. Buffered line driver excited with a pulse train whose period is 5 nS. Voltage waveforms

Figure 13. Conversion gain and noise figure of at key circuit points marked by letters on schematic. Structure is 60 cm long, lossy and dispersive.

mixer as a function of LO drive (from {25]).

27




Intrinsic MESFET

L | 02 |
8 Rg Rd Ld
A o P
A ] I A
g Ip1 ¥ o Cds L | Zd
FET + Di - Cgs Rdsd S
Parasitics Ly [ = ™= b3 [ La
------ E 3 o Ri Cdsd = I —_— 3
Vgs Cewp Cgb | Cdsb Cdsp
Load L ¢ |
Rs
» = :
Figure 15. FET amplifier topology (from [60]). Figure 17. Equivalent MESFET model of intrinsic device embedded in chip and package parasitics.
10 + | = Conventional < Parametric -« Conventional X Parametric
} |  FET model + FET model + FET model + FET model +
s 1 { plain Newton plain Newton norm-reducing norm-reducing
iterati iterati Ni Newton
6 iteration iteration
| Input | [ Output (Pin=155 dBm)| [Output (Pin=193 dBm)]
43 30 1
2+ 1
P(t)-Pmax (mW) 0 t 25

0 20 40 60 80 100 120 140 10

————

A
1

Time (nsec)

s
e M B

i
Figure 16. Output power envelopes of % l
modulated RF pulse for 15.5dBm input power . _‘-——x—‘u-' S J
and 19.3dBm input power. .20 0 20 0 & 0 10 129

Available input power per tore (dBm)

Figure 18. Iteration number vs. input power per tone into a distributed amplifier (from [29]).

28



Lo N L 5 “ . 72' (':] 20L00
> %—'ﬁ: f‘ /f\ 1F_QurPyT G R
g—c—
. INUT

Figure 19. Single FET mixer topology used in
the broadband optimization.
(c) 10.00

$.000

N U B

°
|

Frequency (GHz)

P ST B O A

T T T T T
2.00 4.00 6,00 8.00 10.00 12.00

Frequency (GHz)

@

0.000

(b) -20.000

T T
2.00 4.00 8.00 .00 10.00 12.00

~-40.000 —{

-80.000 . T — T T v T T
2.00 4.00 6.00 e.00 10.00 12.00

Figure 20 con't. (c) RF return loss (dB). (d) LO retum loss (dB).
Frequency (Gllz)

Figure 20. Initial design, Gradient optimized, and Random optimized response. (a) Conversion gain (dB
(b) LO power at IF port (dBm).

29




o€

orid Kadio nisror:



NEW NONLINEAR NOISE MODEL FOR MESFETs
INCLUDING MM-WAVE APPLICATIONS

Ulrich L. Rohde and Raymond S. Pengelly
Compact Software, Inc.
483 McLean Boulevard
Paterson, New Jersey, 07504, USA

Abstract

This paper shows a linearized time-domain approach for calculating
the dynamic elements of the hybrid Pi, MesFET model. These elements in
the traditional linear model have been used to calculate the noise correlation
matrix. The model then supplies the required four-noise parameters: Fp;,
G”l, and R,. A novel enhancement to the basic equivalent circuit guarantees
its use into the MM-wave area. This enhancement consists of an additional
time delay in the drain source conductance Gy,. This approach has been
incorporated into a simulator for the purpose of verification.

I. Introduction

Noise analysis of linear circuit has been available ever since the
introduction of the noise correlation matrix [1]. The noise theory for linear
circuit is now well understood and implemented. In the practical world, we
are dealing with circuits which require nonlinear analysis. Typical cases are
the combination of amplifiers, mixers, and oscillators in subsystems. The
present day harmonic balance programs are beginning to have noise
analysis capabilities under large signal conditions. This is done at the
expense of slow computation and occasional difficulties with conversions.
The calculation of the Jacobian matrix and necessary Fourier
transformations are both time consuming and can be mathematically
unstable. The approach shown in this application uses a combination of a
linear program and a nonlinear model. It can be extended to be used in HB-
programs. By calculating the nonlinear behavior of the element of a GasFET
model, depending on the terminal voltage, the clement values of the FET
equivalent circuit are a function of the large signal drive level. A variety‘ of
papers [2, 3, 4] already have dealt with noise analysis in nonlinear circuits,
but have only addressed the noise analysis at the lower frequency range
and did not have the ability to determine the noise correlation coefficients
for external use. The influence of flicker noise and gate noise was not
considered.

31

II. Obtaining a Model

In many cased the manufacturer does not supply the actual hybrid Pi
model for the FET chip but provides a set of S-parameters for the chip as a
function of bias. The traditional approach for obtaining the equivalent
circuit is to use a dedicated fitting program or a linear simulator for the
purpose of fitting S-parameters calculated from a hybrid Pi model to the
measured S-parameters. In practice, it turns out that the fitting to the S-
parameters alone is insufficient and that the additional constraint, fitting it
to the measured stability factor K and the maximum available gain (MAG) is
also necessary. The advantage of this method is that the values of the
element determined for the equivalent circuit are realistic and are not just
the result of an optimization procedure. An additional sanity check can be
done by determining the minimum noise figure Fmin from the calculation of
the input circuit of the hybrid Pi model, and comparing this to the measured
minimum noise figure at a particular frequency. This approach has been
quite successful up to 26 GHz. Figures 1-4 show the result of such fittings.
Above 26 GHz, and well into the MM-wave area, MAG(Y,,) shows an
increase in-value which cannot be modeled with the traditional equivalent
circuit. In order to make provision for this effect, an additional delay
similar to the one Gy used in describing G, has to be introduced to RDS
which then allows to describe this phenomenon sufficiently accurate. Fig. 5

shows calculated and modeled response as verification, and Fig. 6 shows the
enhanced e.g. circuit.

The output of the curve fitting program, including those
enhancements, then results in an equivalent "noisy” intrinsic chip FET which
can be used as the basis for determining the 4-noise parameters ( Fmin.Gopt,
and R;). Using the conventions by Statz, Haus, and Pucel [5], the noise
correlation matrix does not consider the flicker noise contribution, which has
been added to the actual implementation. In taking those parameter values,
the FET description shown in Table 1 allows to compute the small signal
noise performance of Figures 7, 8.

These are the starting conditions for the noise modeling.

ITY. Large Signal Approach

A nonlinear large-signal model of the FET will be used with practical
circuitry to predict its performance. The validity of this model was
established by its success in predicting the large-signal mixing and
oscillating performance of an FET embedded in an actual circuit [6].
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The first step in this procedure is to establish the nonlinear behavior
of the circuit and to obtain the correlation between it and the FET equivalent
circuit. To do this, the FET is represented in terms of its equivalent circuit,
as shown in Fig. 9. Under large-signal operation, the element values of the
FET equivalent circuit vary with time because at large drive-levels they
become dependent on terminal voltages. We may consider two of the
terminal voltages to be independent and choose the set sz and Vg, sz
being the voltage across the gate capacitance and V,, that across the drain
conductance. If we restrict our interest to the signal frequency and ignore

the effects due to higher harmonic components, these voltages can be
written as

Ves = Vo + Vg cOs(@U+ ¢)

Vas = Vyso + Vas €COs 0 H

where V., and V4, are the dc bias voltages, Vs and Vg4, the amplitudes of
signal frequency components, and ¢ the phase difference between the gate
and drain voltages. The equivalent circuit for the signal frequency can now
be expressed as a function of the following parameters, which are
independent of time : me' Viso, Vgs, Vds, @ and 6.

To avoid unnecessary complexity of calculations, we limit the
nonlinear behavior to five elements, gate forward conductance, Gsf, gate
capacitance Css, gate charging resistance R;, transconductance, g, and drain
conductance G4. This is justifiable. Here G, represents the effect of the
forward-rectified current across the. gate junction under large-signal
operation. No voltage dependence was assumed for the parasitic elements,
that is, the lead inductances (Ls’ Ly, L,) and contact resistance Rs’ Ry, R)).

Also ignored was the small voltage dependence of the drain channel
capacitance Cy; and feedback capacitance Cy, because of their small values.

Expressions for g and G,

Transconductance g and drain conductance Gy are defined as

Em = ("i;s)vmo Ga = (:‘x’%)v.go (2)
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where iy, is the RF drain current amplitude. The instantaneous drain
current can be written in terms of g, and Gy as

L) = Ty + gVgs cosl@t+ §)+ Gyvg, cos @t 3)

where iy, is the dc drain current. This this expression linear superposition
of the dc and RF/IF currents is assumed.

Now, if we have a function that can simulate the nonlinear dependence
of the drain current I, on Vss and Vg, as

Ids = Ids(V,des) (4)

then under large-signal conditions, the instantaneous current I, (1) can be
obtained by inserting (1) into (4) by multiplying sin ot by (3) and
integrating over a complete period, g, is obtained as

® 2n/o

gm=—m A T4 sin oot dt )

Similarly G, is obtained as

® 2n/w X
Gy= n_V,,SI—M .[0 Iy sinfot + ¢) dt

(6)

Equations (5) and (6) are now functions of RF amplitudes Vgs and Vy,, as
well as of bias voltages V and Vy4,,. We turn now to a more detailed
discussion of the nonlinear relation (4).

The functional relation I4,(V,, V4s) was established empirically by
simulating the dc I-V characteristics by a nonlinear function given by

10
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Vigs 11 \4
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Vp m mexp[ m(1+ Vp )]}
lo=tap | 1-exd Ve _af Ve ) (Ve Y
R Vdss -8 Vdss ~b Vdss

k=l—%[l—exp(—m)]

Vp=Vpo+ pVas+V,
Vies= V=V,
where V,,, (>0) = pinch—off voltage at Vg, =~ 0
V455 = drain current sanwation voltage
Vs = built—in potential of the Schottky barier

Lyp = drain current when V, =V, N

and a, b, m and p are fitting factors that can be varied from device to device.

Nonlinear Expressions for C,; G and R;

Although the gate junction is also a function of Vg and Vg, we assume here
that it can be approximated by a Schottky barrier diode between gate and

source, with Vgs as the sole voltage parameter. Gate capacitance C’gs and
forward gate current igf can be found from Schottky barrier theory as
c
Cp=—L2 — (-V, sV,
¥ JT=V N, < Vo) (8)
or
c
Cp= —2— (-V,2V
vT T, o
i'f=i, exp(uV,,— 1) (10)

where C’gsois the zero-bias gate capacitance, i, the saturation current of the

11
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Schottky barrier, and o = q/nkT.

When Vgs varies according to (7), the effective gate capacitance Cgs and
gate forward conductance Ggf for the signal frequency are obtained from

(8 )-(10) as

1 2n Ve .
Cys = o -[o U C s,dv) cos ot d(wt)
(11)
I,(av,,)
G = 2i, (aV so) k £
g f i, exp(aV, o (12)

where I,(x) is the modified Bessel function of the first order.
The gate-charging resistance Ri was assumed to vary in such a way
that the charging time consistent was invariant, with bias.
R;C,, = ; (constant) (13)
Thus all nonlinear element values of the equivalent circuit can be
expressed in terms of terminal RF amplitudes and their relative phase. One

may now determine more precisely all the values by an iteration method
such as follows.

First, starting values for v,
assumed. For the latter, small-signal values based on measured S
parameters are suitable, With these parameters specified, the output
voltage vy, and its phase can be calculated in a straightforward manner.
With the resultant value of vy, , ¢, and the initially assumed Vgs, the “first-
cut” evaluation of the equivalent-circuit elements can be made with the help
of (5), (6), and (11)-(13). The procedure above is then repeated, each time
using the most recently evaluated values of Vier O and Vg until convergence
is obtained. The process converges when successive iterations reproduce
the equivalent circuit parameters to within some specified error.

and the equivalent-circuit parameters are

Fig.10 shows the complete equivalent circuit diagram for the FET
including all parasitics. The values for previously computed elements are
being used, and the values in the noise correlation matrix

12
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taken from [5] get substituted. This new noise correlation matrix is the
basis for computing the noise of the nonlinear circuit. Fig. 11 shows a
comparison of the small and large signal noise parameters as calculated
from the previous expressions. The abbreviation S-FET refers to the small
signal operation, while L-FET refers to the large signal operation. Figures 11
and 12 show the comparison of the large signal and small signal noise
parameters of the FET chip.

These evaluations assume that the FET is pumped at the gate input as
shown in Fig. 13. Another interesting application is applying the local
oscillator at the drain electrode similar to the older Doherty plate
modulation. Figure 14 shows the noise figure under the same working
conditions for gate and drain pumping. The plot for drain pumping is
labeled as M-FET.

Verification

Both a mixer and an oscillator were used for verification purposes. A
standard single gate mixer was used consistent with the publication of
Rizzoli [2]. The previously mentioned Fig. 13 shows the actual circuit

diagram and Fig. 15 compares conversion gain and noise figure between
measured and predicted results.

A modified Leeson model was used for the calculation of the phase

noise of the oscillator, and Fig. 16 show the relationship between measured
and predicted results.

Summary

By enhancing the equivalent circuit of a linear active device like a
MesFET, even inside a linear program, it is possible to actually predict its
performance under large signal conditions, provided that single-tone

analysis is done. This means that the RF level is significantly below the LO
drive

The same principle can be applied for an oscillator. An additional
benefit from this is that the inherent noise analysis capability permits to

13
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17
predict and allows to optimize a noise matching condition, even for
oscillators. As figure 17 shows, the noise figure at the operating point, as an
oscillator, has increased to 30 dB because the matching was done for best
output power and not lowest phase noise. A re-design would have allowed
an improvement of 30 dB in the signal to noise ratio.

2T-FCI-0 SUPLR.CINPACT »C

ve.93 1111138
X Band asnslithic esetllater

T FRIA L4B) D3 C A2l teas) sed

(INTE rotee By introducing a time-domain model which is linearized and assumes
\A s the time average values for the parameter of the equivalent circuit, the

25,00 e approach is probably sufficiently accurate predict the noise performance of
] / ‘¥ [ a mixer and an oscillator, the working conditions apply to the fundamental

20,88

N frequencies. The next step is to introduce general purpose time domain
model. The parameters extraction capacities for this purpose has to be
enhanced before this is possible [7].

13.38 \ 1.39
re.ss ‘ / / \ \ . An additional side benefit of this method is the ability to optimize the

i b phase noise of an oscillator by matching it to the best condition for low noise
/ % r operation rather than highest loop gain. Initial tests have shown that an
3 . . . . . . -
* / : e improvement up to 30 dB in the signal to noise ratio is possible.
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Use of Yield Optimization Methods
For Desensitization of Circuit Performance
Tianrong Zhang
Compact Software Inc. Paterson NJ
Murat Eron
M/A-COM, GMIC Operation, Burlington MA
ABSTRACT
Customarily designers put a large premium on getting the
most performance out of their circuits. There may be times
when that may not be the most desirable situation. In fact,
if building enough parts that meet a given specification is
of any concern then the designer should also be concerned
with sensitivity of the final design performance to parameter
variations, tolerance, and inaccurate modeling or
measurement. It will be demonstrated how the newly developed
design yield optimization methods can be used to render the
circuit performance immune to variations and uncertainties in
critical circuit parameters. A high performance RF amplifier
design example is chosen where expected yield improvements of

100% is accomplished by desensitizing the design to known

transistor parameter variations.

INTRODUCTION

Yield can be a consideration even when mass production

of a circuit is not contemplated. Realizability is a

requirement even when only a single part is to be produced.
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Typical circuit (performance' analysis and optimization
methods offer very little clue about the possible sensitivity
of the performance to variations and uncertainties of various
design parameters. These uncertainties may arise as a result
of poor process control, normal device-to device variations,
and uncertainty of the CAD models used in the design.

As a first step, one needs to be able to calculate
expected design yield for a given set of parameter tolerance
[Ref.1]. This may not be very straightforward since the
necessary data is very rarely available from manufacturers or
foundries. It gets even more complicated for active devices.
They are typically modeled with the use of a large number of
parameters that need to be extracted from measurements and/or
physical considerations. For sensitivity or yield analysis,
statistics of these parameters also need to be known. This
usually involves characterization of a large number of parts
by the manufacturer and close monitoring of process
parameters by the foundries.

Statistics of a set of parameters include means,
distributions and more importantly for active devices, the
correlations between the parameters. For a given
manufacturing process, there are usually very few basic
parameters that can be considered completely independent of
each other. Since most of the circuit/device parameter
variations are a result of fluctuations of these primary
parameters,

the disturbances of the circuit/device

parameters may be strongly correlated and this needs to be



considered for accurate estimation of yield and/or

sensitivities.

DESIGN AND SPECIFICATIONS

The design requirement was for a low noise amplifier for
a cellular base station operating in the 1800Mhz band
(Fig.1]. The performance requirements are shown in Table I.
These specifications are somewhat contradictory and the most
important specifications were the noise figure and the gain
flatness. The design was also to be based on Siemens MESFET
CFY25 due to other considerations. Even though this device
had the required noise performance (FMIN=0.6db at 2Ghz) it
was obvious that gain spec could not be met with a single
device. More critically, it was extremely difficult to come
up with a single ended configuration that could meet both the
NF and VSWR requirements.

After much trial with various other topologies a
balanced configuration was chosen which had the best chance
of meeting the opposing performance requirements. Due to
relatively narrow band of operation multiple section matching
networks were avoided to simplify the design, biasing and
manufacturing on standard alumina substrate.

Microstrip branchline couplers were used for input and
output power splitting/combining. Two two-stage sections

were combined this way, which included four transistors and

a stabilizing shunt resistor. The resulting design had a
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minimum number of components and after final optimization the

nominal response was within specification (see Fig.2).

STATISTICAL MODELING

The design procedure up to this point was mostly
concerned with achieving the best nominal performance. Since
some of the specs were only narrowly met, there was some
concern about the sensitivity and realizability of this
circuit. Most of the variation was expected to originate
from the transistors, so all other circuit parameters were
assumed to have zero tolerance. Since full statistical model
of the device was not available, we assumed typical
variations for the transistor parameters. These variations
reflect a well controlled manufacturing process where FET
channel doping variation is under 3%. Assuming this to be
the major source of disturbance, all model parameter
variations and their correlations were estimated using a
physics-based device simulator. The nominal values of the
equivalent small-signal model were determined from
measured/published S-parameters.

Only small-signal model parameter variations that could
not be estimated or modeled were those of the noise
parameters. The published noise parameters were fitted to a
broad-band noise model that is available in Super Compact.
This enabled a very compact description of the full linear

behavior of the transistor. Variations in the range of 10%



percent were assigned to all the noise parameters which
includes typical measurement repeatability, inaccuracy, and
device-to-device variation. The noise parameters were also

considered to be statistically independent of each other.

YIELD ANALYSIS AND DESENSITIZATION RESULTS

A traditional Monte-Carlo statistical analysis was
carried out on the performance optimized LNA design. The
yield window was set by the NF, stability, gain,
gainflatness, and VSWR requirements across the 1710-1785 Mhz
band. For the given set of correlated statistical parameters
the design yield was estimated to be 48%. It was also
observed that most of the yield loss was attributable to out
of spec gain flatness in-band stability and VSWR.

A yield optimization was carried out on the same
circuit. It is important here to note that a full simulation
based on Monte-Carlo yield optimization would have resulted
in excessive CPU times and it would be impractical to do this
for any type of circuit of realistic complexity. Response
surface modeling ([Ref.2 and Ref.3] employed in Super-Compact
reduces the required number of full simulations dramatically.
This method is based on fitting the circuit response as a
function of all of the statistical and optimizable parameters
(note that not all optimizable parameters are statistical and

vice versa) to a multi-dimensional polynomial and then using
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this function for each iteration in the analysis optimization
loop.

Aside from the small penalty paid in the initial setup
and some sacrifice in the accuracy, the resulting model of
the circuit response is much faster to calculate which
reduces the overall CPU requirement dramatically.

For our example a total of 10 designables circuit
parameters were subjected to design centering. These included
transmission line 1lengths, capacitors, and resistors. The
final yield after the optimization was up to 96.7%. This
represents almost a 100% increase in the number of "good"
circuits. Because the use of response modeling method, there
are only 307 circuit simulations are needed during the yield
optimization. This takes about 22 minutes CPU time on MV3500
computer. To achieve the same results without response model,
over 30000 circuit simulations needed. This makes exact
yield optimization almost impossible in practical sense. The
nominal values of optimizable parameters before and after

design centering are shown in Table 2.

DISCUSSION AND CONCLUSION

This increase in the design yield was achieves with only
minor modifications of the design parameters. The largest
parameter variation was about 5% and the design yield showed
negligible or no sensitivity to half of the parameters

included in the design centering. This means that the number



of potential good parts is doubled without any change in the
topology, number and quality of the components used, or a

major re-work of the artwork. Only a minor tuning of the

designable parameters in essence desensitized the circuit
performance (with only a negligible compromise of the
theoretical optimum nominal performance, see Fig.3) to

unavoidable or costly to control tolerances of the used parts
or processes.

In conclusion, recent improvements in simulators have
made it possible to carry out realistic and meaningful yield
analysis and optimization of circuits of any complexity so
that producibility issues can be addressed at the design

stage where it is much more economical to do so.
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TABLE I
| Ccircuit | Frequency Range | Performance | Specification |
i === ] |===m== ==
| i | Ms21 | > 25.50 DB |
| | | Ms21 | > 29.50 DB |
| BAL LNA | 1710Mhz-1785Mhz | MS11 | < -17.69 DB |
| | | Ms22 | < -13.98 DB |
| ] | NF | < 1.55 DB |
| === | |==== | ==
|SING_LNA | 1690Mhz-1820Mhz | MS11 | < 0.00 DB |
- Performance specifications for the low noise amplifier in

the example.

TABLE 11

optimizable Parameters Before Opt. After Opt.
C1 0.80607 PF --6?;;;;;-;;_
_;1 1.0103 CM 1.0223 E;-
P2 1.9019 CM --;—0000 E;-
c2 6.1130 PF _-ETI;;;-_;;_
P3 0.31444 CM 0.35512-6;-
R1 125.61 OH 126.23 O;-
Ll 5.0;;;- NH 5.0482 NH
P4 0.60343 CM B _-ngzgiz_éi-
_;5 - 1.1714 CM 1.2183 -E;-
C3 1.0165 PF 1.0207 PF

- Circuit optimizable parameters

optimization.

before

and after yield



Fig.1(a)
(b)

I
|
I
!

(@)

Schematic of circuit BAL_LNA, the low noise
amplifier in the example.

Schematic of subcircuit SING_LNA. C1-C3, P1-P5 and
R1l, L1 are optimizable parameters. Here letter C
stands for capacitance, P for physical length of
transmission line, R is resistance and L is
inductance. Statistical variables have not been
shown on the plot. They are the internal parameters
inside the model CFY25.
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System Simulation for RF and Microwave Communications Applications.

Raymond S. Pengelly and Ross G. Hicks,
Compact Software, Inc.,
483 McLean Boulevard,
Paterson, NJ, 07504, USA

Introduction

Recently, commercial system simulators have become available which allow
system engineers unprecedented general access to relatively powerful CAD tools
that address the problems of analyzing and optimizing subsystems and systems at the
‘black box' level. This paper will refer specifically to two available simulators,
Microwave Success from Compact Software and OmniSys from EEsof. After a
description of the requirements for and the computations available from such
simulators, two design examples are given - the first is that of a C-Band satellite
TVRO double downconverter and the second is a complete digital terrestrial radio
link.

In the following we consider the general features of system simulators
available today. The simulators described essentially calculate parameters in the
frequency domain. A summary of the system simulator features are contained in
Table 1.

1) Definition of Component Parameters

Unlike linear and nonlinear circuit simulators which analyze circuits on an
element by element basis in a detailed manner, system simulators calculate the
results of cascading and/or 'paralleling’ linear and nonlinear ‘black boxes' at the
component level. These black boxes include amplifiers, mixers, oscillators, filters,
path loss and antennas. It is possible, using 'frameworks’ and databases to "link" the
results of changes in component designs (using linear or nonlinear simulators) to the
effects those changes have on system performance - an example of this is given later.
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System simulators use the well known 'nodal' interconnection technique to
define the system under investigation. Component parameters can be input to the
simulator using either schematic capture and editing or netlist entry and editing.
Schematic capture is to be preferred since it gives the user an easy-to-understand
pictorial representation of the system, can be easily edited, is available for later
documentation processes and allows the passage of information from one design
engineer or department to another in an efficient and accurate way. An example of
a schematic is that of the C-Band TVRO double downconverter produced using the
Serenade schematic editor from Compact Software (Figure 1). The simplest
component descriptions are those which are essentially frequency independent -
whether the component definitions are entered via a schematic or a netlist. Such
descriptions are usually ample for preliminary designs such as those required for
development proposals. For example, an amplifier may be described by its gain,
MS21=30dB; its noise figure, NF=3dB and its -1dB gain compression value,
P1dB=20dBm. In this case other usual parameters are considered to be perfect - for
example, the input and output VSWRs are 1:1, the reverse transmission coefficient
is zero and the phase shift of the transmitted signal is zero degrees. Normally the
simulator will assume that the output third order intercept point of the amplifier is
related to the 1 dB gain compression point e.g. 10 dBm above the output gain
compression point. Otherwise the user can define the third order intercept point
related to the 1 dB compression point. It is more likely that the user will define the
small and large signal parameters of the component in terms of s-parameters.

In some cases the simulator allows the use of ‘generic' components such as
filters. For example, a Chebyschev filter may be defined as :-

CBPF 12 N=7 RIP=0.25dB FI=1GHz FU=1.5GHz QU =200

where a prototype filter having 7 sections, with 0.25 dB equi-ripple in the passband
has a 0.25 dB bandwidth of 500 MHz centered at 1.25 GHz. The elements of the
filter have unloaded quality factors of 200.

Mixers are defined using their usual properties such as conversion loss, noise
figure etc.. In particular, types of mixers, such as single-ended, balanced, double-
balanced and image rejection, can be defined. Spurious responses of the mixer can




be defined using a spurious signal table. Local oscillators are defined using
frequency, power and close-to-carrier phase noise components.

Generally components will be defined in a complex manner. The required
parameters can be supplied, via a components library or database, by the user, from
manufacturers' supplied data or from the software vendor.

2) Definition of Signal Sources

Just as connecting signal sources to hardware in the laboratory is required to
measure system performance it is necessary to supply a number of signal sources in
a system simulation. These signal sources can be single carriers, multiple carriers,
swept carriers and modulated sources or combinations of them. Complex
modulations can be provided as well as standard forms such as single sideband AM,
suppressed carrier AM, FM, QAM etc.. An example of a complex waveform is the
NTSC color test pattern of Figure 2. In general, modulating waveforms can be

defined using equations or time samples. Demodulation can either be perfect (ideal
AM, FM, QAM etc..) or in some cases can be produced by using defined
components. Other detection techniques include log video and limiting (refs. 1 and
2).

3) Definition of Output Parameters

The system parameters that need to be calculated and displayed are defined
either before or after the simulations. On Microwave Success, the required
parameters are generally defined after calculations of the system using a "report
writer", In OmniSys, the required parameters are defined before the calculations.
The advantage of the former approach is that no further editing or calculations are
needed if other displayed parameters are required. The types of tabular and/or
graphical outputs available include single sweeps, e.g. the gain of the system as a
function of frequency; dual sweeps e.g. the gain of the system as a function of
frequency as a function of the gain of an amplifier in that system.
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Budget analysis of systems is one of the most useful features of the simulators
whereby the contributions of individual components to overall system performance
can be calculated. This is particularly useful in investigating the changes in
performance of a system as a function of parameters such as temperature etc.. (so
called "what-if" analysis).

The nonlinear performance of a system can be broadly divided into two areas
- one involving considerations of compression and dynamic range calculations, the
other involving more detailed calculations of multitone, intermodulation and cross-
modulation performances.

4) How system simulators work

The majority of calculations performed by commercial system simulators
occur in the frequency domain and where necessary transformations are performed
between the time domain and the frequency domain. In Microwave Success, for
example, no assumptions are made about the reflection coefficients or reverse
transmission coefficients of the ‘black boxes’ when calculating cascaded noise
figures. In some cases, to ease calculation complexity, assumptions are made about
the nonlinear properties of black boxes. For example, if two input tones are input
into a system, the first nonlinear components will generate harmonics and
intermodulation products. The largest of these resultant signals is used in the
following nonlinear components for further computations whilst leaving the smaller
level signals to be computed using the 'linear’ parameters of the system. It is
important that system simulators can cope with multichannel situations such as that
found in multichannel receivers, phased-array T/R systems (such as electronically
steered satellite multi-spot beams) and feedback/AGC loops.

Some Examples o ing Sys im
Two examples are given in this paper of using system simulator CAD tools.

The first is a C-band TVRO double downconverter whose schematic is shown in
Figure 1 and the second is a C-band digital terrestrial radio link.




1) C-Band TVRO Receiver

The C-band TVRO receiver consists of two major sections - the so-called
outdoor unit (ODU) which consists of a 2 meter diameter parabolic dish antenna, a
low-noise front-end receiver with RF filtering, low noise GaAs FET amplifier,
balanced mixer and IF amplifier. Following a long coaxial cable, at the 1st IF of
approximately 1 GHz into the house, a TV top indoor unit (IDU) contains a band-
defining filter, amplifier, balanced mixer and 2nd IF filtering and amplification at
300 MHz. Both LO's are defined in terms of power as well as close to carrier phase
noise. Usually, in order to produce more constant signal-to-noise ratios at the TV,
an AGC amplifier is contained in the IDU. In this example, AGC has not been
included. With a low-noise front-end amplifier in the ODU having a gain of 15 dB
followed by a diode mixer with a noise figure of 8 dB, the overall receiver noise
figure was 4 dB. This noise figure does not allow a sufficient C/N ratio in all
weather conditions. Increasing the gain of the front-end amplifier to 25 dB (Figure
3) results in an overall noise figure of 2.5 dB in the center channel of the TVRO
unit corresponding to a carrier frequency of 3.95 GHz. At this gain the overall
compression characteristics of the receiver, shown in Figure 4, give a 1 dB
compression point of -47 dBm. This is well above the levels of likely received signal
strengths into the ODU. The signal levels at which the system components compress
can be investigated by using budget analysis. The results of this analysis are given in
Figure 5(a) and (b) for two conditions - one where the carrier level is at -70 dBm
and one where it is at -30 dBm. Clearly compression is mainly produced by the
second amplifier in the IDU.

The overall performance of the receiver to modulated carriers can be
calculated. For example, when the 3.85 GHz carrier is modulated with an NTSC six
color burst test pattern, the simulator translates the time domain information (at
video) into frequency domain information, calculates the effects of the components
in the system on the frequency spectrum of the signal and then converts the
resultant information back to the time domain using Fast Fourier Transforms.

Figure 6(a) shows the effect of the receiver on the NTSC waveform whilst
Figure 6(b) shows the corresponding effect in the frequency domain where the 2nd
IF modulated output carrier before demodulation is displayed.
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A useful application of system simulation is in its use for optimization of the
system performance and the sensitivity of the system to component performance
variations. An example of this is to 'link' a circuit simulator with a system simulator.
In Figure 7, for example, the linear circuit simulator, SuperCompact, is operating
concurrently with Microwave Success under Windows 3.0 on a personal computer.
When a transmission line matching element is identified and changed in the design
of the front-end low-noise amplifier of the TVRO receiver, the effect of that
component change on the overall performance of the TVRO system can be rippled’
through to the system simulator.

2) C-Band Digital Terrestrial Radio Link

The schematic for this example is shown in Figure 8. The radio link uses
eudo-random bit sequences modulated onto a C-band carrier using quadrature
amplitude modulation (QAM). The transmitter takes a signal centered at 300 MHz
and upconverts it to 3700 MHz, then amplifies the signal to 2 watts before it is
transmitted from a 4 meter diameter dish antenna. The QAM modulation is
provided by a.WFM datafile that defines the I and Q bit sequences in the time
domain within a 32 microsecond window. The receiver consists of band-defining
filters, amplifiers, double-balanced mixer and synchronous QAM demodulator. The
antenna was a 3 meter dish followed by a low noise amplifier. Figure 9 shows the
overall gain budget for the complete link where the path length was 64 km.. Figure
10 (a) and (b) show the noise figure and signal-to-noise ratio budgets for the
complete link. Figures 11(a) and (b) display the spectrum prior to the receiver
demodulator as well as the output from the I channel of the receiver demodulator.
Note the noise on the signal - clearly the signal level is such that the pseudo-random
bit sequence can be cleanly extracted in the following signal processing. An
important parameter in communications systems is the performance changes as a
function of temperature. By defining relationships between black box parameters
and temperature (e.g. gain, noise figure and 1 dB compression point) the
performance of the complete system can be determined (each black box can have
individual temperatures defined as well). This data can be available in the form of
either equations relating parameters to temperature or measured data in datafiles.
Figure 12(a) and (b) show, for example, the compression characteristics of the
complete radio link at the two temperatures of zero and + 100 degrees Celsius.



Conclusjons

Although commercially available system simulators are not as mature as
linear and nonlinear CAD tools, they already enable subsystem and system design
engineers to efficiently calculate parameters of interest. System design accuracy and
productivity are considerably improved particularly when systems comparison,
optimization and yield analysis are included.
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TABLE 1

Some of the Characteristics of System CAD Tools

Components Sources Calculations

One Ports Single Carriers Gain

Two Ports Multicarriers Noise Figure

Multiports Swept Frequency Signal /Noise ratio

Mixers AM Compression

Filters FM Intercept points

Oscillators PM Return losses

Path Length Digital Group Delay

Multipath Temperature AM to PM conversion
Swept Power Amp. and phase

differences

Displays Facilities

Single Swee) Analysis

Dual Sweep Optimization

Budget Yield analysis

Multitone Links to other simulators

Waveform and databases

Spectrum

Tabular
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Figure 1. C-Band TVRO Double Downconverter Schematic
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NTSC 6-Color Burst TV Test Pattern
Source:TV Circuit:C2_RCVR
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Figure 2.

NTSC 6-Color Burst TV Test Pattern
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variation of System Gain and Noise Figure v. Front-End Amplifier Gain
Source:GSWEEP1 Freq: 3.940GHZ
Pl1: -70.00dBm
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Figure 3. Variation in System Gain and Noise Figure versus

Front-End Amplifier Gain
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Variation in Gain and Output Power as a function of Input Carrier Signal Level
Source:PSWEEP Freq: 3.940GHZ
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Figure 4. Variation in Gain and Output Power as a Function of

Input Carrier Signal Level
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OVERALL GAIN OF TVRO AT 3.9 GHz AT -70 dBm CARRIER LEVEL
Source:SPOT Circuit:C2_RCVR
Freq: 3.900GHZ Pl: -70.00dBm
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Figure 5(a). Overall Gain of TVRO at 3.9 GHz at -70 dBm
Input Carrier Level
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OVERALL GAIN OF TVRO AT 3.9 GHz AT -30 dBm CARRIER LEVEL
Source:SPOT_2 Circuit:C2_RCVR
Freq: 3.900GHZ Pl: -30.00dBm
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Figure S(b). Overall Gain of TVRO at 3.9 GHz at -30 dBm
Input Carrier Level
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NTSC 6-Color Burst TV Test Pattern - OUTPUT FROM
Source:TV Circuit:C2_RCVR
Freq: 3.940GHZ Pl: -70.00dBm
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Figure 6(a). Color Burst Test Pattern after Demodulation
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Figure 6(b). Color Burst Test Pattern Spectrum prior to
Demodulation
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GAIN BUDGET FOR THE COMPLETE DIGITAL TERRESTRIAL RADIO LINK
Source:SPOT Circuit:RADIO
Freq: 0.300GHZ Pl: <-5.00dBm
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Figure 9. Gain Budget for the complete terrestrial radio link
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CUMULATIVE NOISE FIGURE THROUGH THE COMPLETE DIGITAL TERRESTRIAL RADIO LINK
Source:SPOT Circuit:RADIO
Freq: 0.300GHZ Pl: -5,00dBnm
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Figure 10(a). Cumulative Noise Figure through the Radio Link
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[ SIGNAL~-TO-NOISE RATIO BUDGET FOR COMPLETE TERRESTRIAL RADIO LINK
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Figure 10(b). Signal-to-noise Ratio Budget through the Radio Link
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DEMODULATED I-CHANNEL OF TERRESTRIAL DIGITAL RADIO LINK
Source:QAM Circuit:RADIO
Freq: 0.300GHZ P1: -=5.00dBm
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Figure 11(a). Demodulated Bit Sequence in I-Channel of Radio Link
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OUTPUT SPECTRUM OF QAM MODULATED CARRIER IN DIGITAL TERRESTRIAL RADIO LINK
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Figure 11(b).
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OVERALL GAIN OF TERRESTRIAL RADIO LINK AT 0 DEG CELSIUS
Source:QAM Circuit:RADIO
Freq: 0.300GHZ Pl: -5.00dBm
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Figure 12(a).  Overall Gain of System at Zero Degrees Celsius
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OVERALL GAIN OF TERRESTRIAL RADIO LINK AT 100 DEG CELSIUS
Source:QAM Circuit:RADIO
Freq: 0.300GHZ Pl: -5.00dBm
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Figure 12(b). Overall Gain of System at 100 Degrees Celsius
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EM Theory-Based Analysis of Passive Microstrip RF Components on
8ingle and Multiple Metallization Layers

A. HILL, J. BURKE, K. KOTAPALLI
Compact Software Inc.

483 McLean Blvd
Paterson, NJ 07504

ABSTRACT

This paper describes an application as well as the
theoretical foundation of the electromagnetic simulator, COMPACT
EXPLORER™, which allows the analysis of predominantly planar,
arbitrarily shaped microstrip circuits. Multiple substrate and
metallization layers can be handled by the program and results
are computed in terms of scattering parameters of passive
multiport circuits. Due to the rigorous formulation of the
underlying integral equation approach, COMPACT EXPLORERTM can be
applied to RF as well as microwave circuits. As an example the
analysis of a miniaturized hairpin resonator filter is

demonstrated for application in the L band.

Introduction

In the past, design formulas for standard microstrip
components have been used for the analysis and synthesis of
microstrip circuits at RF and microwave frequencies. Typically
the microstrip circuit is subdivided into functional blocks for
which design equations are readily available. Representative
components include single and coupled transmission line sections,

L-bends, tee junctions, crosses and vias. The performance of the
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entire circuit is obtained by cascading the individual functional
blocks. This technique yields accurate results if there is
insignificant electromagnetic interaction between the various
functional components. With the increase in circuit complexity,
the cascading of circuit components may lead to unsatisfactory
results due to inter-element coupling. In addition, the need for
new component geometries requires the availabily of a general
purpose electromagnetic solver that does not impose restrictions
on component geometry.

A number of fullwave electromagnetic techniques have been
developed in the past for the characterization of planar
microstrip discontinuities [1-10]. The analytical foundation of
most solvers is based on the electric field integral equation
approach which formulates the electric field in terms of the
unknown current on the metallization. A moment method procedure
is used for tze solution of the integral equation. Some
techniques have been extended to allow vertical metal sections to
be included in the analysis. The fact that planar geometries and
a limited number of vertical geometries can be handled lead to

the notion of "2.5D simulator".

Theory

COMPACT EXPLORERTM analyses predominantly planar structures
within an enclosure. Figure 1 shows the general geometry of
interest. The circuit housing is filled with an arbitrary number

of homogeneous substrate layers. Metallization can be positioned



between any two layers and circuit ports are required to be
defined at the location of a side wall. Transitions between
various metallization layers are realized in terms of vertical
strip line sections and vias. Loss mechanisms in the form of
dielectric, magnetic and metallization loss are included in the
formulation.

The total electric field on the microstrip metallization can be
written as

E*(x,y,2) = E™(x,y,2)+ E¥*(x,y,2) (1)
where
Escat (x.y.z) = J'H a(xl't,'yb'l' z|zl) . f(x',y',z') dav’ (2)

and ELIPC is the incident electric field. EtOt is determined from
the boundary conditions on the conductor surface. In equation
(2), G represents the Dyadic Green's function associated with the
multi-layered geometry [ll]and J represents the volume current
within the microstrip housing. The method of moments [12] is used
to solve equation (1) for the unknown current distribution. The
current is expanded using a known set of basis functions. The
basis functions are roof top functions for the planar
metallization and pulse functions for the vias. Equation (1) is
tested using Galerkin's method and Parseval's theorem resulting

in the linear system of equations
[Vl = (2] [I] (3)

The elements in the Z-matrix can be evaluated using a two
dimensional discrete fast Fourier transform. An efficient

technique for the evaluation of these elements has been published
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previously [10]. The unknown current distribution is found by
solving equation (3). After determining the current, S-parameters
can be found. The application of fast Fourier transforms leads to
a considerable reduction of computation times. However, the
technique requires the geometries to fit on a rectangular grid.
Therefore, structures that do not conform to a manhatten type
geometry need to be approximated by staircases.

COMPACT EXPLORERTM includes a feature which allows the
deembedding of the port discontinuity in the computed S-
parameters. This situation is similar to an actual measurement
procedure where the effects of the fixture and connectors need to
be removed from the measured results. COMPACT EXPLORERTM utilizes
two through standards for the computation of the effect at the
port discontinuities and subsequently deembeds the circuit with

respect to a user definable reference plane. [13].

Example

The technological trend towards the full utilization of the
L band for mobile radio communication has been recognized
recently [14]. This requires the development of new filter
components. Hairpin resonators have been used successfully as
filter elements at microwave frequencies. However, the size of
these filters in the L-band are too large making their use
impractical. A miniaturized hairpin resonator has been suggested
[14,15] that is half the size of conventional hairpin resonators.

Filters incorporating the new resonator have been successfully



used in receiver front ends resulting in good characteristics
such as low noise and high image suppression.

Figure 2 shows the schematic of a miniaturized hairpin
resonator. The advantages of this resonator compared to
conventional hairpin resonators are:

1) small size, with no Q-value degradation
2) expansion of the applicable frequency range
3) easy adjustment of the resonant frequency

Figure 3 shows the schematic of the hairpin filter as it was
drawn using the layout editor of MICROWAVE EXPLORERTM. The filter
was enclosed in a shielding box of dimensions 16.383mm by

15.621mm by 7.62mm in the x, y and z direction, respectively. The

dimensions for the resonator were chosen to be (see Figure 2): Ly

10.287mm, Lq = 4.953mm, Wg = 1.143mm, Lp = 4.572mm, W, =
0.381mm, S = 0.381mm. The substrate was 1.27mm in height and had
a dielectric constant of 10.5. The separation between the two
resonators was 1.143mm.

The response of the filter was analyzed using both a circuit
simulator and an electromagnetics simulator. Results from SUPER-
COMPACTT™ and MICROWAVE EXPLORERTM are illustrated in Figure 4
for the frequency range of 1.25GHz to 2.75GHz. According to the
results obtained from MICROWAVE EXPLORERTM, the filter has a
center frequency of 1.92GHz and a bandwidth of about 54MHz. SUGPER
COMPACTT™ pregicted a center frequency of 1.98GHz and a bandwidth
of about 80MHz. Tne compactness of the resonators suggests to
model the entire structure, under consideration of all element

interactions. This approach is used for the electromagnetic

7

simulator but not for the circuit simulator, which results in the
different circuit response as shown in Figure 4. The circuit
elements used in SUPER-COMPACTTM were right angle bends, tee
junctions, open ends, various single and one coupled transmission
line section. MICROWAVE EXPLORERTM subdivided the structure into
554 elements and required an analysis time of 2 minutes per

frequency on an Apollo dnlOk computer. SUPER-COMPACTTM ran on a

386 PC and took several seconds to analyse the structure for the

entire spectrum.
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A Unified Look at Spurious Performance of

Muiltiple Conversion Receiving and Transmitting Systems

Richard C. Webb
Webb Laboratories
139 E. Capitol Drive Suite 4
Hartland, Wisconsin 53029

Abstract

While spurious behavior of mixers is generally well-understood, system architectures,
especially those involving a number of frequency conversions, are often defined without
full anticipation of undesired tuned and coincident responses or outputs. Different
classes of receive and transmit products are discussed, and a nomenclature is proposed

for quick identification of spurious product type and origin.

The Transmit Mixer

A transmit frequency conversion is one in which signals of known frequency are applied
to the LO and either RF or IF ports of a mixer. Each transmit mixing process results in a
single desired output as well as an infinite sum of primary and higher order spurious

outputs.

In the exciter, the converter may be arranged such that the variable signal is injected as
a local oscillator or as a lower level IF or RF input. In the first case, leakage of the local
oscillator exists throughout the LO band, while the single frequency input may reach the
output as a fixed lower level signal. In the alternate case, the variable signal is applied

to the input port and the single tone serves as the LO. It must be pointed out that
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practical mixers display limiting in the LO port. That is, signals entering the local
oscillator port undergo limiting prior to the classical frequency conversion. Thus, signals
possessing important amplitude related information are necessarily applied to the IF or

RF ports of the mixer.

Mixer Behavior with Spurious Inputs
Figure 1 depicts a typical mixer with inputs Fy and F) applied to the RF and LO ports

respectively. The are an infinite number of output terms at frequencies given by

Fo = + mFri nF|

Spurs in RF or IF Input

There are two considerations regarding the introduction of additional signals to a mixer
input port. In the first case, one adds a discrete term (spectral line) to the 'linear’ mixer
input (RF or IF port). In this instance, it may be assumed that the mixer transfer function
is quasi-linear. That is, the addition of additional discrete terms at the mixer input will
result in independent families of spurious outputs, assuming the mixer is operated at
fairly low levels. Under these conditions, phase and/or amplitude modulation intrinsic to
the input signals is well-preserved. At higher drive levels, however, crossmodulation will

result.

Spurs in LO Input

A more interesting case involves the introduction of additional spectra into the LO port of
a mixer. The LO port of a practical mixer acts as a limiter prior to the mixing process.
Hence, one may apply classical limiter theory to LO input spectra prior to performing
spurious calculations. There are several interesting cases. Figure 2 represents a phase

(or frequency) modulated signal. Application of this signal as a local oscillator provides




some interesting results. Regarding the desired and image outputs (the primary 1 x 1
tones), the phase modulation present on the LO source is applied directly to each.
Output products of input order m and LO order 1 also receive the phase modulation of
the LO signal. Output products of LO order n greater than unity likewise possess the
phase modulation of the LO, but in addition display phase (frequency) deviation
increased linearly by the order n. In other words, an m x n output will display the PM
(FM) of the local oscillator, with deviation multiplied by n (modulation sidebands

enhanced by 20log[n] dB in low deviation (linear FM) cases).

A second case of interest involves amplitude modulation present on the LO input. A
hard limiter will remove all AM from a signal, and will leave in its place a purely phase
modulated signal. Figure 3 depicts AM and limited AM (now PM) signals in the
frequency domain. In general, an AM signal with a small modulation index, applied to a
hard limiter will see its AM sidebands replaced by PM (FM) sidebands, with sideband
level reduced by 3 dB. Practically, a mixer LO port approximates a hard limiter quite

well. Reference 1 discusses signal limiting in general.

A third case is represented in Figure 4. Here, an unrelated signal is summed into the
LO. Thatis, the main LO signal is accompanied by a significantly smaller term, possibly
the result of leakage or due to some frequency synthesizer imperfaction. The limiting
action of the LO port will convert the signal, originally offset from the main LO signal by
Af and smaller than the main signal by A dB, to phase modulation with sidebands each

offset by f and each 6 dB below the level of the original extraneous tone.

Spurious Qutputs
Intrinsic to each conversion are two families of spurious products. Tuned outputs exist

as a result of particular LO and input (RF or IF) frequencies. They are the classical
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primary and higher order sum and difference terms, and are called tuned outputs
because their existence results from simple imposition of the input frequencies. That is,
the desired output frequency results from adjustment of the LO or input frequency
(usually the other remains fixed). Once the two applied frequencies are imposed, the
tuned spurious spectrum results. In general, tuned outputs differ in frequency from that
of the desired output.

Crossover, or coincident, products are outputs that are, by definition, equal in frequency
to the desired transmit frequency. In a single mixing process, crossovers may not be

removed by filtering, whereas tuned output amplitudes are subject to filtering.

The Transmit Tuned Output
The tuned output is the easiest spurious product to understand and predict. Application
of signals to the input and LO ports of a mixer results in an infinite number of outputs at

frequencies Fg

Fo = + mFj+ nF|

where Fj and F| are the mixer input and local oscillator frequencies, respectively. Figure
5 presents typical tuned spurious outputs. When tuned for a desired output frequency of
35 MHz (LO at 45.7 MHz), the transmit image exists at 56.4 MHz. While the desired
output is derived by subtracting the two input frequencies, the image coexists due to a

similar addition.

An example of an in-band tuned output is the +2 by +1 tone at 67.1 MHz. And, a typical
out-of-band output at 102.1 MHz is the result of a similar +1 by +2 conversion. Tuned

outputs are subject to removal or attenuation via filtering.




The Transmit Crossover Output

The transmit crossover output coincides precisely with the desired output. As such, the
crossover output cannot be removed by filtering. The crossover output is identically
equal in frequency to the desired output at some in-band frequency. In the architecture
of Figure 6, a coincident output exists at 37.45 MHz. The desired output is -1 by +1 in
nature. That is, the 37.45 MHz output signal results from a mixing process in which the
10.7 MHz input frequency is subtracted from the corresponding LO frequency of 48.15
MHz. A -10 by +3 crossover exists as shown. For the ordering of frequencies in this

example, crossover frequencies result for any m and n as

Fr=Fi(n+m)/ (1+n)

where Fij is the input frequency, and m and n are the integral multipliers of the input and
LO frequencies, respectively. For any m > 0 and n > 0, there is a crossover output if the

resulting Fy falls within the output band.

The Receive Mixer

Each receive mixing process results in a single desired response as well as an infinite
sum of primary and higher order spurious responses. Intrinsic to each frequency
conversion are two famities of spurious products. Crossover, or coincident, products are
responses that are, by definition, equal in frequency to the desired receive frequency.
Tuned responses, on the other hand, exist as a result of a particular local oscillator
frequency, and are in general different in frequency from the desired receive input. /Ina
single mixing process, crossovers may not be removed by filtering, whereas tuned
products are subject to preselection. Figure 7 displays a typical recsiver frequency

conversion. A signal in the 30 to 88 MHz band is converted to an intermediate

frequency (IF) of 10.7 MHz by mixing with a high side local oscillator (LO) equal in
frequency to the sum of the desired frequency and 10.7 MHz.

The primary mixer response in the example of Figure 7 is obtained by subtracting the
frequency of the desired signal from the frequency of the LO. In practice, a processor of
some kind is attached to the IF port of the mixer, and the goal is to shift, or convert, the
signal of interest to the IF without distortion. To receive a signal at 32.1 MHz, for
example, the LO would be set to 42.8 MHz. Then, any information entering the RF port
of the mixer at 30 MHz would experience a shift in frequency by the amount of the LO
frequency, or 42.8 MHz. In this instance, the IF response is known as a -1 by +1
product, as the 10.7 MHz IF results from subtracting the desired input frequency from
the established LO frequency. It is important to note that while the signal of interest
appears to have been ideally shifted to the IF frequency, any spectrum of information
associated with the input signal is inverted in the mixing process. This phenomenon is
associated with the subtractive nature of this particular conversion, and can be easily
confirmed by perturbing the input frequency slightly. An increase in the input frequency
will result in a corresponding decrease in the IF. The implications of such a frequency
inversion are beyond the scope of this article. Suffice it to say that modern signal
processing techniques can easily accommodate the flipped spectrum, but must clearly

be planned in advance.

The Receive Tuned Response

The receive tuned response is analogous to the transmit tuned output. The tuned
response may be anywhere in-band, or even out of band. Figure 7 depicts a frequency
scheme similar to the exciter configuration of Figure 5. As an example, the desired
frequency of 35 MHz is converted to the IF by virtue of an LO at 45.7 MHz. The desired

response is the LO frequency less the input frequency. A type of tuned response of



paramount interest is the image response. The image response is undesired pnmary
response for the specified IF frequency and the imposed LO frequency. n Figure 7, the
image response occurs at 56.4 MHz. In this example, the image lies within the band of

interest, but this is not necessarily the case for all frequency conversion arrangements.

An example of a higher order in-band response occurs at 72.6 MHz. With the LO at
45.7 MHz, an input at 72.6 MHz can arrive at the 10.7 MHz IF via a -3 by +5 conversion.
Similarly, a signal exterior to the desired 30 to 88 MHz band may result in an IF
response. An input at 102.1 MHz can produce a strong +1 by -2 IF response if not
remove by preselection. The tuned response can, at least in principle, be removed or
attenuated by suitable filtering. Out-of-band inputs can theorstically be eliminated by
preselection. In-band spurious responses, particularly in wideband systems, are often
reduced by switched bandpass filter arrangements or through the use of tracking
bandpass filters. The preferred filtering approach is determined by the precise
frequency scheme and the degree of needed product suppression. Judicious
spacification of the frequency conversion architecture must be viewed as a necessary

precursor to discussions involving filtering requirements.

The Receive Crossover Response

It is often assumed that received information is converted in frequency without distortion.
While such an assumption is sometimes acceptable, there are instances in which the
signal can suffer distortion even in the absence of other interfering frequencies. The
crossover, or coincident, response is intrinsic to any given frequency conversion
scheme. In the arrangement of Figure 8, a crossover exists for a received frequency of
32.1 MHz. The desired, or primary, 10.7 MHz response is due simply to the subtraction
of the 32.1 MHz input from the imposed 42.8 MHz LQ. Note, however, that +3 times the
32.1 MHz input summed with -2 times the 42.8 MHz LO also yields 10.7 MHz. The
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significance of this spurious relationship is quite profound. Simply stated, specification
of the frequency scheme alone resulted in the crossover at 32.1 MHz. Any attempt to
receive at 32.1 MHz will result in the superposition of a higher order response in the IF.
The degree to which the spurious response is suppressed below the desired response is
intrinsic to the mixer itself. As crossover responses coincide with the desired response,
they can never be filtered out. The system engineer must plan in advance for
crossovers and must be careful not to underestimate their prevalence in the design

phase.

In the receiver example of Figure 8, or in any single receive conversion in which the IF
frequency is obtained by subtracting the RF frequency from the LO frequency, the

crossover frequencies are given by
Fr=Fi(nt1)/ (m-n)

where Fj is the IF frequency, and m and n are the integral multipliers of the RF and LO
frequencies, respectively. For any m > 0 and n > 0 (m < n), there is a crossover

response if the resulting F fails within the receive band.

Muitiple Frequency Conversions

Multiple frequency conversion architectures likewise display the imperfections of both
coincident and tuned spurious phenomena. In addition, a system of N conversions
reveals an additional N-1 classes of each of these general categories. These response
[output] varieties behave identically to the single conversion families with the major
exception that all products, including crossovers, become subject to frequency filtering in

general.



Multiple conversion arrangements aside for a moment, even a single frequency
conversion may represent more to worry about than first meets the eye. While transmit
schemes can be as troublesome as receive conversion processes, attention here will

focus on receiver-oriented spurious products, or responses.

Figure 9 illustrates a typical first downconversion for a UHF radio. The receive band of
225 to 400 MHz is converted to a 70 MHz first IF by mixing with a low side local
oscillator spanning 155 to 330 MHz. There are two types of spurious responses for
such an arrangement. The first type, often overlooked in system definition, is the
crossover, or coincident, response. Unanticipated crossovers have been the death of
otherwise weli planned systems more than once. In the example, a crossover exists at
280 MHz. Tuning the converter to 280 MHz, by definition, requires setting the LO to 210
MHz. The 70 MHz IF is simply the difference between the RF and LO frequencies. Of
note is the fact that the 70 MHz IF frequency can likewise be obtained by subtracting
twice the RF frequency from three times the LO frequency. This coincidence, shown
mathematically in Figure 9, represents a response that cannot be filtered away. By
definition, the coincident spur frequency and the receive frequency are equal.
Crossover locations and amplitudes must be taken into account in the early stages of

system conception.

A more commonly understood class of response is the tuned product. The tuned spur is
a frequency, in general different from the receive frequency, at which an IF response
may occur. In Figure 5, with the receiver tuned to 225 MHz (LO frequency of 155 MHz),
there is a tuned response at 395 MHz. Three times the 155 MHz LO frequency, minus
the 395 MHz tuned spur frequency, yields the 70 MHz IF. Tuned products can in

general be filtered out.
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Two additional classes of spurious products exist in a dual conversion scheme as shown
in Figure 10. Here there are two crossover classes. In the first (Class 2RC11), the
crossover, in the first IF, coincides exactly with the first IF frequency. In the second
(2RC10), the crossover response can occur with an offset IF frequency. In the example,
a crossover occurs at 281.45 MHz via a first IF at 71.45 MHz. By definition, the first IF
remains at 70 MHz for the desired signal. Higher classes of coincident responses or
outputs are subject to filtering within IFs, but not at the front end of the receiver or the
output of the exciter. The class designation introduced here, summarized in Appendix
A, greatly facilitates understanding of spurious characteristics in both receiving and
transmitting systems. In this example, the first character (2) specifies a dual conversion
in general. The second character (R) indicates a receive system. The third character
(C or T) informs that the product of interest is a crossover or tuned product. There
remain as many characters, each either 0 or 1, as there are frequency conversions in

the system.

Figure 10 likewise illustrates higher classes of tuned products. As is the case with

crossovers, IF filtering can impact the overall level of the product.

Figure 11 illustrates a typical triple conversion receive architecture. This system tunes
the 30 to 1200 MHz band by initially upconverting the input to a narrowband 2500 MHz
first IF. The corresponding high side first LO falls in the 2530 to 3700 MHz band. A
tracking bandpass filter is employed as a preselector. The 2500 MHz first IF is
converted to a 160 MHz second IF via a second LO at 2660 MHz, and is ultimately
reduced to baseband at 21.4 MHz. Narrowband fixed bandpass filters are used in the
two IFs. As might be expected, the overall spurious computation, including the effects of

practical fixed and voltage-tuned filters, can be overwhelming.



Figure 12 depicts a partial SysCad printout of tuned products for the triple conversion
receiver tuned to 880 MHz. The desired response (3RT111) arrives at the 21.4 MHz IF
by repeated conversion to the nominal IF frequencies. Tuning the system to a particular
frequency implies only that the first LO be set to some cormresponding frequency. In this
example, the first LO is set at 3380 MHz, thereby shifting the frequency of the input to
that of the 2500 MHz first IF. Subsequently, by virtue of mixing with the 2660 MHz
second LO, the signal of interest coincides with the nominal 160 MHz second IF. A final

frequency conversion locates the desired input at precisely 21.4 MHz.

It is important to note that while the desired response relies on one of the two primary
modes of each mixer, many classes of compound responses exist in a system of the
complexity shown in Figure 11. The following table provides some examples of other
classes of triple conversion tuned responses. Bold faced frequencies coincide with the

respective nominal {F frequencies.

Spur Freq Class istiF 2ndIF
819.0667 3RT000 2457.2000 202.8000
940.0000 3RTO01 2820.0000 160.0000
625.0000 3RTO11  2500.0000 160.0000
880.0000 3RT100  880.0000 20.0000

880.0000 3RT111  2500.0000 160.0000
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The input at 819.0667 MHz results in a final 21.4 MHz response via a
+3X0/-1X+1/+1X-1 process. Both related IF frequencies result away from the nominal
band centers. The 940 MHz response (+3X0/+1X-1/-1X+1) enters the last mixer at 160
MHz, and therefore must be removed by filtering before the first conversion
(preselection) or in the first IF. The 625 MHz response (+4X0/-1X+1/-1X+1) is due only
to the 4X0 behavior of the first mixer, and may only be filtered in the preselector. The
3RT100 class 880 MHz response (+1X0/-3X+1/-8X+1) is also a 3RC100 crossover.
Finally, the desired 3RT111 880 MHz response, aiso a crossover by definition, causes a
response in the 21.4 MHz third |F (baseband) by passing directly through the various
nominal IF frequencies (-1X+1/-1X+1/-1X+1).

Summary

Spurious performance of systems employing a single receive or transmit frequency
conversion, while simple in concept, is often misunderstood. In particular, the
crossover, or coincident, class of spurious products is easily overiooked, and is often
solely responsible for incapacitation of key band segments or channels. Multiple
conversion systems represent a greatly aggravated spurious environment for the system
engineer. Understanding the nature of compound spurious phenomena, in particular the
locations of all crossover and tuned responses and outputs, is paramount to the

successful realization of modern wideband receiving and transmitting hardware.




Appendix A
Spurious Product Class Identification

Spurious class nomenclature is due to Webb Laboratories and is provided to ease

understanding and recognition of spur families and types:

Eirst Character
Integer Number of Frequency Conversions
Second Character
Recsive Process
Transmit (Excite) Process
Third Character
0 Spur Frequency Unequal to First Receive Mixer
Input Frequency, or First Transmit Mixer
Output Frequency
1 Spur Frequency Equal to First Receive Mixer

Input Frequency, or First Transmit Mixer

Output Frequency
Eourth Character
0 Spur Frequency Unequal to Second Receive Mixer

Input Frequency, or Second Transmit Mixer
Output Frequency

1 Spur Frequency Equal to Second Receive Mixer
Input Frequency, or Second Transmit Mixer

Output Frequency
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0 Spur Frequency Unequal to Third Receive Mixer
Input Frequency, or Third Transmit Mixer
Output Frequency

1 Spur Frequency Equal to Third Receive Mixer

Input Frequency, or Third Transmit Mixer
Output Frequency
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10.7
Fr 30 - 88 MHz
FI 40.7 - 98.7 MHz ’
Fi 10.7 MHz 40.7 - 98.7
Desired Output: Fr = FI - Fi
Typical Tuned Outputs when tuned to 35 MHz:
Desired: -1 (10.7) +1 (45.7) = 35
image in Band: +1(10.7) +1(45.7) = 56.4
Higher Order inband:  +2 (10.7) +1 (45.7) = 67.1
Out of Band: +1(10.7) 42 (45.7) = 102.1

Figure 5 - Typical Exciter Upconverter - Tuned Outputs

30-88
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10.7 .
Fr 30-88 MHz
Fl 40.7 - 98.7 MHz
Fi 10.7 MHz 40.7 - 98.7
Desired Output: Fr=FI- Fi

Typical Crossover (Coincident) Output at 37.45 MHz:
Desired: -1(10.7) +1 (48.15) = 37.45
Crossover: -10(10.7) +3 (48.15) = 37.45

30-88

Figure 6 - Typical Exciter Upconverter - Crossover Outputs




30-88 e 10.7

30-88 1 10.7
Fr 30-88 MHz Fr 30-88 MHz
Fl 40.7 - 98.7 MHz Fl 40.7 - 98.7 MHz
Fi 10.7 MHz 40.7 - 98.7 Fi 10.7 MHz 40.7 - 98.7

H =Fl-F
Desired Response Fi=Fl-Fr Desired Response: Fi=Fl-Fr

Typical Tuned Responses when tuned to 35 MHz:

Desired: -1(350) +1(457) = 107 TypicaI'Crossover (Coincident) Response at 32.1 MHz:
Image in Band: +1(56.4) -1(45.7) = 107 ges"ad: o (32.1) +1 (42.8) = 107
Higher Order in Band: -3 (72.6) +5(45.7) = 10.7 rossover. +3 (32.1) -2 (42.8) = 10.7

Out of Band: +1(102.1) -2(45.7) = 10.7

Figure 8 - Typical Receiver Downconverter - Crossover Response
Figure 7 - Typical Receiver Downconverter - Tuned Responses
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225 - 400

Fr 225 - 400 MHz
FI 155 - 330 MHz

Fi 70 MHz 155 - 330

Desired Response: Fi=Fr-Fl

Typical Crossover (Coincident) Resporse at 280 MHz:
Desired: +1(280) -1(210) = 70
Crossover: -2(280) +3(210) = 70

Class 1RC1
Class 1RC1

Typical Tuned Response (Receiver Tuned to 225 MHz : Spur at 395 MHz):
Desired: +1(225) -1 (155) 70 Class 1RT1
Spurious Response: -1 (395) +3 (155) 70 Class 1RTO

Figure 9 - Typical Receiver Downconverter

70 225 - 400 emm=——p] BPF BPF
(70)
155 - 330

Desired Response: FI2=FR-FL1-FL2

Typical Crossover (Coincident) Responses:
Desired: +1 [+1 (280) -1(210) ] -1(59.3) = 10.7 Hs =70
Crossover: +1[-2(280) +3(210) ] -1(59.3) = 10.7 s =70
Desired: +1[+1(281.45) -1 (211.45)] -1(59.3) = 10.7 1s=70
Crossover: -4 [ -2 (281.45) +3 (211.45)) +5 (59.3) = 10.7 s =71.45

Typical Tuned Responses (Receiver Tuned to 300 MHz : FL1 at 230 MHz):
Desired: +1[+1(300) -1(230)) -1(59.3) = 10.7 1s =70
Tuned Response:  +1[+2 (265) -2 (230)) -1 (59.3) = 10.7 s =70
Tuned Response: -3 [+1 (305.5) -1 (230)]) +4 (59.3) = 10.7 s = 75.5
Tuned Response: +4 [+2 (268.4) -2 (230)] -5 (59.3) = 10.7 11s =76.8

59.3

Figure 10 - Typical Dual Conversion Receive Downconverter
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Class
Class
Class
Class

Class
Class
Class
Class

10.7

2RC11
2RC11
2RC11
2RC10

2RT11
2RTO1
2RTO0
2RTO0



30 - 1200 —>»

Tracking
BPF

Figure 11 - Typical Multioctave EW Receiver Frequency Architecture

2530 - 3700

BPF

(2500)
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2660

BPF

(160)

181.4
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Nl M2 N2 M3 N3 Mx} Mx2 Mx3 Pre F1 F2 Rei Clase .

Rev freg Spur Freq 1t LO 1st IF 2nd IF Ml

880.0000 2820.00C0 3380.0000 2820.0000 160.0000 +1 +0
880.0000 2457.2000 3380.0000 2457.2000 202,8000 +1 +0
880.0000 2500.0000 3380.0000 2500.0000 160.0000 +1 +0
880.0000 1250.0000 3380.0000 2500.0000 160.0000 +2 +0
880.0000 940.0000 3380,.0000 2820,0000 160.0000 +3 +0
880.0000 819.0667 3380.0000 24%7.2000 202.8000 +3 +0
880.0000 833.3333 3380.0000 2500.0000 160.0000 +3 +0
880.0000 625.0000 3380.0000 2500.0000 160.0000 +4 +0
880.0000 500.0000 3380.0000 2500.0000 160.0000 +5 +0
880.0000 2820.0000 3380.0000 20820.0000 160.0000 +1 +0
880.0000 24%7.2000 3380.0000 2457.2000 202.8000 +1 +0
880.0000 2500.0000 3380.0000 2500.0000 160.0000 +1 +0
880.0000 1250.0000  3380.0000  2500.0000 160.0000 +2 +0
8080.0000 940.0000 3380.0000 2820.0000 160.0000 +3 +0
880.0000 819.0667 3380.0000 2457.2000 202.8000 +3 +0
880.0000 833.3333 3380.0000 2500.0000 160.0000 +3 +0
880.0000 625.0000 3380.0000 2500.0000 160.0000 +4 +0
880.0000 $00.0000 3380.0000 2500.0000 160.0000 +5 +0
880.0000 6200.0000 3380.0000 2620.0000 160.0000 +1 -1
880.0000 $837.2000 3380.0000 2457.2000 202.8000 +1 -1
880.0000 5880.0000 3380.0000 2500.0000 160.0000 +1 -1
880.0000 5960.0000 3380.0000 2580.0000 160.0000 +1 -1
880.0000 2940.0000 3380.0000 2500.0000 160.0000 +2 -1
880.0000 1960.0000 3380.0000 2500.0000 160.0000 +3 -1
880.0000 1470.0000 3380.0000 2500.0000 160.0000 +4 -1
880.0000 $17.2000 3380.0000 2862.8000 202.8000 -1 +1
880.0000 $60.0000 3380.0000 2820.0000 160.0000 -1 +1
880.0000 922.8000 3380.0000 2457.2000 202.8000 -1 +1
880.0000 880,0000 3380.0000 2500.0000 160.0000 -1 +1
880.0000 912.1000 3380.0000 2467.9000 192.1000 -1 +1
880.0000 848.0667 3380.0000 2531.9333 128.0667 -1 +1
880.0000 890.7000 3380.0000 2489.3000 170.7000 =~1 +1
880,0000 833.8000 3380.0000 2546.2000 113.8000 -1 +1
880.0000 640.0000 3380.0000 2740.0000 160.0000 -1 +1
880.0000 821.4000 3380.0000 25%68.6000 202.8000 -1 +1
880.0000 800.0000 3380.0000 2$80.0000 160.0000 -1 +1
800.0000 440.0000 3380.0000 2500.0000 160,0000 -2 +1
880.0000 293.3333 3380.0000 2500.0000 160.0000 -3 +1
880.0000 220.0000 3380.0000 2500.0000 160.0000 -4 +1
880.0000 9260.0000 3380,0000 2500.0000 160.0000 +1 -2
880.0000 4630.0000 3380.0000 2500.0000 160.0000 +2 =2
880.0000 3086.6667 3380.0000 2500.0000 160.0000 +3 -2
880.0000 3940.0000 3380.0000 2820.0000 160.0000 -1 +2
880,0000 4302.8000 3380.0000 24%7.2000 202.8000 -1 +2
880.0000 4260,0000 3380.0000 2500.0000 160.0000 -1 +2
880.0000 2130.0000 3380.0000 2500.0000 160.0000 -2 +2
880.0000 1313.3333 3380.0000 2820.0000 160.0000 -3 +2
880.0000 1420.0000 3380.0000 2500.0000 160.0000 -3 +2
880.0000 12960.0000 3380.0000 2820.0000 160.0000 +1 -3
880.0000 12597.2000 3380.0000 2457.2000 202.8000 +1 -3
860.0000 12640.0000 3380.0000 2500.0000 160.0000 +1 -3
880.0000 6320.0000 3380.0000 2500.0000 160.0000 +2 -3
8680.0000 7320.0000 3380.0000 2820.0000 160.0000 -1 +3
880.0000 7682.8000 3380.0000 2457.2000 202.8000 ~1 +3
880.0000 7640.0000 3380.0000 2500.0000 160.0000 -1 +3
880,0000 3820.0000 3380.0000 2500.0000 160.0000 -2 +3
8060,0000 16020.0000 3380.0000 25$00.0000 160.0000 +1 -4
880.0000 11020.0000 3380.0000 2500.0000 160.0000 -1 +4
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Figure 12 - Partial SysCad Tuned Response Printout for Triple Conversion Receiver
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Specifying Local Oscillator Phase Noise Performance:
How Good is Good Enough?

Robert Gilmore

Qualcomm, Inc.
10555 Sorrento Valley Road
San Diego, CA 92121
(619) 587 - 1121

Abstract

Definitive criteria are provided for specifying local oscillator phase noise performance
for use in communication systems. In the absence of such criteria, many oscillators tend to be
either under or over-specified. The emphasis is on digital modulation and demodulation, but
analog communications are also considered. LO phase noise is analyzed for loss in demodulator
performance, and also for impact on the modulation process. The results may be used to select an
appropriate oscillator, or to tailor the noise characteristics of a frequency synthesizer design.

The systems designer must consider the effects of local oscillator phase noise when
planning a communication system. The effect of imperfect local oscillators is to degrade both
the demodulation and modulation processes. The extent of the degradation depends upon the
characteristics of the phase noise, and also upon the particular modulation type selected. It
will be shown that LO phase noise may degrade a system in three major ways: a coherence
error, a signal loss due to PM spreading, and an additive noise effect. The coherence error
applies only to coherent digital demodulators. The other two effects apply to most receivers,
but it will be shown that coherent BPSK is largely immune to the additive noise effect.

The paper begins with a description of pertinent concepts and definitions. The
performance loss due to phase noise is described in general, and then specifically applied to the
following demodulators: analog FM, non-coherent FSK, coherent BPSK, QPSK, OQPSK, and
MSK, and differential PSK. Since phase noise may be specified either in the frequency or the
time domain, some results are provided both in terms of frequency and time domain criteria.
The emphasis is not upon the source of noise in oscillators, but rather upon the performance loss
attributable to phase noise.

I Definiti 1C
i. Fourier frequency
The frequency difference between a specific frequency component and the fundamental
frequency (ie., the carrier) of a signal.

ii. Se(f)

The one-sided spectral density of the phase fluctuations. Phase fluctuations are due to
noise, instability, and modulation.  The range of Fourier frequency f is from zero to infinity,
and the dimensions are radians?/Hz. So(f) involves no power measurement of the signal - it is
not a power spectral density which would be measured in Watts/Hz. In practice, Sg(f) is
measured by passing the signal through a phase detector and measuring the power spectral
density at the detector output. (see Ref. 4)

iii. £
The normalized frequency domain representation of phase fluctuations. It is the ratio

of the power spectral density in one phase modulation sideband, referred to the carrier
frequency on a spectral density basis, to the total signal power, at Fourier frequency f. The units
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are 1/Hz. The frequency ranges from -fo to +oo, where f, is the carrier frequency. (f) isa 2-
sided spectral density. For small angles @ (see Ref. 3),

Af) = Sg(f)/2 n

iv. Sy(H)

The spectral density of frequency fluctuations. In practice, Sy(f) is measured by
applying the signal to an FM detector and measuring the resulting spectral density. The
dimensions are (fractional frequency)?/Hz, or 1/Hz. The range of f is from zero to infinity.
Since the random process S(f) is differentiated to yield Sy(f),

f \2
Sylf) = _fo—) Self) )

where f, is the carrier frequency.

v. Allan (or Pairwise) variance 62(2,1)

The instantaneous frequency of an oscillator is not observable since any measurement
technique requires a finite time interval to be performed. We define % as a normalized

frequency measurement over the gate time 1. Note that
st +1) - a(ty)
T 2nfger
Due to the random phase fluctuations of real oscillators, repeated measurements of Tk yield

3)

different results. The variance of this statistical process provides a time-domain measure of
instability over 1. Assuming that the ¥ have zero mean, the true variance is equal to

o [%]-<%*> ' @

where the bracket <> indicates a statistical average calculated over an infinite number of
samples ata given time tk. The Allan or pairwise variance is defined as:

o 2w=3 <(3,-37> ®

y1 and y2 are two adjacent samples taken T seconds apart, hence pairwise variance. A
practical measurement technique which involves M individual normalized frequency
measurements yk = fk/fo results in the following widely accepted estimate of the Allan
variance:

. N S 5
% @=7mn Z k" % ©

. P Law Noise P

Power low noise processes are models of oscillator noise that result in a particular slope
of the spectral density verses frequency. The following table summarizes the five commonly
identified power law noise processes, detailing their frequency behavior and Allan variance.
(see Ref. 4)



Sp s 2
y oy (1)
Process Name proportional to proportional to Alla nyV ariance
Random-walk FM r-4 f -2 3,
@niip)?
Flicker FM i3 i1 1.038 + 3In (®wnT)
@mtfp)?
White FM -2 flat 1
262
Flicker sM -1 f 2in2
£ 2
o
White oM flat 2 et
6ip2

Table I: Power Low Noise Processes

In the table above, f,, = 0, /2x is the measurement system 3 dB bandwidth (the measurement
should be within 3 dB from DC to ).

By convention, noise processes are defined as one-sided spectral densities, and on a per-
Hz of bandwidth density basis. The total mean-square fluctuation of frequency is given by (Ref.
3):

Total Variance = | Sy (f) df ?)
o

In contrast, two-sided spectral densities are defined such that the range of integration is from -
= to + e, The total variance of frequency fluctuations is given by

I 52-sided df =2 I 52-sided df = I S1-sided df ®
- o0 [+] (]

In terms of #1(f), a good approximation for the signals under discussion is
r(H=2(1 9
However, for special cases of pure PM or FM, as well as correlated combinations of AM and PM,

the RF spectral density of the signal is not symmetrical. For pure AM, the power spectral
density is strictly symmetrical.
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Phase noise and thermal noise (i.e., AWGN) have important similarities and equally
important differences. The similarites permit the system designer to add phase noise and
thermal noise densities. A common way to ensure that phase noise will not impact system
performance is to specify the phase noise density to be x dB (typically 20 dB) below the receive
thermal noise density. The differences must be considered, however, in an accurate calculation
of performance loss due to phase noise.

The major difference is that phase noise is a small angle random phase modulation of
the received signal itself. In this regard, phase noise is more of a multiplicative effect than an
additive process. The random PM process responsible for phase noise spreads the signal energy,
and therefore reduces the signal power which carries useful information. Fortunately, this
reduction in signal power is usually small. It is important to understand that phase noise is not
added to the received signal, it is actually derived from the received signal by PM spreading.

When a carrier with a pedestal of pure phase noise power is downconverted to
baseband I and Q channels, the phase noise appears primarily in the Q channel (assuming
small angle phase modulation). This will be shown in this section. Noncoherent demodulators,
which cannot distinguish between received phases, cannot benefit from this phenomena.
Coherent modulation with information in the I channel only, such as coherent BPSK, are
tolerant of LO phase noise because of this effect.

We now discuss the similarities between phase noise and AWGN. Consider superposed
double-sideband thermal noise with total power 2N, added to a carrier. Robins has shown

(Ref. 6) that the DSB noise power may be represented as 4 sidebands, upper and lower pure AM
sidebands and upper and lower pure PM sidebands, each with power Np/2. Therefore,

narrowband AWGN is a composite of %AMand %PM noise processes.

This result is consistent with the familiar results of signal-to-noise ratios in bandpass
limiters. As the input signal-to-noise ratio of a bandpass limiter is varied, the asymptotes of
the output SNR are well documented (Ref. 2):

(S/N)
out
(S/N)in -2 (+3dB) as (S/N)in"" (10)
(S/N)
out n
(S/N)in =3 (-1.05dB) as (S/N)in" 0

The +3 dB asymptotic increase in SNR for large input SNR's is due to the limiter suppression of
the AM component of the additive noise. The remaining noise is the PM component, and

accounts for precisely IE of the input narrowband noise).

The fact that additive narrow-band thermal noise may be represented as half AM and
half PM is important to a discussion of the effect of phase noise on communications system
performance. Phase noise effects system performance in three major ways - it degrades the
coherence of the demodulation process, it reduces the signal power due to PM spreading, and it
adds noise. Unlike thermal noise, additive phase noise due to local oscillators is typically
non-white. However, the fact that additive thermal noise may be considered to be half phase
noise implies that LO phase noise degrades the signal-to-noise ratio of a communications
system as does thermal noise. The fact that LO phase noise is not flat, though, significantly
complicates the calculation of performance degradation for this effect in contrast with
additive white Gaussian noise (AWGN).

Additional insight may be gained by considering the narrowband noise representation:



n(t) = x(t) cos ot + y(t) sin wyt an
where —— —5— ——
20 = y?m = nZn = N,
In polar coordinates,
n(t) = r(t) cos [wgt +6(t)] (12)
where r(t) is Rayleigh distributed 0srt) <
6(t) is uniformly distributed 0 <0(t) < 21

This form shows the AM and PM portions of narrowband noise. If this noise process is
downconverted to baseband using in-phase and quadrature local oscillators, the baseband
portions of the I and Q downconverted outputs are

10 =52 cos fort | a3)

Q0 =38 sinjon | as

which are noise components each having equal power and&t) varying from 0 to 2x.
If a carrier is inserted into equation 30 the result is:
n(t) = [x(t) + A cos @yt + y(t) sin oyt
=r(t) cos [wpt +8(t)] (15)
where r(t) is Rician distributed 0 < r(t) S = and&(t) is an angle modulation process

symmetrically distributed about 0° phase. In this case 8(t) is measured relative to the carrier.
For small 0(t),

w2
o -~ Za.g o a6)
Q- a7

The baseband I component contains primarily AM noise, and the Q component contains AM and
PM noise. Therefore, the hard-limited Q channel provides a measure of the phase noise 2(f)
~ Sp(f)) of an oscillator. In the case of a carrier with pure phase noise, most of the
downconverted phase noise appears in the Q channel if the small angle assumption is valid.

1. General Formulation of the Problem

There are three major sources of communication system performance degradation due to
LO phase noise:

1. Coherence or correlation error
2. Signal loss due to PM spreading
3. Additive noise effect

The degradation in signal to noise ratio is calculated for each effect (at the nominal receiver
SNR in thermal noise) and the results are added in dB. There is also a small effect of phase
noise on the demodulator bit timing loop, but this is shown to negligible in general in Ref. 7 (p.
260).

Coherence error applies to coherent demodulation only. Noise in the demodulator
carrier tracking loop (i.e., phase estimation loop) causes a phase error which results in a loss in
BER performance. The usual assumption is that the bandwidth of the phase estimation loop is
small in comparison with the data rate. The resultant phase error may then be considered as
constant during each bit interval. In an M-ary transmission with M > 2, this effect also produces
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interchannel interference. Demodulator phase error causes a cross coupling between, for
example, the two orthogonal channels of a QPSK transmission. Coherence loss and
interchannel interference will be discussed in detail in the following section.

The third effect is the increase in received noise floor due to the LO noise
characteristics. LO noise is integrated in the detection bandwidth and added to integrated
thermal noise:

B B
Total Noise Power = [ Ny odf + [ N_df 18)
0 . 0
where N;  is the one-sided noise spectral density due to the LO and N, is the one-sided
thermal noise spectral density. From section II - x,

Ny (0
w0 = —2— 19)

where C is the LO carrier power. The degraded signal-to-noise ratio in the detection
bandwidth is then given by

B BN, (0
SNR=| [ 22y df + | c— af (20)
0 0

where C is the LO carrier power.

A convenient way to evaluate the contribution of LO phase noise to total noise density
B

is to plot the normalized phase noise density #f) in dBc/Hz on the same plot as | 2204 in

dBe. The lower integration limit is the phase estimation loop noise bandwidth for the case of
coherent demodulation. This is because the phase tracking loop removes phase fluctuations
within this frequency region (resulting in coherence error, as described in the following section).
In the case of non-coherent demodulation, some high-pass lower limit is generally assumed
(perhaps on the order of 1 Hz). An example is shown in Fig 1. Such a plot is easy to create using
a computer spreadsheet program. Measured or predicted phase noise data is entered manually
in one column, numerically integrated in another column, and both columns are plotted. 3dB
must be added to phase noise data measured on a spectrum analyzer to yield 2&(f). Other
spectrum analyzer corrections must usually be applied as well to correct for averaging in LOG
mode, and for the envelope detector response to noise.

The integrated phase noise in dBc is compared with the signal-to-noise ratio at a
particular frequency. In a digital communication system, the integrated phase noise is
compared with E}, /N, at f = bit rate. Note that

dBcin BW =R @n

where R = bit rate and N is assumed to be white. Therefore, Ep/Ny is the total signal power to

B
j N, df ratio, where thermal noise is integrated over a bandwidth equal to the bit rate. The
0



integrated phase noise may be compared directly with Ep/Npatf=R.

Integrated LO Phase Noise
Integration begins at 100 Hz
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Figure 1: Example LO Phase Noise and Integrated Phase Noise Plot
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Consider a 100 Kb/sec received signal data rate, and a nominal receiver operating
Ep, /N, of 10 dB. Using the LO depicted in Fig 1, the integrated phase noise at 100 Kb/sec is -36
dBc. The integrated phase noise is 26 dB below thermal noise at the operating point. Summing
a noise power X with a noise power X - AN dB yields a noise power X + A where

AdB = 10log [1 + 10°8N/10] @2

For AN = 26 dB, A dB = 0.025. At this operating point, the LO phase noise degrades the
received Ey,/N,, by 0025 dB. For convenience, Equation 41 is plotted in Figure 2.
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Figure 2: Addition of Two Noise Levels
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This technique is straightforward, and added to the signal loss and coherence error
effects provides a reasonable estimate of performance loss due to phase noise. For better
accuracy though, each modulation type must be treated as a special case. The performance
impact on specific modulation types is discussed in Section V.

IV, Coherence or Correlation Error
One effect of LO phase noise on coherent demodulation is that it causes a noisy estimate
of phase. (Ref. 6). This results in a coherence or correlation performance degradation. This

effect is also caused by additive thermal noise, and the phase noise contribution must be
considered relative to thermal noise. Since phase noise tends to increase rapidly at small

frequency offsets (typically £ 3 behavior), phase noise may dominate over AWGN in the
frequency region defined by the bandwidth of the phase estimation loop. In the case of M-ary
transmissions where M > 2, coherence error results in inter-channel interference between the M-
ary channels. The SNR degradation due to coherence error is added in dB to the degradation
caused by the additive noise effect. The coherence error effect does not apply to non-coherent
demodulators.

Coherent demodulation is performed by correlating the received signal with a phase
reference derived by the phase estimation loop. If the bandwidth of the phase estimation loop
could be made arbitrarily narrow, the phase noise and thermal noise jitter of the phase
reference would be made negligible. System considerations, however, make this impractical.
These include frequency instabilities, acquisition bandwidth requirements, and
phase/frequency tracking requirements (due to doppler, etc.).

The bandwidth of the phase estimation loop is assumed to be small relative to the bit
rate. The resultant phase error may be considered constant during each bit interval. The bit
error probability is calculated by averaging the probability of error conditional on phase
P(E | @) over the density function of the phase estimation error @.

Noise in the phase estimation loop causes a voltage correlation loss of cos(e) for a
phase estimation error @. This is the total degradation for coherent FSK (orthogonal
signalling) and BPSK (antipodal signalling). For QPSK (4-ary orthogonal signalling)
interchannel interference proportional to sin(e) is caused by cross coupling between the ideally
orthogonal signal components. During each QPSK symbol interval one channel has destructive
cross-coupling interference while the other channel has constructive interference. The
conditional probability of bit error P(Ele) is the arithmetic mean of the error performances for
destructive and constructive interference. The coherence error and cross-coupling are shown
graphically in Figure 3.

XCOS@+X5ing

Xcose xsine |  xcose-xsine

b. QPSK
Figure 3: Coherence Error for BPSK and QPSK

a. BPSK



Offset QPSK and MSK signalling will also be considered for performance loss due to
coherence error. In offset QPSK, the bit itions for one ch. 1 are staggered to occur at the
center of the bit duration for the other channel. This avoids the possibility of 180" transitions,
which cause the envelope of filtered QPSK to momentarily go to zero. When a bit transition
occurs in offset QPSK, the cross coupling changes sign at midbit of the other channel, so the
interference during the first half of the bit interval is cancelled by interference of the opposite
polarity during the second half of the bit. Therefore, P(E @) has a correlation loss of cos(a)
when a bit transition takes place. If no transition occurs, the situation is identical to QPSK.
P(Elo) is therefore equal to the average of the performance for BPSK and QPSK given a

probability of bit transition of % (i.e, random data). The analysis of correlation error for MSK
signalling is significantly more complicated, and the results will be quoted from Matyas in Ref.
5.

In summary, the probability of error conditional upon the phase estimation error o is:

Pp(Ele) = Q[‘\‘ N&ma] for FSK
o

(23)
Pg(Eie)= Q[‘\‘ Nﬁcosa] for BPSK (24)
o

Po(Ele) = 1 Q[ ﬂ(cosra+sin¢a):| (25)

Q 2 No
1 2%p .
+EQ ﬁ—(cosa-sm o){ for QPSK

o

PoQ(Ele) =3 Pp(Ele) + 3PQEle) for OQPSK 26)

The probability density function for the phase estimation error @ given a first-order
PLL is given by Viterbi (Ref. 12, p. 90):

P) = exp(a cos @)

2% Io() -xsosn (27)
where @ is the SNR of the phase reference in the phase estimation loop bandwidth:
S iance) ! 28
a= NoBL = (pl error variance; (28)

I, is the zeroth-order modified Bessel function. This is also a close approximation to P(e) for a
second-order PLL for large a (Ref. 12, p. 111).
The degraded probability of error is given by:
T

Pe)= | P(E,0)do (29)
-

where P(E,0) = P(Elo) P(e)

The detection loss in dB is plotted vs. the SNR of the phase reference at Ep/Ng = 7 dB in Figure
4, where SNR = 10 log (a) dB.
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Figure 10: Detection Loss in dB vs. SNR of Phase Reference at Ep,/N, = 7 dB

Fig 4 may be used to establish the performance loss due to coherence error based on the SNR in
the phase estimation loop bandwidth. It may also assist in the selection of the phase
estimation loop bandwidth. The SNR in the loop bandwidth is given by

BL BL N 1
o
SNR=| | 200 af + | —=- at 30)
0 0
where By is the loop noise bandwidth, and Ny, is the thermal noise spectral density.
i. Analog FM
A frequency modulated carrier is described by
t
fo () = Ag cos| gt + 2xfq [ m(n) dt @an
where f is the frequency deviation.
The FM demodulater is shown in Figure 5.
Predetection teni tecrimi KD @ | Postdetection
BPF Limiter Dlzmx:,“/':;m 2x dt | Lowpass Filter
—"|BW=%B,/2 D BW=W |[—=

Figure 5: FM Demodulator



The limiter strips off AM noise, so that all noise in the demodulation process (either thermal,
or due to LO phase noise) is PM. With AWGN only through the demodulator, the output power
is given as

2 12

kp 2 D 2
Splh = 2nAc | (@xf) N, =F Nof" for Il <Bp/2 32)
C

=0 elsewhere
This noise spectrum at the discriminator output is plotted in Figure 6.

Sp (0

[ 1]l

Bp W 0w

Bp
Figure 6: Noise Spectrum at FM Discriminator Output

Low frequency message signals are clearly subjected to lower noise levels than are high
frequency signals. The output noise power after the postdetection filter is

2 2 3 2.3
kp sz 2kpNoW™ i W Ny
PN = — Ny Jf df= 2 = 3 \T (33)
A, W 3A, U

where (N,/C), is the thermal noise to carrier power ratio.

The benefit of the postdetection lowpass filter is obvious. The predetection filter
bandwidth By, is greater than 2W. The output SNR is improved by the postdetection LPF of
bandwidth W, which reduces the noise power but has no effect upon the signal. In practice, W
must be somewhat greater than the signal bandwidth to prevent signal distortion. Note also

2
that the output noise is inversely proportional to the carrier power C = A, /2. As the carrier
increases, the noise power drops. This is the well known FM "noise quieting” effect.

The FM detector’s response to noise shown in Figure 6 shows the reason for the use of
pre-emphasis and de-emphasis in FM systems. If higher frequencies are emphasized at the
transmitter, they may be de-emphasized at the receiver prior to detection. The received noise
at these higher frequencies is therefore reduced, compensating for the detector's parabolic

itivity vs. freq y. If Hpg(f) is the frequency response of the deemphasis filter, the
output noise power is given by
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w
2
Np = J | Hpg(H) | ~ Sp (0 df (34)
-W
where Sy, (f) is the input noise spectral density.

Now consider the effects of LO phase noise on the demodulation process. Two of the
degradations described in Section Il apply: signal loss due to PM spreading, and the additive
noise effect. As described in Section III, LO phase noise is a random phase modulation of the
signal itself, and therefore decreases the received signal power by the power in the phase noise

sidebands. With the received signal power normalized to unity, the degraded signal power due
to LO phase noise is:

Pp=1- [ S0 df (35)
)

10 log (Pp) therefore gives this degradation in dB.

The second degradation is the added noise due to the LO in the region
0 < f S W. The degradation due to this noise power being x dB below thermal noise is given in
Figure 2 for C/N,, values above the FM threshold. The requirement that phase noise power be a

factor x below thermal power can be stated as
3
W 2 N,
J2r®f ars %(g) % @6)
0 t
The right side of Eq. 36 is from Eq. 33. The discriminator constant kp is taken to be unity, since

it applies equally to both sides of Eq. 36. In practice, the integral on the left is evaluated from
some highpass cutoff frequency f}, rather than 0. If a de-emphasis filter is used at the receiver,

then Eq. 36 is modified as follows:

w w
2 N 2
J. | Hpg(® | ?_‘!(f)fzdfsi (——C") [ | pe® | “ %t @7
t fh

fh
Coherent detection of FSK is rarely used in practice since it only yields approximately
1dB of performance improvement over non-coherent detection. We therefore focus on non-
coherently detected FSK.

Figure 7 is a block diagram for the MFSK demodulator.

s(t) + n(t) » Wideband Bank of Noncoherent | Select Largest
Filter Matched Filters

Noisy LO
Figure 7: Noncoherent MFSK Demodulator



The matched filters each have a sin(xfT)/=xfT response, where T is the bit duration. 1t is

d that the itted signal is mixed down to the matched filter at zero Hz using an LO
disturbed by the random phase modulation e(t), having spectral density Sy(f). The filters are
spaced at the tone spacing fg. Since the demodulator does not estimate received phase, the

energy output of the correct filter must involve both the 1 and Q channels:

yY2=124q2
With the non-degraded correct filter output normalized to unity, the correct filter output power
is given by (Ref. 13):

2 2 sin(xfT)

y2= 1- q, + {,Sg(f) [x—ﬂ‘]df
o 307 sin(xfT) 2

=1- {,S,,(f)dh {,s,,(o =]
N sin(rfT) 2

=1- ] 1-(‘—n) Sp(h df (38)
[+]

For tones with orthogonal spacing fg = n/T, the incorrect (noise only) filter outputs are given by

A B
YN T £Sg(0 T 39
The correct filter output is equal to the uncorrupted signal power, minus the power in the phase
noise sidebands, plus the power recovered in the filter. The incorrect filter outputs are simply
the spectrum of the random phase process passed through the linear matched filters. For other
than binary FSK, the noise contributions of each of the incorrect matched filters must be
summed up. Each component is calculated by replacing fg by nfg in Eq. 39.

The resulting SNR is, where N = thermal noise power,

2 2
S- S-
e Y | Y
2 s 5
N+S-YN Nt*ﬁ'Y§)
2
=':—,Y—___ (40)
1+§- 2
N'Y

The integrals in equations 38 and 39 may be evaluated numerically, and the
degradation to the SNR in thermal noise is given by Eq. 40.

Charles Wheatley (Ref. 13) has analyzed the degraded signal power given by Eq. 38
for the case where

k.
Se; (0 = f_: i=0123 @n
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That is, the power low processes that typically describe oscillator phase noise. He also

provides approximate expressions for the loss factors (1 ~ yz) in terms of the Allan variances of
these processes, which were given in Section Il - vi. The results are summarized in Table 2.
Note that

—_— [7] 2
2 sinefM) “| ki
Y ”‘fj, ["( =T )]rid'

i=012,.. (42)

Although the results in Table 2 are precise only for non-coherent FSK, they are useful in
assessing the relative impact of phase noise in general. If the coefficients kg - k3 are known, or
Allan variance measurements are available, the results provide a quick, relative measure of
phase noise impact.

Notes:
fy = lower integration limit
fp = upper integration limit
T = bit duration
fo = center frequency
Phase Noise Y 2 1 _y2 in terms of Allan variance
Self)
ko 1-kof2 (261)”
AR
2
2nf,T)
K/t 1-K; [In(2xfaT) +0.23 G M
1[ 2 ] 3 oy (1
2
oi2 w2%,T (2T)” ,
2 <t — e, (D
3 6 Y
k3n2T2 2x8,T) 1 =
k3/f3 = 33 [In(21tf1T)'1] —( ° ) [(2”]1-) ] oy (@
24In(2) y

Table 2: Signal Degradation for Integrate and Dump Matched Filters

Note that the signal degradation in dB is given by 10 log (y 2 )

The coherent BPSK demodulator is quite tolerant of local oscillator phase noise. Since
BPSK is an antipodal waveform, the coherence loss due to phase reference SNR is significantly
less than for M-ary PSK with M > 2. Another important consideration is that BPSK contains no
information in the Q channel (the binary data is transmitted in phase with the carrier). It was
shown in Section 1l-viii that for a small angle phase noise process, downconverted phase noise
appears primarily in the Q channel. Therefore, BPSK does not have the additive noise
degradation described in Section IIl. Most of the phase noise is orthogonal to the modulation,



and is not seen by the demodulator. Since the phase estimation loop processes both the I and Q
channels, the coherence loss effect is properly described in Section IV.

The SNR performance degradation due to phase noise is the sum in dB of the coherence
loss defined in Section IV, plus the loss in signal power due to the PM spreading effect:

10l0g[1- | 5,0 df dB.
]

Unlike the case of BPSK, each of these coherent demodulators processes information in
both the [ and Q channels. The SNR performance degradation due to LO phase noise is the sum
in dB of the coherence loss, the PM spreading loss, and the additive noise loss. The LO phase
noise spectrum is integrated as described in Section III, and found to be a factor x below the
thermal noise power:

1/T N
1{ No 1
J!;LZ ANdf < ;(?)? (43)

where By is the phase estimation loop BW and T is the bit rate. The loss associated with a
noise floor 10log(x) below thermal noise is derived from Figure 2. This is added to the

d
coherence loss in dB from Section IV, plus the PM spreading loss 10log | 1 - I Sp(f) df |dB.
o

Differential demodulation of PSK is typically used for low bit rate transmissions,
which would require excellent LO phase noise close to the carrier for coherent demodulators.
For example, a coherent demodulator for 100 bps would have a phase estimation loop
bandwidth of 10 Hz or less. The phase noise within 10 Hz of the carrier would have to be low
enough to assure coherence. The differential PSK demodulator measures the phase difference
between two successive received bits rather than comparing each received bit with a derived
phase reference. The resulting loss in bit error rate performance may be justified by the relaxed
requirements upon LO phase noise.

Robins (Ref. 7) has shown that the differential phase detector has a sinusoidal
sensitivity to noise. The integrated phase jitter variance is given by

L
— TN,
202= Joz(%) sin 2 (=fT) df
t
1

thermal noise (44)

T
= | 2.0 sin? (xfT) df LO phase noise (45)
0 P

where T is the bit duration. The sensitivity of the differential phase detector to phase noise is
shown in Figure 8. Note the suppresion of the effect of phase noise at frequencies below the bit
rate.
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Figure 8 Differential BPSK Sensitivity to Phase Noise (100 bps)

For the case of white noise
1

T
—5_J° 5] _[>e)1
Mz-z('é) Iosm (nfl')df—(‘::).r (46)

Although the noise sensitivity has a sin(rfT) dependence on f, the integrated phase jitter
variance for a white noise input may be calculated assuming the demodulator characteristic is
flat from 0 - 1/T. For the phase noise contribution to be a factor x below thermal noise:

1

o0}l

T 1(N
IO 2 () sin? (=fT) dfs;(—c—)? 47)

Should the phase noise function not be well behaved in the neighborhood of 0 Hz, the
lower integration limit may be taken as some low high-pass cutoff frequency fy, (a highpass

filter of cut-off frequency ~ 1 Hz will have minimal impact on the demodulator).

The degradation due to phase noise is the loss due to the LO noise power 10log(x) dB
below thermal noise as given in Figure 2, plus the loss in signal power due to the PM spreading

L.
effect: 10log| 1- {) Sg(f)df |dB. The LO noise power is computed using Equation 47.

The signal loss due to PM spreading and the additive noise effect described in Section
Il apply to the modulator as well as the demodulator. The signal loss due to PM spreading at
ad

the modulator, 1 - I Se(f) df, is not recoverable. The noise floor added by phase noise also

0
cannot be improved by subsequent processing. It is interesting to note that a hard limiter placed
after the upconverter has no effect upon pure phase noise. Therefore, the same performance
criteria must be applied to the modulator LOs as well as those in the receiver. When computing
the performance due to LO phase noise, the effects of all local oscillators in the system must be
considered. These include the LOs in the transmitter, those in the receiver, and the LOs in any
repeaters in the link.

Criteria have been provided to calculate the effects of phase noise on communications
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system performance. The precise degradation has been given for non-coherent FSK, and
techniques for calculating the effect on other modulation types have been described.
A remaining task is to derive the precise analytical solution for these other modulation types.

Some tests for an adequate phase noise spectrum have been described which are
relatively easy to perform. If the Allan variance or power-law process coefficients are known
for an oscillator, the effect upon the signal assuming an ideal integrate and dump matched
filter can be quickly derived from Table 2. This may be done for a quick check whether or not a
particular LO is a concern.  The phase noise integration technique described in Section III can be
implemented quickly using a spreadsheet program, and gives an indication of the relative
severity of the phase noise issue. Although somewhat more time consuming, summing each of
the effects of coherence error, signal loss due to PM spreading, and the additive noise effect
described in Sections IIl and [V provide an accurate prediction of performance with imperfect
local oscillators.

The author wishes to thank Richard Kornfeld and Dr. Charles E. Wheatley I of
QUALCOMM, Inc. for invaluable discussions on this topic, and the preparation of the plots in
Section IV. Tremendous thanks are also due to Susana Anaya of QUALCOMM, Inc. for the
preparation of the manuscript.
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FREQUENCY (IF) DESIGN METHODOLOGY

by
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ABSTRACT

A systematic approach to microwave multioctave recetving subsystem design and implementation
is discussed. The major factors are addressed that must be considered in selecting a cost-effective, repro-
ductble recetver [radio frequency (RF) input to preprocessed intermediate frequency (IF) output(s)].

The design methodology being illustrated begins with a set of comprehenstve but realistic perform-
ance requirements assumed to have been dertved from an overall analysts of mission needs. The specifica-
tions addressed include: (1) RF range: (2) instantaneous bandwidth and band breaks: (3) dynamic range
(tncluding noise figure, sensitivity. large signal handling capability (instantaneous and total)], spurious
responses: (4) tuning speed. (5) IF output characteristics; (6) reliability and maintainability: (7) mechani-
cal and thermal constderations, including technology types and integration levels: and (8) cost (acquisition
and life cycle).

Logical procedures, including trade-offs. are outlined to derive a design from the given performance
criteria. The following aspects are considered: architecture; frequency conversion plan; preselection and
filtering; gain-loss distribution; RF/IF “on-line® and “off-line" [local oscillators (LO's), butlt in test (BIT),
and caltbration (CAL)] ctreuitry: functional partitioning; make-or-buy considerations; and the designer's
relationship with vendors.

INTRODUCTION

The dilemma facing today's recetver designer is how to address seemingly diametrically opposed re-
quirements. Namely, give greater capability for the customer's money in smaller, more reliable. and easily
maintainable systems. Microwave engineers tend to view designs from a purely technical vantage point
and strive to achieve the best performance possible. In doing so, other important concerns such as cost
(point of dimtnishing returns). size, weight, power, reliability, maintainability, and produciblity may not
be equally considered.

The designer must offer a cost-effective solution for real-time requirements yet allow for future
growth. This requires an understanding by the designer of the mission requirements (not necessarily the
same as the specification) and a cultivated rapport with the customer., The true cost of ownership considers
not only acquisition but life cycle costs (LCC's) as well. A generally accepted estimate 1s that the LCC of
a typical military systemn s 10 times the acquisition cost. This fact emphasizes the importance of reliability
and maintainability in the design equation and the merit of considering nonrecurring investments that
can be amortized over the life of the equipment,

Modern military hardware needs are, therefore, best met by the use of flexible architectures — modu-
lar plug-in construction with provisions for growth ports. Designs must be adaptable to multiple platforms
and readily integrable with other systems. This allows growth by serial addition and the form-fit-function
replacement of subassemblies as technology tmproves and performance requirements change [Pre-
planned Product Improvement (P31)].

A design methodology 1s outlined that illustrates a step-by-step approach to recetver implementation
and provides insight into factors that must be considered early in the design phase. The objective is to
converge on low risk, reproducible hardware that meets the intent of the customer's requirements in a
cost-effective manner and anticipates the customer’s future needs.

TECHNICAL DISCUSSION
Recelver as Part of the Overall System

Figure 1 shows the function of the receiver within a typical system. The antenna couples electromag-
netic signals from free space nto the recetver which then provides the gain, frequency conversion, and
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Figure 1. Basic Elements of a Receiving System

filtering required before converting the resultant IF signals into detected video representations suitable
for digitizing.
Receiver Subsystem Specification

Table 1 represents typical performance requirements for a military recetver. It describes a 3-channel
receiver covering the standard Electronic Warfare (EW) range of 2 - 18 GHz. It is assumed that system
level analysis has been done and has considered the mission-oriented criteria of sensitivity, spectral and
spacial coverage, direction finding (DF) accuracy, processing requirements, ambiguity resolution, dense
signal environment operation, and flexibility. Obviously, mission requirements encompass many other
important considerations, most notably encoding accuracies and resolutions for key parameters such as:
frequency, time of arrtval (TOA), amplitude, pulse width (PW}, and angle of arrival (AOA)}. These are primar-
ily a function of the design of the digitizer and processor (parameter encoder) and will not be addressed
as part of the recetver subsystem.

Table 1. Recetver Specifications

PARAMETER REQUIREMENT

Frequency/Bands 2-6GHz. 6- 18 GHz
Noise Figure 9.5 dB
Bandwidth (Instantaneous) 500 MHz
Configuration 3 channels
Predetected IF Output 2-2.5GHz
Dynamic Range (!

Frequency Encoding 60 dB

Parameter Encoding 50 dB

M X N Spurious 50 dB

Two-Tone (Second and Third Order),

Second and Third Harmonic 40dB

Image Rejection 50 dB
Tuning Step Size 250 MHz for Receiver

25 MHz for IF CAL
Tuning Time 1 msec
BIT/FIT Requirements Fault Isolation to Shop Replaceable Unit (SRU) Level
Note: (1) The dynamic range referred to is instantaneous. A 90 dB overall range is achieved with a

40 dB gain step - 10 dB overlap. This is discussed in the Dynamic Range Overview section of this paper.
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Design Flow Steps

Recetver design is a logical, orderly, and iterattve process that can be done step by step as shown in
Figure 2, Most of the requirements are flowed down to the recetver designer from the Systems Engineering
Group or directly from the customer, It is assumed, however, that an on-going dialog between these disci-
plines (and other support groups) has taken place before the generation of the specification. Even so, error
budget allocation. system interface definition, and specification review and negotiation must continue.
This is also the point in the design stage that transparent enhancements or self-tmposed requirements
may be agreed to or implemented.

Transparent enhancements refer to additional functions, test aids, or operational modes that have
no visible external effect on system operation but increase its value or capability with minimum impact.
Self-imposed requirements would address criteria for design simplicity based on an in-house technology
base, the focusing of internal IRAD efforts, and decisions to spend additional nonrecurring engineering

(NRE) on a full-scale development (FSD) program to output a design that will be cost-effective in produc-
tion.

Block Diagram Evolution

Receiver Architecture. Given a multioctave RF input spectrum and the requirement to output contigu-
ous segments at a specified IF and bandwidth, a hetrodyning approach (frequency plan) must be derived
to provide frequency translations while preventing or minimizing unwanted outputs (spurs) or radiated
transmissions. Spurs include those internally generated (IG) with no RF input and those caused by the
application of one or more RF signals. Examples of IG spurs are direct leakage of LO signals (or inherent
spurs on LO line} to output ports, or internal mixing of multiple LO's (or their spurs) to generate signals
within the recetver input or output passband. Spurs caused by the application of one or more RF signals
include single- and multiple-tone intermodulation products due to the nonlinearities of mixers (and to
a lesser degree amplifiers) and images which result from the fact that for each LO frequency there are two
RF frequencies that will produce agiven IF. One is the desired output and the other is the fmage frequen-
cy. The recetver must reject the image prior to mixing. When a receiver utilizes more than one conversion,
the fmage problem is more complex since each conversion will generate an image frequency that must be
considered.

Derivation of the conversion scheme for a receiver is an iterative process. Not only must the designer
address spurious considerations, but he or she has to continually assess the realizability of the preselec-
tion and filtering requirements. In parallel, the designer must keep in mind the complexity imposed on
the LO subsystem by the candidate design. This requires looping between the frequency plan and LO ap-
proach steps shown in Figure 2. Following the LO approach step, the output should be a first-level block
diagram showing the conversion plan and the filters, preselectors, and LO's required to augment it.

Fr?ucncv Plan. Given the requirement to fold a 2 to 6 GHz and a 6 to 18 GHz input into 2 to 2.5 GHz
IF bandwidth, a number of frequency plans were examined. For example, the 6 to 18 GHz band could have
been downconverted to a 3 to 5 GHz first IF using four fixed LO’s (selectable 11, 13, 15, 17 GHz with high-
side/low-side conversion). The 2 to 6 GHz band is then upconverted using a fixed LO (selected by analysis
from the 11, 13, 15, or 17 GHz used for the 6 to 18 GHz band). Another set of four fixed LO’s would then
be used to downconvert the 3 to 5 GHz in four discrete 500 MHz slots to 2 to 2.5 GHz.

This approach was examined for its apparent simplicity. It does not require the use of a synthesizer
although there are additional hardware associated with the interim conversion to 3 to 5 GHz. However,
it was realized early in the design phase that it was necessary to provide overlap in the 500 MHz segments
to allow spectrum centering. This would require a comb generator on 250 MHz centers, followed by a
7-channel preselector. Alternately, a phase-locked voltage controlled oscillator (VCO} with digital and ana-
log control circuitry could have been used.

At this point, with the complexity of the initial design growing, the use of a synthesizer becomes more
attractive. It allows for the use of a single conversion from 6 to 18 GHz down to 2 to 2.5 GHz. Providing
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Figure 2. Receiver-Subsystemn Design Flow

a 250 MHz stepping LO {synthesizer) will aid spurious rejection (no wideband interim IF) and add flexibil-
ity. Asanadded benefit, since 25 MHz IF CAL steps are required, it was decided to also provide 25 MHz
steps at RF as well. With the availability of galllum arsenide (GaAs) monolithic microwave integrated cir-
cuit (MMIC) high-speed dividers, both the upper (250 MHz) and the lower (25 MHz) phase-locked loops
require only minimum size. The smaller step size provides an order of magnitude improvement in the CAL
and BIT capability of the system.

A subset of the frequency plan is the upconversion and ¢ reselection required to fold the 2 to 6 GHz
band into the 6 to 18 GHz path. Only the 6 to 18 GHz band will be addressed, with the reader keeping
in mind that similar analysis would be required for the 2 to 6 GHz band before implementation.

The next refinement is to determine the optimum architecture for frequency encoding and pulse pa-
rameter preprocessing. To minimize hardware requirements, the ideal design would initiate processing
directly at baseband (2 to 2.5 GHz). With the present maturity of instantaneous frequency measurement
(IFM) receivers, frequency encoding is most efficiently done at baseband. Given the requirement to encode
pulse amplitude and DOA accurately, wide dynamic range logarithmic IF (LIF) amplifiers and constant
phase limiters (CPL’s) are required. LIF's are just becoming available over the 2 to 2.5 GHz frequency
range and are not yet MIL qualified, while CPL's with a 500 MHz bandwidth and acceptable phase charac-
teristics are not yet available. Based on this, an additional downconversion to 0.5 to 1.0 GHz where LIF's
and CPL's are readily available is used.

The selected frequency plan resulting from all the above trade-offs is summarized in Figure 3. Note
that as technologies mature, the transition to IF processing directly at baseband is simple and orderly.
This is a good example of P°I and addition by subtraction.

Mixer Spurious Responses. The major contributor to recetver spurious responses are mixers since they
are nonlinear devices and generate undesirable outputs at all ports. In addition to leakage between ports,
two types of IM products are generated: single tone and multiple tone. Single-tone products result from




nonlinear mixng of one RF input with the LO and have the following form (reference 1):
f=2 mfp £ nfy (1)
wherem=1,2,3,...andn=1,2,3,...

LO 3 (3 GHz)
(STEPPED) (FIXED)

6-18
GHz
l ® (20 - 2.5 GHz) ® (os 10GHz)

LO 1 (13 GH2z)

2-6
GHz 1391-094

Figure 3. Selected Frequency Plan

Multiple-tone products are caused by two or more RF signals mixing with the LO and have the following
form:

f = (£ m,fr, £ m,fr, £ m,fr,...) £ nf, 2)
wherem;. mp,my...=0,1,2,3,...andn=0,1,2,3, ...

When structuring a frequency plan, the products of interest are the single-tone IM’s, image frequen-
cles, and leakage. (Multiple-tone products will be addressed during the two-tone analysis done as a subset
to the overall dynamic range modeling.) Charts are often used to predict single-tone spurious frequencies.
There are different ways to produce a spur chart. each particularly suited for some special application.
A chart generated by Brown (reference 2) is reproduced here as Figure 4 because of its simplicity.

The use of equations for spur analysis is useful but tedious: while spur charts are convenient for
highlighting areas of concern. However. neither provide insight into the amplitudes of the spurious re-
sponses. Detailed spur analysis is best done with the aid of a computer program. A public domain program
in common use is MEIXER (reference 3). It is a program that calculates the level of spurious responses
from the 1 X 1 response of a mixer with an RF preselector before the mixer and an IF filter after the mixer.
Use of this program allows inputting the filter and mixer characteristics as well as signal levels. The
MEIXER program has been modified by AIL Systems Inc. (NEWMIX) to allow better modeling using catalog
devices with less data entries. This modified version will be used for subsequent analysis.

A number of vendors publish charts that indicate “trends” in IM suppression as a function of input
RF power and frequency. These predictions however, are based on operation in an ideal 50 Q medium
not normally encountered. Anzac, at one time, included IM charts in its catalog, but no longer does so.
Its present position is that: “publicized spur charts are not even useful as a design guideline and should
probably be totally disregarded in favor of actual measurements at system operating frequencies and pow-
er levels,” (reference 4).

The NEWMIX program and others use the intercept point measured in dBm as a figure of merit for
IM distortion, with a high intercept point desirable for minimum distortion. The concept applies to all non-
linear devices, with mixers and amplifiers being of the most concern. As with mixer spurious responses,
IM distortion predictions are most accurate for small signal analysis and are subject to errors as compres-
sion is approached or when inputs and outputs are not terminated in 50 Q (a condition typical of a filter
skirt). Intercept point is discussed in detail in the Intercept Point as a Dynamic Range Consideration sec-
tion.
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Figure 4. Normalized Spur Chart {Upconversion and Downconversion)

Graphical Spurious Analysis of the Selected Frequency Plan. Once the frequency plan has been selected,
a rigorous M X N spur analysis must be done for verification and to determine the required filtering. A
recommended first step is to generate application specific spur charts for each band. Figure 5 plots the
LO frequencies that are required to cover each contiguous 2 GHz input slot in the 6 to 18 GHz range and
provide a 500 MHz IF output centered at 2.25 GHz. The desired responses (1, -1). (-1, 1) are shown along
with the resulting spurious responses up to the third order. From here it is determined that an LO range
of 8.5 to 15.75 GHz with a crossover from the high side to the low side of the LO at an RF tnput of 13.5
GHz is optimum for spurious rejection and results in a LO tuning range less than an octave. Not shown
in Figure 5, since resultant spurious products are typically greater than 55 dB below the desired output,
is the (-2, 0) response which can produce unwanted M X N products for the LO > RF condition.

A subset of the frequency plan is the upconversion and preselection required to fold the 2to 6 GHz
band into the 6 to 18 GHz range. An optimum approach to minimize mixer spurious responses is to provide
input preselection, followed by an upconversion using a fixed13 GHz LO. Matched filters are used prior
to recombining (an alternate is to use separate mixers for each path which eiiminates the inboard SP3T
switches but increases the LO drive requirements). The selected subband is then inputted to the common
baseband mixer for conversion to the 2 to 2.5 GHz IF. This approach is shown in Figure 6a. The subband
breaks shown there have been optimized by trading the number and complexity of the filters vs. spurious
performance.

A more straightforward method is chosen as shown in Figure 6b. Here, the output preselector has
been replaced by a notch filter to minimize LO leakage. The output is then fed into the appropriate 2 GHz
wide channel in the 6 to 18 GHz preselector. This is a less hardware-intensive approach (of particular
concern in a 3-channel system) and has only a minor impact on spurious free dynamic range. Figure 7
summarizes the resultant spurious analysis. The (2, 1) response, shown graphically, illustrates the need
for the selected band break (two filters) in the 2 to 4.75 GHz region.
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Computer-Aided Spurious Analysis. The next step in the analysis of the frequency plan is to utilize the
NEWMIX spurious analysis computer program previously discussed. Use of this program requires the (2.0-3.5) 13 GHz
entering of data relative to RF and LO frequencies, mixer type and parameters, RF and RF filter bandwidths LO

and selectivity, maxtimum M X N order to be tested. spur rejection level floor. signal levels at mixer input, |

and other pertinent characteristics. This analysis must be done for all nine subbands; however, only one v NOTCH

will be shown here. Table 2 is the resultant NEWMIX printout for the 8to 10 GHz subband. Note that except T0

for the 3 X 3 response in the RF input region of 9.75 to 10.25 GHz, all spurious responses are predicted éﬁzs —»{ sw SwW —®—©—f 6-18 GH2

to be below 55 dB. (3.25-4.75) (13 GHz) PRESELECTOR

The results obtained by running NEWMIX must be looked at in the same light as vendors' M X N data.
The program simply takes mixer intercept point and tsolation (balance) specifications supplied by vendors
and automates the calculations, while assuming that all mixer interfaces are matched and driven with

the correct LO levels. -

Keep in mind that M X N rejection involves trade-offs between noise figure, dynamic range. and hard- 1391-097 (4.5 - 6.25)
ware complexity. Decreasing the RF gain before the mixer will improve M X N performance but the degrade
noise flgure. More complex preselectors and higher dynamic range mixers (with attendant impact on the
LO subsystem requirement) could also improve odd order spurious rejection. Once the M X N analysis
1s completed and the frequency plan is finalized, the block diagram 1s updated to add the required preselec-
tion and filtering. This 1s shown in Figure 8. Figure 6b. Simplified 2 - 6 GHz Band Folding
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Table 2. M X N Spurious Analysis - 8 to 10 GHz Subband

(LO =13 GHz) e MIXER TEST FOR &0 dB REJECTION
1 s INFUT RANGE : & TO 18
IF RANGE : 2 TO 2.5
RE FILTER FROM 7.75 TO 10.25 WITH 10 SECTIONS
IF FILTER FROM 1.9375 TO 2.3625 WITH 10 SECTIONS
SIGNAL AT : -5 DBM
MIXER INTERCEPT AT : 10 DBM WITH 20 DB BALANCE IMPROVEMENT

AND EVEN ORDER INT. IMPROVEMENT OF 10 DB
MAX ORDER TESTED IS X « 3

THE LO IS = 10.5
+0R- SPUR SIGNAL 516 LO 0scC LO ATTEN
FREQ FREQ HAR FREQ HAR LEVEL

LO PRESELECTOK LEAKAGE DUE TO THE
AT A FREQUENCY OF 10.5

-

HARMONIC IS 4C2.78207

&= 2.5 9.25 = 10.5 2 sS
—%- 2.2s 9.375 2 10.5 2 S5
&~ 2 9.5 2 10.5 2 sS
&+ 2.25001  7.7%0004 3 10.5 2 o0
-&- 2.250008 9.749997 3 10.5 p S0
2 5 A -&%— 2.00001  9.8323T 3 10.S 3 50
1391098 RF (GHz)
THE LO IS = 10.7S
Figure 7. 2 -6 GHz M X N Spur Chart
Dynamic Range Overview. For purposes of this discussion, the dynamic range is defined as follows: the R ?;gg ? ; SEA'— S Ig Lo osc Lo ATTEN
amplitude dilierence between the smallest and largest signals that can be measured stmultaneously by ) FREQ HAR LEVEL
the recetver. Further, we are mainly concerned with the op;ratjonal dynamic range: the ?ﬁow:‘er range of
signals over which the recetver and processor can detect and encode all parameters to specified accuracy. LO FRESELECTOR ; - .
The low end of the dynamic range {system threshold) is set by the notse floor of the recetver in conjunction AT A ,.-REQUENgY IB,EA'( ?gE 7gut-: LERUL SRR G /ae o
with the detector signal-to-noise (S/N) ratio required to meet the probability of detection (POD), false alarm 8- o 9.5 2 10.75 - ss
rate (FAR). and parameter measurement accuracy. The high end of the dynamic range is set by the maxi- %= 2.25 9.625 2 10.75 o ss
mum RF input signal before spurious responses exceed threshold. Operational dynamic range has two -%- 2 9.795 2 10.75 - S5
subsets: instantaneous and total. Instantaneous refers to the range of signals that can be processed for &+ 2.000012 7.833337 3 10.75 N 20
aflxed gain setting, while total is the full range of signal amplitudes that can be processed with the utiliza- &+ 230012 7.916671 3 10.75 z 60
tion of automatic gain control {AGC) and fine and coarse gain adjustment. =&~ 2,250012 9.999996 3 10.75 p 50
&= 2.000012 10.0833I3 &3 10.75 3 50
1t is important to point out. however, that information can still be obtained from a receiving system
outside of its “full spec” dynamic range. For example, if we consider "degraded" operational dynamic range.
meaning that the measurement accuracy of key parameters is allowed to degrade. the useful dynamic THE LO IS = 11
range 1s extended slightly at each end. +0R=~ SFUR SIGNAL SI6 LO osc Lo ATTEN
If one addresses only the frequency measurement capability of the receiver. the dynamic range can FREQ FREQ HAR FREQ HAF LEVEL

be extended further. A recetver using an IFM or limiter/discriminator typically can measure accurate fre-
quencies to lower S/N ratios than are required for pulse parameter encoding. By using amplitude limiters

the large signal measurement capability is also extended. Another commonly used dynamic range defini- ~&= £0 1 ?.75 2 11 = S
tion is the RF-IF linear dynamic range, defined as the difference between the noise floor and the 1 dB com- ::: S . 11 2 E
pression point. This deflnition has some application as a figure of merit but is of little use in designing —te s . 2 : i 2 L
a recetver. —te+ 2.250012 & 11 >

—&— 2.250015 = 11 3

Figure 9 graphically illustrates the relationship between the various methods used to describe single
signal dynamic range. In our case. it is emphasized that we are talking about operational spurious-free
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Table 2. M X N Spurious Analysis - 8 to 10 GHz Subband (Cont)

THE LO IS = 11,25

+0R- SPUR SIGNAL SIG
FREQ FREQ HAR

—&— 2515 10 2
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1220 DATA -1,-1
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two-tone dynamic range. The distinction is specifically made between two-tone and second harmonic dy-
namic range. In a multioctave receiver, relatively high level in-band and out-of-band signals will generate
in-band second harmonic and second order f} + fz and f} - fz responses. These can be handled by high
level signal presence detectors in conjunction with back-end spur rejection logic.

Intercept Point as a Dynamic Range Consideration. The intercept point concept as a measure of the
fwo-tone spurious Iree dynamic range ol nonlinear devices such as amplifiers and mixers is the most com-
monly used method of defining two-tone dynamic range capabilities, When the input vs. output power of
a device is plotted on a log-log scale, it will have a 1:1 slope In the linear range. If the second-order IM
products are plotted on the same scale, they have a slope of 2:1 and third-order products have a slope
of 3:1. The intercept point is defined as the intersection of a linear extension of the three slopes. Most
devices will have the same second- and third-order intercept point. Balanced amplifiers, however, exhibit
even order cancellation, resulting in a 15 to 20 dB higher second-order intercept point.

Figure 10 is a graphic presentation of the intercept point. Only the third-order response is shown
since the resultant spurious products almost always fall within the passband of even a moderate band-
width receiver. With two in-band input signals, the spectrum at the output will include the following com-
ponents:

F, £ 2F, and F, £ 2F, (F\,F; = input signal frequencies)

as shown in the figure, the third-order spurious levels (in dBm} for a given input power (two equal signals)
are readily obtained through the intersection of two lines (the third-order line and a line parallel to the
y-axis) and represent the following relationship:

y = My = 3(P, +G)-2Pl (reference 5)

~here IM3 = third-order spurious level (x = P; in Figure 10)
P; = input power level
G = amplifier gain
Pl3 = amplifier third-order intercept point
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20
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Figure 10. Intercept Point - Two-Tone Analysis (Two Equal Signalsi
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At this point, we will introduce a new term, K-factor. It is defined as the absolute power level (in dBm
of the IM two-tone products generated when the power level of each fundamental is at 0 dBm. For amplifi-
a1, the levels are at the output, while for nonlinear devices with loss {(mixers, switches), the levels refer
to the input.

The second-order K-factor (K ) can be shown to be related to the second-order intercept point (IP3)
for M, N = 1 as follows:

Ku = -IP; (dBm)

Similarly, the third-order K-factor (Kg3) for (M =2, N = 1}is related to the third-order intercept point
(IP3}) as follows:

K, + -2IPs

Sometimes receivers are required tomeet certain second- and third-order rejection levels for specific
but unequal power levels. From this information, the designer must calculate the required intercept point
of the components used in the design. This i3 done by normalizing the two unequal input signals to a set
of equal signals that yleld the same worst-case spurious condition. Figure 11 summarizes the formulas
used to make this and other calculations and transformations for third-order intercept point and two-tone
rejection.

Dynamic Range Analysis. Before doing the dynamic range analysis, the design must be updated to add
amplifiers at the appropriate points. An RF preamplifier is needed for notse figure considerations at the
front end of each band. In the 2 to 6 GHz band, an additional amplifier is needed after the upconversion
to minimize second-stage notse figure (NF) contributions by compensating for losses to that point. Amplifi-
ers are then added at the common 2 to 2.5 GHz IF and the final IF at 0.5 to 1 GHz.

The dynamic range analysis must mainly consider NF and two-tone spurious rejection. Because of
the number of iterations involved, this is.best done with the use of application specific software. An
in-house program in common use is DCNFKF. From component data tnputted by the operator, this pro-
gram calculates the cumulative gain, NF, and third-order IM levels for a cascaded string of acttve and pas-
stve components. The output data not only predicts the overall performance, but also tabulates the cumu-
lative NF and IM/signal ratio on a stage-by-stage basis. This enables the designer to adjust the gain-loss
distribution and component requirements to perform “what if” scenarios to converge on the optimum de-
sign.

The DCNFKF program calculates the cumulative third-order spurious level by an in-phase voltage
summation of the individual stage contributions rather than a power summation. Thisisa prudent worst-
case assumption, particularly with multioctave bandwidths.

Before doing the detatled range analysis, we must “fill in the blanks™ on the block diagram.
Figure 12 is based on data arrived at after having done so. It shows one channel's worth of “on line" hard-
ware, from the RF input to the final IF output. At the 6to 18 GHz input, a SPDT switch is used to allow
selection of signals from the antenna or injection of a BIT/CAL signal. Following the switch 1s the RF pre-
amplifier, implemented with a bypass mode for dynamic range extension. The gain of the amplifier is se-
lected based on dynamic range analysis and the pad value is adjusted for a nominal 40 dB gain step. This
provides atotal of 90 dB dynamic range (50 dB instantaneous), witha 10dBoverlap at the switching point.

The RF preamplifier feeds an isolator and the 6-channel preselector that provides the 2 GHz contigu-
ous subbands. The preselector is followed by a matching pad, a mixer to downconvert to the 2 to 2.5 GHz
first IF, another matching pad and the IF fliter. Following the fllter is an IF amplifier, which can be implem-
ented as a variable gain unit to allow gain balance between channels. A hybrid is then used to split the
signal and provide the required 2 to 2.5 GHz predetected sample and the [FM input.

Following the hybrid, a SPDT switch is used to allow inputting of a2 to 2.5 GHz BIT/CAL signal, fol-
lowed by the second conversion to 0.5 to 1 GHz. Next is the 500 MHz band-pass filter (centered at 2.25
GHz) needed to set the overall RF-IF bandwidth, followed by gain at the final IF. At this point, the signal
is power split to provide signal samples to a phase detector module and a pulse parameter encoder.
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Figure 11. Two-Tone Third-Order Spurious Relationships
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The RF-IF gain required is determined by establishing the mintmurm signal needed by the LIF's used
in the amplitude encoding circuitry and the CPL's preceding the phase detectors. Assuming that -50 dBm
is needed, the RF-IF gain is calculated as follows:

Gain (dB) = Pey - Pu

where Poy, = -50 dBm
Pin = -65 - ANT gain - ANT/RCVR losses
= -65-0-5 = -70 dBm
Gain (dB) = -50 - (-70) = 20

For the 2 to 6 GHz input band. the gain must be adjusted to provide the same input level to the 6-channel
preselector as in the 6 to 18 GHz band. since the rest of the circuitry is common.

Dynamic Range Simulations. At this point, we are ready to establish the final gain-loss distribution of
the recetver. This involves lterating the design using the DCNFKF program until the required results are
obtained. Table 3 summarizes the resuits for the 6 to 18 GHz band. The final design was arrtved at by
iterating performance criteria for readily available components. A comparison of the simulated results and
the specification s shown below. The -30 dBm input level used to perform the IM analysis is determined
by considering the 40 dB two-tone dynamic range required above -70 dBm (-65 dBm sensitivity, less the
5 dB of ANT/RCVR losses previously assumed).

NF (4B) IM/SIG SUM (dB) IM Level (dBm)
Band (A) (B) (A) (B) (A) (B)
6to 18 9.5 9.1 -40 -49.9 -70 -79.9

Note: (A) = spec and (B) = stmulation result.
LO Group and BIT/CAL Implementation

The LO and BIT/CAL configuration was tracked as the receiver design evolved, and it is now possible
to block out its design. Figure 13 summarizes the requirements. Starting from a 250 MHz stable reference,
fixed LO's at 3 GHz and 13 GHz must be generated and a stepping synthesizer covering 8.5 to 15.75 GHz
must be implemented. Additionally, RF and IF BIT/CAL signals must be provided. The 3 GHz is generated
by using a comb generator and selecting the 12th harmonic. A tap is provided to select the 1 GHz comb.
which is multiplied and filtered to provide the 13 GHz LO. A second 13 GHz output is provided for the
BIT/CAL function which is discussed later in this section.

The 250 MHz reference also feeds the synthesizer. A detatled synthesizer design is not within the
scope of this paper. However, a typical implementation would divide the 250 MHz reference down to a lower
frequency suitable for phase detection. A VCO covering the 4.25 to 7.875 GHz range, followed by a doubler,
could be used to generate the 8.5 to 15.75 GHz output that is required. A 2-channel switched preselector
would then split the output into two bands to provide spurious rejection.

With the availability of GaAs prescalers up to 10 GHz, the divider chain required to divide down the
VCOoutput for phase/frequency comparison is greatly simplified. The phase locked loop needed to gener-
ate the 25 MHz frequency steps is also relatively stmple to tmplement. given the silicon and GaAs analog
and digital MMIC technology available today. Such a design is eastly compatible with the 1 msec tuning
requirements and, for adjacent step tuning, which will be orders of magnitude faster. Referring back to
Figure 13, the 250 MHz reference s also used to provide coherency for a 2 t0 2.5 GHz VCO used to generate
IF and RF frequency and amplitude modulated CAL/BIT signals. The amplitude modulation {AM) can be
provided by a digitally programmable attenuator following the VCO. This, in conjunction with frequency
tuning of the VCO, will provide fine grain amplitude and frequency calibration at RF and [F.

The 2 to 2.5 GHz IF CAL is upconverted by mixing with the 8.5 to 15.75 GHz synthesizer. to provide
RF CAL/BIT for injection at the recetver front end. A 6 to 18 GHz preselector (4 CH: 3 GHz centers) Is
used to reduce spurious CAL signals and to reject power robbing tmage responses. The output of the pre-
selector directly provides the CAL signals for the 6 to 18 GHz RF band: while mixing it with the fixed 13
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Table 3. Noise Figure - Two-Tone (6 to 18 GHz Band)

THE QUTPUT DATA IS LISTED BELOW:

TWO TONE TEST
POWER LEVELS ARE
-30 DBM AND =30 DBM

COMPONENT STAGE CumM STAGE cum KFT IM/S16
NF NF GAIN GAIN RATIO

DUMMY 0.0 0.000 0.0 0.0
DUMMY 0.0 0.000 0.0 0.0
Sw 2.0 2.000 -2.0 -2.0
CPR1 0.3 2.300 -0.3 -2.3
PRE AMP 6.0 8.300 31.0 28.7 -56.0 -58.6
SwW 2.0 8.301 -2.0 26.7 -80.0 -86.6
1SOL 0.9 8.301 -0.9 25.8
PRE SEL 8.0 8.310 -8.0 17.8 ~80.0 -104.4
PAD 2.0 8.316 -2.0 15.8
MXR 8.0 8.404 -8.0 7.8 -36.0 -64.4
PAD 2.0 8.445 -2.0 S.8
BPF 2.0 8.559 -2.0 3.8
VGA 4.0 8.923 21.7 25.5 -56.0 -63.0
DIV 6.5 8.930 -6.5 19.0
SW 1.5 8.933 -1.5 17.5 -80.0 -10S.0
MXR 6.5 8.967 -6.5 11.0 -40.0 -4635.0
BPF 2.0 8.993 -2.0 9.0
AMP 3.5 ?.077 14.5 23.5 -60.0 -73.0
DIV 3.5 ?.080 -3.3 20.0
TERM 0.0 9.080 0.0 20.0

IM/SI6 COHERENT SuM -49.94 DB

IM LEVEL -79.94 DBM

NOISE FIGURE +9.08

NUMBER OF ELEMENTS 20

GHz LO provides CAL for the 2 to 6 GHz band. The fast step-to-step tuning of the synthesizer provides
CAL times that are consistent with a high POI system, since the CAL cycle can be a very small percentage
of overall on-station time.
Hardware Impl tatd

Actual hardware implementation will now be discussed. Table 4 summarizes some of the major fac-
tors that must be considered. They are mainly self-explanatory and the only one that will be discussed
in detatl is the integration philosophy.

In a multichannel system. there are two types of integration that can be considered: vertical and hori-
zontal. Vertical (or parallel) integration means packaging the identical functions of each channel together
in a single assembly. This concept is illustrated in Figurel4a. Horizontal (or serial) integration refers to
packaging dissimilar functions associated with a single channel together. This approach is shown
in Figure 14b.
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Table 4. Hardware Implementation Considerations

L FACTORS
Cost/Stze /Weight
b Repairability/Testabtlity /Reproducibility
[ Cost Driver Trade-offs
d. NRE Towards Low Production and Maintenance Costs
e Acquisition Costs vs. LCC
f. FSD vs. Production Options
g Mechanical and Thermal Considerations

Less Mixing of Expertise: Peas in a Pod: Channel-to-Channel Tracking. Testing.
and Field Replacement Easier

b. Hortzontal
Reduced Assembly Types (at SRA/SRU Level Only)

m. VERTICAL IS CHOICE

. Increased NRE (?) at Subsystem Level
Less NRE at Component Level

More Recurring at Subsystem Level
Less Recurring at Component Level

Rationale for Vertical Integration Preference: Acquisition cost on a new program is about the
same for horizontal and vertical integration, but the LCC for a vertically integrated tmplementa-
tion is less, leading to a reduced overall cost of ownership.

pogs

The major advantage of vertical integration 1s that the resulting assemblies involve less mixing of ex-
pertise (amplifier experts will make only amplifiers) and the integral packaging of functions associated
with all the channels enhance amplitude and phase tracking and ease testing (peas in a pod). Further.
if an amplifier associated with one channel fatls in the fleld, the amplifier assembly s replaced and
channel-to-channel tracking is automatically maintained. Additionally, common circuitry (such as decod-
ers, LO distribution hybrids and switch drivers) can support all channels.

Integrating horizontally by channel results in assemblies that contain a myriad of components re-
quiring different expertise - a cost and performance detriment. Note also (as shown in Figure 14b) the
LO hybrids must be remotely located, requiring additional space and phase-tracked interconnecting
cables. Further. the replacement of an assembly associated with a single channel tmpacts channel match-
ing.

Hortzontal integration, however, can lead to a reduced number of assembly types at the SRU/SRA
level (but not at subassembly level). For example, in a 3-channel system, a designer can build one SRU/
SRA by part number and use it three times. Vertical integration. on the other hand, can lead to reduced
NRE and more efficient packaging at the subassembly level — again due to the mintmum mixing of exper-
tise and the repetitive nature of the subasemblies. Further, the recurring costs at the subassembly level
are less for the same reasons. The trend toward Standard Electronic Modules (SEM's) generally sets the
number of functions in a module and favors the vertical integration approach.

Performance and reliability is enhanced with vertical integation, mainly because people are doing
what they do best and thus will deltver a better product. Further, since there is less midng of technologies.
there is a mintmum of entering and exiting different tmplementation mediums {stripline to microstrip to
coaxial to discrete, etc.). Such transitions adversely impact reliability and performance. In an operational
environment, vertical integration leads to a shorter Mean Time to Repair (MTTR) since the replacement
of a subassembly is not likely to affect system alignment.

The above considerations should normally lead to a choice of vertical integration. The acquisition
costs on a new program will be roughly the same for horizontal or vertical integration. However, the LCC
(rule of thumb: 10 times the acquisition costs) will be less for the vertical integration approach.
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SUMMARY

The intent of this paper is to present a logical step-by-step approach to the design of an RF/IF subsys-
tem design with emphasis on the fact that it 13 an iterative process that converges on an optimum design.
Each military program has unique factors that drive the final implementation, but the common thread
1s overall cost of ownership. The designer must look at approaches that lead to lower costs over the lifetime
of a program.

Table 5 summarizes some of the factors to be considered when making the transition from initial de-
sign to military hardware. Two points are worthy of elaboration. The first is to adapt one's design to utilize
the most cost-effective technology and maximize the use of standard components, even if it means slight
performance compromises. For systems of the 1990's, both retrofit and forward fit, MMIC is the technology
of choice and should be used wherever feastble. This is particularly true for forward fit applications where
the receiver architecture can be designed around available (or projected soon to be available) MMIC chips.
The library of catalog MMIC chips and multifunction modules is vast and is daily. Of particular
interest for new designs are the MMIC single and muitifunction chips that soon should be available as
a result of the multiphase DARPA MIMIC Program. Custom components, whether MMIC or MIC, are
higher risk, cost more, take longer to get. and in some cases, are larger and consume more power.

Table 5. Detailed Design Phase Considerations

L MAKE/BUY DECISIONS
a. Standard Components vs. Custom

. TECHNOLOGY
a Discrete - MIC - MMIC - Hybrid
b. Size - Cost ~ Performance - Risk - Schedule
c. Quantities -~ Production Follow-On

mI. COMPONENTS
a. Amplifiers: NF, DR, Cost, and Size
b. Preselectors: Complexity and Overlap
c. Mixers: Most Vendor Specs are Typical and Assume Broadband 50 Q World
d. Integration Level vs. Cost. Schedule, Risk, Perforrnance, and Reliability.

v. ) IFICATIONS

5 Know What You Want ~ Do Not Overspec or Overtest

Listen to Supplier ~ Encourage Dialogue

Extra Decibels Could be a Killer

Keep Specs Stmple and Clear, Be Specific and Minimize Documents

One Component Equals One Document (and Refer to Mil Spec A/R)

Use Supplier’s Standard Screening and Processes - The Supplier Knows Them
- It Costs More to Deviate - Up or Down

meano
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RS232 COMMUNICATION FOR TURN-KEY TEST STATIONS
Warren F. Walls
Erbtec Engineering
2760 29" Street

Boulder, CO 80301
(303) 447 - 8750

ABSTRACT

Automated test stations used to monitor quality assurance have become mandatory
in most production situations in order to insure accuracy and traceability while keeping
the cost of operation down. Many pc based stations use a combination of GPIB and
RS232 communication formats to control the test equipment and interface with the device
under test. It is important that the hardware and software work together to catch
communication errors and gracefully handle interruptions in the communication links. The
different formats of RS232 communication hardware were investigated and a couple of

different C libraries were generated in order to produce a reliable and robust test station.

INTRODUCTION
Erbtec Engineering has set a goal to be the preferred supplier of systems solutions
that address the RF electronics requirements of quality conscious Original Equipment
Manufacturers. In the process of trying to keep up with this goal it has become
mandatory that test stations be designed to evaluate each module in larger products as
well as have a controlled burn room system for initial and final burn-in cycles for these

larger products. During the process of putting together different stations it became
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apparent that a reliable serial communication library needed to be generated. Test
stations that communicate with many different devices under test for hours on end are
very susceptible to locking up and possibly crashing a whole night's burn-in cycle.
Therefore, this communication library needed to have functions that would never halt a
program if the serial communication failed and they needed to report when, and
sometimes how, a communication request failed. These software features as well as

typical hardware arrangements are discussed below.

THE RS232 COMMUNICATION LINK

The RS-232 format, EIA232-D, was originally set up by the Electronic Industries
Association in 1969. This standard specifies that RS-232D will operate up to 20 kbps and
at a distance of less than 15m. A one, or high state, is reported when a signal of less
than -3 volts, with respect to ground, is present on the data line. A signal of greater than
+3 volts is interpreted as a zero or low state. With serial communications, data travels
only on one line, one bit at a time. A particular system may send data on one line and
receive it on another, but a complete piece of information is only dependent on the data
coming from one line. There are three different modes in serial communications:
Simplex, Half Duplex, and Full Duplex. The first mode, simplex, allows information to only
travel in one direction. This would apply to a computer talking to a printer. The printer
only receives data from the computer and it never sends data back to the computer. Half
Duplex allows two computers to send information back and forth, but only one direction

at atime. This is analogous to a CB radio because a person must let go of the transmit



button when they are done talking so that the other person may speak. The third mode,
Full Duplex, allows for data to travel in both directions at the same time. Modern
telephones operate in Full Duplex because they allow people to talk and listen
simultaneously.

The RS-232 communication format was originally set up using a 25 pin connector.
The allocation of these 25 pins is shown in Figure 1. The full twenty-five pin connector

is capable of implementing both synchronous and asynchronous communication.

ASYNCHRONOUS COMMUNICATION

Asynchronous communication involves sending packets of information that are
randomly spaced apart. Each packet contains both data bits and control bits. The
group of data bits makes up one character. A common character set that is used to
convert letters into a series of pulses is the ASCll code which was created by the
American Standards Commission for Information Interchange. This seven bit code can
be used to represent many different letters. The information bits are grouped between
a start and stop bit which signify the beginning and end of each frame. The start bit,
which is a signal low, is followed by seven data bits, a parity bit, and finally a stop bit.
The stop bit can last a minimum of one to two bits before another start bit may be
asserted. A parity bit is often added to the end of the seven bit character in order to help
catch errors. Parity checking is either done in either even or odd mode. The number of
high data bits are added together and then the parity bit is high or iow depending upon

whether an extra one is needed in order to make the total count of ones even or odd.
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Parity checking is one of the simplest ways to detect whether an error has occurred, but
it is not able to correct the error. Other methods of error checking and error correcting
are possible in digital communications, but RS-232 communication only invokes parity
checking.

The RS-232 asynchronous communication channel is fairly effective because even if
the receiver is 5% slower than the transmitter, the last bit is only off by 45% and the data
will be received correctly. [f a larger timing error is encountered, or noise jumps onto the
channel, a framing error may result. Asynchronous communication is very cheap and
easy to implement, but it results in an overhead of two to three bits per character.

Asynchronous communication is possible using only pins 1-8 and 20 of the original
25 pin connector. Because of this, a new 9 pin connector arrangement of RS-232 was
created which consolidates the necessary signals into a smaller package. The mapping
of the required pins from the 25 pin connector into the 9 pin connector is shown in Figure
1 along with the new names that were applied to the smaller connector's pins. In
asynchronous communications there are only two lines that data travels across; the other
five lines are used for control purposes.

The TxD line is used to transmit data from the computer to the receiver; and data is
received by the computer on the RxD line. Two grounds are supplied: A common or
signal ground and a protective or shielcliing ground which is often connected to the
connector case ans is ultimately connected to earth ground. Good shielding is often a
necessity. Especially in places where many wires will run next to one another, a shielded
cable will help to reduce anamolies due to crosstalk and noise. When a computer is on

and a serial port is active, the DTR or Data Terminal Ready line is active. When a



receiving unit gets the DTR signal it responds by activating DSR, Data Set Ready. In Half
Duplex, the DCD, Data Carrier Detect, is activated only by the receiving unit. In other
modes, the DCD is active the entire time the communication link is operating. When the
computer wants to send data, it activates the RTS, Ready To Send, line and then looks
at the CTS, Clear To Send, to see when the receiving unit is ready to receive the
computer’s data. These two lines were originally designed to switch a half duplex modem
from transmit to receive.

There are two general categories of devices that use RS-232 communications: Data
Terminal Equipment (DTE) and Data Circuit terminating Equipment (DCE). The
differences between the two are in whether certain signal wires are treated as inputs or
outpouts. For two devices to communicate, each device’s inputs must be connected to
the other device’s outputs.' A comparison of the two devices is made in Table 1.
Terminals and printers are DTE devices, while modems are DCE devices. In order to
connect two DTE devices together, like two computers, one must use a device called a
null modem. This device takes care of some of the handshaking lines and it switches the
talk and listen lines on one end. The device illustrated in Figure 3 is required in order
to use the Lattice C library of serial communication commands. The null modem shown
in Figure 4 illustrates the connections necessary to use the DOS interrupt serial

communication commands.

SYNCHRONOUS COMMUNICATION

Synchronous communication requires a clock line to be included in the collection of

‘DigiBoard Incorporated, 6751 Oxford Street, St. Louis Park, MN 55426,

signal wires, or encoded into the data stream. This approach significantly reduces the
control overhead and therefore speeds up the rate at which information travels across the
link. The entire 25 pin connector is used in RS-232 synchronous communications. The
synchronous control and timing lines are listed in Figure 2. Synchronous communications
will not be discussed any further as it is not the popular choice for most serial

communication involving personal computers.

DOS INTERRUPT SERIAL COMMUNICATION
Now that we have established the hardware configurations, it is time to discuss two
different approaches to the software. One method of communicating with a serial port
on a MSDOS based computer is through interrupt calls. The first thing that must take
place before communication may begin is the initialization of the port. The following

sample of code shows how the initialization is accomplished.

init_232(k) /* The integer k corresponds to the Com port number */
int k; /* eg. for COM1 set k=1. */
int flags;
union REGS in,out;
in.h.ah=0;
in.h.al=0xE3; /* This represents the initialization parameters */
in.x.dx=k-1; /* The dx sets the communications port */

flags =int86(0x14,&in,&out);

This procedure sets up the baud rate, parity, stop bit, and location of the port (3600
baud, no parity, 1 stop, 8 bits). After the initialization is accomplished, characters may
be sent and received through the port.

During communications, one needs to be able to check a port's status without



committing to the port when nothing is there and thereby possibly locking up the
program. The status procedure, shown below, returns an integer which contains 8 bits

that represent the condition of the port.

stat_232(k) /* bit 7 timed-out */

int k; /* bit 6 transmission shift register empty */
{ /* bit 5 transmission hold register empty */
int flags,b,c; /* bit 4 break detected */
union REGS in,out; /* bit 3 framing error */

/* bit 2 parity error */
in.h.ah=3; /* bit 1 overrun error */
in.x.dx=k-1; /* bit 0 data ready *f
flags =int86(0x14,&in,&out);
b=out.h.ah;
c=out.h.al;
return(b);

}

This returned value can then be logically ORed with test bits to determine which bits are
on. The table next to the procedure shows the definition of each bit.
The basic interrupt call to receive a character is shown below.

in_232(k) /* The integer k specifies the com port to use: */
int k; /* eg. for COM1 set k=1. */

int flags,b,c;
union REGS in,out;

in.h.ah=2;

in.x.dx=k-1;

flags =int86(0x14,&in,&out);
b=out.h.ah;

c=out.h.al;

return(c);

This procedure sets the computer’s registers and then returns the data after the interrupt
call. The major failing of this procedure is that if the port doesn't exist or if there is a

problem with the pont, the program will hang forever, thus locking up the program and
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rendering the computer useless. This approach also doesn't check the data or wait to
see if data is on its way. Approaches like this can cause a whole burn-in station to hang
in the middie of the night. This procedure needs to be further enhanced in order to
ensure that it will return regardless of the status of the serial port and warn the user if the
data is possibly bad. The new version of this procedure is shown below. A clock call,
which is not system or clock speed dependent, is used to time how long a channel is
checked. The status of the port is also checked before the interrupt call is made so that
it is certain that the program will not hang. Finally, the data is checked to see if it was
received correctly. If the procedure is not successtul, it returns a negative one to warn
the calling procedure that an error has occurred.

in_232(k) /* The integer k specifies the com port to use: */
int k; /* eg. for COM1 set k=1 */

int flags,b,c;
union REGS in,out;
double t1;

t1=clock();
do

{
if ((stat_232(k)&0x01) = =0x01);
{

in.h.ah=2;

inx.dx=k-1;

flags=int86(0x14,&in,&out);

b=out.h.ah;

c=out.h.al;

if((b&0x80) = =0x80)
return(-1);

return(c);

}
while ((clock()-t1)<0.10);
return(-1);

}



Similar considerations, to these just discussed when one is receiving data, must be mode
when one wishes to send data out through the port. The following procedure will return
regardless of the condition of the port.

out_232(c k) /* The integer k is the com port number.  */
char c; /* The character c is the data to be sent. */
int k;

{

int flags,b;

union REGS in,out;
long t1;

t1=clock();
do

{

if ((stat_232(k)&0x20)==0x20);
{
in.n.ah=1;
in.h.al=c;
inx.dx=k-1;
flags=int86(0x14,&in,&out);
b=out.h.ah;
if((b&0x80)==0x80)

return(-1);

return(0);

}

}
while ((clock()-t1)<0.10);
return(-1);

Notice that this procedure also checks the status of the port and uses a timer to check
for some specified amount of time before giving up. Also, the port is check to see if the
data was sent correctly. As before, if any thing fails, a negative one is returned, otherwise
a zero is returned.

The MSDOS interrupt procedures are able to work with many different ports using

different versions of the operating system on different machines. With a third party board,
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we were able to use these procedures in order to talk to COM1 through COM20.

LATTICE C SERIAL COMMUNICATION PROCEDURES
In order to make some of the software more general so that it may be used on

machines using operating systems other than MSDOS, we investigated the Lattice C
version 6.05 serial communication library. From these functions similar procedures to
those discussed above were created. The differences in how to initialize a port are
shown below.
init_232(k)
int k;

{

com_port = ComOpen(*COM" k,9600L,8,NO_PARITY,1,4000,1,0);

if (com_port==0) return(-1);
return(0);

In this procedure the k once again specifies which COM port is to be used, but it only
works with COM port 1 or COM port 2. This procedure sets the various parameters of
the port like the init_232 procedure discussed earlier. If the initialization is successful, the
address is assigned to com_port, if it is not successful, a negative one is returned.
The Lattice C library did not have a function similar to the stat_232 DOS interrupt call.
Instead one can check for the carrier line and whether or not a port has been opened,

as shown below.

ComCarrier(com_port);  returns: 1 carrier present
0 no carrier detected
ComStatus(com_port); returns: -1 if comport not open

# of char. on input buffer

The C library already had some basic functions built in for sending and receiving data



from the serial ports. The simplest of these is ComGetc(). This procedure goes out to
the port and returns a character. This simple call is not near adequate for the complexity
of the equipment and programs involved in a test station. The procedure shown below
has similar arguments as those in the first in_232 code shown above. Notice that a clock

is again used to account for possible imperfections in the hardware timing.

in_232()
{
double t1;
t1=clock();

do

{
if (ComStatus(com_port)>0)
return(ComGetc(com_port));

}
while ((clock()-t1)<0.10);
return(-1);

The final basic communication block that we need to cover is how to send out a
character using Lattice C library functions. The one shown below simply checks to see
if the communication port is legal before trying to send a character out. This is
accomplished using the ComCarrier procedure which checks to make sure that the
carrier line is on.

out_232(c)
unsigned char c;

{

if (ComCarrier(com_port)==0)
return(-1);

ComPutc(com_port,c);

return(0);
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CLEARING OUT THE SERIAL PORT

The basic communication functions discussed above were designed so as to check
to see if an error occurs or if no communication is possibie. The next step is to have a
procedure which systematically clears out the serial port. From time to time, hardware
on either end may have a hick-up or someone might echo data onto the bus which gets
in the way. In either case, this port needs cleared and readied for useful communication
to continue. The following two procedures accomplish this task, the first using the DOS
interrupt calls and the second using the Lattice C calls.

klean(k)
int k;

{
double t1;

if((stat_232(k)&0x08)==0x08) return(-1);
t1=clock();
do

{
if((stat_232(Kk)&0x01)==0x01)

in_232(k);
t1=clock();
}

}
while((clock()-t1) <0.10);
out_232(\r’ k);
t1=clock();
do

{

if((stat_232(k)&0x01) = =0x01)
in_232(k);
t1=clock();

}
while((clock()-t1)<0.10);
return(0);

}



The DOS interrupt version shown above checks to see if there is data to retrieve and
retrieves it untit time runs out. At that point a carriage return is sent and once again the
port is checked for data which is then in turn pulled off until time runs out. The Lattice
C version shown below foliows a similar process, but it uses slightly different procedure
names.
klean()

{

double t1;

t1=clock();
do

{
if (ComStatus(com_port)>0)

{
ComFlush(com_port);
t1=clock();

}

}
while((clock()-t1)<0.10);
out_232(\r');
t1=clock();
do

{

if (ComStatus(com_port) >0)

{
ComFlush(com_port);
t1=clock();

}

}
while((clock()-t1)<0.10);
}

117

HIGHER LEVEL COMMUNICATION CALLS

Now that the basic procedures have been created, the next level of procedures need
to be addressed. These procedures may not necessarily appear in one’s general serial
communication library. These higher level communications need to handle the negative
ones which are passed back by failures in the general communication procedures. This
particular example procedure is called when one wishes to put a large amplifier into its
off state. The first line of the procedure sends the off command out to the serial port.
If this fails a negative one will be returned. The program then proceeds to clear out the
serial port (klean) and again tries to send the off command. If this second try fails, the
procedure returns a negative one otherwise it returns a zero.
amp_off()

i$ ((send out data to turn amp off)==-1)

{
klean();
if ((send out data to turn amp offy==-1) return(-1);

return(0);

This approach can be modified slightly to suit one’s particular tastes, but in general it will
give a piece of equipment two tries to change modes before a higher level procedure is
notified of the failure. Many other custom procedures can be written in similar fashion to
enhance the robustness and integrity of the whole program.

One important tool to protect a program is the ability to control manual “control-c" or
“control-break” commands. The following procedure can be used to catch these keys
and close all ports and files before terminating or, if one chooses, they may merely

negate the effect of the keys.




main()

{
onbreak(brk);

}
brk()
{
close ports;
close files;

return(1);

You can put anything in the brk() routine that you want to have executed when control-
¢ or control-break is pressed. If you return a 0 instead of a 1, the brk() routine will be
executed and the main program will continue running; the DOS control-¢ routine will not

be called.
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CONCLUSION

When setting up a complicated test station or burn-in system one must first decide
how many units must be communicated with during a test run. Iif more than two units are
involved, the MSDOS interrupt library may be used, otherwise the Lattice C version is
quite sufficient. The hardware issues must be addressed such as good cables and
handshaking requirements. After this is completed, low level and high level procedures
may be written foliowing a style that makes sure that every procedure will always return
and with some useful information to let the calling procedure understand how the
communications are doing. The method of passing a negative one for failed calls works
quite well when one is using higher level procedures to maintain a watch over a

procedure’s success.
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DTE DCE 9pin Label 25pin Circuit Description

casegnd casegnd case gnd 1 AA Protective ground

output input 3 TxD 2 BA  Transmitted data

input  output 4 RxD 3 BB Received data

output input 8 RTS 4 CA  Request to send

input  output 7 CTS 5 CB Clear to send

input  output 9 DSR 6 CC  Data set ready

sig.gnd sig.gnd 1 GND 7 AB  Signal ground (common return)
5 8

9

input  output DCD CF  (Data) Carrier detect
(Reserved for data set testing)

10 (Reserved for data set testing)
11 Unassigned
12 SCF Secondary received line signal detector
13 SCB Secondary clear to send
14 SCA Secondary transmitted data
15 DB Transmission signal element timing (DCE source)
16 SBB Secondary received data
17 DD Receiver signal element timing (DCE source)
18 Unassigned
19 SCA Secondary request to send

output input 2 DTR 20 CD Data terminal ready
21 CG Signal quality detector

input output 6 Rl 2 CE Ring indicator

23 CH/CI  Data signal rate selector (DTE/DCE source)
24 DA Transmit signal element timing (DTE source)
25 Unassigned

Figure 1 25pin versus 9pin RS-232 Connector



Circuit Type To: Function
Data Signals 4
BA Transmitted Data DCE Data generated by DTE
BB Received Data DTE Datareceived by DTE
Control Signals
CA Request to Send DCE DTE wishes to transmit
cB Clear to Send DTE  DCE is ready to transmit; response to
request to send
cC Data Set Ready DTE DCE is ready to operate
Ccb Data Terminal Ready DCE DTE is ready to operate
CE Ring Indicator DTE Indicates that DCE is receiving a ringing
signal on the communication channel
CF Carrier Detect DTE Indicates that DCE is receiving a carrier signal
CG Signal Quality Detector DTE  Asserted when there is reason to believe
there is an error in the received data
CH Data Signal Rate Selector DCE  Asserted to select the higher of two
possible data rates
Ci Data Signal Rate Selector DTE  Asserted to select the higher of two
possible data rates
Timing Signals
DA Transmitter Signal DCE  Ciocking signal, transitions to ON and OFF
Element Timing occur at center of each signal element
DB Transmitter Signal DTE  Clocking signal, as above; both leads relate
Element Timming to signals on BA
DD Receiver Signal DTE  Clocking signal, as above, for circuit BB
Element Timing
Ground
AA Protective Ground NA Attached to machine frame and possibly
extenal grounds
AB Signal Ground NA Establishes common ground reference
for all circuits
Figure 2 25pin RS-232 Function Description
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OPTIMIZE MIXER PERFORMANCE THROUGH
SWEPT FREQUENCY & POWER CHARACTERIZATION

Joel Dunsmore and Barry Brown
Hewlett-Packard Co., Santa Rosa, CA

Agenda:

Mixer Basics
Mixer Characteristics
Non-Linear Effects
Mixer Test System and
Group Delay Measurements

Abstract:

The mixer is the key non-linear element in frequency converter systems, but recent advances in technology
enable integration of filter and amplifiers with the mixer. These elements can dramatically affect the
performance of the system. For example, RF input match of a mixer changes with the impedance presented
at the IF. This is true even in high isolation mixers due to changing operating point. For this reason match
and conversion loss must be measured under actual end use conditions. Mixers do not always behave in
an expected manner. For instance, at very low LO drive levels, the “small signal® RF drive level can
significantly affect the conversion loss in a non-linear fashion. Swept-power conversion loss measurements
reveal this unexpected behavior.

This paper describes the basics of non-linear mixer behavior, using non-linear CAE modeling to illustrate the
concepts. Measurement techniques are presented which allow viewing this behavior directly with a vector
network analyzer, as well as techniques to compensate for RF and IF path losses to achieve accurate
conversion loss measurements. A calibration method for measuring group delay through mixers is

presented, also.
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PATSS2

A mixer is a non-linear device, which converts input signals at one frequency band into output signals at a
different band. An ideal mixer can be represented as a multiplier whose IF output signal is the product of

its two inputs, the RF and LO signals. if the inputs are sinewaves, the output is easily calculated:

Vip = sin@ 4t Ve = 8InWg,t
Ve = (8ln®, 1) . (sin® )t

Ve = 12 cos (O - W_)t -1/2 cos W+ 1

So the output contains signals at the sum and difference of the input frequencies, giving rise to frequency

translation.

This introductory section will provide further understanding of the basic operation of mixers by examining

two mixer designs: single-balanced and double-balanced mixers.



SINGLE-BALANCED MIXER

/\®

PATSS3

First, consider the single-balanced mixer, one configuration of which is shown above. A signal is applied
to the LO port, causing an LO current to flow in the diodes which is large enough to switch them on and
off. A smaller signal is applied to the RF port which causes an RF current to flow in the diodes. The diodes
provide the mixing action to produce currents in the IF port at the sum and difference frequencies f, o + fgg
and f, - fpe. I the balun and diodes are perfectly matched, then the LO signal will appear at neither the
RF port nor the IF port; i.e., the LO to RF and LO to IF isolation will be perfect. However, this structure

provides no isolation between RF and IF ports. This is usually accomplished by fittering in these ports.
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The operation of the single-balanced mixer can be explained by representing the two diodes as an ideal
switch between the RF and IF ports. When the LO signal is positive, the switch is closed; when the LO is
negative, the switch is open. The IF voltage can be caiculated by multiplying the RF voltage times an ideal
squarewave which represents the switch closing and opening at the LO frequency:

Veldm Vo, 00V,

Vv, 00 = (sIn@0 8 (V2 + %nz‘ *-In ne, ¢

v, =12 st -Leos (0 +@,,0 +1cos O K +...

So the IF voltage contains signals at the RF frequency, and at the sum and difference of the RF and LO

frequencies.



DOUBLE-BALANCED MIXER

[ 5
v D1 D3 \A
Lo A
B
D2 D4

TSR A

RF

The double-balanced mixer, shown here, offers improved isolation over the single-balanced design. All three
ports of the mixer are inherently isolated from each other by the symmetry of the design. During the positive
half-cycle of the LO, diodes Dt and D2 are conducting, and point A s at ground potential, s0 Vi = Vgg.

During the negative half-cycle of the LO, D3 and D4 are on, point 8 is at ground, and Vi = -Vpe.
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This operation can be explained by once again replacing the diodes by a switch controlled by the LO.
When the LO voltage is positive, the switch is down, when it's negative, the switch is up. Muitiplying the

RF and LO waveforms gives the IF voltage:

Vie 8= (610,08 (2T Lain ne o0
nood

Ve 0= -Zcos (), + W1t + 2008 (5 @I +...

Notice that, unlike the single-balanced mixer result, the IF signal has only the sum and difference mixing

products with no RF signal leakage.
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Of course, the diodes do not form a perfect switch as in the idealized mixers discussed so far. In fact, a

diode has a very nonlinear transfer function which gives rise to higher order mixing products and distortion.

Consider a single diode with an applied voltage equal to the sum of two sinewaves at the RF and LO

frequencies.

Iy = g exp ((Vee + Vi 0)/Vy) = Ig esp ((sinWget + sinW o) /V7)

The exponential can be expanded in a power series,
=1+ X+1/2X2 +1/6X3+ ...

which yields the following output frequencies:

First order: SiNWget, sinW, ot

Second order: Cos (W g + Wpe)t, cos (W o-Wget,
Cos (2Wgel), cos (2W )

Third order:  sin(2Wge - W gt sin(2Wge + Wi t,
SiN(2W, g - Wgelt, sin(2W, o + Wgglt,

Sin(@3Wget), sin(3W ot}

(feedthrough)
(sum and difference)
(second harmonics)

(2:1 and 1:2 spurs)

(third harmonics) etc.
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CONVERSION LOSS

=GP~ ] —"r

Plo —

. PrE
SSB conversion loss = r
IF

PATSSe

in this next section, the common characteristics and specifications of mixers will be explained.

One of the most important specifications of a mixer is its conversion loss, defined as the ratio of the RF input
power to the output power of the desired IF signal, at either Wio + Wge Or W g - Wpe. Shown above is
the definition of SSB conversion loss. In general, the value of the loss is a function of the frequencies and

power levels of the RF and LO signals, so it should be measured and specified carefully.
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When the RF input power is increased, the IF output power will also increase, with a constant conversion
loss, untit the mixer enters compression. At this point, the IF power cannot increase as rapidly as the RF
power, so the loss goes up. This is called conversion compression, and the 1 dB compression point is
defined as the RF input power levet (in dBm) at which the conversion loss has increased 1 dB over its small-
signal value, as shown in the diagram. In a double-balanced mixer, this point will typically be 5 to 10 daB

less than the LO power level. It is a strong function of LO power, and also varies with frequency.

A related, but different, mixer parameter is the 1 dB desensitization level. It expresses the change in the
conversion loss for a small input signal caused by the presence of a second, larger interference signal at
the input. It is the power level of the large interference signal which causes a 1 dB increase in the

conversion loss of the small signal.
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IMPEDANCE MATCH and ISOLATION

N S G~ NS

Lo <,\}
I'rF =

RF retlected power
RF Incldent power

RF power at IF port

RF to IF isolation

RF incident power

PATSS10

The impedance mismatch at all three ports of the mixer can be an important system consideration. The
impedances of all three ports are strongly affected by the LO power, which alters the diode operating point.

Impedance mismatch is commonly measured with a network analyzer.

There are six different isolation terms defined for a mixer; LO to RF, LO to IF, RF to IF, RF to LO, IF to RF,
and IF to LO. The first three are the more commonly specified isolation parameters. They represent

unwanted direct leakage of the signals.



TWO-TONE, THIRD-ORDER INTERMODULATION
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A very commonly specified measure of the signal distortion produced by a mixer is its two-tone
intermodutation distortion. When the RF input consists of two different frequency signals, the nonlinearity
of the mixer can produce undesirable products in the IF output. The most significant of these is usually the
third-order products, shown above. A related figure-of-merit for the mixer is its third-order input intercept
point, or TOI. This is the theoretical input level at which the intermodulation distortion signals would become

as large as the desired IF output signal, calculated from the measured distortion as:

TOl = PIN + 1/2 IMD,

where TOl is third-order intercept point

and IMD, is the levet (in dBc) of the third-order intermodulation signals at an input power level PIN

(dBm).
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HARMONIC INTERMODULATION DISTORTION
RF
R — v ’
@ &> RF-LO RF
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LO @ sto { RF ' 2RF-2L0

Harmonic intermodulation distortion in a mixer produces unwanted output signals at frequencies equal to
the sum and difference of harmonics of the RF and LO, expressed as mF g +/- nFpe. Performance of a
mixer in this regard is often unspecified because the levels of these distortion products depend on
frequencies, power levels, and terminating impedances. However, it may be an important parameter,
particularly in broadband systems. As the RF input frequency is swept across a moderate range, it is very
difficult to keep all of the distortion products out of the IF bandwidth. Some of the distortion products may
sweep at different rates and even in the opposite direction to the input signal. In these applications, the

distortion of the mixer must usually be characterized under its intended operating conditions.
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In this model, the RF match, and the diode operating point are displayed as a function of the load

Mixers are otten followed by IF filters tuned to select channels in the IF. The match, or impedance of the
impedance of the IF port. Notice that even though there is considerable isolation between RF and IF ports,

IF filter may affect the input match of the mixer in the RF frequency range. This can occur even in mixers
the IF impedance substantially changes the RF match.

with RF to IF isolation, as the IF impedance may change the operating point of the diodes in the mixer.
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Conversion Loss and RF Match
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Here, the frequency of the RF and IF are swept to show the passband of the IF filter. Even though the
passband is at the IF freq (130-190 MHz), the shape of the passband appears in the RF match at RF
frequencies. Note that this is a non-linear affect. The change in match of the BPF is translated in frequency,
up to the RF range. Thus, the isolation of IF to RF, at the RF range, does not predict the extent of

dependence of the RF match on IF impedance.
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This is a real measurement of a mixer/filter combination. The upper trace shows conversion loss with and
without the filter. The lower trace shows RF input match with and without the filter. Note that the match
is measured over the RF range, yet we see a change in match which reflects the shape of the filter at the
lower IF range. This measurement will allow the match effects of the filter on the RF to be monitored, while

adjusting the passband response of the IF filter.
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A common non-linear effect in mixers is the change in conversion loss as a function of RF input drive power,
also called conversion loss compression. The input power at which the conversion loss has increased by
1 dB Is a common figure of merit. This point, as well as the minimum conversion loss are a function of LO
drive power. Interestingly, at small LO drive levels, the point of minimum conversion loss may not occur

at the minimum RF drive, resulting in a conversion loss vs. RF drive function which first shows expansion,

then quickly falls into compression.
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Diode Operating Point, RF=-10 dBm
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Here, the diode operating point is shown vs. LO drive power. Notice at higher LO drives, the slope of the
curve increases, indicating smaller diode i resistance. This plot was made by plotting instantaneous voltage

and current across the diode over an RF & IF cycle.
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Here, the operating point vs. RF input drive is shown, notice for small LO drive, the larger RF signal pushes R 3 SRttt -2

the operating point higher, thus reducing the diode f resistance. The i-v trajectory does not exactly follow
the DC curve due to reactive elements in the mixer model, namely, diode capacitance. The boxes on each
. The upper trace shows the effect of increasing RF drive on conversion loss. The output power is also
trace, which represent the peak of the voitage across the diode, move on the curve due to changes in IF
shown. The lower trace shows the input and output voltage waveforms. It is clear that the clipping of the

voltage.
RF by the mixing diodes limit the maximum IF output. This is the mechanism which causes compression

in the mixer.
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COMPRESSION VS LO DRIVE
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Here is a measurement of conversion loss and output power vs. RF input drive for three different LO drive
powers. The mixer is specified for LO drive levels from +7 10 +12dBm. At +2 dBm, the conversion l0ss
Here, the mixer compression is modeled at three levels of LO drive power. Notice at very low LO drive is reduced by 3 dB, and the expansion effect of RF drive on conversion loss is evident

power, the conversion loss decreases with higher RF drive. This is a result of lower diode resistance with

RF drive. At even higher RF drive, the diodes clip the RF and compression ensues.
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Mixer desensitization occurs when an adjacent channet signal which is much larger than the desired RF
reduces the sensitivity of the mixer. Here the model of the mixer shows the curve of conversion loss vs.
the undesired signal power. The lower plot shows the voltage waveforms for the mixer with and withiout
the adjacent channel signal. The diode current waveform clearly shows how the undesired signal saturates

the mixer diodes, causing clipping of the small signal.
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FREQUENCY CONVERTER
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The HP 8753C network analyzer, with a specially designed three port test set, provides the ability to

characterize conversion loss, compression, return loss (SWR) and griup delay with a single connection.
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be made directly.

This test set provides for single connection testing of mixers and frequency converters. Simultaneous

measurement of parameters including conversion loss, isolation, feedthrough, group delay and SWR can

Next, each element of the test system will be explained in detail. This includes: the HP 85046A H20 Mixer
Test Set, new enhancements for the HP 8753C RF Network Analyzer and the HP 8625A Synthesized RF

Sweeper.
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HP 85046A H20 MIXER TEST SET
From HP 8753 From
RF Source LO Source
- ) External
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Channel R
) Reference
Y — A Mixer
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This simplified block diagram shows the switching capability and the R channel mixer necessary to simplify
frequency converter measurements with the vector network analyzer. The internal mixer is used to provide
an R channel signal necessary to phase lock the RF source, as will be explained later. Ports for custom
filtering are provided so that easy selection of IF frequency ranges can be made. The filter is necessary to

prevent measurement inaccuracies due to unwanted signals being sampled in the HP 8753C receiver

Control of the switches is accomplished through special soft key sequences on the network analyzer



NETWORK ANALYZER BLOCK DIAGRAM
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The HP 8753C network analyzer consists of a three-channel, tuned receiver, a 300 kHz to 3 GHz RF source,
and frequency control loop circuitry. The receiver contains a swept, synthesized local oscillator which
determines the frequency of the analyzer, and the source frequency is made to track the receiver by the
frequency control loop. A sample of the R channel IF signal is fed back to the control loop, and there must
be a connection between the RF source and the R channel to complete the loop. Without this connection,

the source frequency is undetermined.

136

FREQUENCY OFFSET MODE
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The HP 8753C has a special mode of operation, called frequency offset mode, which provides the ability
to make swept measurements of frequency converters [1]. In this mode, a mixer is placed in the R channel
connection to cause an offset between the source and receiver frequencies. The frequency control loop

still makes the source track the receiver, but they will be offset by the local oscillator frequency.

A filter is generally required after the mixer to select the proper mixing product (i.e., LPF passing RF - LO

frequencies for downconverters, HPF passing RF + LO frequencies for upconverters).
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Frequency offset mode provides full capability for frequency converter measurements with swept RF and Selection of the device type (UPCONVERTER or DOWNCONVERTER), High or low-side LO injection
fixed LO frequencies. Both down-converters and up-converters, high-side LO and low-side LO converters (RF>LO or RF<LO), and the desired RF. LO and IF frequencies is done through the FREQUENCY OFFSET
can be measured. menu. Since these parameters are interdependent, the displayed RF, LO and IF frequencies are

automatically updated when any single parameter is changed.
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FIXED IF MEASUREMENTS SOURCES OF ERROR
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o In most measurements, there may be several sources of error. For conversion loss, isolation, and power
This slide shows the frequency domain of a fixed IF measurement being made. The offset between the RF

. measurements, frequency response errors (sometimes called flatness, or rolloff), and mismatch errors (from
and LO signal frequencies is constant at the selected IF frequency as the two-signal sources sweep. Thus

. . . non-ideal source and load impedances) typically cause the largest uncertainties in measurements.
the conversion loss display will be the conversion loss as a function of RF frequency.
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FREQUENCY RESPONSE ERRORS
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Frequency response errors have two parts: nominal offsets (caused by pads, couplers, etc.) and flatness
(different responses at different frequencies). The offset is quite easy to account for, but correcting for
flatness errors requires careful characterization over a frequency range. For frequency converters, it is
especially important to consider the flatness effects since the RF (source) is at one frequency and the IF

(receiver) is at another.
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MISMATCH ERRORS
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Mismatch errors, due to non-ideal source and load impedances, have a smaller but quite noticeable effect
on.measurements. This is most commonly seen as ripple on a trace. from a poor match at the end of a
cable. For normal 2-port measurements, the effects of mismatch can be predicted if both the forward and
reverse transmission and reflection parameters are measured. From this measurement, and an earlier
measurement of the system, during the user calibration, a corrected response is calculated to remove the
effects of mismatch. However, in frequency converter conversion loss measurements, mismatch cannot be
corrected for because the input and output frequencies are not the same, and the forward and reverse
parameters do not depend, in a linear fashion, upon the source or load impedances. For this reason,
padding cables and fixtures near the device under test provides good match and reduces mismatch
uncertainties. Fortunately, the wide dynamic range of the HP 8753C allows considerable padding without

diminishing the quality of the measurement.

Harmonics, Linearity (sometimes called dynamic accuracy of log fidelity), and spurious signals can



contribute to measurement error. However, the tuned nature of the receiver eliminates unwanted signals,

and the digital IF eliminates detector logging and other linearity errors.

In reflection measurements, such as RF or IF port match, system errors such as source match, frequency
response, and directivity may add to uncertainties. Fortunately, these are linear measurements for which

cofrection techniques are well known.
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GROUP DELAY CONSIDERATIONS

e Calibration required to remove measurement
system errors

e Standard cal techniques NOT possible for
frequency translation measurements

e Cal standard is broadband double-balanced mixer
ANZAC MDC-123 30-3000 MHz 0.5 nsec
MCL ZFM-4 DC-1250 MHz 0.6 nsec

e Attenuators needed to reduce mismatch errors
e Typical accuracy better than +/- 0.5 nsec.

PATSS3S

A vector network analyzer can be used to measure the group delay of most frequency converters, but
calibrating the measurement is a problem. When measuring a linear device, such as a filter, a through
connection is used as a calibration standard (delay = zero), but this will not work in a converter
measurement, where the analyzer's source and receiver are at different frequencies. The solution is to use
a very broadband mixer with very small group delay as the calibration standard. Two such mixers have

been characterized for this purpose (3) and the accuracy of this technique is excellent.
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Here is the resuiting data from an example group delay measurement. Most frequency converters can be
measured in this manner, but note that if the DUT has a built-in LO, this LO signat must be available on an
auxiliary output connector, or it must be phase-locked to a reference signal which is available. This is
because an exactly identical LO signal must be applied to the test set and the DUT, or no group delay

measurement is possible with this system (3).
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ABSTRACT

Rapid growth in current cellular systems has caused saturation in many urban markets.
This has spurred the development of new digital cellular standards to increase the
spectrum efficiency of cellular radios. The system chosen for the North American and
Japanese digital cellular system utilizes a modulation known as n/4 DQPSK. This paper
will present a method for generating 7/4 DQPSK modulated signals as well as a technique
to verify the modulation accuracy. Finally, a test system designed for the NADC system
will be described which performs all necessary analog tests, and for the digital mode
performs transceiver tests including bit error rate sensitivity, and call processing protocol.
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TESTING NORTH AMERICAN DUAL-MODE CELLULAR,

JAPAN DIGITAL CELLULAR TRANSCEIVERS

INTRODUCTION:

This paper covers the following: (1) A review of basic digital modulation techniques
which will provide a better understanding of the NADC (North American Dual-Mode
Digital Cellular and JDC (Japan Digital Cellular) systems. (2) A technique for generating
n/4 DQPSK modulation will be described which is used by HP’s two current signal
generators. (3) A digital signal processing algorithm will be reviewed which can measure
the accuracy of the /4 DQPSK modulation. (4) A complete manufacturing test solution
for NADC radios will be described utilizing Hewleu-Packard’s n/4 DQPSK sources and

analyzers.

Why Digital Modulation Techniques?

Digital modulation is replacing analog modulation systems for at least two main reasons.
In North America, the FCC has only allocated a fixed frequency band for cellular
transmission. In large cities, such as New York. Toronto, Chicago, it is very difficult to
gain access to the cellular network. Digital techniques promise a significant increase in

spectrum utilization. (See slide 3)

In addition, the frequency bands used for cellular transmission are prone to fading or

multipath transmission. Digital techniques can improve transmission quality by error



correction techniques. In addition, in Europe another digital system (GSM) is being

invented so radios will work across country boundaries in Europe.

I Q diagrams, or in-phase and quadrature-phase diagrams, are commonly used to describe
phase modulation systems. By making a two dimensional coordinate system, it is possible
to represent the amplitude of the RF signal by the length of a vector from the origin to
the specified point in the coordinate system. The phase of the system can be represented
by the angle from a particular reference point. This slide shows an I Q diagram for QPSK
modulation, which can take on four potential phase states. In this diagram, each phase
state has equal amplitude, and is separated from another point by 90°. The QPSK timing
diagram shows what happens to the phase of the RF carrier for a given transmitted data

pattern. (See slide 4)

DQPSK, or Differential Quadrature Phase Shift Keying, is very similar to QPSK. The
main difference is that in DQPSK the data pattern transmitted is referenced to the previous
phase state; no phase reference is required at the receiver to demodulate data. Since no

phase reference is required, the receiver is easier to build. (See slide 5)

n/4 DQPSK is a slight modification to DQPSK. If the phase transitions for a given bit
pattern are defined as shown in the table, the phase transitions for 7/4 DQPSK are rotated
45° from their DQPSK equivalents. n/4 DQPSK is the modulation type that was chosen

for both the North American and Japan digital cellular systems. (See slide 6)
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The possible phase transitions for /4 DQPSK are + 45° and + 135°. If the initial phase
state was at the I axis, the possible phase states are shown in figure A, at time T1. Figure
B shows the possible phase states that would occur at time T2. Notice that a total of eight
phase states will be possible although only four are possible at any given time. In the
next symbol period the other four phase states can be output. All eight potential phase

states are shown in figure C. (See slide 7)

So far we have only considered unfiltered phase transitions from one phase state to the
next. Without any filtering the effects of a band limited channel would cause some
smearing of data pulses as they are transmitted. This makes data detection more difficult,
and therefore filtering is applied to the transmitter, receiver, or both to eliminate the effect
of intersymbol interference. In addition, unfiltered phase transitions would cause a large
amount of spectral splatter. This would affect adjacent channels, and is unacceptable.

(See slide 8)

The filtering chosen for the NADC and JDC systems is called a raised cosine Nyquist
filter. One important characteristic of Nyquist filters is that the impulse response has nulls
at all symbol times except the symbol at time 0. This implies that adjacent symbols will
not affect the transmission of the symbol at time 0. If the data can be sampled precisely
at time T, 2T etc, no intersymbol interference (IS1) will be present. The roll-off factor of
the filter is noted as &. As the value of a increases, the required bandwidth to transmit

a given symbol rate increases. It can be seen that the lobes of the impulse response are




much smaller for increasing alpha. For a larger value of o, more bandwidth is required,
but less ISI will be present if there is some timing jitter on sampling the data. (See slides

9 & 10)

For optimum signal-to-noise a matched filter in the transmitter and receiver is required.
To achieve this, the Nyquist filter response was modified to take the square root of the
frequency response and put similar filters in the transmitter and receiver. The impulse
response of a Nyquist and root Nyquist filter with a=0.35 is shown in the figure. Notice
that the nulls of the root nyquist impulse response no longer has nulls at symbol decision
points. This implies that the transmitted data will have some ISI. The ISI should be

eliminated by applying the root nyquist filter in the receiver. (See slide 11)

The NADC and JDC systems use time division multiple access (TDMA) techniques.
Multiple users are assigned to the same frequency channel and are assigned timeslots in

which to transmit.

These systems have six timeslots per frame implying that up to six users can use a given

frequency channel simultaneously. (See slide 12)

NADC and JDC are the two man n/4 DQPSK system, but the two systems differ in a
number of areas. The NADC and JDC systems. The NADC system uses the current

analog cellular allocated band, while the JDC system has two basic bands. The channel
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spacing is slightly different between the two systems which leads to a different data rate
and filter roll-off factor for the two systems. The NADC system is slated for turn on

approximately one year before the JDC system. (See slide 13)

The NADC frame structure is 40msec long, and each timeslot is 6.67msec long. Timeslot
1 is repeated immediately after timeslot 6 and repeats continuously in this manner. (See

slide 14)

The base-to-mobile and mobile-to-base formats for NADC are slightly different. The
location of the sync word is different in the two formats. The first three symbols in the
mobile-to-base format are a guard time to allow the previous transmitter power to ramp
down. The base-to-mobile slot does not incorporate this feature since the base station is

CW. (See slide 15)

The JDC slot format is quite different from the NADC slot format. Location of sync word,
length of the sync word, and most other characteristics are different. The total number of
bits in a JDC slot are less than in the NADC; however, the slot length in time is identical

since the bit rate is slower for the JDC system. (Slide 16)




Examples of One Implementation for Generation tDQPSK:

A source for generating n/4 DQPSK is the HP 11846A and HP 11846A Opt 001

combined with a vector signal generator such as the HP 8780A. (See slide 18)

The HP 8780A has a wide RF range, spanning from 10 MHz to 3 GHz. This covers the

NADC and JDC bands plus has significant RF range for future higher frequency systems.

The HP 11846A has two selectable voltage output ranges: a low range designed to be used
with the HP 8780A; and a higher voltage range that can be used with an externally

supplied I Q modulator.

With the HP 8780A, the I Q offset can be adjusted to very low levels, (on the order of

-50 dBc) or increasingly worse levels. This can be useful in testing receiver tolerance to

I Q offset imbalance.

The HP 8780A and HP 11846A combination has excellent vector error specifications on
the order of only 1%. This is much better than current system transmitter specifications.

(See slide 19)

The HP 11846A generate a square root raised cosine filtered I-Q output using an FIR
(finite impulse response) type of digital filter. The HP 11846A implementation uses a

ROM-based FIR filter, which allows a fairly simple hardware design. The incoming data
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bits are input to the serial-to-parallel converter which separates the first and second bit of
each symbol into separate data paths. The symbol data is then differentially encoded and
enters a shift register. The length of the shift register is determined by the FIR filter
length. In the case of the HP 11846A, the FIR filter length is eight, making the output
of the shift registers eight-bit paralle! data. Outputs from both shift register banks are
applied to the ROM address lines, giving 16 address bits. The ROMs performs a

convolution of the input data with the filter’s impulse response to produce the 1-Q output

data.

The HP 11846A updates the 1-Q updates at a rate 16 times the NADMCS symbol rate.
This allows the HP 11846A to generate a smooth 1-Q trajectory between symbol decision
points, which is necessary to control unwanted spectral energy. For 16 sub-intervals per
symbol, four address bits are required to be presented to the ROM address line. Adding
the 16 address bits mentioned above, this implies a total ROM address space of 20 bits,
or 1M bytes of address space. For 16-bit-output ROMs, this implies 16M bytes of storage
for both the I and Q ROMs was impractical, so a different approach to a ROM-based filter

was implemented.

The filter block shown on slide 20 shows the filter block diagram used in the HP 11846A.
The key difference is that the 1 and Q ROMs have been replaced by cosine and sine
ROMs. The I'and Q outputs are not generated by an additional and subtraction of the sine

and cosine ROM data. The key to being able to use this type of approach was



recognizing that /4 DQPSK can be generated from DQPSK by a 45-degree rotation every
symbol. By using a coordinate transformation technique, the I and Q outputs are broken
down into their cosine and sine components. The results is that the address bits required

for any of the ROMs in this implementation are:

Number of Bits Description
8 Bits from shift register, either the first or second bit per symbol.
3 Bit counter. This counts the 45-degree rotation module 8.
4 Sub-interval counter.

The number of address bits to any given ROM is therefore 15. In this implementation, four
ROMs (two ROMs for the I channel and two ROMs for the Q channel) are required,
compared to the two ROMs in the conventional filter implementation. The overall results
is a reduction by a factor of 16 (2% bits of address space for the conventional approach
versus 2'® bit (2% x 2) of address space for the HP approach) in the memory required to
implement the FIR filter. This reduction of memory not only saves cost, but significant
printed circuit board area. In addition, since all of the filter information is stored in ROM,
as new communication systems come on line, potentially with different filter characteristics,

only a ROM change is required to meet the needs of these systems. (See slide 20)

The HP 8657D Dual-Mode Signal Generator is a conventional analog signal generator from
100 kHz to 1.04 GHz, and a n/4 DQPSK digital modulation signal generator in the NADC

and JDC frequency bands. (Slide 21)
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The performance on the HP 8657D is basically the same as the HP 8657A Signal
Generator. The digital modulation capabilities are band oriented to the JDC and NADC
bands.

The error vector magnitude specifications are more than adequate to test the

NADC and JDC radios. (Sec slide 22)

So far, we have described two RF sources for 1/4 DQPSK modulation. In order to test
digital radios the correct data and sync patterns must be output. This requires a flexible
data generator to be able to drive the data inputs on the HP 11846A and HP 8657D.

Hewlett-Packard offers the HP 11835A Opt 002 Data Buffer as the data source of choice

for testing cellular radios. (See slide 23)

The HP 11835A Opt 002 reference board provides NADC and JDC bit and symbol clock
outputs that can be locked to a convenient external reference. In addition, the synthesis
technology used in the HP 11835A allows offsetting of the bit and symbol clock

frequencies for use in testing to the NADC system specification.

The HP 11835A is connected to a HP series 300 computer via a parallel data cable. The
computer is used to generate the desired data pattern, and then the data is downloaded to
the HP 11835A. The data is synchronized to the desired clock rate, and then is output in
a serial data stream. Flexible state machine control allows control suitable to a TDMA

communication system. (See slide 24)




An example of two types of sources for testing /4 DQPSK systems are the HP 11846A
and HP 11846A Opt 001 with the HP 8780 which provides very wide frequency coverage,
and excellent modulation accuracy. The HP 8657D provides NADC and JDC band n/4

DQPSK coverage at a price suitable to manufacturing test systems. (See slide 25)

Measuring Modulation Accuracy of 1 DQPSK Transmitters:

An example of measurement solutions is the HP 11847A/B which are software-based
signal processing algorithms. The signal under test is downconverted to a suitable IF
frequency that can be digitized by a high performance digitizer. Once the signal has been
digitized, a patented algorithm is applied to measure the accuracy of the signal under test.

(See slide 27)

The signal processing approach used in the HP 11847A/B allows for excellent
measurement accuracy -approximately 0.25%. Amplitude droop, 1Q offset, magnitude,
phase and vector error are measured. In addition, full analysis graphs of Eye diagrams,
Constellation diagrams, FFT's of IF frequencies, and graphs of magnitude, phase,

frequency, and vector error are all provided. (See slide 28)

Overall signal processing is shown on a block diagram on slide 29. The signal under test
in down-converted to a suitable IF frequency. This is digitized and sent to the computer
for analysis. The first step is to demodulate the incoming signal and determine the data

symbols that were transmitted. Since the transmitter filtering characteristics are known
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an ideal reference signal can be constructed. The best fit between the ideal reference
signal and received data is then obtained and the measurement results are then output.

(See slide 29)

The signal processing system flow diagram is shown on slide 29A. The input to the flow
diagram is a discrete-time IF signal derived from the transmitter signal under test. The
transmitter signal is down-converted and digitized to produce the discrete-time signal fed
through the IF bandpass filter. The purpose of the IF bandpass filter is to eliminate
harmonics of the IF signal that may be produced when the transmitter signal is down-
converted, and to reduce quantization noise created by the digitization process. A
significant reduction in quantization noise is realized by initially sampling the IF signal
at a high rate (~41.15 times the symbol rate specified for U.S. digital cellular radios). The
sampling rate then is reduced by a factor of four from the input to the output of the IF

bandpass filter.

The clock delay, which is the time interval from the first sample from the IF bandpass
filter to the leading edge of the first full symbol interval following this first sample, is
estimated in the clock-delay estimator. In the clock-delay estimate, the modulated IF
signal from the output of the IF bandpass filter is squared to produce a signal component
at a frequency equal to the symbol clock rate. This squared IF signal is then fed through
an FIR bandpass filter that is tuned to the symbol rate. The phase of the signal at the

output of this filter provides a very accurate estimate of the symbol clock delay.



After the clock delay, T, has been estimated, the IF signal is resampled by a Nyquist
interpolation filter. The purpose of resampling is to provide an integral number of
samples per symbol interval and to provide samples precisely at the detection decision
points. To minimize the amount of arithmetic necessary following the resampler, and to

minimize signal processing errors that contribute to the measurement inaccuracy, a rate

of five samples per symbol was chosen for the resampler.

The output of the resampler provides the basic discrete-time IF signal used by the
remainder of the signal processor. The uncertainty of the symbol clock phase has been
removed so that these samples occur at a rate of five samples per symbol with every fifth

sample accurately located at a detection decision point in time.

Following the resampler, the signal processing functions are performed in three passes.
To understand the need for multiple passes, consider the signal originating at the
transmitter. This signal passes through a square root raised cosine filter in the transmitter
and, for a matched receiver, it passes through another square root raised cosine filter in
the receiver. The cascading of the two square root raised cosine filter produces the
Nyquist frequency response necessary to avoid intersymbol interference. To perform
square root raised cosine filtering, the receiver must know the precise frequency of the
transmitter. In the signal processor described here, the data is detected and the parameters
of the transmitter signal are estimated in the first pass during which noncoherent

processing of the IF signal at the output of the resampler is performed. The initial
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estimates obtained in the first pass are used in the second pass to perform coherent

baseband processing.

In the second pass, the IF signal is coherently down-converted to in-phase and quadrature
baseband signals which are passed through square root raised cosine filters. The square
root raised cosine filtered signals are used again to detect data and obtain refined estimates
of the signal parameters. The detected data from the two passes is compared for
consistency. A difference implies bit detection errors. The detected bits are used to
generate an ideal reference signal, and the refined estimates of signal parameters are used
to correct the I-Q origin offset, carrier frequency and phase, and amplitude scale and
droop factors of the signal under test. The compensated signal under test and the

reference signals are compared to obtain measurements of rms magnitude and phase errors

and rms error vector magnitude.

During pass 2 only one sampled value per symbol at the decision points is used. This
provides measurements of carrier frequency error and error vector magnitude in a
minimum amount of time. Detailed plots of various signals as a function of time over the
duration of a burst are calculated in the third pass using up to 20 points per symbol. In
addition, Fourier transforms of various signals can be computed in the third pass. (See

slide 29A)




HP 11847A Measurement Results

Captured X signal level at digitizer input vas approximately -4.%4 dsa
Clock delay =.066 symbol intervals from first time sampls

DEMODULATED DATA 18:

1 1n 2 n 41 51
0000000000 0000000001 0001111011 1101100110 0000000000 0000000000
€1 n 1 3% 1 3% 101 1
0000000010 3013001100 1010001110 1010100100 0101100111 0010110100
121 131 141 181 161 1”71
1110101000 0101011110 1000000110 1000100001 1100100001 1111000011
181 191 201 m m E3 3
0100011100 1000010100 0000101101 0101000110 0011101111 1100111000
ELBY 251 261 m E1 3 91
1010111000 0100111011 0011100000 0001010000 1010010100 0010111011
301 m B3

01110113130 31300

surst Amplitude Droop = -.0001 dB per Symbol

Carrier Prequency Error = -4.794 Hz

1/Q origin Offset (carrier feedthrough} = -39.76 4B

TEST RESULTS

Magnitude error = .792 percent RMS st decision points
Phase error = .444 degrees RMS at decision points
Error Vector sagnitude « 1,108 percent RMS at decision points

I-Q Pattern

Pi-s4 DQPSK

ace)d
o
Q

- 4
-.6
-.8 M

-1.0 Bl
-1.2 al

A
<

I N7
';'a‘«s,'/)

-1.4

This sample output is the
first measurement screen
from the HP 11847
software. The demodulated
data is shown as well as
whether the proper sync
word was located. The key
measurements are  also

shown such as error vector

magnitude.

This graphs shows an I Q
graph for a error vector
magnitude of approximately
1%. This data was plotted
with five samples per
symbol. Notice the tight

constellation points.
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This graph shows an Eye
diagram for the 1 data,
traces overlapped.  This
measurement  was  for
approximately 1% vector
error.  Notice again the

tight convergence of the

data.

This graph shows the error
vector magnitude plotted
over an

entire timeslot.

The red lines show the
measurement at the symbol
decision  points. This
measurement was again for
approximately 1% vector

error.
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This graph shows the zoom
capability of the software.
This graph is part of the
previously displayed graph.
Only the data marked with
the red vertical lines is
used in the overall error

vector magnitude result.

This graph shows the
constellation diagram for a
slot of approximately 1%
error vector magnitude.
This allows an easy way to
see the effect of increasing

vector error.
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This graph is for a vector
error of approximately
15%. All of the error is
due to phase error and
almost none in amplitude.
It can be seen how that
with increasing error the

probability of detection

erTor increases.

This graph is for a slot
vector error of
approximately 15% with

almost equal contributions

from amplitude and phase.
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Magnitude Spectrum
ROOT-NYQUIST FILTERED RT BRSEBAND

This slide shows the 30
kHz signal with the
receiver filtering added.
The filtering is now a full

Nyquist response. Notice

spectrum (dB)

the improved sideband

levels.
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Hewlett-Packard provides a signal processing approach to measuring m/4 DQPSK

equency (kHz)

modulation. This patented technique results in excellent measurement accuracy with fast
measurement results. All key measurements for the NADC and JDC system are made by

the HP 11847A/B software package.

An Example of a Test System for NADC System:

An example of a test system for NADC system is the HP 8953DT system which is made
up of the Hewlett-Packard analog cellular test system, plus a DOS-based computer and
DSP analysis software. DSP techniques allow for real time demodulation of the NADC
and JDC modulation. This allows making BER sensitivity measurements and word error

rate measurements for the NADC system.
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Protocol tests can be performed by sufficient software to allow for the necessary
commands to be sent to the radio. This results in a test system suitable for manufacturing

test of digital cellular radios. (Slide 45)

The HP 8953DT system performs a complete set of analog tests for the analog mode of
the NADC radios. The digital tests that are performed can be grouped into two

categories: (1) sensitivity type measurements (2) protocol type tests. (See slide 46)

H-P currently has several products designed to assist in the testing of JDC radios.
These include:
« HP 11846A Opt 001

« HP 8780A Signal Generator

HP 8657D Signal Generator

HP 11847B Analysis Software

HP 11759A RF Channel Simulator (Fader)

In addition, the HP 11835 Opt 002 Data Buffer provides a tlexible data source so that the

proper slot data can be sent to the radio under test.

Hewlett-Packard is currently investigating the possibility of developing a JDC test system.

We should be able to give additional information in late 1991. (See slide 47)



This paper has summarized Hewlett-Packard’s testing strategy for NADC and JDC radios.
We reviewed some essential digital modulation basics, and then looked at how to generate
w/4 DQPSK modulation. Next, we looked at signal processing algorithm suited to make
extremely accurate measurements of /4 DQPSK modulation. Finally, the HP 8953DT
test system was described which implements a total manufacturing test solution for North
American Dual-Mode Cellular radios. Hewlett-Packard is currently investigating
developing a test system for JDC radios and we should have some additional information

in late 1991.
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Section |

Testing North American Dual-Mode Cellular Why Digital Modulation Techniques?
and Japan Digital Cellular Radios

® [ncreased capacity in fixed spectrum

® |mproved performance in severe fading
environments

MCG/Spokane Division HEWLETT MCG/Spokane Division F/ g HEWLETT
NPTIENADC-01 [/'F] PACKARD NPTSINADC-03 [/'/a PACKARD

Review of Digital Modulation
Course Overview IQ Diagrams for QPSK & DQPSK Modulation

Review of Digital Modulation 90° | . . .

e Generating W/4 DQPSK Modulation B AUAUQU%AUAU%
e Measuring X/4 DQPSK with DSP Techniques 180° 00 1 . ;
Test System for NADC Radios 0 b. U UU b E7 U (E

270

(-]

MCG/Spokane Division ﬁa HEWLETT MCG/Spokane Division T [ﬁ/j HEWLETT

NPTLNADC-02 PACKARD NPTGENADC-04 PACKARD
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DQPSK Characteristics

e Four potential phase states
e Data symbols defined relative to the previous

phase state
e No absolute phase reference required for DQPSK

Symbol DQPSK Phase Transition
00 Qo
01 90°
10 -90°
1 180°

'ﬁ?g'lus‘\%glf::e Duwision [/'P] EE(\:A:(LAERTS
Comparison between DQPSK and
/4 DQPSK Modulation Formats
DQPSK /4 DQPSK
Symbol Phase Transition Phase Transition
00 0° 450
01 90° 1359
10 -90° -45°
1 180° -135°
MCG/Spokane Division [ﬁP] :IE(\:A:(LAER‘I';

B6PTINADC-06
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Unfilter Phase Transitions for
/4 DQPSK

1
futial phase
state

® Represents time Ty %/4 DQPSK

constellation diagram

* Represents time T,

% Represents time T, ® Represents time T,

Possible phase transitions:
+/-45°
+/-135°

MCG/Spokane Division [ﬁ__ HEWLETT
NPTOLNADC-07 P PACKARD

Intersymbol Interference

Overlapping Recelved

Pulses
Xy X, |
Pulse 1Whuu 2
Al
H(H) Detector
—_—| T ]| — l ——=| U
System Flitering
Input Pulses
MCG/Spokane Division HEWLETT
[ﬁP] PACKARD

NPTO1:NADC-08



Filtering to Reduce Intersymbol Interference

1 1O | .
10 — :
s
X 05T T
| | l
| i | 1 1 1
-vT -3/4T =127 -y4T 0 a1 o .
Symbols are transmitted -w° Frequency w

every T seconds

Filter Frequency Transfer Function

MCG/Spokane Division U HEWLETT
NPT91:NADC-09 /J PACKARD

Filtering to Reduce Intersymbol Interference

hoy/2wW,
10T

05— —+-
3
N
=
£
l—— «=10
: A Q@V
| Ivv1 | | |
| I ! | | I
-3T 2T T ) T .
(Symbols are transmitted Time (s)
GG UL Fitter Impulse Response

Comparison of Nyquist and Root Nyquist Impulse Response

1.0 —T

08 —1—
06 1T
0.4 —1—

02 4—

0 —N| | Dz~
-02 -~

-0.4 ~—

Normaiized Amplitude

-0.6 7T

] | | | | |
o T T | T T T T 1
3 4 5 ¢ 7
Number of Symbols

MCG/Spokane Division E/, N HEWLETT
NPTOENADC-1 PR PACKARD

MCG/Spokane Division ig/i HEWLETT

NPTI1:NADC-10

NADC/JDC Frame Structure

e Both systems use Time Division Multiple
Access (TDMA)

® Frames are the basic unit of time
- One frame is 40 msec, divided into 6 slots
- One user can be assigned to each time siot

MCG/Spokane Division 4 HEWLETT
NPTQLNADC-12 [ /n PACKARD




Pl/4 DQPSK - SYSTEM COMPARISON

NADC vs. JDC
NADC

824 - 849 MHz up
869 - 894 MHz dn

JDC

810 - 826 MHz dn
940 - 956 MHz up
1429 - 1441 MHz dn
1447 - 1489 MHz u:
1453 - 1465 MHz dn
1501 - 1513 MHz up

Frequency Range

Slots/Frame 6 I S )
Users/Channel | _3-6 ~_3-6

Mod. Data Rate 48 6 kbits 1 42.0 kbits
Channel Spacing 30 kHz - 1l 25kHz

No. of Channels 831 freq. channels
w/ 3 users/channel
__Pi/4 DOPSK_

VSELP 8 } kbitsls
0.35 Root Nyquist

1600 freq. channels
_w/3 usersichannel
_____Pitf4a DQPSK

___VSELP 8 kbits/s
__0.50 Root Nyquist

Modulation
Speech EODEC
Filter Factor

Tested wlfigi_ng |l yes __No, equalizer 1s optional
Introduction 1991-1992 1992-1993

MCG/Spokane Divisi HEWLETT
Pronae Lrsion U:” PACKARD

NADC Frame Structure

Traffic Channel

1 frame = 40 msec = 1944 bits (972 symbols) [25 frames/sec]

/ —— T~ ) ‘”‘\‘
Slot | Slot 4, Slot 5| siot6 |

[siot1 ] stz

1944 bits/frame x 25 f/sec = 48.6 kbit/sec
972 symbols/frame/6 slots/f = 162 symbols/timeslot

6.67 msec

20.576 usec/bit, 41.152 usec/symbol
s o (B
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NADC - SLOT FORMAT - 6.667 msec timeframe

MOBILE TO BASE

SACCH
66 16 28 22 22 =324,
SYNCH T |
DATA DATA DATA
; |
33 61 6 6 chvee - =162sym
BASE TO MOBILE
SACCH
28 12 ) 130 2 €PYCC 430 2
T — R
SYNCH DATA DATA B
— D.
14 6 65 6 65 6
M k ivisi
e | () J92al

JAPANESE DIGITAL CELLULAR

Information Physical Channel

UPLINK SIGNALING FORMAT Timeslot = 280 bits

R/ [P| TCH (FACCH) |swW [cchrkacc{ TCH (FACCH) G |
/ \
/ 4|2 112 20 |8 1] 15 112 N

DOWNLINK 7 Bit Total = 280 bits
R [P| TCH (FACCH) |SW |cc [sF|SACCH| TCH (FACCH) ]
4aj2f w2 J20|s8f1] 20 | M2 |
G = Guard Bit CC = Color Code
R = Ramp Time SACCH = Slow Associated Control < hant:-

P = Preamble RCH = House keeping bit

SW = Synch Word SF = Steal flag
TCH = Info. Transfer Channel
(Data Bits, or FACCH)
/Spok ivisi
e (D B



Section Il

Hewlett-Packard Sources for
Generating /4 DQPSK

MCG/Spokane Division HEWLETT

NPTQLNADC-17 [/’/a PACKARD

HP 11846A TW/4 DQPSK 1Q Generator with
HP 8780A Vector Signal Generator

- i

| Ty L ad Y Y

ey

T SAETIE || -

| B

4D PR
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Specifications of HP 11846A
with HP 8780A

® 10 MHz - 3 GHz frequency coverage

.35V and 5V peak outputs

Nullable IQ offset

® Vector error of typically 1% vs NADC system
spec of 12.5%

MCG/Spokane Dwision t/; H?WLE]T

NPT9I:NADC-19 PACKARD
Block Diagram of HP 11846A
Conventional
4 Bits of Submiervals
Incoming v
Symbols
Blllt
31 Bt of Symbol
1 S:-al“:‘ | AL ’:1 o I % , !Oviput
> v e
Sertal-to- [ 7 |
e E’mﬂ' Shift Reglster >
Conerter . [ s::,;.:, . ' = 0 Ovtowt
Z Shift Regaster
Second B of Symbal Total ROM Address
20818
Improved Implementation
coning 4 Bits for Subintervaty —ol—
S 313 fo B Coumer
1 First BA of Symbot
]; Tehlo- | a8
Pualu
Serial-to~ Differentisl Shitt Regisies
Parallet Encoder
Conrverter Serial-1o- g
o M
shit - %,
Second Bit of Symbol [Cos ROM p%
O Output
16
Sin ROM .
Total ROM Address
15 Bils
MCG/Spokane Division HEWLETT
MDYQtNSAgC-N [ﬁF] PACKARD



HEWLETT
PACKAT

4D

Digital Data Sources for TDMA
Communication Systems

HE‘NL_ETT
PACKARD

4D |

Specifications of the HP 8657D

® Analog specifications the same as HP 8657A °

® Digital specifications:

- /4 DQPSK modulation
Filter roll-off factors of .35 and .5
10 MHz - 129.9 MHz
810 MHz - 965 MHz
1420 MHz - 1540 MHz
~ Data rate {(symbol clock) 20-25 kHz

Frequency range:

10 MHz - 129.9 MHz
and 1420 - 1540 MHz
<3.5% 810 MHz - 965 MHz

=~ Error vector magnitude <4%

Key Specifications of the HP 11835A Opt 002

Provides NADC/JDC bit clock and symbol clock
outputs locked to external reference

Allows offsetting of bit and symbol clock for

NADC testing spec

Data streams are generated in software by a computer
(HP Series 300)

® Allows continuous, non-repeating data bit streams
® Clock and data outputs will drive HP 11846A, HP 8657D,

and HP 8657A/B Opt 022 (European cellular)
Flexible state machine control allows configuration for

TDMA systems
Parallel data outputs can be used to drive DAC’'s and

frequency agile signal generators

MCG/Spokane Division 07 ,*;',EMJS

NPTIL.NADC-22 NPTILNADC-24
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Summary HP 11847A/B W4 DQPSK Modulation
Measurement Software Package

® Hewlett-Packard provides RF sources for both
the NADC and JDC standards

HP 11846A
HP 70001A - MMS Mainframe
and HP 8780 HP 8657D .- ST
Transmitter ' |
]
Frequency Coverage: 10 MHz - 3 GHz 100 kHz - 1030 MHz analog mode ouT t | weroea )220 kHz [ HP 70700A| ! Data | sertes 300 CRT or
NADC and JDC bands for digital 1 ° ! Contralier Frinter
Filter Factors: .35 for HP 11846A .35 and .5 S I
.5 for HP 11846A Opt 1
Symbol Rates: 20 - 25 kHz 20 - 25 kHz
Local HP 11847A/8
O Software
Error Vecter:  Mag 1% 3% - 4% DL BT LI
HP 86578, 86428, 8644A Timebasa
B8645A Opt 002, 8663A
Price: $65,000 U.S. $22,500 U.S.
MCG/Spokane Dwvision | HEWLETT MCG/Spokane Division N HEWLETT
NPTOLNADC-25 [ﬁ/n PACKARD NPTOLNADC-27 [ﬁF] PACKARD

Measuring Modulation Accuracy of

Key Features of HP 11847A/B

Section Il

o Excellent measurement accuracy, ~0.25%

e Shows demodulated data

’W/4 DQPSK Transmitters and vector error

e Displays FFT's

¢ Measures amplitude droop, 1Q offset, magnitude, phase

¢ Displays eye diagrams and constellation diagrams

e Measures single burst, ten burst average and

baseband IQ signals

MCG/Spokane Division
NPTOINADC-26

HEWLETT MCG/Spokane Division
[ﬁF] PACKARD NPTOENADC-28
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HP 11847A/B Overall Signal Processing
Block Diagram

ouT
| Generate Adyust ref. S—
Digitizer Den::tlale ideal signed for e m;;';m
reference best fit for e '
signal received signal
Lo
MCG/Spokane Division HEWLETT
NPT9:NADC-29 [ﬁF] PACKARD
HP 11847A/B Signal Processing
Block Diagram
" I Clock-
P 4 Datay
Fiiter I IEsl'lulo'
t.,::l__l L] Magnitude
Hitbert
Transformer|
63z
. L ow-Pase Filed
Saquere Root
R— O =en e
] Signal
Generator
fot— aSokcos 1+ 06 ke 6, | p.,:m',“,
o= 4 SOKSin )+ Nyt 6, ] | Estmator .J
Paramters:
Aot R,
$.6.0
Pass 2§ Pass 1 70 oo
Thee shold?,
MCG/Spokane Division [ﬁF] SE&L;EF“I’S

NPTIENADC-29A
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Summary

e Hewlett—-Packard provides measurements of
/4 DQPSK for NADC and JDC formats

® Excellent measurement accuracy
® Full analysis graphs
e Fast measurement speed

HEWLETT

.ﬁ?ﬁﬁs‘%‘ék? puision () JoRiva
Section IV
HP 8953DT Test System for NADC
MCG/Spokane Division - () B

NPT9ENADC-44



8953DT - NADC MOBILE TEST SYSTEM

I éGf;A_ Analog RF Sig Gen, 2nd Source, LO for Lt
AMPS 890§A Analog Audio Source and Analyzer
ANALOG 8901B Analog RF demodulation, Tx Power, fre pien
TE ST and modulation
SET 8958 interface Cellular radio interface, RF 8 microphens inp!
[ — | TX and speaker outputs, signahng.
1835A x Digital Data Buffer
8657D Digital RF Sig Gen - Pitd DOPSK Modutation 1t
DIGITAL NADM and JDC rates.
TEST
SET r%i;:dast)seg:::’aBER FAACH, SAACH, Burst, Frame Generatien
CRUNCHY Digital Demodulation, Modulation Tests. fiEF
Controller — Instrument control, radio test software
+ System HP Vectra Contains boards for DSP, Crunchy. and LEF
Software HP 11805D opt 04- ) J System software for Analog and Diantal 1<t
* 8953DT opt 001 adds additional 8657D/117 -~A
MCG/Spokane Division HEWLETT
NPT9NADC-45 [ﬁﬁ] PACKARD

JDC Testing Strategy

Currently Available Products
® HP 11846A Opt 001 W4 DQPSK IQ Generator
e HP 11847B Modulation Measurement Software
e HP 8657D Dual-Mode Signal Generator
- Supports .5 & W4 DQPSK in JDC frequency bands
e HP 11835A Opt 002 Data Buffer
- Provides a programmable data source to be used
with HP signal generators such as
HP 11846A Opt 001, and HP 8657D
® HP 11795A RF Channel Simulator (Fader)

Future Products

e Currently investigating a manufacturing test solution

Tests Done by HP 8953DT
Dual-Mode Cellular Radio Test System

1. Provides full set of analog tests

2. Provides digital tests
® Receiver
- Usable sensitivty (bit error rate on uncoded data)
-~ RSSI (received signal strength indicator)
- Co-channel performance
- Adjacent/alternate channe! desensitization
e Transmitter
- RF power output
- Modulation accuracy (HP 11847-type measurement)
® Call Processing
- Origination - Mobile initiated call set-up
- Paging - Network initated call set-up
- DTMF - Dual-tone multi-frequency
- Handover -D ->D,D -> A, A->D
- Order digital to change power

MCG/Spokane Division HEWLETT
NPTOLNADC-46 [ﬁﬂ] PACKARD

for JDC
MCG/Spokane Division HEWLETT
NPTQI:NADC-47 [ﬁﬁ] PACKARD

Summary

o Reviewed digital modulation basics

® Described HP 11846, HP 8780, HP 8657D W/4
DQPSK sources

e Described a modulation verification system,
HP 11847A and HP 11847B

® Described a complete test system for NADC radios

e |nvestigating a manufacturing test solutions for JDC

MCG/Spokane Division

HEWLETT
NPTOI:NADC-48 [ﬁﬁ] PACKARD
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POWER TRIODE TUBE CURVE TRACER
Lee A. Erb and Warren F. Walls
Erbtec Engineering
2760 29 Street

Boulder, CO 80301
(303) 447 - 8750

ABSTRACT

Even in this modern day of monster silicon devices, power triodes are
still an economical choice for high power RF applications. The need to be
able to check production units, investigate returns, and screen tubes for
engineering designs -has prompted the design of a general purpose tube
tester. The power triode curve tracer has been designed to characterize
a large variety of air cooled tubes in a computerized fixture. Standard
curve tracer functions as well as the ability to measure tube specific
characteristics have been designed into a safe and easy to use station

which could produce informative graphs and tables.

INTRODUCTION
The power triode is still a very economical device to use in the design

of high power RF amplifiers, but the individual cost of returned tubes with
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unexplained performance can get atrocious. |t is this very problem, along
with the desire to have a general station capable of testing new tubes for
future designs, that motivated the design of a power triode tube tester.
The main objective was to find modern day, and somewhat inexpensive,
parts to produce a safe and effective computer controlled test fixture.
The first round of design involved surveying the various Mil spec test
processes and typical manufacturer test schemes to come up with a
composite circuit.

The final test fixture, along with a computer, will

reside entirely in a seven foot rack.

VACUUM TUBE HISTORY

The history of the electron tube and eventually the transistor has
primarily evolved around man’s desire to communicate over long
distances. Early work like that of Guglielmo Marconi used a large spark
gap to transmit morse code. Marconi transmitted a message across the
English Channel and from Cornwall, England to Saint John's
Newfoundland in March 1899 and on 12 December 1901, respectively.
These achievements prompted a generai public desire to continue the
which  would be wuseful in wireless

development of devices

communication. Although Thomas Edison proposed the theory behind the



diode in 1883, it was not until 1905 when Sir J. Ambrose Fleming
developed the first diode, initially called the Fleming Valve, which was
useful in detecting high frequency radio waves. Soon after Fleming, Lee
De Forest added a third electrode to the Fleming Valve to produce the
audion or triode. The third electrode was a zigzag wire placed between
the anode and cathode of the diode. The development of the triode was
a giant step forward in electronics and communications because one
could now easily amplify signals.

The new triode device prompted many people to build home radios in
order to communicate with each other. Hiram Percy Maxim organized the
American Radio Relay League in 1914 in an effort to coordinate the
activities of amateur radio operators. This new organization, which soon
grew to a considerable size, was called into service when the United
States declared war in 1917. For the first time, the US Government
realized the advantage of having control over communications and was
not willing to give it up. Congress placed a ban on amateur radio
operations that lasted until 1 October 1919. During this time, many
amateur radio operators and the general public lost interest.

After the ban was lifted, a new surge of interest arose in radio

broadcasts. The war had stimulated technical development to the extent
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that vacuum tubes were now being used for both receiving and
transmitting. A new invention in 1918, the superheterodyne receiver, by
Edwin Armstrong marked a significant improvement in radio sets. The
first regular commercial radio broadcasts began in 1920 when NBC
formed the first permanent national radio network. During the 1930s the
military, pilots, and police started to use radio sets in their everyday
activities. All of this led to the "golden years" of radio which ran from
1925 until 1950 at which time television took over with its new large
variety in programming. Franklin D. Roosevelt became the first president
to appear on television.

Back during World War |, power triodes worked well, but as the
interest rose in their uses, so did the airwave traffic. It became necessary
for tubes to operate at higher frequencies. At this time, interelectrode
capacitance in the triode limited its high frequency use. This capacitive
effect, which caused tubes to produce an oscillating frequency instead of
amplifying the desired signal, could be reduced significantly by adding a
screen grid between the control grid and the plate. Walter Schottky, a
German physicist, invented this new device called the tetrode during
World War I. This is the forerunner to the practical four-electrode tube

developed in 1924 by Albert W. Hull, an American engineer.



This new electron tube, the tetrode, was the simplest of a new class
of tubes called multi-electrode tubes. Unfortunately, the tetrode was not
quite a perfect solution. It has some nonlinearity characteristics during
low-voltage operation as a result of a phenomenon called secondary
emission: electrons arriving at the plate from the cathode cause other
electrons to be emitted from the plate and collected by the screen grid.
In 1926, Benjamin D. H. Tellgen, a Dutch engineer, proposed to add yet
another grid called a suppressor grid. This grid is usually connected to
the cathode and serves to suppress this problem of electrons collecting
on the screen grid. The end result is the pentode, or five-electrode tube.

The whole electronics world was turned upside down in 1947 when
three men working for Bell Laboratories (John Bardeen, Walter Brattain,
and William Shockley) created the first transistor. This device had three
electrodes, two of which made electrical contact to the component with
tiny wires pressed against the surface of a small semiconductor crystal
to form a closely spaced pair of rectifying regions in which current could
flow in only one desired direction. These new point-contact transistors
were very fragile and poorly characterizable until 1952 when Shockley
invented an improved version which used a pair of pn junctions similar to

the pn junction of a semiconductor junction diode. Shockley also

167

designed the field effect transistor. And finally, the late 1950s saw the
invention of the silicon integrated circuit by two men working for Fairchild
Semiconductor Company: Robert Noyce and Gordon Moore.

While tubes were stili the only amplifying device available and before
transistors were able to handle a lot of power, they were used in radio
receivers and transmitters, logic circuits, power control devices, electronic
instruments, and many other applications. A selection of some modern
power triodes are shown in Figure 1.

In many high power RF applications, tubes are still a practical solution.
Modern transistors and other semi-conductors have been created to
handle quite a bit of voltage and current, but not more than a few
hundred watts in RF amplifier applications. Because of the die size and
therefore small thermal time constants, a 5mS pulse looks like CW to a
FET whereas the same pulse doesn’t heat a tube beyond a level that can’t
be controlled. A popular RF transistor is capable of handling about 20
amps, 60 volts peak and operate at about 100 MHz maximum. Nearly
150 of these $85 devices would have to be purchased and combined in
order to create an amplifier that would match a $2,700 power triode
which can put out 20 kW using a 5mS RF pulse. Many more heat sinks

and cooling fans are necessary to keep all of the transistors coo!, than




what are needed to keep one power triode cool. The power triode is also
able to work at much higher voltages and therefore lower currents than

the transistors; making impedance matching relatively simple.

MODERN TUBES TYPICALLY USED IN VHF RF POWER AMPLIFIERS

In the past few years, solid state technology has pushed up the
threshold power level for which vacuum tubes are the more practical
technology to use to produce large amounts of RF power. Even though,
modern tube designs have made their use easier and more efficient. The
typical tube used today above 250 Watts has an external anode structure
allowing for direct heat removal. Forced air is the most popular heat
removal method until power levels climb above about 15 kW where water
cooling is more practical in most cases.

Modern tubes typically utilize ceramic for insulators and vacuum
containment envelopes. The older glass envelopes allowed the user to
observe the internal structure and its glowing elements during use.
{Electrical abuse to the tubes could be detected at times by the color of
the glow of elements within the tube.) The ceramic insulators trade off
this unique feature for a much more rugged material which is less

susceptible to damage.
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Thoriated tungsten is usually used as the electron emitting material in
large vacuum tubes. The power required by these "filaments” is quite
high in relationship to that required by the "heaters” used in the indirectly
heated oxide cathodes. Modern tube designs have allowed the use of
larger oxide cathode emitters. The small cathode and grid geometries in
oxide cathode tubes allow higher gain with lower grid current. In depth
tube facts and applications can be found in the book Care and Feeding of
Power Grid Tubes published by VARIAN EIMAC, 301 Industrial Way, San

Carlos, CA 94070.

TETRODES

The tetrode power vacuum tube contains four active elements usually

in a coaxial configuration. These start at the innermost element with an
electron source made with a thoriated tungsten filament or an indirectly
heated oxide cathode. The second element is the control grid which is
used to control the flow of electrons from the cathode. Third is the
screen grid which electrically isolates the control grid from the anode
structure. The outer element, the anode or plate, is used to collect the
electrons that are emitted from the cathode.

The tetrode is usually

operated in a grounded cathode configuration and exhibits high gain and



good linearity. Drawbacks to the tetrode are the need for a screen grid
power supply with the proper interlocks with other element power
supplies and the need to "neutralize” the circuit it operates in.
Neutralization compensates for the internal tube element capacities and
lead inductances that influence the control grid operation. An improperly
neutralized amplifier stage will likely turn into a power oscillator or exhibit

tuning and gain problems.

TRIODES

The triode power vacuum tube contains only three active elements.
For VHF frequencies and below, the coaxial element configuration is
used. Upper UHF frequencies dictate a planar element configuration
which minimizes the lead length connecting the elements to the outside
circuitry. The triode contains the same cathode, control grid, and anode
elements as the tetrode but has no screen grid. The triode is usually
operated in the grounded grid configuration in amplifier circuits which
results in stable operation and the use of a minimum number of power
supplies. In the grounded grid configuration, the cathode input circuit is

at a low real impedance and the cathode drive currents appear directly in

the tube output current. Drawbacks to the triode are lower power gain
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than the tetrode and slightly poorer linearity, but circuit simplicity
outweighs those issues. The grounded grid triode has been selected as
the tube of choice for a number of products at Erbtec Engineering.

A typical grounded grid amplifier circuit block diagram can be found
in Figure 2. This example uses a Varian Eimac 3CX15,000B7 triode
operating in class AB service as described in the tube data sheet.'
Copies of select data sheet pages can be found in Figure 3. Figure 4 is
a copy of the "Grounded Grid Constant Current Characteristics" curve set
found in the data sheet. The illustrated plate circuit load line should
closely meet the data sheet example application.

The independent

operating point values

are:
Plate voltage supply 6.0 KV

Plate idle current 0.6 Amps
Resonant load impedance 1000 Ohms

From these values and the curves, other parameters can be

determined.?

'Varian tube information has been used to show typical performance
characteristics. No vendor indorsement is intended.

2It must be noted that graphical data and first order approximations
were used to derive these values therefore variations from actual
performance may exist.




Peak plate current 9.6 Amps
Peak plate voltage swing 4.8 KV
Idle current cathode bias + 33 Volts
Peak cathode voltage swing 118 Volts
Cathode input impedance 24.6 Ohms
Tube gain 16.1 dB

The 3CX15,00087 tube is a ceramic-metal tube where the interral
mechanical parts cannot be seen. Figure 5 is a picture of the internal
structure found in this tube. Precision alignment must be maintained
between the striped cathode and the grid bar assembly to insure low grid
current and desired electron control. It must be noted that this tube is
intended to be mounted by bolting its grid flange directly to the amplifier

chassis thus providing low grid lead inductance and the best isolation

possible between its input and output circuitry.

WHY TEST and WHAT TO TEST FOR?
Very few electronic components are tested by the user these days. Solid
state devices rarely fail but if they do, they usually fail in a mode that it

is easy to recognize. Vacuum tubes however have a "wear out
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mechanism" that allows it to soft fail over a period of time during which
it "sort-of works”. Transistors and ICs usually have specified minimum,
typical, and maximum operating parameters such as gain, threshold
voltage, and speed as a result of imposed JEDEC and military standards.
These devices are production tested at the factory in order to guarantee
their ranges. RF power grid vacuum tubes very rarely come with other
than "typical” specifications leaving the designer guessing at circuit
tolerances and the QA department at a loss for test limits to apply to
incoming and warranty return inspections.

A tube manufacturer rarely measures a complete family of curves for
each of their production line tube. Building large vacuum tubes involves
many manual steps; resulting in variations among devices. The size and
variety of vacuum tube devices do not lend themselves to automated
testing. Manufacturers limit their production acceptance tests to a few
representative operating points reflecting tube applications for which they
believe the typical user is interested in. Unless the user is operating the
tube beyond these regions, or he is interested in precise linearity, the spot
tests should properly characterize the production tubes. Unfortunately
little is known about what the factory tests are or what limits they apply.

The only way to get this information is to ask the manufacturer. If you



find that the ranges of parameter values allowed are excessive for your
applications, it may be worth asking for special testing for your
application. Note that additional charges are often incurred for these
services.

A case in point, Figure 6 shows a plot on the 3CX15,000B7
characteristic curves where a "current division” manufacturing
acceptance test is conducted and shows the allowable range of values.
Independent variables are 1200 V plate voltage and 12 A plate current.
Limits are set on the dependent variables of grid-cathode voltage range
of 85 to 140 Volts and maximum grid current of 800 mA. Although
these may be reasonable limits for the data sheet application amplifier,
grid current problems can arise for certain parts of the plate voltage swing
range when used in high power pulsed operation. It is imperative that the
design engineer have this test limit range data available to do a valid
circuit design.

The tube manufacturer will perform the same acceptance tests on
tubes returned for warranty. The tube’s performance and heater-on hours
will determine the warranty reimbursement, if any. In the case of an

original equipment manufacturer supplying replacement tubes, he must be

able to perform similar tests on the tubes returned to him. An RF power

7

amplifier and the system it is in are complex devices. As a result,
vacuum tubes are often falsely blamed for many other system
performance problems.

Special high power pulsed operation of vacuum tubes may require
different testing thresholds. The two parameters that allow for high
power pulsed operation are high peak cathode currents and the ability for
the anode structure to dissipate the average heat collected. Plate load
lines will utilize the upper left part of the tubes characteristic curves.
Plate dissipations during a pulse may be many times the steady state
capability of the tube, but the short pulse duty cycles and long thermal
time constants allow acceptable anode temperatures. Special testing is
not needed for the tube anode dissipation. The cathode, however,
produces a cloud of available electrons for conduction within the tube.
High cathode currents deplete this electron cloud with time. A worn out
cathode will not rebuild this electron cloud as fast or maintain as high a
CW electron flow as needed. Therefore, pulsed high current cathode
emission testing is needed.

Special RF testing of tubes may be necessary if the application

circuitry performance is sensitive to variations in some tube parameters.

These effects could be important in both CW and pulsed operation.



Interelectrode capacities could effect tuning. Thermal effects may
mechanically change the internal tube structure to the extent that it
impacts circuit operation. Grid currents become excessive or change
polarity with variations in RF plate voltage swing or load line. Plate to
grid or cathode arcing may occur for large plate voltage swings. Any of
these circuit sensitivities may require that special tests be performed to

insure proper operation in one’s circuit,

DESIGN OF A TUBE TEST FIXTURE

Through the process of trying to determine what characteristics are
important to measure and further, how they should be measured, we
have developed some basic goals for our multi-purpose tube tester. The
first of these goals is automatic operation, In order to insure consistency
in the process and be able to efficiently manage the data and circuit
configurations we decided that the tube tester needs to be computer
controlled and be contained in a single relay rack. The actual chamber
where the tube resides needs to be easy to service and able to protect the
user from both high voltages and high temperatures. Such a chamber

should minimize user time wasted by sequential measurements on

different tubes, and reduce the health threat to individual operators. The
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engineering department needs the tube tester to analyze new tubes for
future amplifier designs and also as a diagnostic tool to measure
characteristics of tube failures and other tube related problems. The
quality assurance department needs the tester to screen returned and
defective tube for warranty procedures. All of the tube data should be
stored in such a way that long term archival back up is possible with a
computer network system. In the long run this will help to maintain
traceability and performance of the tubes. The tube tester also needs to
have safety mechanisms for the individual tubes under test since they will
be stressed in different ways and may be susceptible to high voltage arcs.
Defective tubes may exhibit failure mechanisms which induce high stress
on the tube measurement equipment and the tube under test. High
internal currents due to shorts, arcing, and gassy conditions must not
destroy the test fixture or the tube under test. The following sections
discuss the different military standards tests and some of the features
and benefits of each one. These were studied in a first attempt to
understand which tests should be included in the composite tube tester
schematic.

HEATER CURRENT TEST

The heater or filament current test is designed to test the condition of this



structure in the tube. A measurement of the heater current provides an
indication of the thermal power available to the cathode to produce
electrons. The circuit block diagram shown in Figure 7 illustrates the
general arrangement necessary to run a sufficient heater test. The
current through the heater, |, is measured for particular values of the
filament voltage, E;. This test can be conducted with either DC or AC
applied to the heater of an indirectly heated cathode tube. The current
drawn by a filament is typically several to tens of amps. The supply must
be current limited to a safe value because the resistance of the heater will
be extremely low until it warms up. After a steady state has been
achieved, data can be taken. The independent variable and dependent

variable in this test are the heater voltage, E;, and the heater current, I,

respectively. This test is covered by Mil spec: Mil-E-1E Method 1301.

CATHODE EMISSION TEST: PULSED
The Mil spec, Mil-E-1E method 123 1A illustrates the first of two tests
which characterize cathode emission. The cathode is responsible for
supplying an abundant source of electrons, which is critical for good tube

operation. In this particular test, the plate and grid are tied together. A

large voltage is then pulsed from the plate to the cathode. The amount
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of voltage, e, required to draw a predetermined amount of current, i,
signifies the performance of the cathode. The block diagram shown in
Figure 8 illustrates the general circuit configuration. This test needs to be
conducted using a short pulse instead of a DC signal because the current
densities obtained are high enough that they can damage the tube if left
on too long.

CATHODE EMISSION TEST: Al,

The Al test is another useful method for investigating cathode
emission. This test is specified under MIL spec MIL-E-1E Method 2212
and its circuit block diagram is shown in Figure 9. Although this test can
be conducted either by holding the cathode voltage or the plate current
constant during the test, the MIL spec only calls out the usage of a
constant cathode voltage. With the constant cathode voltage method,
the cathode voltage is set to result in a specific plate current. It is then
pulsed on for a specific time during which one measures the plate current
droop with time as the electron cloud is depleted. If the plate current
were kept constant, the cathode voltage would increase with time as it

tries to maintain the electron cloud. Either way, this test characterizes

the cathode’s ability to emit electrons.




CHARACTERISTIC CURVE TEST: CURRENT DIVISION

The circuit block diagram for the current division test, which is
discussed in MIL spec MIL-E-1E Method 1372A, is shown in Figure 9.
This test is usually done close to saturation in the area of peak anode
voltage swing at full amplifier output where excessive grid currents can
become troublesome. The plate voltage and plate current are the
independent variables in this test. The grid-cathode voltage is pulsed so
as to draw the desired amount of anode current. The interesting data is
the grid-cathode voltage that was required to accomplish the desired

anode current and the resulting grid current. Out of range grid to cathode

voltage or a high grid current indicates a tube geometry problem.

CHARACTERISTIC CURVE TEST: TOTAL GRID CURRENT
The total grid current is discussed in MIL spec MIL-E-1E Method
1266A. The plate voltage is set to its specified level, and then the grid-
cathode voltage is increased until the plate current reaches a specified
level. The grid is still negative with respect to the cathode at this time so
that regular cathode electrons are not attracted to the grid. The current
through the grid measures the gas current in the tube. This current is

created by electrons that are flowing from the cathode to the plate and

174

colliding with gas molecules in the tube. This ionizes the molecules, and
the positive ions flow to the control grid which is the most negative
element inside the tube. This flow of positive ions is measured by I, as

shown by the circuit block diagram in Figure 10.

CHARACTERISTIC CURVE TEST: GRID VOLTAGE

The Grid Voltage Test, which is useful in determining the tube
geometry (cathode-grid spacing), is discussed in MIL spec MIL-E-1E
Method 1261. The circuit block diagram shown in Figure 11 illustrates
an appropriate configuration. This test collects the data from which the
characteristic curve set is derived. The plate voltage is set and the
cathode-grid voltage is adjusted until the desired amount of plate current
is seen. At this point, the cathode-grid voltage, E., is recorded as well as
the grid current for a specific plate current. This test may be repeated for
different values plate voltage and current in order to determine a full data
set for curve generation. Specific data is usually taken to determine the

class AB idle current operation point as well as the cutoff bias point of

the tube.



SYSTEM CONFIGURATION

To date we have been surveying the manufacturer’s specifications and
military specifications in order to determine our overall test system
configuration. Over the entire lifetime of some of our amplifier products
we have collected and archived many amplifier and tube parameters. A
particular characteristic such as idle current bias voltage can quickly be
gathered up from the data files and graphed or printed in a table with
respect to amplifier or tube serial number. This vast amount of data will
be very useful in compiling Statistical Process Control data. This data will
also help qualify the tube tester once it is completed. We will be able to
scan new batches of tubes for certain parameters and quickly compare
them to the long history of data stored on disk.

A block diagram of the proposed composite circuit is shown in Figure
12. Notice that several different power supplies will be available, each
with some sort of automatic computer control. Different circuit
configurations are possible because of the large switches that will change
the connections and provide pulses when necessary. The current through
each branch and the voltage between the tube terminals will be monitored
by the computer. We have presently acquired many of the necessary

components and plan to have test results in the future.
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Modern Power Triodes
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@ TECHNICAL DATA

3CX15,000B7
HIGH-MU POWER TRIODE

b4
CATHODE TO GRID VOLTAGE (V)

0sZ~

The EIMAC 3CX15,00087 is a cerarmic/metal high-mu power triode designed especially for use as a cathode-driven Class AB rf power ampiifier.
R is forced-air cooled, with an anode dissipation rating of 15 kiowatts.

The 3CX15,00087 uses a beam-forming cathode and control gnd geometry to produce high gain and ing i dulation perk
in linear amplifier service. These attributes make the tube well suited for SSB communications equipment.

The tube does nt require a socket. & is designed to be bolted directly to the chassis by the grid flange. Cathode and heater connections are
aiso made by bolting directly to the amplifier circuitry. This reduces equipment cost and complexity.

GENERAL CHARACTERISTICS’
ELECTRICAL
Cathode: Oxide-coated Unipotential
Heater Voltage .................. 5500000EARARGABEEBERE06060500 e i, 1502075 W
Heater Current {approx), at 150Volls . ....................................... aaao B6600aR006EA a0 150 A
Minimum Cathode Warmup Time, ansovm ............................................... .. 6 Min
Ampiification Factor (average) ... . .......... DEDE806600 GO0EE6EE0EH0608000068060006000080000000008 200
Maximum Frequency For Full Ratings - S 5060060000600 000000000000000008060808800 110 MHz

RADIO FREOUENCY POWER AMPLIFIER
CATHODE DRIVEN - Class AB Service

TYPICAL PERFORMANCE, TO 30 MHz (measured dats)

(A)39V1T0A QIYD 0L 31V1d

ABSOLUTE MAXIMUM RATINGS: Plate VoRege . ................. 6.0 kVdc
Zero Sig. Plse Current .. ... ... ... 0.6 Adc
DC PLATE VOLTAGE .. .. .... 6500 VOLTS Max. Sig. Plate Current . . . . . ... ... 28 Adc
DC PLATE CURRENT .......... a75 AMPERES Cathode Bias' ........ ..., +35 Vde
PLATE DISSIPATION . . . .. 150 KILOWATTS Grid Current’ . ................. 0 mAdc
GRID DISSIPATION ... .. . . 25 WATTS Driving Power' ................ 3300 W
DC GRID CURRENT ooooa 0.1 AMPERES Useful Power Output” ... ........ 10.2 KW
INSTANTANEOUS GRID-TO- Power Gain™ .. ................ 153 ¢8
CATHODE VOLTAGE ...... 580 VOLTS Cathode tnput Impedance . .. ...... 24 Ohms i

So1sualoeIBY) JUSLNY JUBISUOD PUD PIPUNoI ¢ ainbig

SOILSIH3LOVHVHO LNIHHND LNVISNOD
Q149 G3aNNOYD

*Will vary from tube t<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>