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Digital Cellular Mobile Design

By George Kannell and William McGinn
Compact Software, 201 Mclean Blvd., Paterson, NJ, 07504

The time is upon us where the way that we
communicate is changing more rapidly than ever
before. In a few short years, we will be freed
from the hard wired communications era. We
will be able to stay in contact with one another
from virtually any location. In the office, people
will no longer be tethered to fixed extensions;
rather, their extensions will be carried in their
pockets. At home, the same is true and the
phones will be pocket sized and transportable
outside the home.

In 1993, there were over 20 million cellular
subscribers and over 60 million cordless
telephones in use {1]. The year 1993 alone saw
the fabrication of 14 million cellular phones and
several hundred thousand CT-2, DECT, and 902-
928 MHz ISM hand held units [2].

The first cellular systems were FM modulated
analog with users separated by frequency. These
systems are limited in capacity by the allocated
frequency band and the spacing between user
channels.  For example, the advanced mobile
phone system (AMPS) used for many years
mainly in North and South America has 25 MHz
forward and reverse bandwidths. With a channcl
spacing of 30 KHz, 832 frequency channels will
fit in this band.

Cellular communications systems using digital
modulation techniques have many advantages
over the analog networks. The most important is
the improved spectral efficicncy since digital
techniques allow for a greater uscr capacity. In
addition, digital modulation provides security
since it is encoded. Most Frequency scanners
sold before 1994 allow eavesdroppers to listen in
on analog cellular transmissions. Other digital
advantages include enhancements to voice

quality, voice recognition, and voice messaging

services.

Tables 1 and 2 show both the analog and digital
wireless systems for cellular and cordless
telephones. It should be noted that some of the
cordless telephones are actually small cellular
systems.

lo

AMPS
Advanced Mobile

North American Digital

Phone System Cellular
TACS 1S-95
Total Access North American Digital
Communication System Cellular
NMT GSM
Nordic Mobile Telephone | Global System for Mobile

Communications

PDC
Personal Digital Cellular

Table 1. Cellular Telephone Networks

Cordless Telephone 0 Cordless Telephone 2
JCT DECT
Japanese Cordless Digital European

Telephone Cordless Telephone
CT1/CT1+ PHS
Cordless Telephone 1 Personal Handy Phone
System
DCS-1800

Table 2. Cordless Telephone Networks




Multiple Access Techniques

There are three main channelization methods that
are uscd for subscribers to gain access to the
ccllular networks: frequency division multiple
access (FDMA), time division multiple access
(TDMA), and code division multiple access
(CDMA). It is important to note that these
techniques can be used alone or in combination.
For example, The 1S-54 cellular network uses a
combination of FDMA and TDMA.

FDMA is the analog cellular standard [3].
FDMA is used exclusively in all of the analog
systems listed in tables 1 and 2. These systems
arc generally older than the newer digital
systems. Both analog and digital FDMA systems
have a single user on each channel or frequency.
This is illustrated in Figure 1 (a) showing the
channels divided along the frequency axis. Since
the capacity of these systems is limited by their
allocated frequencies, newer digital schemes were
developed to add more users for the same
bandwidths.

FDMA systems are often upgraded with TDMA
techniques to include more than one user at each
frequency. These networks have multiple users
on cach channel divided in time. This is
illustrated in Figure 1 (b) showing channel
divisions in the frequency and time axes. All of
the digital networks in tables 1 and 2 use TDMA
cxcept for the IS-95 version of the NADC (to be
discusscd later). American and Japanese systems
have begun with three time slots per frame,
increasing the number of users threefold over
their analog counterparts. For example, in order
to increase capacity, the AMPS network using
FDMA is being upgraded by the digital 1S-54
system using TDMA. Although both share the
exact same frequencies, the IS-54 has three times
the capacity of duplex channels. Using more
sophisticated voice CODECs and extended
TDMA can further increase the capacity by 6 to
15 times [4].

CDMA is a direct sequence spread spectrum
technique implemented through the 1S-95

specification of table 1. With CDMA, frequency
division multiplexing is still used; but, unlike
TDMA, nultiple users operate over the same
band at the same time as shown in Figure 1. (c).
Each user’s channel is distinguished from the
other through the use of correlative codes.
CDMA is touted to have many advantages over
other TDMA, the most important being a 6 to 7x
increase in capacity. CDMA channels can be
repeated in adjacent cells, negating the need for a
frequency reuse pattern. These advantages are
emphasized by the cluster sizes and number of
channels in Table 3. Other touted benefits include
CDMA’s lower power levels and a lower number
of cells. It should be noted here that there is still
much controversy as to which technology is
really best [5].

POWER TIME
FREQUENCY
(a)
POWER TIME
FREQUENCY
(b)
A POWER TIME
FREQUENCY

(c)
Figure 1.(a)FDMA (b)TDMA/FDM (c) CDMA



Digital Cellular Systems

Characteristics

869-894

869-894

935-960

864-868

1805-1880

1880-1900

Band G

824-849 824-849 890-915 864-868 1710-1785 1880-1900
Bandwidth 50 MHz 50 MHz 50 MHz 2 MHz 150 MHz 20 MHz
elization TDMA/ FDM CDMA/ TDMA/ FDM FDMA TDMA/FDM TDMA
FDM
30 KHz 1250 KHz 200 KHz 100 KHz 200KHz 1728 KHz
3 55-62 7 8 1 16 12
832 20 (798 124 40 750 10
(3 users/ch.) users/ch.) (8 users/ch.) (16 users/ch.) | (12 users/ch.)
FDD FDD FDD TDD FDD TDD
48.6 kbps 1.2288 Mb/s 271 kbps 72 kbps 271 kbps 1152 kbps
VSELP CELP RPE-LPT ADPCM RPE-LTP ADPCM
8 kbps 1.2-9.6 kbps 13 kbps 32 kbps 13 kbps 32 kbps
[1/4 DQPSK BPSK/ GMSK GFSK GMSK GMSK
0QPSK
6-3 W 2-2W 2-20 W 10 mW 25-2W 250 mW
6-3 W 2-2 W 25-2.5W 5 mW 03-25W 10 mW
30 miles 30 miles 1-5 miles ? ? 40-140m
7 1 3 N/A 3 N/A

Table 3 Comparlson of Digital wireless network standards.




Cordless or Cellular Telephone?

The differences between the cellular and cordless
telephone networks in Table 3 are not always
clear since the cordless telephones can be
implemented using cellular methods.  For the
sake of catcgorizing these two groupings into
their respective  applications, the following
dcfinitions are provided:

The cellular telephone networks are typically
designed to handle mobile applications in large
coverage areas. This is evident from the cell
radius data of Table 3. Subscribers in moving
vehicles place extra demand on these systems due
to the rapidly changing conditions. This raises
issucs such as Doppler, multipath, changing
distances or power levels, and hand-offs between
cells.

The cordless telephones are typically designed for
handheld use in small coverage areas. This is
also evidenced by Table 3. Users are usually
stationary or moving slowly within the confines
of a home, building or office environment. These
communications are comparatively short range.
Multipath can be an important consideration
since linc-of-sight transmissions can’t always be
achicved. The attractive features of the cordless
tclephone are that they are simpler and the
hardware is generally smaller and less expensive
to consumers than their cellular cousins.

DECT

The digital European cordless telephone (DECT)
is a cordless telephone that operates in the 1880-
1990 MHz frequency range. It is a cellular
nctwork that uses much smaller cells than the
large scale cellular networks. It is predicted that
the DECT will have nine million subscribers by
1997 [6]. An important feature of the DECT is
that it will provide wireless telephone using the
private branch exchange (PBX) network.

Norwegian Telecom began testing the DECT in
Forde, Norway last April [7]. One hundred

sixty base stations were placed within buildings
and homes to provide coverage for an arca
slightly larger than one square mile. This will
allow users to have telephone access from any
location within this entire coverage area.

In addition to using TDMA and FDMA, the
DECT also uses time division duplex (TDD).
This duplex method alternates the RF link
between transmit and receive modes over time
and at the same frequency instead of separating
them into two frequencies as in frequency
division duplex (FDD). The DECT’s TDD
switching is achieved with a single-pole-double-
throw switch located near the antenna port.

TDD is also illustrated in Figure 2 showing one
DECT frame. The frame is divided in to twenty-
four time slots where the first twelve are for the
forward link and the second twelve are for the
reverse link. Thus, there are twelve users for
each carrier.

Time Slot (10ms)

16 bit 18 bit 64 bit 320 bit 84 bit
Preamble | Sync C channel | channel Guard channel

1 |z |3 ]4 | 5 |s ] 7 ] 8 |9 |1o|11[1z|13|14]15[15]17[18[19]zo|z1|zz|23]24
Frame (417 us)

Figure 2. 1 of 24 time slots in a DECT frame

The DECT uses Gaussian frequency shift keying
(GFSK) modulation. This is a form of filtered
FSK where the data stream passes through a
Gaussian shaped impulse response digital filter.
This significantly reduces the amount of
bandwidth needed for the data.



Simulation of the DECT System

Modermn Computer Aided Design tools have
evolved, or more correctly, have been engineered
to the point that designing and simulating
complete communication systems is now
possible. Systems such as the DECT, which is
our focal point here, can be captured into a CAD
system in a meaningful schematic and then
simulated for both digital and analog behavior.
Among the parameters which can be examined
are gain and noise figure of an LNA for
example. Trade offs between two such
parameters can be made and design
improvements made with the help of the
simulation. Nonlinear characteristics such as
power compression and intermodulation

as degradation to modulated carriers and bit error
rate can be examined. In addition, Eye diagrams
and constellation plots can be generated for the
system simulation.

Design Approach:

In general the computer aided approach to system
design involves capturing the properties of the
components that make up the system and then
simulating and optimizing until overall system
design specifications are met. For example the
basic design specifications for the DECT mobile
unit are:

Dynamic Range at the antenna: -100 to -23dBm
Signal to Noise Ratio at the output: min 9 dB

distortion can also be simulated in order to better Noise Figure: ) ~max 12.dB
understand or fine tune a design. Considerations Third Order In.terc':ept point: min -20.5dBm
in the digital regime can also be looked at in In Band Blocking: ' min 80 dB
current system simulation tools. Parameters such Out of Band Blocking: min 106dB
HARMONIC POUER DRIVER
FILTER RMPLIFIER AMPLIFIER
A
MIXER

s
o [ I —® -

DUPLEX T/R

FILTER SUITCH ,_I—‘ FRON
L_J Tx SYNTH

LNA

Component Porameters held in File COMREC.DAT |

SPOT RF s IF FILTER
SUITCH FILTER

W

Figure 3. Block diagram of DECT transmit / receive mobile unit.




Component characteristics are entered into the
simulator either by entering them directly into a
netlist (network listing) or by building the system
graphically in schematic capture software.
Components are defined using system level or
macro parameters. For example, the following
defines the linear properties associated with a
filter:

BBPF 100 99 N=S5 ATT=1dB QU=1000
FL=1800MHZ FU=1885MHZ

This describes a bandpass filter connected
between nodes 100 and 99 having an order of 5,
with lower and upper 1dB attenuation
frequencics of 1800 MHZ and 1885 MHZ
respectively. The filter is a Butterworth with
unloaded Q factors for all components of 1000.
An ecxample of defining a component with
nonlinear properties follows:

MIXER 64 70 26 MS11=-10DB MS12=-60DB
MS21=12DB MS22=-10DB NF=10DB
IP3=10DBM P1DB=0DBM MAXO=10
MINF=.2GHZ MAXF=4GHZ MIX 1

This defincs an active mixer having 12dB RF to
IF conversion gain and a 10dB SSB Noise
Figure. The maximum order of spurs to be used
is 10 over the frequency range of 200 MHz to 4
GHz. In addition a mixer spur data table is
referenced by the label MIX 1.

Sovrce:SPOVS cuz’uﬁo 01
rce:; ICun|
Fred T 0450z B1: 259 Oadem

0521 Mog[aB) cum
25

XNF [9B) cun
12.00

'y |
LR BRI T LA LI 20 § LR 2 § LI 4 o'w

Figure 4. Budget plot showing individual
component contributions.

The DECT system simulated is shown in Figure
3. Notice the T/R Switch, creating the different
channels for the transmit and receive functions.
As an example of design trade-offs simulated, we
can consider the overall Noise Figure of the
front-end. Figure 4 shows the gain and noise
figure on what is termed a Budget plot. This plot
displays system parameters as a function of
components in the system chain. Figure 4 shows
the case where the front-end gain is mainly
concentrated after the mixer in an IF amplifier.
The NF of the LNA was selected at 4dB and then
in order to come in under the 12dB overall
system spec, a mixer with 6dB NF was used.

Elle  Modity
DECT02,.CKT
SourcetGSHEEP2 Freal 1,845GH2
Pit -100.00dBn

0521 Mas(dB) DECTO2 XNF (4B} PECTO2
31.00 : r 23.00
2e.00 - 17.00
13.00 4 - 11,00

4,00 - S5.00

0.00 %.00 18.00 27,00

LAl [dBJ

Figure 5. Swept Gain Plot - Passive Mixer

System trade-off analysis can also be performed
on the mixer component. To do this, we use the
simulator to sweep the gain of the LNA and then
repeat the exercise for several different mixer
types. In this way we can determine not only the
appropriate mixer, but also get an indication of
the gain needed from the LNA. Figure 5 shows
both the gain and NF of the overall system as a
function of the gain of the LNA for the case of a
passive mixer with 6dB conversion loss.

Figure 6 shows the same parameters for the case
of an active mixer with the same 6 dB NF but
with 10 dB conversion gain. The clear indication
here is to try to incorporate the active mixer into
the system, although this will obviously have cost
implications. In this sense, the simulator can also
help evaluate the cost issues associated with



choosing one set of components over another.
For low cost production it is mandatory that the
performance of each circuit is reproducible and
easy to achieve, resulting in high yield.
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Figure 6. Swept gain plot - Active Mixer

Through simulation, we can also investigate
parameters such as output power and gain.
Furthermore, the ability to sweep the input
power gives us the capability to examine the
power compression and gain compression of the
system. Figure 7 shows the output power of the
system as a function of swept input power.

file  Modity
DECT 04 .CKY

SourceIPSHEEP Freol! 1.89QGH2

DOPout {d8m) DECTO4
29.00 g -v=vroen=- m————- R N L ge-ce- ,

19.00
9.00 -
-1.00

-11.00°

-21.00 ..'.;..f.;,...;. ﬁ.,,.,.ﬁvﬁ
-60.00 -40.00 -20.00 0.00

P1 (dBw)

Figure 7. Power Compression.

We can clearly see the system begins to compress
at about -15dBm input power. Figure 8 shows
the gain compression for the same input power
sweep.

Sweep PLOT
Eile Modity )
DECTO04.CKT
Source IPSUEEP Freol §.890GH2

Dstl flas(dB] DECTO4
2.00 <

36.00 7
34,00

20,004 - -

26.00 e —— +
-60.00 -40.00 -20.00 9.60

Pl Ldbml

Figure 8. Gain Compression.
Summary

Design trade-offs can be quickly simulated using
system level CAD tools and valuable information
gained regarding the effect of component
characteristics on system behavior. Sweeping
parameters such as input power, input frequency
and even the gain of a component in the chain
can give the designer greater insight. In the case
of the DECT transmit/receive section we were
able to demonstrate important trade offs in mixer
selection and LNA characteristics. Similar
insights can be gained on other system
parameters through the use of CAD tools.
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1 ABSTRACT

The number of spread spectrum radios entering the commercial market is proliferating rapidiy;
however, practically ail avaiiable systems are designed for high-data-rate LAN and reiated short-
range applications, while long-range requirements remain essentially unexploited. The purpose of
this paper Is to discuss the application of design techniques to develop spread spectrum systems
that can reliably achieve ranges in excess of 100 miles while complying with FCC rules for unii-
censed operation. The paper will present practical exampies demonstrating the long-range capa-
bility of spread spectrum, and specific applications will be described both for maximum-range
systems and for shorter-range systems offering extreme robustness to serve critical needs.

2 REQUIREMENTS FOR A ROBUST LONG-RANGE SYSTEM

If an unlimited radio horizon is assumed, the range of a communication system - whether conventional or
spread spectrum — is determined by maximum system gain, which must be at least equal to free space
path loss plus link margin in the application environment. To facilitate the main discussion, the following
paragraphs will define the terms system gain, free space path loss, link margin, and radio horizon.

2.1 System Gain

System gain is defined as:

transmit power + transmit antenna gain + receiver sensitivity + receive antenna gain - feed line
losses of the transmit and receive antennas (1)

The basic requirement for system gain is that it exceed the theoretical loss between communication sta-
tions by sufficient margin to allow for signal strength fluctuations due to multipath fading and anomalous
propagation conditions. The theoretical loss consists of free space path loss, and the safety margin is
called link margin.
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2.2 Free Space Path Loss

Free space path loss is the loss of power in a signal as it travels between communication links located in
free space. This loss, represented by A can be calculated from the following formula:

Ags =[96.6 + 20log(distance in miles)+20log(frequency in GHz)| 2)

Table 1 shows free space path loss for each of the ISM bands for various distances.

Table 1. Free Space Path Loss

Path Loss (dB) Path Loss (dB) Path Loss (dB)
Distance @ 915 MHz @ 2.4 GHz @ 5.8 GHz

(miles) (L-Band) (S-Band) (C-Band)
10 116 124 132
50 130 138 146
100 136 144 152
200 142 150 158
300 145 154 162
400 148 156 164
500 150 158 166
1,000 156 164 172
10,000 176 184 192

2.3 Link Margin

Although free space path loss is by far the major cause of signal attenuation, additional attenuation results
from multipath fading, caused by reflections from the ground and other objects, and from Fresnel effect
fading.! These losses must be compensated for by link margin, which is defined as the amount of signal
attenuation the system can withstand in excess of the free space path loss while maintaining the required
bit error rate (BER). Link margins may range from 10 dB to more than 40 dB, depending on application
and maximum acceptable BER.

2.4 Radio Horizon

Radio communications at the high-frequency bands allocated by the FCC for non-licensed spread spec-
trum communications are “line of sight,” meaning that there must be an unobstructed path between com-
munication links. (This does not apply at short ranges, where power may be sufficient to penetrate ob-
structions such as building walls and floors.) On flat ground, “line of sight” is obstructed by the horizon,
which blocks communications; on irregular ground, topographic irregularities, such as hills, may limit
communications to a much shorter range than the theoretical horizon.

The maximum radio horizon range for a given elevation of transmit and receive antennas above ground
level can be calculated by the following formula

R=.2h + .2k (3)
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where

R = distance in miles between radio links
hr = heightin feet of the transmitting antenna
hr = height in feet of the receiving antenna

To realize the extended range offered by enhanced system gain, the radio horizon must also be extended
by elevating the antennas as required. If it is not practical to raise the primary transmitter or receiver an-
tenna, repeaters can be placed at elevated locations to extend the range.

In the special case of earth-to-satellite or earth-to-balloon links, communications are possible only when
the satellite or balloon is above the horizon; at such times, range is limited only by system gain.

3 INCREASING RANGE BY IMPROVING SYSTEM GAIN
Since range and reliability depend on system gain — given an unlimited radio horizon — increasing range

or reliability requires that system gain be improved. This can be done by one or more of the following
techniques:

(1) Increasing transmitter power.

(2) Increasing receiver sensitivity and processing gain.
(3) Increasing transmitter antenna gain.

(4) Increasing receiver antenna gain.

(5) Reducing antenna feed line losses.

Each of these techniques will be discussed in turn.
3.1 Increasing Transmitter Power

Because the systems under discussion must comply with FCC rules for unlicensed operation, transmitter
power is limited to 1 watt (30 dBm) and effective radiated power to 4 watts (36 dBm). Therefore, once
either of these limits is reached, further transmitter power increase is ruled out, and this technique is no
longer available as a means of improving system gain.

3.2 Increasing Recelver Sensitlvity and Processing Galn
For a direct sequence spread spectrum system, receiver sensitivity (Sd8m) at ambient temperature is de-

termined by the following equation. (Note that receiver sensitivity is the minimum signal level detectable
by the receiver; the lower the number, the better the sensitivity.)

E
ScaBm) = —174(gp) + NF gy +10log(BW) -G, + -N—b (4)
o
where
NF = the receiver’s noise figure (5)
BW =IF bandwidth = 2 x code rate (typically) (6)
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G, =processing gain =10log (P/N SO rate) =

data rate
10log[number of P/N chips per data bit]note 2 7)
E, _ bit energy-to-noise ratio, 11.2 dB for 10-6 BER with
N_ — differential non-coherent BPSK modulation (8)
o

As the equations indicate, the lower the data rate, the higher the receiver sensitivity and processing gain.
3.3 Increasing Transmitter Antenna Gain

Like transmitter power, maximum transmitter antenna gain is limited by FCC rules for unlicensed spread

spectrum operation, which allow a maximum effective radiated power (ERP) of 4 watts (36 dBm). Thus if

the maximum allowed transmitter power of 1 watt is used, transmitter antenna gain can not exceed 6 dBi.
Within this limit, best results can be obtained for omnidirectional coverage with a 6-dBi collinear antenna

with a uniform over-the-horizon coverage of 360°.

For point-to-point operation, it is highly advantageous to reduce transmitter power in conjunction with the
use of a high-gain directional antenna. For example, at 2.4 GHz, a 4-foot dish with 27 dBi gain could be
used with 9-dBm transmitter power to achieve the ERP limit of 36 dBm. This offers the advantage of cour-
tesy to other users of the band, since energy is focused to a 3-dB beam width of 7°, reducing the chance
of interference with other services.

3.4 increasing Receiver Antenna Gain

Since there is no regulatory limit on receiver antenna gain, it can be increased as desired within the limits
of required directionality. For omnidirectionality, 6-dBi gain can be realized by use of a collinear antenna
with uniform 360° coverage. For point-to-point applications, narrow-beam antennas can offer substantial
gain, as inthe example of the 4-foot dish discussed in the previous paragraph. In addition to increasing
gain, such an antenna offers a secondary advantage in decreasing total interference levels, since inter-
ference outside the 3-dB beam width of 7° is reduced.

3.5 Reducing Antenna Feed Line Losses

Antenna feed line losses can be minimized or eliminated by including a transmitter power amplifier and a
low-noise receiver amplifier as part of the antenna assembly. Any line losses between the amplifiers in the
antenna and the remainder of the radio system are easily compensated.

3.6 Summary of Techniques for Improving System Gain

Of the techniques available for improving system gain, transmitter power and antenna gain increases offer
littie potential because of FCC regulations. Best use must be made of the remaining three techniques:
Receiver sensitivity can be increased within the limits of minimum acceptable data rates, receiver antenna
gain can be increased within the limits of directionality requirements and maximum size constraints, and
antenna feed line losses can be eliminated as a factor limiting system gain. implementation of these tech-
niques in designing a robust direct sequence link will be discussed in the next section.
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4 EXAMPLES OF ROBUST SPREAD SPECTRUM LINKS

This section discusses examples of design implementation for two spread spectrum links, one using direct
sequence techniques and the other a hybrid of direct sequence and frequency hopping.

Communication range of systems using these receivers is discussed below in the section titled “Maximum
Range Capabilities.”

4.1 Robust Direct Sequence Link

With the recent introduction of highly integrated high processing—gain ICs, such as the Unisys PA-100
Spread Spectrum Baseband Receiver, it is now possible to implement robust direct sequence receivers
with off-the shelf components.

The PA-100 can operate with code rates to 32 Mchips and can be programmed for code lengths to 64,000
chips, thus providing a maximum processing gain of 48 dB. Using a code rate of 6.4 Mchips and the full
64,000 code length provides a data rate of 100 bits/second:

6.4 MCHPS .
=100 bits/second 9
64,000 CHIPS ls/secon &
Processing gain is 48 dB:
Gp =10log 64,000 = 48 dB (10)

E
Assuming a noise figure of 3 dB and =5 = 11.2 dB for non-coherent differential BPSK modulation, sensi-
o
tivity will be

S=-174 +3+10log(12.8MHz) — Gp +11.2=
-174+3+71-48+11.2=-136.8 dBm (11)

42 Robust Hybrid Link

A hybrid system using both direct sequence and frequency hopping techniques can be used for extremely
reliable performance in low data rate applications. However, the use of frequency hopping requires that
special attention must be given to direct sequence synchronization time. This is because FCC regulations
limit dwell time at each frequency to 400 ms, ruling out the use of a conventional sliding correlator, which
can consume a substantial part of this time. Only a digital matched filter design can serve efficiently in this
application.

An off-the-shelf ASIC, the STEL-2000A Digital Spread Spectrum Processor developed by Stanford
Telecom, can be used to implement such a system. (This ASIC is second-sourced by Zilog as the
Z2000A.) An extremely robust hybrid system based on this ASIC can be achieved with the following
architecture:

Selecting a 6.4-kchip code rate and the maximum code length of 64 chips yields a 100-bit/second date
rate:

6.4 kchips

=100 bps 12
64 chips : J
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Processing gain will be
G, =10log64 =18 db (13)
and band width will be

BW =2 xcode rate =12.8 kHz (14)

E
Using equation (4) and assuming a noise figure of 3 dB and I_VL =11.2 dB for non-coherent BPSK
[
modulation gives a receiver sensitivity of:

S=-174+3+10log(12.8 kHz)-18+11.2 =-136.8 dBm (15)

This receiver has the same data rate and sensitivity as the direct sequence receiver in the previous
example; however, it can not be used in a fixed-frequency direct sequence system, since its RF band
width does not meet the FCC's 500-kHz minimum band width requirement for direct sequence. With the
addition of frequency hopping, however, the design does meet FCC frequency hopping requirements of
500 kHz maximum band width per channel in the 900-MHz band and 1 MHz in the upper bands.

This system provides interference suppression with 18 dB processing gain contributed by direct sequence
and interference avoidance contributed by frequency hopping.

Since RF bandwidth is only 12.8 kHz, a large number of non-overlapping hopping channels are available
in each band:

Band Number of Channels
915 MHz 2031
2.4 GHz 6523
5.8 GHz 9765

However, using a large number of hopping channels places a burden on synchronization time; neverthe-
less, even with the minimum number of channels allowed by the FCC, the system can maintain its robust-
ness, provided adaptive hopping channel selection is used. (The minimum number of hopping channels
required by the FCC is 50 in the 900-MHz band and 75 in the 2.4- and 5.8-GHz bands.)
4.3 Maximum Range Capabillitles
The following paragraphs discuss maximum ranges attainable in point-to-point and multipoint applications
for both the direct sequence and hybrid receivers discussed above . Note that maximum range is the
same for both receiver types, since both have the same data rate and receiver sensitivity.
4 im n i int-to-Poi i
In calculating system gain in point-to-point communications, the following assumptions are made:

(1) Nofeed line losses.

(2) Operation in the 2.4-GHz band.
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(3) Use of 4-foot dish antennas with 27 dBi gain. (Transmit power is limited to 9 dBm, providing
maximum allowable ERP or 36 dBm.)

Under these condition, system gain is:

Sam = Xmt pwr + xmt ant gain+rcv sens +rcv ant gain =
9+27+136.8+27=199.8 dBm (16)
If a 20-dB link margin is assumed, maximum allowable free space path loss is 179.8 dB. In the 2.4-GHz
band, this allows a maximum line-of-sight range of 6166 miles, offering the possibility of unlicensed satel-

lite communications, particularly with low earth orbiting satellites (LEOs), whose orbits typically range from
325 to 865 miles.

The comparatively short ranges to LEOs offers the possibility of trading off range for increased data rate;
table 2 shows ranges corresponding to various data rates.

Table 2. Data Rate vs. Range, Point-to-Point 2.4-GHz Link with 27-dBi Antenna

Data Rate (bps) Range (miles)
With 20-dB Link Margin
100 6,166
1,000 1,950
10,000 616
100,000 195

It is very important to note that communication ranges for this point-to-point application are identical for all
ISM bands for a dish antenna of a given size. This is because the gain of a dish antenna increases with
frequency at approximately the same rate as free space path loss, as shown in table 3.

Table 3. Dish Antenna Gain and Attenuation for the ISM Bands

Antenna Galn (dB), Attenuation (dB) Gain Minus
ISM Band 4-Foot Dish At 1 Mile Attenuation (dB)
915 MHz 18.5 95.8 -77.3
2.4 GHz 27.0 104.2 -77.2
5.8 GHz 35.0 111.9 -76.9

As the fourth column shows, antenna gain minus attenuation remains virtually the same in all three bands.
4, Xi i Iti-Poi

For multipoint communications, the requirement for horizontal omnidirectionality essentially limits antenna
gain to approximately 6 dBi. Vertical collinear antennas of practical sizes offer the required performance in
all ISM bands. Even in the 900-MHz band, which requires the largest antenna, height does not exceed
approximately 4 feet.

Because increased attenuation in the higher bands can not be compensated by increasing antenna gain
for multi-point applications, longest ranges are attained in the 800-MHz band.
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Table 4 shows maximum ranges for various data rates in each of the bands. A 20-dB link margin is used
for the calculations.

Table 4. Maximum Ranges, Omnidirectional Communications with 6-dBi
Antenna Gain and 20-dB Link Margin

Maximum Range (Miles)
Data Rate (bps) 915 MHz Band 2.4 GHz Band 5.8 GHz Band
100 1412 490 221
1,000 467 155 70
10,000 141 49 22
100,000 46.7 15.5 7

5 DATARATE VS. SYSTEM GAIN TRADEOFFS

Since receiver sensitivity is a dependent variable of data rate (equations {4] and {7]), increasing data rate
results in a reduction of receiver sensitivity and therefore a reduction of system gain. The tradeoffs
between data rate and system gain are discussed in this section.

Increases in data rate can be implemented in conjunction with increases of P/N code rate to maintain the
ratio in the term

P/N code rate
data rate

in equation (7), leaving processing gain unchanged. However, band width is increased in proportion to
code rate ( BW = 2 x code rate). This increases the term

10log (BW)
in equation (7), decreasing receiver sensitivity.

Conversely, leaving the code rate unchanged while increasing data rate reduces processing gain by
decreasing the term

P/N code rate
data rate

In either case, receiver sensitivity is decreased.

In deciding whether to increase code rate along with data rate, the designer must consider the following:
Maintaining high processing gain by increasing code rate maintains interference rejection, which may be
desirable. However, code rate increases are limited by maximum band width allowed by the FCC, and the
designer may want to keep band width well below this limit to allow for selective frequency hopping, which
makes iépossible to avoid narrow-band interference signals that may exceed the system’s jamming
margin.
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The following parameters can be used in a design offering 1000 bps data rate with selective frequency
hopping:

code rate: 12.8 Mchips

code length: 12,800 chips

. 12.8 Mchips _
data rate: 12.800 chips 1000 bps

Gp: 10l0og12,800 = 41 dB

occupied BW: 2 X code rate = 25.2 MHz
In the 5.8-GHz band, this system uses five non-overlapping sub-channels for interference avoidance.
6 PRACTICAL APPLICATIONS

There are a number of practical applications for the high-gain systems described above, some requiring
maximum range, others requiring higher data rates at moderate ranges, and still others requiring maxi-
mum reliability at shorter ranges. This section discusses typical applications for which these systems are
excellent candidates.

Long-Range Sensing and Control

Various utility providers have the need to set up remote control and sensing systems in areas without
telephone lines where licensed channels may be unavailable or difficult to obtain. For example, water
companies may need to monitor well levels and control pumps in such areas. Electric companies may
need to regulate load distribution and, in the future, may be able to control power to residential electrical
appliances to minimize peak demand. Gas companies may need to control shutoff valves along distribu-
tion pipelines and in the future may want to install remote residential gas shutoffs for use in earthquakes.

Other applications for remote long-range sensing and control systems include automatic irrigation in large
agricultural installations, environmental monitoring networks (weather and pollution), and seismic monitor-
ing networks.

Short-Range Alarm and Security

Instead of providing long range, a high system~—gain radio link can offer very high reliability in critical short-
range applications. For example, a one-mile terrestrial radio link may have a link margin as high as 90 dB,
providing extremely robust communications ideal for such applications as fire alarm and security systems
in high-rise buildings. With its high system gain, the link would reliably penetrate floors and walls, and a
100-bit/second data rate would be adequate, since the only data requiring transmission would be location
(room ID) where a fire has started or security has been violated.

Other applications of such a system include back-up elevator alarms, traffic signal controls to be exer-
cised by emergency vehicles, and other critical alarm and emergency monitors and controls.
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7 A LONG-RANGE DATA TRANSMISSION APPLICATION UNDER DEVELOPMENT

Utilicom Inc. has been tasked by the Astrophysics Group of the Department of Physics at the University of
California at Santa Barbara to provide a non-licensed spread spectrum link for a sophisticated equipment
package designed to record and report cosmic background radiation from the early universe. The equip-
ment is carried aboard a NASA-launched balloon cruising at altitudes to 130,000 feet.

During a number of successful flights which have already taken place, a licensed narrow band FM com-
munication link has been used in a 416-MHz UHF channel at a 4.8-kbps data rate. These flights were
restricted to a sub-orbit, allowing data to be downloaded on an uninterrupted basis. However, the next
flight, scheduled for June 1995, will place the balloon in full earth orbit; data will be collected and recorded
throughout the flight, but transmission of the data to earth can take place only while the balloon is above
the horizon with respect to a single earth station. For the balloon’s altitude, the radio horizon will be
approximately 300 miles.

Because the time for data transmission is limited, data rate of the down link must be increased to 256
kbps, 50 times higher that the 4.8-kbps link used for earlier flights, and the 416-MHz radio link can not
handle the task. However, the up link, which is used primarily for transmitting a limited number of com-
mands to the balloon, can continue to operate at the lower data rate, and 416-MHz radio link will be
retained for this purpose.

For the down link, Utilicom has designed an optimized frequency-agile transmitter operating with 1 W
power output in the 5.6-GHz ISM band. A broad-pattermn antenna with 6 dBi gain will be used for optimum
coverage in the direction of the earth. Thus ERP will be 36 dBm, the maximum allowed by the FCC for
non-licensed spread spectrum communications.

Offset QPSK (OQPSK)4 modulation will be used for band width efficiency and minimized power con-
sumption, since the balloon's power resources are limited. QPSK offers twice the data rate of BPSKwithin
the same band width, and the offset mode is less demanding of linearity than conventional QPSK, improv-
ing the efficiency of the transmitter and the bit error rate (BER) of the receiver.

A code rate of 32.64 Mchips has been selected, since this is just about the upper limit for highly integrated
off-the-shelf ASICs. Code length is 255-chip-per-bit maximal sequence, providing a processing gain of

10log255 = 24dB. For QPSK, these parameters yield the desired data rate of 256 kbps:

code rate _ 0 x 32:64 Mchips
code length 255 chips

data rate = 2 X =256 kbps (20)

Using equation (4) and assuming the following parameters, sensitivity of this design will be -104.1 dBm:
Np=35dB
BW = 42 MHz note §
Gp=24dB

EL’- =14.2 dB for QPSK

o

thus

sensitivity = =174 + 3.5+ 10log(42 MHz)-24 +14.2=-104.1 dBm (21)
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At the earth station receiver site, an 8-foot dish antenna with a gain of 41.5 dB will be used. Calculating
system gain from equation (2), we get

30+6+104.1+41.5=181.6 dB

From equation (2), free space attenuation (4) at 5.8 GHz for 300 miles is
96.6 +2010og300+20log5.8 =161.4 dB

and available link margin is

181.6-161.4=20.2 dB

Since the earth station is located in a remote and desolate area where multipath fading is expected to be
minimal, a link margin of 20.2 dB should be adequate.

Atthough no interference is expected at the earth station site, the system will incorporate frequency agility
to increase interference protection beyond that provided by the processing gain. The receiver will auto-
matically scan the 5.8-GHz band in 1-MHz increments, select the sub channel with the lowest noise, and
transmit the channel ID to the balloon through the 416-MHz link. In response, the 5.8-MHz balloon trans-
mitter will switch to the identified sub channel for its data transmission.

This example demonstrates a case in which increased data rates are attained in a system that maintains
high reliability at long ranges. In addition, it illustrates that range limitations in non-licensed spread spec-
trum communications are not the result of FCC transmit power limits, but rather the radio horizon. If such
means as high antenna locations or the use satellites or balloons are available to extend or eliminate the
radio horizon, substantial ranges can be attained even with the 4-watt ERP limits imposed by regulation.

8 SENSITIVITY COMPARISON: NARROW BAND VS. SPREAD SPECTRUM RECEIVERS

The receiver sensitivity of a narrow-band radio system is given by the equation

E
StdBm) = —174(dp) + NFgg) +10log(BW) + -N—b (22)

o

This is identical to equation (4), which gives receiver sensitivity for a direct sequence spread spectrum
system, except for the elimination of processing gain (Gp) from the calculation.

The inclusion of processing gain may lead one to conclude erroneously that a direct sequence spread
spectrum system offers higher receiver sensitivity than a conventional narrow band system. This is not the
case, as the following example illustrates. In this example, we calculate the receiver sensitivity of a
narrow-band system having the same data rate — 100 bps — and using the same modulation technique -
BPSK - as our spread spectrum system (equation [11}). With the following parameters

NF = 3.0 dB
E,

Zb - 11248
N

o

BW =2 x data rate = 200 Hz (no spreading)
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receiver sensitivity is

SBm) = -174+3.0+1010g200 +11.2 = ~136.8 dB (23)

which is the same as obtained in equation (11) for the spread spectrum system. The reason for this is that
the term

1010g(12.8MHz)—-Gp

in equation (11) is equal to the term
10log 200

in equation (23), with both values equal to 23. Since there is no energy spreading in the narrow band sys-
tem, the loss in receiver sensitivity due to band width is reduced. In the spread spectrum system, this loss
is greater because of the spreading, but it is compensated by the processing gain.

Consequently, under conditions of no interference, the communication range should be identical for a
narrow-band and a spread spectrum system with the same transmitter power, data rate, noise figure, and

= However, under interference conditions, the processing gain of the spread spectrum system
o
ensures longer ranges.

Concern has lately been expressed about increasing use of the spread spectrum bands and the conse-
quent rising of noise floors. For example, a prospective user recently stated that he had measured the
noise floor in the 900-MHz band in his locale and found it to be around —-80 dB. He concluded that re-
ceiver sensitivity greater than this would be wasted.

In the case of narrow-band systems, this conclusion is correct, but it overlooks the strong point of spread
spectrum systems, i.e., that they can cope with interference and operate reliably well below the noise —
provided that they have been designed with sufficient processing gain.

As more and more users enter the ISM bands, higher processing gains will be required, along with “smart”
adaptive frequency hopping techniques that will select the sub band with the lowest noise floor.

9 CONCLUSION

While short-range high data-rate requirements are being well served by commercial spread spectrum
manufacturers, other requirements have been neglected.

The technology is now available to exploit the full potential of spread spectrum communications within the
limits set by the FCC to provide super long-range systems serving low data-rate requirements, moderate-
range systems providing higher data rates, and short-range systems offering the reliability required by
critical emergency and alarm systems.

The key to semng these requnrements is to take advantage of the means available for increasing system
galn namely |mprovmg receiver sensitivity and processing galn eliminating antenna line losses, and
increasing receiver antenna gain. With these techniques, it is possible to attain ranges exceeding 6000
miles with 20-dB link margin at a data rate of 100 bps in the 2.4-GHz band or to attain a link margin of 90
dB at short range (1 mile) for ultra reliability.

With the appropriate tradeoff of parameters and the use of these techniques, a combination of high data
rate, high reliability, and long range is currently being incorporated in a one-way link between an earth
station and a high-altitude balloon, demonstrating the diverse potential of non-licensed spread spectrum
communications
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FOOTNOTES

1Roger L. Freeman, Radio System Design for Telecommunications (John Wiely & Sons, 1987), p. 13.
2For a discussion of processing gain, refer to Dean Gaston, “Spread Spectrum Systems: Evaluating
Performance Criteria for Your Application,” Proceedings of the Second Annual WIRELESS Symposium
(Penton Publishing, New Jersey, 1994), p. 496.

3Gaston, p. 496.

4Robert C. Dixon, Spread Spectrum Systems with Commercial Applications (John Wiley & Sons, 1994),
pp. 288-289, 438.

5Band width can be limited to 1.3 x code rate, since OQPSK is less vulnerable than QPSK to receiver
non-linearity.
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Abstract

The main characteristics of the leading
modulation techniques for IR wireless application
links (16PPM, 4PPM, OOK and FQPSK) and for
different baud rates (from IMb/s until 10 Mb/s) are
analyzed. One of the most important factors for
wireless LAN systems is DC power consumption. To
calculate DC power consumption frame energy
(which is the energy needed to transmit a frame)
rather than the bit energy is considered. In these
measurements, the most important factor taken into
account is the electrical current demanded by the
optical emitter (IRED). For a frame of 20 bits and an
ON time T, used for calculating power consumption
Jor each modulation, L-PPM consumes more power
than OOK or FQPSK for the same baud-rates. It is
also concluded that for the IR-PHY proposal, and
Jor the practical IR diode bandwidth of 30 MHz, only
FQPSK is a viable option for the 4 and 10 Mb/s
rates.

I. Introduction

The aim of this paper is to show the power
efficiency (DC power) and other characteristics of
some of the most popular modulation schemes for IR
Wireless High-Speed Data Links. It is usually
assumed that PPM is the most power efficient
technique, in this submission we demonstrate that this
is not true. We shall compare the DC power
consumption (as well as other characteristics) of four
modulation and codification schemes: 16-PPM, 4-
PPM, OOK and FQPSK [1], and for different baud
rates (from 1Mb/s until 10 Mb/s).

A realistic approach to the energy problem
should be based on frame energy, ie., the energy
needed to send a frame of data, not on the power
needed to send a single bit. According to this, the
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most important factor taken into account is the
electrical current demanded by the optical emitter
(IRED, Infrared Emitter Diode), other consumptions
can be neglected because they represent less than
10% of the total power consumption. The actual
power consumption depends on the time that the
IRED is in the ON state [2]. This time is, for the
studied modulations, and for a frame of data as
depicted in figure 1.

Table I: T, of an IRED for different modulation schemes.
For OOK FQPSK the frame is considered to have the same
number of “1” and “0”".

Modulation | Baud-Rate Py 1
(IRED)
16-PPM 1 Mb/s 20us | 1.25ps
4-PPM 1 Mb/s 20 ps Sus
2 Mb/s 10 ps 2.5us
10 Mb/s 2us 1 ps
OOK- 1 Mb/s 20 ps 10 ps
FQPSK
2 Mb/s 10 us Sus
4 Mb/s Sus 2.5us
10 Mb/s 2us | ps
For these power consumption

measurements, as a first approach, we can consider
that OOK and FQPSK have similar T, for baseband
communications. The amplitude of these signals
varies in order to assure that they have the same
average eaergy per symbol. So for an L-PPM
modulation, each pulse should have a voltage L/2
times greater than in OOK.
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Figure 1: Wave shape of the considered signals (we have considered OOK and FQPSK similar for a first approach of power
consumption).

This communication is organized as follows: in the
following section the measurements of DC power
consumption for PPM and FQPSK modulation are
presented, in section III the spectral efficiency,
synchronization and other related characteristics of
these schemes for infrared wireless communications. In
section IV a comparison between the performances of
these two systems and final conclusions are also given.

II. Measurements of DC Power
Consumption

We have measured the power consumption of
these modulation schemes over the circuits depicted on
figures 2 and 3. Those are drivers for the Siemens
SFH477 high-power emitting diode. The only
difference between the drivers is the input logical gate
for the PPM, removed for FQPSK so as to guarantee its
filtered waveform. It is easily seen that the actual value
of the power consumption (DC) across the diode can be
obtained by multiplying the current amplitude by the
direct voltage on the IRED and by the time while the
diode is ON. In order to assure a linear ratio between
the power consumption and time that the diode is “ON",
we have designed the driver to emit only when the
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signal is “1”, with the transistor cut-off for the “0” state.
We have used separate power supplies for the diode
branch and for the IC. The power consumption on the
diode branch is always over 94% of the total power
consumption, and the DC current on the logic gate is
almost constant with the baud rate.

First of all, we establish the DC current
consumption for an OOK modulation while varying the
baud rate. We use, as a first approach, a linear amplifier
configuration. These results can be directly traslated to
non-linear amplifiers configurations. This DC current
is nearly constant and about 120mA (in the diode) from
1Mb/s 10 4Mb/s. If we increase the baud rate the power
consumption decreases (as well as the total amount of
emitted optical power). For the L-PPM signal we shall
need L2-times more peak-to-peak voltage in the output
signal. So. as the logic gate limits the base current in the
transistor, we have to use a theoretical approach. We
can consider that while the voltage (DC) in the diode
(V) is nearty constant for the measured values in OOK
(about 1 2V). The instant peak-to-peak current will rise
to L/2-times the value of The OOK signal (considering
a linear behavior in the diode, as can be seen in the
manufacturer data sheets for the SFH477). So for a
frame of 20 bits and multiplying for the T, calculated
for each modulation, we obtain the power results given



in table II (considering only the power consumption in
the diode).

We have also measured a 2Mb/s FQPSK link
[3] using the emitter depicted in figure 3 and for the
configuration on figure 4. In figure 5 the obtained eye
diagram for the received signal, before the filter, can be
observéd. The power consumption is similar to the
OOK signal for the same baud rate. This confirms the
assumption we made of considering the same approach
for calculating T,, on OOK and FQPSK. The values
given for PPM were measured using the driver of figure
2, with the signal entering by the base of the transistor.

So we have that, for the emitter, L-PPM
schemes consume the same power than OOK or
FQPSK for the low baud-rates, and more for high rates.
In the receiver side, obviously, if the baud-rate is
higher, we would have less power consumption, as less
time required for receiving a frame.

Table II: Power comsumption of the IRED driver for different
modulation schemes. For OOK/FQPSK the frame is
considered to have the same number of "0" and "1"

Modulation | Baud-Rate Tox DC
(IRED) Power
16-PPM 1Mb/s 1.25pus | 1.44 uyW
4-PPM IMb/s Sus 1.44 yW
2 Mb/s 25us | 0.72 uyW
10 Mb/s 1 ps 0.28 pW
OOK- 1 Mb/s 10 ps 1.44 W
FQPSK
2 Mb/s Sus 0.72 uyW
4 Mb/s 2.5us 0.36 uW
10 Mb/s 1 ps 0.14 uyW

II1. Spectral Efficiency and

Synchronization

It is well-known that FQPSK is more
spectrally and power-efficient than L-PPM or OOK for
the same baud rate [4]. The spectral efficiency of 4-
PPM is 0.4 b/s/Hz, for the considered -20dBr
bandwidth of the 802.11 standard proposal, while
FQPSK has a spectral efficiency more than 1b/s/Hz.
The resulting power spectra of these modulation
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schemes are shown in figures 6 and 7. 4-PPM IMb/s
requires 2.5 MHz of bandwidth for 20dBr of spectral
attenuation. For 16-PPM IMb/s the required bandwidth
is even greater. This factor introduces another penalty
over the signal, due to the IR-Transmutted power
requirement in order to achieve the same S/N ratio in
the compared systems, for assumed same receiver
bandwidth and BER.

Considening the increase on BER due to
synchronization errors, L-PPM is also higher depending
on a correct synchronization than FQPSK. This is
because the PPM 2Mb/s pulse is defined in 250ns,
while in FQPSK, at 4Mb/s the definition time for the
symbol is 500ns. This is a very important factor in the
extremely jittery IR-wireless channels.

av

saw

Figure 2: Driver for the FQPSK measurements

Figure 3: Driver configuration for the PPM signal.
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Proc.

Figure 4: configuration used for testing a FQPSK infrared 2 Mb/s modem

In the other hand FQPSK is less robust against
multipath propagation induced penalty than PPM,
butmore robust that OOK. This problem can be easily
avoided using quasi-diffuse optical systems, which
reduces the rms delay-spread of the signal until 5-6 ns.

Another consideration also due to the higher
spectral efficiency of the FQPSK modulation compared
to L-PPM or OOK, is that FQPSK can be easily used on

Figure 5: Eye diagram of the transmitted and received
FQPSK signal (Channel Q), for baud rate of 2Mb/s
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a carrier-based system [5). This should avoid problems
of interference between distinct emitters and receivers
and produce a more efficient use of the [R-spectrum.

IV. Improving the Performances
of the PPM Systems

In previous sections we have compared the
performances of PPM and FQPSK schemes for IR-
WLAN. We can improve some characteristics
(partcularly, its spectral efficiency) of the PPM systems
simplv changing its pulse shape. We propose the use of
a semi-sinusoidal pulse instead of the square pulse. This
new shape reduces the high frequency components of
the power spectral density of the transmitted signal. In
figure 8 the power spectral density of the basic 4-PPM,
2Mb’/s baud rate signal is compared against the
spectrum of the modified (we call it reduced-power 4-
PPAf) scheme, also with a baud rate of 2Mb/s. These
results, for a quality bandwidth of -21dBr, and for the
IEEE 802.11 requeriments, show an important
improvement on the spectral efficiency. Using this
alternative pulse shape, we can still recover the signal
with the same structures for the standard PPM. The
receiver is based on block detection, with maximum
likeifxod criteria. Its perfomances on BER can be also
improved using a dual feedback equlizer (DFE)
structure.
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Figure 6: measured PSD of the IR-FQPSK received Q channel

V. Conclusions

In this paper we have compared the
performances of L-PPM, OOK and FQPSK modulation
schemes for IR Wireless communications systems. The
main factor for calculating the power consumption of
the communications system is the DC power
consumption in the infrared emitting diode. It has been
demonstrated that FQPSK and OOK needs less energy
to work than L-PPM, working on a higher baud rate.
This increase the system performanceand is a very
important factor for the battery-powered portable
notebooks. We have also studied an alternative PPM-
based scheme trying to improve the spectral efficiency
of the basic PPM system. It is also shown that FQPSX

is more spectrally efficient, more robust against jitter

than L-PPM, and more robust against multipath
propagation than OOK.
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Abstract... This paper presents a method of Clear Channel Assessment (CCA) based on the human model, a
subconscious paradigm by which we communicate each day. The method uses a hybrid approach of both energy
and transition detectors that minimizes collisions, is fast and proven in practice. The benefits are threefold:

1. 50% faster than packet detect thus maximizing throughput while minimizing collisions

2. 77% better hidden node detection due to lower CCA sensitivity requirements

3. Ability to pass multiple parameters to MAC layer for higher quality adaptive decisions
The document begins with background information covering scenarios for single and multiple network topologies
and then presents the classic approaches to CCA graphically. Next a proposal for a more intuitive CCA approach
based on the human model of ‘listen before talk' is discussed. This model is then transformed into a CCA
approach for WLANS by stepping through the cases that make up the model. A comparison of acquisition times
between this and the classical methods is given. Finally, different data modulation types are discussed with their
effects on acquisition times.

1. Single Network Scenarios

The purpose of Fig. 1 is twofold:
1. Provide the reader with an appreciation of single network scenarios.
2. Highlight the benefits of a low sensitivity CCA with respect to hidden nodes.

The range of a single transceiver as a receiver is diagrammed in Fig 1. It assumes isotropic antennas, ideal
indoor propagation patterns, transmitters of equal power and a receive sensitivity of 80dBm for 10E-5 BER

without fadingl1]. Note the 2x increase in range for a BER of 10E-1 versus 10E-5 and a .5x decrease in range for
a power output of 10 dBm versus 20 dBm.

The usable range of a two node network is shown in Fig. 1B and is equal to the minimum range of either receiver
(1x @ 100mw & 10E-5). Therefore the radius of a transceiver's range is equal to the diameter of the usable
network range. Note that transceivers on the perimeter of the circle defined by the range diameter should use a
power output of 20dBm whereas transceivers within a circle defined by 1/2 the range diameter could use the
10dBm output assuming a CCA sensitivity requirement for a BER << 10E-5.

Fig. 1C shows the range of a multinode network with a hidden node. Although the node is hidden from all but its
nearest neighbor at a BER of 10E-5, if a node is less than 2x from any other network node, it is not hidden at a
BER of 10E-1.

Fig. 1D compares a network's range with its RF energy shadow. In set notation, the RF shadow is the union of
all individual transceiver ranges whereas the usable network range is the intersection thereof. The 1x dimension
defines a network area without hidden nodes. The 3x dimension defines an area where communication is
possible with some nodes. The 5x dimension defines the limit of any communication. Rayleigh fading will cause
an additional 20dB of loss without antenna diversity (~12dB with diversity) in the network range.

2. Multiple Network Scenarios
The purpose of Fig. 2 is twofold:

i Provide the reader with an appreciation of on channel interference issues in multiple network
scenarios, particularly reliability/throughput during collisions.
2. Highlight a benefit of antenna diversity in avoiding collisions.
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The dimensions required for independent operation of two networks (any node to any node) on the same channel
without fading is 2x, as pictured in Fig 2A. This spacing is analogous to cell repetition (i.e., spatial diversity) in
cellular based systems. Figures 2B-D show progressively higher levels of network overlap with increasing levels
of on channel interference. Adjacent and altemate channel levels are also affected to a lesser extent depending
on the selectivity of the receiver.

Although a FHSS network inherently provides tolerance to off channel interference, there is a requirement that the
network remain operationally intact during on channel interference scenarios including collisions, if reliability and
throughput are to be maintained[4]. Lab tests indicate that significant on channel and adjacent channel
interference at a receiver is caused, when 2 nodes transmit on the same channel, if their received power is within
15 dBm (without antenna diversity and within 10dBm with diversity). This channel interference appears as a mix
of data and noise transition widths and could easily be false detected as noise albeit at a relatively high RSSI
level. A transceiver using packet detect CCA would most definitely signal a clear indication and begin
transmission, worsening the existing collision problem - ‘I5 in the fog'.

3. CCA Approaches Versus Received Power Level and BER

The purpose of Fig. 3 is twofold:
1. Provide the reader with an appreciation of CCA methods with respect to the power level and BER.
2. Highlight the sensitivity of false detection for each method.

The diagram covers various approaches to CCA (ranging from a simple power detect to a rigorous packet detect)

with respect to the required power level at the receiver and the approximate BER of the data received(].
Three areas are important:

1. Probability of false sensing (false deferral),
2. Probability of missed sensing (false transmit or collision avoidance) and
3. Ability to detect collision.

Collision avoidance (CA) is important to keep the network throughput high and is best achieved with the lowest
CCA sensttivity level (i.e., fewest hidden nodes)[3:4l. Collision detection (CD) is important for network reliability
and can be achieved with a power detect of moderate level in conjunction with a detector looking for a simple data
pattern (like sync). The obvious effect of no CD is 'I5 in the Fog' - most data would be corrupted and the network
would be down until the next channel slot. The benefit of CD is that the fewer transmitters involved, the more
likely that transmissions will get to their destinations uncorrupted (Data at the destination receiver is likely to be
corrupted if the received power is within 15dBm without diversity and 10dBm with diversity).

Table 1 - CCA method Vs Sensitivity to Missed Sensing

Power Clock bri Sync Packet
avoidance poor best poor good fair
detection good good best fair poor

Atthough a higher level has been suggested (12 dBm above 10E-5), the power detect method shown has a more
conservative -75 dBm level to better avoid collisions (It still has the worst collision avoidance of these methods)
and is inherently efficient at collision detection. The power level can be determined in conjunction with antenna
diversity with a 10 bit increase in acquisition time.

The clock detect has the lowest required energy for acceptable performance including the best collision
avoidance, the best acquisition time but only fair collision detection.

The hybrid version shown combines power detect AND clock detect in an undesirable way that may aggravate an

existing collision. A proposal for a hybrid "human model" CCA with much better characteristics, will be discussed
in the next section.
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The SYNC method requires more energy and more time but implies a higher false deferral confidence factor than
clock detect alone. Likewise packet detect takes even higher energy, BER ~ 10E-4 and significantly more time
particularly during asynchronous operation. Table 3 compares the acquisition times for these methods.

A look at these methods gives some insight into desirable CCA characteristics:

1. A CCA approach with the minimum detection level has the greatest ability to detect hidden nodes!3].
The 10E-1 BER level had a range large enough to detect all hidden nodes for a network [see Fig. 1]

2. CCA should attempt to avoid collisions to keep the throughput high and detect collisions to keep the
network reliability intactl4].

3. The quicker the method, the more opportunities (slots) are provided for access without collisions

during the contention period. There is an added benefit of power savings for applications which are
generally asynchronous in nature.

4. Proposed Hybrid Method of Clear Channel Assessment

A combination of energy and transition detectors would determine channel assessment in P bit times - where P is
a protocol factor to allow time for clock recovery, synchronization and framing using different data encoding
methods (about 36 bits for NRZ/16). Further M, the maximum run length in bits must be less than P (17 bits for

NRZ/16 (5]). Diversity would increase the probability of a correct assessment in a total time less than 52 bits (16

bits for diversity + 36 bits for transition) (3], Table 2 shows a wireless CCA model as compared to the six case
“Listen before Talk" human model. Figures 4 - 9 step through the 6 cases.

TABLE 2 - Proposed Hybrid Method Based on LBT Human Model

Human Model ! Wireless Model

1. quiet Speak minimal RF energy Clear ED < TH1
2. sounds Speak Th1< non802 < Th3 Clear Th1<ED <Th3& TD =No trans
3. background noise Speak AWGN Clear Th1<ED < Th2 & TD = Noise
4. foreground voices Defer possible collision Busy Th2 < ED < Th3 & TD = Noise
5. voice Defer Th1< 802 Data < Th3 Busy Th1 <ED < Th3 & TD = Data
6. loud racket Defer RF energy above Th3 Busy ED > Th3
NOTES:

1. The Tx/Scan terminology used in the text and diagrams means "clear to transmit* and

“channel busy" and is one of several indications/parameters which the MAC layer may use to determine
whether to Transmit or Defer. Parameters from the transition detector would be Data, Noise, Notrans
and from RSS! would be the power level.

2. N is the number of bits detected - one less than the number of transitions detected.

where:
ED = Energy Detect with example programmable thresholds:
Th1 = -85 dBm Set based on an extremely low ambient RF (data or noise) signal level
which indicates that traffic is distant (BER<<10E-5) or nonexistent.
Analogy would be traveling a deserted desert highway.
Th2 = -50dBm Set based on a high ambient RF noise signal level unlikely to occur

during normal loads and signifies a possible collision already in progress.
Analogy would be flares/skid marks on freeway indicating an accident.
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Th3 =-20dB Set based on a desensitizing signal level and is intended to avoid
potential collisions which may occur when strong RF signals are present.
Analogy might be poor visibility at an airport .

TD = Transition Detect with programmable jitter tolerance and % of occurrences:

Data = 1.0us x N £ Jt (Jitter tolerance]) for N < M (maximum run length in bits)
Noise = % of occurrences of invalid vs valid data widths (0 % indicates data)
No trans = 0 or 1 transition within M bits

For all cases, energy detection is obtained as part of the antenna diversity decision. The existing antenna is
sampled, converted and compared to the second antenna level. The higher level is stored and the antenna
switched in less than 15 us. The transition detector is about 500 gates and uses programmable transition timings
(jitter tolerance and percentage of occurrences) to determine either data, noise or no transitions as defined above.
For NRZ data, the acquisition times are shown in Table 3. Other data modulation methods can significantly
shorten these times.

Case 1 - Low Power Threshold

This case says clear to transmit below this threshold. This level is more of a reference point than a fixed value
since other cases will cover both higher and lower energy levels.

Case 2 - Non 802 Communications

This case says clear to transmit if the channel does not look like 802 FH data. It is the equivalent of speaking in
spite of a dog barking or jet overhead (i.e. intelligent life not inanimate noise). The transition detector sees less
than two transitions over the run length window M. The peak power outputs of a microwave fall into this category.

Case 3 - RF Noise

This case says clear to transmit if the channel looks like noise. It is the equivalent of speaking in spite of the wind
blowing or a cooling fan. The transition detector sees a higher percentage than that programmed for non valid vs
valid data widths.

Case 4 - Potential 802 collision detected

This case says busy if the channel looks like noise and is above some moderate energy threshold. It is the
equivalent of deferring when several people speak at once. The transition detector sees a higher percentage of
transitions {than that programmed for non valid vs valid data widths] AND the power is above a potentially
moderate level. My research shows this is a viable case and could avoid “I5 in the fog".

Caseo 5 - 802 data detected

This case says busy if the channel looks like data. It is the equivalent of deferring when another person speaks.
The transition detector sees a lower percentage than that programmed for non valid vs valid data widths.

Case 6 - Extreme Interferer detected

This case says busy if the channel energy is quite high. It is the equivalent of not speaking when a jet
engine or rock concert is going! The energy detector sees a high desensitizing radio level which may
cause CCA miscues in the network. The reliability of the network is in jeopardy unless "the airport closes
for a limited time” (until the next channel hop). The MAC layer may desire to adjust the level over time for
an adaptive type CCA.
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Table 3 - CCA Bit Delay vs Method

Assumptions: NRZ data bit stuffed as indicated, 80 bit mark/space sync pattern, 16 bit frame, 32 bit header

faster >
CCA NRZ32 NRZ32 NRZ16 NRZ16 A
Method (async) (sync) (async) (sync) (faster)
A
Energy 4 4 4 4
Energy w/div. 16 16 16 16
CK 71 2 35 2
SYNC 71 9 35 9
* TD=DATA 7 9 35 9
* TD = NOISE 71 9 35 9
* TD = Notrans 7 9 35 9
FRAME 80+16 80+16 80+16 80+16
PACKET 10ms 80+16+32 10ms 80416432

Notes:

All units are bit times unless noted

TD = Transition Detector as defined on previous page.

Synchronous operation assumes CCA detect during preamble

Other modulation types can have considerably shorter times for asynchronous operation
MAC CCA Target ~ 50us

arLOD

5. Other Modulation Types

Data modulation encoding other than NRZ may be used to limit the run length between transitions (reducing
variable M) and thus reduce the acquisition time (P > 2 x M), particularly with respect to asynchronous operation
A modulation run length limited to 8 bits would need at least 2 times 8 bits to guarantee at least 2 transitioiis {1
valid bit duration = 1.0us x N +/- Jt). There are modulation types which limit run length to 2 bits for any data
stream and provide positive benefits for radio operation as well.

6. Summary

This paper presented/discussed three desirable characteristics for CCA:

1. An approach with the minimum detection level has the greatest ability to detect hidden nodes [2].
2. The ability to avoid and detect collisions keeps the network throughput and reliability intact [4].
3. At the MAC layer, the faster the CCA acquisition, the more access slots are available during the

contention period.

The proposal for a hybrid FH CCA based on the human model using energy and transition detectors provides
three major benefits:

1. Very fast acquisition time (sync or async).

2. Maximum hidden node detection.

3. Higher quality decision by obtaining/passing multiple parameters
(A singular CCA decision could be made in Phy or Mac layer)
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FIG 1 - CCA IN IDEAL SINGLE NETWORK SCENARIOS
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FIG2 - CCA IN IDEAL MULTIPLE NETWORK SCENARIOS
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FIG 4 - HUMAN MODEL VS CCA MODEL: CASE #1
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FIG 5 - HUMAN MODEL VS CCA MODEL: CASE #2
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FIG 6 - HUMAN MODEL VS CCA MODEL: CASE #3
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FIG 7 - HUMAN MODEL VS CCA MODEL: CASE #4

Loudness { I

...................................

Th3: - 20dBm

“Z | | _ : Nmse 2
Foreground

TD = No trans
b

Th2: - 50dBm

TD = Noise

Background T




H
N

FIG 8 - HUMAN MODEL VS CCA MODEL: CASE #5
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FIG 9 - HUMAN MODEL VS CCA MODEL: CASE #6
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GMSK, GFSK and FQPSK Implementations of
Feher’s Patented-Licensed Technologies*
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A.1 Abstract

The extraordinary impact of two landmark inventions on filter, modulation, and
overall wireless system design is described in this paper. Feher’s “Filter” (FF) patent led
to new generations of reduced power/size, cost-efficient, and increased speed FPGA and
ROM look-up table-based filter designs and to more spectral- and power-efficient
modulated GFSK, FQPSK, and FBPSK systems. The abbreviations FQPSK and
FBPSK are for Feher’s patented QPSK and BPSK systems. New generations of GMSK
quadrature modulator IC baseband processor chips use the “Correlated Signal Processor”
means of the Kato/Feher (KF) patent. The described patented/licensed technologies have
been used in the Global Mobile System (GSM), DECT, PCS-1900, and other standardized
and non-standard wireless and cable system applications. Standard compatible and
interoperable FQPSK and FBSK inventions increase the power and spectral efficiency of
conventional QPSK, n/4-DQPSK, and GMSK systems by 300%.

*A.2 Copyright Statement

Material contained in this paper is based on and is closely related to previously
copyrighted material by Dr. Feher-Digcom, Inc. Itis submitted on a non-exclusive basis
for publication in the Proceedings of the Third Annual Wireless Symposium and
Exhibition, February 14, 1995, San Jose, CA. Most parts will also be published in
journal/magazine publications and in Feher’s forthcoming book (April 1995):

K. Feher: “Wireless Digital Communications: Modulation and
Spread Spectrum Applications,” Prentice Hall, Englewood Cliffs,
NJ 07632, 1995.

A.3 Feher's Patented Filter, DSP, and Correlated
Modulation/RF Amplification Means. GFSK and GMSK
Applications. FQPSK Consortium/Licensing.

Filter and Digital Signal Processing (DSP) theory, development and design
techniques have been documented in numerous authoritative publications and books. Many
patents have been issued for original and truly outstanding principles, implementations and
design structures/architectures and/or "means” (a term frequently used in patents). Until
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GFSK and GMSK implementation/architectures. (a) Filtered binary FM architecture: the simplest and most
efficient Gaussian LPF (low-pass filter) design is by means of the licensed Feher filter (US Patent
No. 4,339,724); (b) transfer function of a voltage controlled oscillator (VCO) based binary FM modulator;

and (c) a frequently used “crosscorrelated signal processor” architecture implementation of GMSK, based on
Kato/Feher US Patent No. 4,567,602 licensed by Dr. Feher Associates/Digcom, Inc.
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the 1980s inventors devoted their attention to "linear” filter implementation means,
including analog (passive and active) and digital DSP filters. The DSP filters are based on
Infinite Impulse Response (IIR) and Finite Impulse Response (FIR) designs. These "linear
transversal filter structures” are in extensive use.

In this paper, two landmark inventions (patents) are highlighted.
The Feher “Filter'" patent, or “FF” for short, contains a new and completely different
principle from that of linear filter theory and design. Feher's Filter Patent includes
"nonlinear” or "synthesized wave" store-readout/switching filter and comparison means.

Another extraordinary discovery described in this chapter is the
Kato/Feher or "KF" “Correlated Signal Processor’’ Patent. This invention could
be described as an invention which is "against'' the well-established wisdom
of classical linear communication system theory and principles. Digital
communications textbooks and prestigious research publications contain detailed
justifications in regard to the need of having independent or uncorrelated in-phase (I)
and quadrature (Q) baseband signals. Independent I and Q signals lead to optimum
quadrature modulated performance. Cross-correlation between the I and Q baseband
transmit signals would be a cause of crosstalk and thus detrimental to performance.
Therefore communication theory, developed for linear systems, demonstrates that cross-
correlation is not desired and that for optimum performance it must not exist.

The KF Correlated Signal Processor patent demonstrates, contrary to previous
theoretical and practical achievements, that correlation between the I and Q channels can be
of substantial benefit.

A.3.1 A Review of Two of Dr. Feher Associates' Patents

Some of the reasons for the worldwide impact of these inventions/patents,
technology transfer, consulting and professional training courses, and license arrangements
on new generations of products are discussed. These include digital and analog filters,
Digital Signal Processing (DSP), correlated baseband processsor, combined modulation
and Radio Frequency (RF) Integrated Circuit (IC), cable and other wireless technology and
continued Research and Development (R&D). An informal discussion follows. This paper
is merely a brief description of some of the patent claims. It is not a legal and
contractual licensing arrangement or technical/legal interpretation of the
patents described herein. For a complete text of these patents and of other Dr. Feher
Associates patents, a detailed study of the complete patents and Feher’s more recent patent
disclosure documentations is recommended.

We limit this paper to the informal discussion of only two of our patents and to only
one claim per patent. Detailed study of the entire patents will give you an insight into the
value of these technologies for your research, ongoing product developments, and
licensing. For licensing and technology transfer arrangements write to:

Kamilo Feher

c/o Dr. Feher Associates/Digcom, Inc.-Digital and Wireless Communications
US and International Consulting/Training and Licensing Group

44685 Country Club Drive, El Macero, CA 95618, USA

Tel 916-753-0738, Fax 916-753-1788 or

Dr. K. Feher at University of California, Davis Tel 916-752-8127
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A.3.2 Patents: Feher: '"Filter", USA No. 4,339,724, July 13, 1982
Abbreviated "FF'" and Kato/Feher: 'Correlated Signal Processor'" USA No.
4,567,602, Issued January 28, 1986, Abbreviated "KF"

Our patent claims, as well as patent claims of inventors include a text related to
other embodiments and variations which utilize the principles described in the awarded
patents. Such a text may state: ... "A person understanding this invention may now
conceive of changes or other embodiments or variations, which utilize the principles of this
invention. All are considered within the sphere and scope of the invention as defined in the
claims appended hereto . . ."

A.3.3 A Brief Historical Perspective of the FF (Feher Filter) Patent
Technology and of Other Signal Filtering Methods

Assume that around 1980 you were given a task to design a "Gaussian" or "raised-
cosine” filter having a 3 dB bandwidth of approximately 500kHz for a IMb/s rate digital
communication system. Probably you would accomplish this task by means of analog
(active or passive) traditional filter design or by transversal IIR or FIR filters which use
mixed digital and analog components (flip-flops and discrete resistors or other gain
coefficients served as multipliers). For your power and cost-efficient design during 1980 it
would not be obvious to use a filter with several thousand logic gates instead of one
operational amplifier or a couple of low-cost LC components.

Transversal filter structures include "IIR" or Infinite Impulse Response and "FIR"
or Finite Impulse Response digital and/or mixed analog-digital implementations. Design of
these types of digital filters has been extensively covered in numerous references. Many
Digital Signal Processing (DSP) IIR and FIR filters/DSP Integrated Circuits have been
manufactured during the late 1980s and 1990s. These IIR and FIR architectures have a
drawback, namely that they may require a relatively large number of "multiplier”
coefficients and adders. Each multiplier requires many gates. For high speeds such DSP-
based filters could be very "power hungry," require far too many gates, and be expensive.

Principles of the more efficient ROM look-up table and/or FPGA nonlinearly
synthesized or switched filters are described in Feher's books and publications and in the
original discoveries-pioneering patents.

During the 1990s, Feher's Filter (FF) family products have been implemented with
ROM and FPGA control-based DSP architectures. The scheme may work at a sampling
rate nfy, where n is an integer and fy, is the bit rate. Thus n is the number of samples per bit
period. To have an acceptably small aliasing error "n" is frequently chosen to be larger
than 4. In the ROM various signal shapes, e.g., s,(t) ..., 54(t) are stored or it is arranged
that the ROM is used as a waveform selector/generator/switch. Depending on the data
input, the difference between data patterns, these stored waveforms are "read out" or
switched to the D/A converter, converted into an analog wave and transmitted.
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A.3.4 An Interpretation of the Principles and/or of Claim No 1 (of 7
claims) Based on the "FF'" (Feher's Filter) USA Patent No. 4,339,724:

I claim:

"A filter having an input for receiving a pulse signal form of binary
information and an output for providing a synthesized output signal

correlated to the input signal comprising:

a. means for comparing the output signal with the input signal one bit at a

time

b. means connected to said comparing means and said output for
generating a first predetermined output signal waveform when the output
signal bit is different from that of the input signal and the input signa! is

binary “1,"

c. means connected to said comparing means and said output for
generating a second predetermined output signal waveform when the
output signal bit is different from that of the input signal and the input

signal is binary "0,"

means connected to said comparing means and said output for

generating a third predetermined output signal waveform when the
output signal bit is the same as that of the input signal and the input

signal is binary "1,"

e. means connected to said comparing means and said output for
generating a fourth predetermined output signal waveform when the
output signal bit is the same as that of the input signal and the input

signal is binary "0,"

in which the predetermined output signals are continuous, whereby the
spectra and sidelobes of the output signal which is correlated to the input

signal are controlled to a predetermined extent."

An informal discussion and interpretation follows.

In Claim #1, “means for comparing the output signal with the input signal one bit
at a time” are claimed. In a sequence of serial bits at the input of a processor the first
input bit, relative to the second input bit, which has been previously processed is
defined as the “output signal” or output bit. As described in the body of the patent
(including Section 2, lines 65 to 68 and Section 3, lines 1 to 19) consecutive bits A; and
A, , are compared. This comparison is interpreted as a 1 or multibit memory
system. Based on the bits which are being processed, various predetermined signals are
"read-out" to the transmission system. In particular, means for generating four (4) distinct

and separate time-limited pulses

S1(t), S2(t), S3(t) and S4(t)
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are generated. Whether we choose the "first or second” or other signals depends on the
logic control bits comparing means of consecutive bits. Extension of the "four" (4) signal
“storage" or "generation" and "read-out" principle to “eight” (8) or more signals generated,
and read out from a memory, is obvious.

The first embodiment of this "FF" patent was described in the Canadian priority
date filing during 1979. This embodiment as described in the patent uses nonlinearly
switched and thus synthesized waveforms dependent on the comparing means of correlated
bits. The switched waveforms are read out from separately stored or generated functions
by means of selection. Means for Intersymbol Interference and Jitter Free (I1JF)
waveshape generations are also claimed in this patent.

The means of the Feher Filtering (FF) can be achieved through the use of a ROM
and digital-to-analog converter (ROM-DAC filter). In this implementation of the filter, the
possible amplitude or possible phase-transitions and values of the transmit data are stored
in a ROM and read out based on addresses formed by the transmit data. The addresses are
based on comparative means of input data patterns. For example with 2 bits, 4 different
signal patterns can be read-out from the memory, with 3 bits 8 pulse shapes are
synthesized, et cetera.

In Fig. A.3.1 to Fig. A.3.8, GFSK, GMSK architectures, Gaussian and
“FQPSK-1,” Intersymbol Interference and Jitter Free (IJF) circuit diagrams, time domain
response, and eye diagrams are illustrated. The bit-by-bit “comparing means” of the Feher
Filter (FF) patent led to many implementations. The circuit diagrams illustrate that by the
FF comparing means the number of stored signals of a Gaussian BTp = 0.5 filter can be
reduced from si(t) ... sg§(t) to only two signals sj(t) and sp(t), thus a 4 times (400%)
hardware/memory saving is obtained.

A careful and thorough study of the awarded claims of the FF patent and of ROM
or other stored waveform and controlled read-out means of input data patterns leads to the
conclusion that the ROM or FPGA based filter implementation is a non-linear filter
waveform synthesis method. It has not received nearly as much attention in the literature as
the so-called IIR (infinite impulse response) and FIR (finite impulse response) DSP
implementation which has also been known under the category of "transversal filters."
These types of filters have been implemented by several corporations since 1984. It is our
belief that the ROM-based filter implementation is more cost and power efficient than the
conventional IIR and FIR "transversal" DSP structures and leads to significant reduction of
gate counts because this approach does not require multipliers and is based solely on ROM-
driven waveform synthesis. Our survey of some leading DSP and filter IC products
indicates that the trend and particularly for higher speed systems is towards the
implementation of nonlinearly switched waveform-synthesized filters which are
implemented by the ROM or FPGA technology and means of the FF patent.
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GFSK and FQPSK-1 signal patterns generated by Feher's filter FF' US Patent No 4339724

a: NRZ unfiltered sample data pattern: «b) “FQPSK-1" of the I-channel baseband modulator or of FGFSK Feher patent -
means based GFSK-equivalent generator). and (¢) Gaussian filtered (BT} = 0 5 signal generated by the FF patent {n both
digital ROM based implementations. only one- and two-bit memory comparison circuits were required
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2411 at DECT standardized f, = 1.152 Mb/s rate. 1b). ic).
4.339.724 with reduced gate count reduced power

GFSK experimental “eve diagrams™ and sample filtered (Gaussian BT, = 0 5+ pulse pattern responses. 'a) National's LMX

implementations based on Feher filter -FF' US Patent No
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Figure A.3.6
Eye diagrams and sample data pattern diagrams of Gaussian (BT}, = 0.5) filtered and of “FQPSK-1" baseband processed

signals. The upper eye diagram and time response of GFSK has approximately 10% ISI :intersymbol interference) The lower
diagrams correspond to FQPSK-1 are intersymbol interference and jitter free [JF' Both implementations are extremely
simple and use the technology and pnnciples of the Feher filter ' US Patent No. 4.567.602)

54



A.3.5 An Interpretation of the Principles and/or of Claim No. 6 (of 14
claims) from the "KF" (Kato/Feher “Correlated Signal Processor”) USA
Patent No. 4,567,602. Implementation of GMSK and of Other
Transmitters with Baseband Cross-Correlated Signals

We claim:
A cross-correlated signal processor comprising:

a. means for providing in-phase and quadrature phase shifted NRZ signals
from an input signal,

b. means for cross-correlating the in-phase and quadrature shifted signals,

c. means for generating in-phase and quadrature shifted intersymbol
-interference and jitter free(lJF) encoded output signals having
amplitudes such that the vector sum of the output signals is
approximately the same at virtually all phases of each bit period,

d. and means for quadrature modulating the in-phase and quadrature
output signals, to provide a cross-correlated modulated output signal.

An informal discussion and interpretation follows:

A simplified interpretation of one of the independent claims, Claim #6 of the "KF"'
patent, indicates that we were awarded claims for principles and implementations of cross
correlation between the in-phase and quadrature channels of a quadrature (QUAD)
modulation structure and the generation of bandlimited signals of constant modulated
envelope with intersymbol interference and jitter-free (IJF) crosscorrelated capability.

A closer examination of some of the modern quadrature GMSK integrated circuit
architectures and products indicates that the I and Q baseband signals are obtained from an
original NRZ signal which is Gaussian filtered and integrated, e.g., see Fig. A.3.1(c).
This resultant filtered signal is split into a "cos ( ) and sin( ) ROM-based look-up table and
in turn is used as the I and Q baseband drives of the quadrature modulator. One of the key
principles is that the final I and Q outputs are cross-correlated over an interval of one or
more bits. In fact the Q signal is mathematically related or "cross-correlated” to the I
signal. You may note that the term "correlated” means "predictable, calculable.” In a
QUAD-based ROM implementation, the I and Q signals are cross-correlated and they lead
to a constant envelope signal which is bandlimiting the original NRZ signal. Additionally
this constant envelope transmitted signal, after demodulation, has a practically IJF property
and in particular if the BTb product is 0.5. Illustrative experimental photographs
demonstrate this fact in several well-known references and also Fig. A.3.8. Bandwidth
products BTy, = 0.5 is specified in systems such as the European Standard DECT and
others. For a reduced BTy, = 0.3, such as specified for the GSM Standardized GMSK
system the I and Q crosscorrelated eye diagrams exhibit Intersymbol
Interference, see Fig. A.3.7. Claim No. 1 and other claims of our KF patent
(U.S. Patent No. 4,567,602 Kato/Feher) include signals with Intersymbol Interference,
e.g., Claim 1 (ii): “When the in-phase channel signal is non-zero, the maximum magnitude

of the quadrature shifted signal is reduced from normalized to A, where 1/2< A < 1.”
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Figure A.3.7

GMSK BTy = 0.3 and FQPSK-KF equivalent eye diagrams. The GMSK 'dotted Lines: as well as the FQPSK-KF 'solid lines)
are generated by the Kato/Feher KF' US Patent No. 4.567.602. The licensed KF technology for GMSK as well as FQPSK
applications. leads to simpler hardware than alternative GMSK implementations. ~
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Figure A.3.8
GMSK eve diagrams with BT, = 0 5 of a quadrature modulator generated by the Kato/Feher [KF US Patent No 4.567 602

Note from Figure A 3.1'c) that the | and Q signais are crosscorrelated. are virtually intersvmbol 1nterference and jitter {ree
IJF . and therr quadrature modulated signal has a constant envelope. These specificatio;. are identical to some of the claims

of this patent
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Measured BER = fEp/Ng' curves of several “C-class™ RF IC-nonlinearly amplified modulated svstems at fy, = | Mbrs and
2 Mb/s rate. FQPSK. GFSK with 160 kHz deviation. and digital 4FM shown. Illustrative experimental data as submitted to
WLAN and PCS standardization commttees such as IEEE 802.11 and TIA/JTC. The experimental data show that at the
specified BER = 10"2. FQPSK is 7 dB and 12 dB more robust than GFSK and 4FM. respectively Such dramatic performance
mprovement in an interference controlled environment. e.g.. FCC-15. can increase the throughput rate about 100 to 1000
times
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Fig. A.3.10(a). Even more significant spectral compression and efficiencies can be attained with FQPSK-KF, as illustrated in
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(c) FBPSK - bandlimited and nonlinearly amplified
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GMSK implementations based on traditional passive component Gaussian filter
design, followed by FM modulator (VCO) do not necessarily use the means of the FF and
KF patents. However GMSK structures which implement the comparison-based ROM
Gaussian filter, integrator, or other functions, including quadrature modulation with
crosscorrelation, use the claims of the FF patent as well as that of the KF patent.
Additionally the sin ( ) and cos ( ) derived from the same input signal to drive the IQ
processors has cross correlation and in particular correlation to attain fully-constant
envelope. Careful examinations of the claims as well as of the text of the KF patent may
reveal that our claims in the KF patent have also been used.

A.3.6 What are Feher's FQPSK, FBPSK, FQAM, FGFSK and FGMSK?
Are All of These Systems Patented?

Conventional (coincident transition or “non-offset”) and offset QPSK as well as
other filtered systems which use one or more of Dr. Feher and Associates' patented filters
and correlators are part of the FQPSK family of inventions and products. The broad
"FQPSK" term may include Feher’s patented BPSK or FBPSK, patented baseband, and/or
FSK signals, see Fig. A.3.11 in regards to FBPSK advantages over conventional BPSK.
The implementation of Feher's filter or processors is much simpler than that of
conventional raised-cosine, Gaussian, Chebychev, Butterworth filters. FF patented filters
operate with less DSP power and they lead to dramatic combined modem-RF advantages.
See Fig. A.3.9. The ROM and FPGA based "Feher Filter (FF)" patent advantages were
discussed previously in this paper.

The implementations of conventional FSK systems (coherent or noncoherently
demodulated) including GFSK and GMSK may or may not be patented. For example, if a
GFSK transmitter utilizes a filtered ROM generated signal, then the conventional GFSK
system may be protected by Intellectual Property. In the case of BPSK-compatible
FBPSK, which is suitable for power-efficient low-cost nonlinear amplifications with a 5dB
to 7dB power advantage, the implemented BPSK may also be in the category of our
patented systems, see Table A.3.1. Similarly, if a conventional GMSK system is
implemented based on one of our patents, e.g., ROM-based filter and/or I and Q transmit
quadrature baseband correlation (quadrature) then the product, unless licensed, may
infringe our patents.

To designate that GFSK, GMSK, BPSK, QPSK, or QAM systems use the means
and claims of Feher Associates patents we call them "FGFSK," "FGMSK," “FBPSK,”
“FQPSK,” or “FQAM.”

A.3.7 Correlated and crosscorrelated in-phase (I) and quadrature (Q)
signals of GMSK transmitters. An informal tutorial discussion in regards
to the use of Kato/Feher U.S. Patent No. 4,567,602 for GMSK
applications and in particular of the GSM standard.

A demonstration of the fact that the in-phase (I) and Quadrature (Q) signals in a
GMSK transmitter are crosscorrelated (Kato/Feher, U.S. Patent No. 4,567,602) follows.
In Figure A.3.1(c), we refer to the input NRZ signal a(t) at point 1, Gaussian low-pass
filtered signal g(t) at point 2, integrated and Gaussian filtered signal b(t) at point 3, and
cosine and sine values of the b(t) signal, designated as x(t) and y(t) at points 4 and 5 of
Fig. A.3.1(c). Signals for the implementation means of Fig. A.3.1(c) have been generated
for the Global Mobile System (GSM) international standard specifications. These
specifications stipulate a GMSK modulator with BT, = 0.3. A brief explanation of the
generated signals of Fig. A.3.1(c) and of the corresponding eye diagrams follows.
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The Gaussian (BTyp = 0.3) filtered output signal at point 2 in Fig. A.3.1(c) of an
input Non-return to Zero (NRZ) signal for a typical random pattern is illustrated in Fig.
A.3.12. Note that this Gaussian filtered NRZ signal pattern, designated g(t), exhibits
substantial Intersymbol Interference (ISI). The ISI-free maximal amplitude values are
normalized to +1 and —1. After integration, the filtered and integrated signal at point 3 is
shown in Fig. A.3.13. This random-like data signal, signal b(t), is not a “sinusoidal”
signal. At point 3, this signal is split into the “in-phase” (I) and “quadrature” (Q) channels.
Thus the same b(t) signal appears in the I and Q channels. The presence of the “same” |
and “Q” is a fundamental difference between MSK, OQPSK, QPSK, and GMSK
quadrature implementations in which a serial to parallel converter provides independent and
not correlated binary data into the I and Q branch of the modulator. Thus splitter, point
3, with its connecting wires provides the same b(t) signal into I and Q. Evidently these I
and Q signals are 100% correlated and crosscorrelated as they are the same. An
interesting implementation means (to split the same signal into I and Q).

Following the cos[b(t)] and sin[b(t)] processors at points 4 and 5, the generated
signal patterns are shown in Fig. A.14 and on an expanded time scale in Fig. A.15. These
resultant bandlimited processed NRZ signals are designaled x(t) and y(t) in Fig. A.3.1(c).
Points 4 and 5 serve as the in-phase and quadrature drives of quadrature modulators.
These x(t) and y(t) random data signal patterns are “nonsinusoidal” in nature, i.e., they are
not periodic sinusoidal waves. The x(t) and y(t) signals are crosscorrelated, in fact, they
are related by equations.

x(t) = cos[b(t)] (1)
y(t) = sin[b(t)] ()

Thus, the “predictability” or crosscorrelation of y(t) from x(t) is defined. In this case,
y(t) = sin{cos-1x(t)] 3)

In other words, to generate x(t) and y(t) we use a mathematical relation of
“crosscorrelation” between these terms.

In Fig. A.16, the respective “eye diagrams” of these crosscorrelated x(t) and y(t)
signals are displayed. Note that these crosscorrelated signals are data transition jitter free
and the maximum magnitude of the quadrature (alternatively in-phase) signal is reduced
when the in-phase channel signal is non-zero. A careful examination of Claim la,
1b (i-iv), lc, and/or of other claims of U.S. Patent No. 4,567,602 leads to our conclusion
that the GMSK system quadrature implementation is using the means of our inventions.

A.3.8 Field-Proven? Can We Get Patented GFSK, GMSK, FBPSK,
FQPSK, or FQAM Chips? Bit Rates?

Since the early 1980s, generations of products benefited from Dr. Feher Associates
patented/licensed technologies. Many products have been developed. During the last
quarter of 1994, one of the largest and most profitable American corporations completed
the design of FQPSK-based licensed systems for a production run of
several million subscriber units. For power efficient satellite systems at 6GHz
and 14GHz, relatively low bit rate (less than S00Kb/s) have been implemented and operate
in the USA and internationally. For cable systems including digital cable TV, a wide
variety of products use our filter and processor technologies for FQPSK and FSK
applications.
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Fig. A.3.12 Gaussian filtered Non-return to Zero (NRZ) random data signal pattern at

point 2 of Fig. A.3.1(c) and corresponding eye diagram for BTy, = 0.3 specified by the

GSM standardization committee.
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DBPSK, DQPSK and | FQPSK and FBPSK Improvement achieved by
w4-DQPSK FQPSK and FBPSK
Measured maximum RF output 18.5dBm 23.5dBm 300%
power at 2.4 GHz
Power efficiency 10% 20% 100%

Table A3.1 Maximal output power of illustrative 2.4 GHz integrated circuit amplifiers, suitable for
PCMCIA cards with 3 V battery supplies and power efficiency comparison of DBPSK, DQPSK,
n/4-DQPSK vs. FQPSK and FBPSK.

Fig. A.3.13 | : Coa g ‘
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Fig. A.3.14 Signal patterns x(t) and y(t) corresponding to the outputs of the baseband
processor [ and Q drive signals. These crosscorrelated “outputs” are the “inputs” of the
quadrature modulator, see points 4 and 5 in Fig. A3.1¢
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Fig. A.3.16 Crosscorrelated in-phase (I) and quadrature (Q) eye diagrams of the x(t) and
y(t) signals displayed at points 4 and 5 of Fig. A.3.1(c).
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Our filter ““FF” patent meets the Token-Passing Bus Local Area Networks
ISO/IEC/IEEE Standard 802.4-1990 specifications. Our “KF” patent claims the quadrature
correlation based implementation of GMSK systems such as used in the Global Mobile
Systems (GSM) standard. We have other patent disclosures and intellectual property
(IP) (not listed in this paper) which are for new FBPSK and 4-FM and GFSK systems.
On Motorola, Teledyne, MiniCircuits, and other RF ICs at 900MHz and 2.4GHz we
demonstrated with our chips at 1Mb/s and 2Mb/s the spectral and power performance
advantages of our wireless technologies, e.g., see Table A.3.1. FQPSK, FBPSK,
FGFSK and FGMSK sample chips and/or technology transfers are available to members of
the FQPSK Consortium. These chips operate in the 64Kb/sec to 10Mb/sec range. On
infrared (IR) systems we demonstrated successful operation at 2Mb/s to 10Mb/s bit rate
baseband and FQPSK.

A.3.9 Are the filter, correlation, GMSK, GFSK, FQPSK, FBPSK and
FSK filter/processor patents and licensed product advantages truly
revolutionary?

a) Robust BER performance is essential in interference and/or noise controlled
environments. Examples include FCC-15 authorized ISM bands, cellular and PCS
cochannel controlled systems. In Fig. A.3.9 the experimental BER=f(E}/N)

results demonstrate the 7dB to 12dB advantage of robust FQPSK as compared to
standardized GFSK and 4-FM systems. Such unparalleled improvements, as
demonstrated in several IEEE 802.11 submissions increase throughput and
reduce delay at least 1000 times.

b) RF IC power advantages are illustrated in Table A.3.1. By comparing the
average power output of some of the newest generations of 2.4GHz (and other RFIC
frequency) chip sets note that FQPSK and FBPSK provides +23.5dBm while with the
same device and same 3V battery dc power consumption, conventional BPSK and
QPSK provide only +18.5dBm. The tremendous 5dB (300%) power advantage
of our technology is attained by patented simple baseband filters which enable the use
of saturated "C-class" amplifiers instead of linearly operated RFIC amplifiers used in
the cases of conventional BPSK and DQPSK spread spectrum, which require
significant output back-off. Note that FBPSK is fully compatible with
conventional BPSK while FQPSK is compatible with OQPSK and
GMSK.

c) Spectral efficiency advantage over standardized GMSK is illustrated in
Figure A.3.10. The integrated out-of-band Adjacent Channel Interference of C-
class amplified (saturated systems) demonstrate that the spectral efficiency of FQPSK
is about 80% higher than that of GMSK or of GFSK. For example, in an authorized
bandwidth of IMHz you can transmit 1.5Mb/s with FQPSK-KF instead of 800kb/s
with GMSK, a real throughput advantage. The compatibility and identical
quadrature mod-demod structures of GMSK enable interoperability of these systems
with FQPSK. Increase transmission speed and capacity of GMSK by nearly 200%!

d) "Talk time'" increased with simpler, smaller and reduced battery power filter
implementations and more efficient RF IC operation.

e) Radiation is reduced. Nonlinearly amplified FQPSK and FBPSK wireless

systems have a 6dB to 8dB lower peak radiation than standardized DBPSK, DQPSK
and p/4 DQPSK.
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f) Gate count reduction of over S5 times (500%) with Feher's
Filter/Correlation based on look-up table ROM or FPGA enables design of much
simpler quadrature implementation.

A.3.10 Is Reduced Peak Radiation an Essential Requirement?

New PCS and wireless regulations could stipulate limits on peak radiation. For
such applications you could transmit with the FQPSK family of radio systems 6dB or more
power than with conventional QPSK because of the reduced peak factor and envelope
fluctuation of our technologies. FQPSK’s reduced peak radiation is an additional
advantage of this powerful technology.

A.3.11 Benefits of Joining the FQPSK International Consortium

To introduce, manufacture and market power and spectrally efficient cost-
competitive wireless -RF, cable, infrared satellite microwave and other systems and
components, you may wish to become knowledgeable and have the license to
participate in some of the most exciting technical achievements and product
implementations, including standardized GMSK quadrature modulated systems, GFSK,
FQPSK, FGFSK, FGMSK, and FBPSK product designs. You could obtain technology
transfer and license for FPGA and ROM based "FF" and Kato/Feher "KF" correlation,
e.g., GMSK revolutionary implementation technology. By joining the FQPSK
Consortium your products could become compatible with standardized wireless systems
and be ahead of the "just barely meets” standard requirements. Your organization may also
benefit from potentially new "de facto" leading and emerging standards which could have
significantly superior performance, increased speed, longer "talk time" (reduced battery
power consumption) than compatible conventional systems.

Resume of DR. KAMILO FEHER

Dr. Kamilo Feher, Fellow of IEEE, Professor at University of California, Davis,
author of 6 books and of more than 300 R&D papers, is co-inventor of analog and digital
filter, signal processing and modulation patents licensed for digital wireless, cable, satellite
and other communication systems. His U.S. Patents include No. 4,339,724 and
No. 4,567,602; these are used for ROM and digital synthesized FPGA-related and ASIC
Gaussian (e.g., GMSK and GFSK) and raised cosine m/4-QPSK as well as other filter and
system implementations. Feher’s FQPSK, FBPSK, and “F-Modulation” patent disclosure
family of patented nonlinearly amplified, combined modulation/RF and infrared wireless
systems increase by 300% the throughput of WLAN standardized and other GFSK and
GMSK systems and have been proven to triple the RF output power and increase
dramatically the battery power efficiency of QPSK types of systems. Through Dr. Feher
Associates and as President of Digcom Inc. and of the international FQPSK Consortium he
is active in technology transfer, consulting and licensing of power and spectrally efficient
wireless, cable and other filter/modulation RF products. At UC Davis he is directing one
of the most active and best-equipped experimental digital and wireless communications
university-based laboratories in the U.S. in the fields of CDMA, TDMA, modulation and
IF-RF design. His newest book, K. Feher: *“Wireless Digital Communications:
Modulation and Spread Spectrum Applications,” published by Prentice-Hall, will be
available during the Spring of 1995.
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CDMA/SSMA APPROACH TO WIRELESS LOCAL LOOP
by
S.DANIEL JEBARAJ & B.S.KRISHNA SHASTRY, ITI Ltd, BANGALORE.

ABSTRACT

Wireless Communication is developing at a rapid pace in
many walks of life today. The demand for scarce radio spec-
trum is ever increasing, as data and voice communication has
become very essential for global information exchange. The
various modulation techniques with different media access
techniques which are in vogue have not been able to cope with
the ever increasing demands of the radio spectrum. The code
division multiple access technique (CDMA) promises to meet
the large demand of the radio spectrum by the ever increasing
users. The CDMA allows for large number of users to simulta-
neously access the same bandwidth, without degrading the

quality of service.

The Wireless Telephone Systems like Wireless Local
Loop, Cellular mobile radio etc, which are in operation
Ltoday, use FDMA, TDMA with analog and digital modulation
techniques. This paper presents a novel Line-of-sight (LOS)
CDMA approach to the wireless 1local 1loop for secondary
switching areas in developing countries. The CDMA Wireless
Local Loop (CWLL), consists of a switching centre, a radio
Base station and fixed Remote subscriber units. The switching
centre interconnects the PSTN to the Radio Base station over

a serial link for control and voice circuits for speech.

The CWLL uses the radio control channel with an unique
PN sequence adopting Adaptive Time Division Multiplexing
(ATDM) for signalling. The voice channels which are 32 Kbps
ADPCM use different PN sequences for different users. The
CWLL uses radio concentration of 10:1 which meets the traffic

requirements of the secondary switching areas.

72



The CWLL proposal is an ideal solution to 1low power
efficient spectrum utilisation amongst various wusers. The
network has inherent immunity to interference, anti-jamming
and security from eaves-droppers. The system can also be used
as a captive network for police and military applications.
The system proposal uses UHF band with low power (less than
one watt) transmission with a range of 10 km. wusing direc-

tional antennae for fixed terrestrial application.

% Kk Kk k k ok ok k k k k k k %k
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Microcell Propagation and Site Diversity Measurements for
Non-LOS Communications at 900 MHz

Gregory A. DesBrisay and James D. DeLoach, Jr.
CellNet Data Systems, 125 Shoreway Road, San Carlos, California 94070 USA

Abstract—New microcell systems are being
deployed to provide communications to low-
cost, low-power data transmitters for
telemetry devices (e.g. electric, gas, and
water meters; vending machines; and
paging devices). In order to characterize
propagation conditions for those microcell
systems, radio propagation measurements
were conducted in the 902-928-MHz band in
suburban areas of San Rafael, California and
in Kansas City, Kansas where spread-
spectrum transmitters are located in electric
power meters on the sides of homes,
apartment buildings, and office buildings;
and receivers are mounted on power poles.
Line-of-sight propagation paths are rare for
those installations.

This paper also reports on the influence of
site diversity on the coverage area of the
microcell base-station receivers.
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1. Introduction

New microcell systems are being deployed to
provide communications to low-cost, low-power
data transmitters for telemetry devices (for
example, electric, gas, and water meters;
vending machines; and paging devices). In
order to characterize propagation conditions for
those microcell systems, radio propagation
measurements were conducted in the
902-928-MHz band in suburban areas of San
Rafael, California and in Kansas City, Kansas.

Xia et. al. [1, 2] report that propagation paths in
microcells for communications to vehicles in
streets  contain  significant  line-of-sight
components out to the distance where the
ground just begins to disrupt the first Fresnel
zone (depending on terrain, distances of 100 to
900 m are indicated in their papers).

Propagation in microcells for services to homes
and office buildings is somewhat different. As
might be expected, we find that line-of-site
(LOS) propagation paths are rare in such
microcells, and blockage creates large
variations in path loss.

Section 2 of this paper contains a description of
the system that was the motivation for
conducting the measurements described here.

Section 3 contains data from path-loss
measurements in the 902-928-MHz band in two
suburban communities.

Section 4 contains a comparison of the
coverage percentages for those communities
with and without site diversity.



2. Background: The CellNet RF
System Architecture

The CellNet wireless data communication
system, illustrated in Figure 1, has a two-layer
architecture: a wide-area network (WAN)
macrocell layer and a local-area network (LAN)
microcell layer.

The WAN macrocell layer enables electric, gas,
and water utilities to remotely monitor and
control points in their distribution systems,
including voltage regulators, capacitor banks,

line reclosers, sectionalizers, pressure
monitoring points, and leakage detectors,
among others.

The LAN microcell layer enables

communications to low-cost, low-power data
transceivers for telemetry applications such as
electric, gas, and water meters; vending
machines; and paging devices.

The microcells operate in the 902-928-MHz
Part-15 spread-spectrum band in the United
States. The microcell base stations (also known
as microcell controllers) communicate to system
controllers via the wide-area-network radios in
the licensed 952/928-MHz multiple-address-
services (MAS) band.

Radios in the local area network are direct-
sequence BPSK spread-spectrum radios. The
data rate for the local area network is 19.2 kbps.
Radios in the wide-area network are
narrowband 9-QPR digital radios deployed in a
cellular frequency-reuse architecture.

Intelligence is distributed throughout the
network. Microcell controllers collect, filter, and
interpret data from telemetry devices. Data can
then be relayed via the wide-area network to the
system controller immediately, or it can be
stored for periodic uploads.

As described in the next section, path-loss
measurements for the local-area network radios
were taken to enhance our ability to plan and
deploy the microcells in this system so that they
provide coverage to nearly all of the possible
locations where meters and other telemetry
devices will be deployed.
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and a wide-area network layer for
communication with microcell controllers and
control devices for electric, gas, and water
utilities.



3. Path-Loss Measurements

The microcell propagation measurements
described here were gathered from two network
installations, one in San Rafael, California, and
another in Kansas City, Kansas. Both networks
use 902-928-MHz spread-spectrum 200-mW
transmitters imbedded in electric power meters
to provide automated meter reading services in
those cities.

The San Rafael deployment is located in central
San Rafael, California. Structures in the area
include single-family one- and two-story wood-
frame homes, two- and three-story reinforced-
concrete apartment buildings, and one- and
two-story masonry and reinforced-concrete
commercial structures.

The Kansas City deployment is located in parts
of Overland Park and Prairie Village, suburbs of
Kansas City, Kansas. Structures in the area
include mostly single-story, wood-frame homes,
with some  moderate-density  apartment
structures.

To produce the path-loss data presented in
Figures 2 and 3, 1000 meters in San Rafael and
5000 meters in Kansas City were used.

The power meters in these two communities are
usually mounted outside on the sides of houses.
In apartment buildings, however, meters are
often mounted in underground parking garages.
Microcell controllers are mounted on power
poles or light poles at heights of 18 to 25 feet.
The antenna gain for the microcell controllers is
+5 dBi. The antenna gain for the transmitters
imbedded inside the electric meters is estimated
to be about -6 dBi (a figure that is being
improved upon as a result of these
measurements). The  microcell  controller
antennas are vertically polarized in these areas
of San Rafael and Kansas City. The electric
meter antennas exhibit a mix of horizontal and
vertical linear polarization.
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Figure 2. The overall path-loss slope is roughly
40 dB/decade, and the standard deviation is
about 14 dB in San Rafael, California
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Figure 3. The overall path-loss slope is also
about 40 dB/decade, and the standard deviation
is about 14 dB in Kansas City, Kansas, but the
path-loss intercept is different.

As shown in the figures, the overall mean path-
loss slope for both communities is about
40 dB/decade. The mean path-loss slope for
individual microcells in those communities has
been found to vary from 30 to 60 dB/decade.

The standard deviation of path loss in microcells
was found to be about 14 dB in both
communities. That standard deviation includes
the effects of blockage by buildings and terrain,
along with the effects of the essentially random
orientation of meters and their antennas with
relation to the microcell controllers.

Note that in these two microcell environments
there are no discemible LOS regimes.
Undoubtedly that is because very few LOS
paths exist when transmitters are affixed to the
sides of buildings.



4. Coverage and Site Diversity

Packet-error-rate  (PER) data was collected
along with the path-loss data and was used to
determine the coverage percentage for
microcells as a function of distance for the test
area in Kansas City.

The protocols in the CellNet local area network
can tolerate very high packet error rates
because of the extensive use of redundancy
and error checking. The exact PER
requirements are a function of the reliability
requirements of the telemetry applications for
which the network is intended. For example,
once-per-day electric power meter reading can
be accomplished with very high packet error
rates, while load-profile metering requires lower
packet error rates. (Load-profile metering
requires readings every 2.5-minutes.)

As shown in the previous section, path loss for
these microcells is highly variable. Site diversity
(the ability to receive a transmission at any of
the several neighboring microcell controllers)
increases the coverage percentage in each
microcell and allows larger microcells to be
used.

Figure 4 shows the coverage percentage (that
is, the percentage of meters heard) as a
function of microcell size for a range of packet
success rate (PSR = 1 — PER) thresholds when
site diversity is not used.

Figure 5 shows the coverage percentage as a
function of microcell size when site diversity is
used.

In the area of Kansas City where this data was
gathered, the spacing between microcell
controllers is roughly 0.2 miles.

Coverage vs. Distance WITHOUT Neighbors
Kansas City-11/4/94
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Figure 4. Coverage percentage as a function of
distance and packet-success-rate threshold
without the benefit of site diversity.
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Figure 5. At the boundary between microcells
(0.1 mi. or -1.0 log-miles in this plot) the
coverage percentage for most levels of packet
success rate is improved by around 20% when
site diversity is used in this Kansas City LAN.
(Microcell Controller spacing is roughly 0.2 mi.)

The figures show that site diversity has a large
effect. At the boundary between microcells (at a
distance of 0.1 mi. or —1.0 log-miles in this area
of Kansas City) the coverage percentage for
most levels of packet success rate is improved
by around 20% when site diversity is used. For
example, at a PSR of 75%, the coverage
percentage increases from 73% without site
diversity to 95% with site diversity. Furthermore,
out of 5000 transmitters, only 3158 transmitters
are seen best by the closest microcell receiver;
the others are heard best by a neighboring
microcell receiver.

The figures shown above are derived from the
combined data for 5000 transmitters in
35 microcells. Figure 6 below illustrates the
variability of coverage area from one microcell
to another. The curves represent the coverage
without the benefit of site diversity as a function
of distance for each individual microcell. (The
PSR threshold for all the plots in Figure 6 is
75%.

~—
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Figure 6. Coverage percentage as a function of
distance is variable from one microcell to
another.



5. Conclusions

Microcell path-loss measurements from two
suburban areas in San Rafael, California and
Kansas City, Kansas have been presented.

The typical mean path-loss slope for those two
locations is 40 dB/decade, although it varies
between 30 and 60 dB/decade for individual
microcells. The standard deviation for path-loss
in both locations is about 14 dB. That variation
includes the effects of blockage by buildings and
terrain, along with the effects of the essentially
random orientation of meters and their antennas
with relation to the receivers.

In this microcell environment there is no
discernible LOS regime. Undoubtedly that is
because very few LOS paths exist when
transmitters are affixed to the sides of buildings.

Blockage creates extremely large variations in
path loss, especially when meters are installed
in apartment buildings and other metal-inclusive
structures.

Site diversity mitigates the effects of blockage
to a significant extent allowing improved
coverage percentages and larger microcells.
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ABSTRACT

This paper summarizes the effects of radiation and it has been
explained that available data on the effects of radiation
varies in every human. The radiation standard data for the
United States and Canada have been provided. Electromagnetic
coupling effects on a operator of a cellular phone has been
discussed and computed results are compared. Applications

of a low-cost cellular phone radiation checker are presented.
The radiation checker provide a fullproof means of testing
for potential health hazards from excessive non-ionizing
radiation for the general public and should be used by the
operator of a cellular phone.

4

1.0 Introduction

There is a great deal of concern on the part of the public
about the purported biochazards of RF electromagnetic radiation.
RF electromagnetic -fields have special biological significance
since they can readily be transmitted through, absorbed by,
and reflected at biological tissue boundaries in varying
degrees, depending on frequency, physical and chemical proper-
ties of the body tissue. The effect of RF electromagnetic
radiation on the biological system may be categorized into

two classes: 1) the thermal effects resulting from high-level
RF power, and 2) the non-thermal effects due to low-power.
Thermal effects (cataracts, male infertility, etc.) have been
identified, but these require high power level. Low power RF
electromagnetic radiation do not have enough energy to damage
cells in the same manner as nuclear (ionzing) radiation or
certain chemicals. However, very low-power level RF electro-
magnetic fields do not produce cancer but rather influence

or enhance the development of natural and spontaneous cancers.

At present, cellular phones have been extensively used by

the world. The portable handset cellular phone operates

in the frequency range of 824 to 896 MHz. The operator of the
portable handset cellular phone is very near to the transmitter
and radiating antenna. Many researchers [1] - [5] have

reported on the RF exposure of a human body in the near

field of a dipole antenna. However, the detailed effects of

the RF field due to a human body and radiating element at
cellular band have been unavailable. Recently, Kumar [6]

has analyzed the specific absorption rate (SAR) on a model
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of the human head. Chuang [7] has reported the effect of
the electromagnetic coupling and body absorption on the
antenna radiation pattern of a cellular phone at 840 MHz.

In this paper, we have compared the radiation data reported
by various researchers at UHF-band (cellular frequency band).
The radiation standard for general public is compared with
available data. Application of a low cost radiation checker
is discussed for the general public.

2.0 MECHANISIM ON EFFECTS OF ELECTROMAGNETIC RADIATION

The effects of RF electromagnetic radiation are same in every
human. There are more than thosand papers and reports are
published on the subject, but their findings are not same.

To a large extent, this is because the low-power RF
electromagnetic field do not have enough energy to produce
large amount of defective (bad) cells.

The human body produces a number of defective cells per day
as a result of exposure to x-rays, cosmic rays, nuclear
radiation, and certain chemicals. Ames et al. [8] Kinzler

et al. [9], and Hoeft [10] have reported that cancers or
metastasizing tumors originate in a cell with defective
genetic material (DNA). The human body produces a number of
defective cells per day as a result of mutagenic and/or
carciogenic agents. These agents are produced by certain
chemicals, ionizing radiation and accients (perhapes thermal-
ly induced). Usually, defective cells are destroyed by the
immune system before it can reproduce the bad cell. However,
in presence of a low power electromagnetic radiation the cell
division rate increases results in more bad cells. There is

a probability that the electromagnetic radiation is present
very close to the body part where bad cells already exist and
therefore, an increase in rate of production of bad cells
become very high. Hoeft's another model [10] describes that
the physiological stress produced by the low power RF
electromagnetic field adversely affects the immune system
and therefore, the immune system reduces the ability to
destroy bad cells. In both cases low power RF electromagnetic
field do not produce cancers, but rather enhance or influence
the development of bad cells which produces natural or
spontaneous cancers. Experimental data show that the immune
system and cell rate division varies human to human.

3.0 MAXIMUM PERMISSIBLE EXPOSURE

Exposure associated with an uncontrolled environment is the
exposure of individuals (general public) who have no knowledge
or control of their exposure. The exposure may occur in living
places or work places where there are no expectations that the
exposure levels may exceed those shown in Table 1 [11] - [12]}.
The maximum permissible specific absorption rate (SAR) limits
are shown in Table 2 [11] - [12].
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Table 1

Maximum Permissible Exposure for an Uncontrolled Environment

Country Frequency Power Density Average
Range (MHz) (mW/cm?) Time (Minutes)
United States 300 - 3000 £/1500 6

Canada 300 - 1500 £/1500 6

f is the frequency of radiation in MHz.
Table 2

Maximum Permissible SAR Limits for Uncontrolled Environments

Country Conditions and Limits

United States 1) Below 0.08 W/kg (averaged over whole body).

2) Maximum peak below 1.6 W/kg, as averaged
over any 1 gm of tissue.

3) Below 4 W/kg for hands, wrists, feet,and
ankles (averaged over 10 gm of tissue.

4) The above limits and conditions (1 to 3)
are valid at frequencies between 100 kHz
and 6 GHz.

Canada 1) Below 0.2 W/kg, as averaged over any
0.2 of the body mass.
2) Below 0.2 W/kg for the eye.
3) Maximum peak below 4 W/kg, as averaged
over any 1 gm of tissue.
4) Below 12 W/kg at the body surface and in
limbs (averaged over 10 gm of tissue)

4.0 COMPUTED RESULTS

A computer model and numerical simulation scheme are contruct-
ed to study the detailed human head coupling effects on the
cellular phone antenna. The total electromagnetic field in
free space is the sum of the incident field of the antenna,
the absorbed field and the scattered field by the human head
model.

Er, Hy = E,, H + E,, Ha + Eg, Hg (1)

where Er, Hy are the total electric and magnetic field vectors,
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E, , H, are the incident electric and magnetic field vectors,
and E,, H, are the absorbed electric and magnetic field vector
by the model of human head and Es, Hsg are the scattered
electric and magnetic field vectors by the model of the human
head. It is assumed in the calculation that there is no other
losses in the electric and magnetc field vectors except in the
model of the human head. The antenna current distribution of a
z-oriented linear dipole antenna and the total induced

electric current inside the model (human head) can be written
as a pair of coupled integral equations by the dyadic Green's
function techniques. A detailed description of the equation

has been given in by Karimullah et al. [13]. The method of
moments [14] has been used to solve the coupled integral
equation. The total electromagnetic field in space is the

sum of the incident field of the antenna and the absorbed power
(including scattered power) by the human head model. It is
assuned that there is no loss of power in the antenna.

A cellular phone is located in front of the right ear and
the whole head is partitioned into thousands of non-uniform
cubic cells for numerical analysis. The thin wire dipole
antenna of the cellular phone is partitioned into 80 segments.
In a typical telephone conversation, the dipole antenna

is about 3 cm away from the right side of the head. A soft-
ware is developed to calculate the radiated power, radiation
effiency and absorbed power by the head. These calculations
were made for the antenna location at a distance of 1 cm,

2 cm, 3 cm, and 4 cm from the right side of the head. The
relative permittivity and conductivity of the human head
model are shown in Table 3 [15]. The phantom muscle of the
human head model consisted of 74% pure water, 15% polyethy-
lene, 9% TX150, and 2% salt.

Table 3

Relative permittivity of conductivity of the human head phantom
muscle model at 835 MHz

Relative Permiitivity Conductivity

Phantom muscle 54 1.6

Computed results for the model are summarized in Table 4. There
is a variation of power with the distance. Recently, Chuang [7]
published the work on the human operator coupling effects of

a portable communication dipole antenna. Table 5 shows the
computed results by Chung. Table 4 shows slight higher values
of absorption than Table 5. The relative permittivity and
conductivity values are slightly higher for the result shown

in Table 4. The number of cells and the method of numerical
calculations are slightly different.
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Table 4

Computed results at 835 MHz when antenna is placed right
side of the head and antenna radiates 1 W of power

Characteristic Free space . Distance to the antenna

Radiated power

into free space 1w 0.30 0.45 0.55 0.65

Radiation

efficiency (%) 100 30 45 55 65

Head absorbed power - 0.70 0.55 0.45 0.35
Table 5

Computed results by Chung [7] at 840 MHz when cellular
antenna is placed in front of the head with an antenna
radiating power in free space is 1 W

Characteristics Antenna infront of the head

Radiated power

into free space 0.219 W 0.427 W 0.505 W 0.634 W 0.723 W
Radiation
effiency (%) 21.9 42.7 50.5 63.4 72.3

Full body absorbed
power 0.720 W 0.590 Ww 0.510 w 0.384 W 0.289 W

Head absorbed power 0.650 W 0.501 W 0.440 W 0.324 W 0.243 W

Peak SAR (averaged 2.241 1.501 0.777 0.530 0.356

over 1 gm of tissue) W/kg W/kg W/kg W/kg W/kg
Full body average 0.0077 0.0063 0.0055 0.0041 0.0031
SAR W/kg W/kg W/kg W/kg W/kg
Head average SAR 0.1192 0.0976 0.0844 0.0636 0.0478

W/kg W/kg W/kg W/kg W/kg
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5.0 RADIATION CHECKER FOR CELLULAR PHONE

A low-cost radiation checker has been developed [16] - [17]

to check the radiation through cables, connectors, antennas,
and power amplifiers in the vicinity of human presence. The
checker operates without batteries, powered by the strength of
radiated electromagnetic field that it is measuring. An
operator simply turns on the cellular phone, holds the
radiation checker near source under test, and moves the checker
around the operating area for maximum deflection. The back of
the checker should face the expected source of radiation.
Results are shown in mW/cm2on the dial of a meter (see

Figure 1). Specifications of the radiation checker is summarized
in Table 6.

Table 6

Specifications of the cellular phone radiation checker

(1) Frequency of operation: UHF Cellular band
(824 to 896 MHz)
(2) Exposure limit for
general public: £/1500 (IEEE C91.1)
For 824 MHz = 0.55 mW/cm2 and
896 MHz = 0.6 mW/cm2.
(3) calibration: 0 to 0.6 mW/cm2.

(4) Physical size:
(Length x Width x depth): 6 cm x 6 cm x 6 cm (approx.)

(5) Weight: 80 gm (approx.)
(6) Casing: Transparent plastic cover in
the front face of the checker

and plastic cover in the back.

(7) Maintenance: Maintenance free (it does not
require any batteries).

6.0 DISCUSSIONS AND CONCLUSIONS

Tables 4 and 5 show that the radiated power exceeds the limit
for distances of 1 cm and 2 cm from the head. Experimental
results of Guy et al. (Table IX of ref. [18]) show that the
value of power density is 0.6235 mW/cm? per W for a woman
standing 9.7 cm away from a truck mounted antenna. A low-cost
radiation checker provide a full-proof means of testing for
excessive non-ionizing radiation.
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Figure 1 A photograph of a cellular phone radiation checker.
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ABSTRACT

The 1988 Amencdments to Parts 2 and 22
of the Federal Communications
Commission’s (FCC) GEN. Docket No. 87-
390 allow cellular operators to provide
auxiliary services within the celiviar
spectum. This paper outiines the
development of a new standard for Celluiar
Avuxiliary Personal Communications Service
(CAPCS) designed to operate under these
guidelines. It also discusses preliminary
results of frequency availablity tfests
performed In a dense urban environment.

. INTRODUCTION

To compete effectively with the 1.8 GHz
PCS service providers, cellular operators in
the United States are looking for ways to
provide PCS services using their existing
frequency allocation. The FCC allows for
this possibility in GEN. Docket No. 87-390 [1].
In this docket, the FCC mandates that an
"aquxiliary”" system operating in the cellular
spectrum must meet the following
requirements:

1. The auxiliary systam must not transmit on
any of the 21 cellular control channels of
elther cellular systern (A or B side}.
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2. The cellular operator must continue
to devote sufficient spectrum fto
conventional cellular service to satisfy
demand.

3. The auxiliary system must operate on
a "secondary” basis with conventional
cellular service.

4, The auxlliary system must remain
under control of the cellutar licensee.

5. The FCC must be made aware of
the implementation of auxiliary services
with an analysis of potential
interference.

A wireless PBX adjunct system based

on the existing EIA/TIA-553 AMPS
standard [2) meets these requirements
and provides the following
advantages:

1. The spectrum is managed by the
cellular license holder, which minimizes
the chance of interference.

2. The in-building microcellular PCS
design Is based on a proven
technology with a large installed base
of equipment. This results in shorter



development time and quicker availability
of equipment.

3. The capacity of the cellular system is
increased by shifting some of the load to
the in-building microcellular PCS [3].

4. A common handset can be used for
both the in-building microcellular PCS and
the cellular system.

However, modifications were needed to
the EIA/TIA-533 AMPS standard to resolve
the following issues:

1. The FCC in GEN. Docket 87-390 requires
that auxiliary systems not use the standard
cellular control channels of either cellular
system (A or B side).

2. EIA/TIA-553 does not provide any way
to deny registration of a handset making
support for closed user groups difficult.

3. EIA/TIA does not support low transmit
power operation generally needed by
CAPCS Systems.

TR TBUNE CONSOE

The new standard for CAPCS was
submitted 1o the United States
Telecommunications Industry
Association (TIA) by Matsushita in 1993.
After several months of deliberations it
was approved and designated
TIA/EIA/IS-94 [4].

ii. DESCRIPTION OF THE SYSTEM
AND CAPCS STANDARD

Because PCS systems operate in the
cellular band, they must be authorized
and controlled by a licensed cellular
operator within its service area. They
are also designed to co-exist with
existing cellular systems. This s
accomplished by using low power and
cellular frequencies that are not used
in the vicinity of the PCS.

Figure 1 illustrates the main
hardware components of one CAPCS
system. The main function of these
components is described below.
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1. Confrol Unit {CU)-The Control Unit
performs all control functions such as
configuration, call processing,
authentication and base station control.
The CU connects to the PBX or Centrex
using standard  2500-set  extensions,
essentially making these extensions wireless.

2. Base Stations (BS)-Base Stations are low
power radio tfransceivers that provide the
wireless link to the handset.

3. Scanning Staticn(s) (SS)-The Scanning
Station continuously monitors the cellular
system to determine which channels can
be used by the PCS system. Several
Scanning Stations may be used in large
coverage areas since available channels
may vary from zone to zone.

4. Handsets (Mobile or Wireless stations)-
can operate as standard cellular phones or
wireless extensions.

5. Administrative  Console  (AC)-The
Administrative Console Is an 1BM PC
program that simplifies configuration and
administration of the system.

6. Cellular Operator Maintenance Console
(MC)-The Cellular Operator Maintenance
Console is an IBM PC program that

performs remote system control,
maintenance, and biling  retrieval
functions.

Base Stations are combined into groups
which operate fike cell sites in a standard
cellular system. Any base station in the
group can work as a voice channel or
control channel at any given time. One
base station in the group is always serving
as a confrol channel (unless all are busy
handling conversations).
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A Scanning Station group is a
collection of Base Station Groups that
shares the frequency availabllity
information provided by a single
Scanning Station.  This allows the
number of Scanning Station Groups to
be adjusted independently of the
number of Base Station Groups. Using
Multiple Scanning Station Groups
provides an efficient re-use of the
available cellular channels.

To satisfy FCC mandates that
an auxiliary system not use the
standard cellular control channels,
control channels in the cellular voice
band must be deployed. Placing the
confrol channels in the voice band
represents a compromise between
system deployment flexibility and scan
time for the handsets. The CAPCS
standard achieves flexibility by
adllowing each system to tell the
handset the control channel block size
for that system.

The CAPCS control- channels are
allocated to the voice channels
adjacent to the standard cellular
control channels starting with channel
301 for the A side and channel 3466 for
the B side. When a handset s
activated for the first time, the control
channel block size is initially set to 127.
Once the handset has registered in a
CAPCS system, the block size is
continually updated by the received
System Parameter Overhead Message
(SPOM). When the handset s
deactivated, the block size is retained
in memory until it is reactivated.

The handset will only allow the block
size to become larger. This is to allow a
handset that roams between systems
(one with a small block size and the
other with a large block size] to
continue operating comrectly in each
system. In some cases, a small block
size may be unable to locate a system




with a larger block size because the latter
may not have control channels in the small
block size band. In this case, user
intervention is required.

Once the block of potential control
channels is identified. the handset scans
each channel and detemmines if Word-Sync
can be achieved. If so, the channel
number and signal quality are stored.
Starting with the strongest Word-Sync
channel, the handset searches for a valid
control channel. Once it finds one, the
handset attempts to register in the CAPCS
system.

To compensate for the EIA/TIA-553 AMPS
cellular standard's lack of handset
registration denial methods, additional
messaging was added to 1S-94. This dliows
a handset to request a CAPCS regisiration,
and enables a CAFCS system to deny such
a registration request if the handset is not
auvthorized for that system.

If the handset is denied CAPCS
registration, it will log which system denied it
and will attempt to locate another system.
The handset will not attempt a CAPCS
registration again on the denying handset
until its power is cycled.

To reduce the number of “nuisance”
registrations, the handset contains a list of
home Auxiliary System IDs (ASIDs) in its NAM.

It will also remember the ASIDs of systems
that have granted CAPCS registration in the
past {in FIFO order). The handset will only
attempt CAPCS registration on ASIDs in
these lists. There are two exceptions to this
rvle:

1. At power-up the handset will attempt
CAPCS registration on any ASID that it finds.

2. If the SPOM has the Always Register (AR)
bit set to "t* the handset will aiways attempt
to register. This bit is provided so that a
system can provide service fo any handset
in its coverage area by overiding the
handset's normal registration logic.

91

To enable support of low transmit
power operation, Power Class IV is
used. Power Class IV dllows three
additional power levels (8, 9, and 10} of
which the lowest (10) Is -34 dBW. To
support these three other power levels,
an additional bit Is added to the
messaging.

Messaging that allows a CAPCS
system to fransmit an extension number
fo a handset after the handset has
registered, was also added to the
standard.

i1 INTERFERENCE CONTROL IN
A CAPCS FIELD TRAIL

To comply with FCC regulations,
celiular auxiliary PCS has many features
that reduce the possiblity of
interference to the external cellular
network.

1. The Scanning Stations detect new
cellular channel usage and rapidly
remove them from the PCS frequency
lists. Furthermore, the Scanning Stations
do not add channels to the PCS
frequency list until they have been idle
for a sufficiently long period of time.

2. Each base station makes sure the
channel is clear immediately before
using the channel in voice mode.

3. |f a control base station detects SAT
from a mobile station, it reports the
interference and stops using the
channel.

4. If a base station detects the wrong
SAT during a conversation, It will report
the interference and attempt to hand-
off to a new idle voice channel.



The cellular operator maintains control
of the system in the following ways:

1. The cellular operator can dial into the
system and shut it down at any time.

2. The cellular carmrier must periodically
connect to the system to authorize it to
continue operating. The system will
automatically shut down if this "keep-alive”
message is not received.

3. if the system detects that it is operating
under a different cellular system than the
one originally programmed (different SID),
the system will automatically shut down.

There are two potential ways that the
external cellular system can interfere with
the CAPCS system. In the first, the base
stations that belong to the external cellular
system interfere with the forward link from
the CAPCS base stations to the CAPCS
handsets. In the second, the handsets that
belong to the extemal cellular system
interfere with the reverse link from the
CAPCS handsets to the CAPCS base
stations.

In order o determine the extent of this
interference and how it limits the capacity
of the CAPCS system, Matsushita, with the
cooperation of several cellular service
providers, conducted a field trial of an in-
building microcellular PCS based on the
TIA/EIA/1S-94 CAPCS standard.

The purpose of the field trial, conducted
at the New York Mamiott Marquis in
midtown Manhattan, was to test the CAPCS
system in an urban, high RF interference,
high-rise environment and determine its
abliity to operate in such an environment.
Data was also gathered in the hope that it
could be used to develop guidefines for the
deployment of CAPCS in such an
environment in the future.

The New York Marriott Marquis is located
at 45th and 46th Streets, between
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Broadway and Eighth Avenue. The
atrium-type bullding with forty-six floors
and two basement levels, three sides
(45th Street, 46th Street, and Broadway)
faces nearby cell sites. The fourth side,
which faces Eighth Avenue, is blocked
by a building.

To determine the extent of
interference and how it limited the
capacity of the CAPCS system,
recelvers (scanning stafions) were
instalied on the 45th Street, 44th Street,
and Broadway sides of several floors of
the hotel between the first to the forty-
fifth floors.

The scanning station consisted of a
receiver capable of being tuned to
any forward or reverse cellular channel
to measure the signal strength on that
channel. The channel the receiver was
tuned to was controlled by a personal
computer, which also stored signal
strength information.  The scanning
station was programmed to:

¢ scan both the forward and reverse
cellular channels on either the A or
B side N times per hour;

e to measure the received signal
strength on each channet;

» and to maintain a count of how
many times each channel’s signal
strength fell intfo a particular power
range.

Power ranges from -65 to -113
dBm in 1 dB increments were used.
Any signal measurements greater than
-65dBm or less than -113 dBm were
assigned to the 65 dBm and -113 dBm
power ranges, respectively. At the end
of each hour of active scanning a file
was generated which contained the
number of times the signal strength for
each channel fell into each power



range. A scanning station was placed in a
hotel room and left to gather and store
data undisturbed for twenty-four to
seventy-two hours.

After scanning stations had been in
place long enough to gather and store the
desired amount of data, the resulting files
were processed off-ine to determine how
many cellular channels are available for
the CAPCS system to use. First, the forward
and reverse link data for each channel was
combined by taking the larger of the
counts for each channel. Next, a cellular
channel was said to be available during a
particular hour if the signal strength on that
channel did not exceed a certain threshold
more than a certain percentage of the
time during that hour. This algorithm for
determining channe! availability was used
(rather than one based on just a signal
strength threshold) because it was felt that
it is reasonable to use channels that are
above a signal strength threshold for a
small percentage of the time.

IV. FIELD TEST RESULTS

The signal strength threshold is
refered to as the Voice Channel
Threshold. The percentage Is referred
to as the Activity Factor. The following
figures show some channel availability
results for the CAPCS field trial. Figure 2
shows how the channel availability
varies as a function of time and activity
factor. This figure was the result of
processing seventy-two hours of data
taken on the Broadway side of the
hotel's first floor. The Voice Channel
Threshold used was -98 dBm. Note the
higher channel availability during the
midnight to 6 A.M. hours, compared to
the daytime and early evening hours.
This Is due to a lighter ioad on the
external cellular system from midnight
to 6 AM. a load that makes more
channels avallable for the CAPCS
system.

Figure 2.
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Figures 3, 4, and 5 all show combined
channe! availability as a function of Voice
Channel Threshold and Activity Factor. All
three figures are the result of processing
one hour of data taken from approximately
5:30 to 6:30 P.M. on the Broadway side of
the hotel. Figure 3 is from first floor data.
Figure 4 is from twentleth floor data, and
Figure 5 Is from fortieth floor data.

The data for each of these three figures
was gathered during the same time of day,
but on different days. Note the higher
channel availability on the first floor versus
the twentieth and fortieth floors. This is due
to the increase in the number of extemal
cellular system base stations and handsets
seen by the scanning station on the higher
floors. Even with this effect, Figure 5 shows
the availability of over 100 channels on the
fortieth floor with the proper combination
of Voice Activity Threshold and Activity
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V. CONCLUSIONS

Competition from the 1.8 GHz PCS
and other services continues to grow.
As a result, it Is increasingly Important
for cellular camniers to compete with
these services using their existing
frequency allocation.

The FCC allows cellular carmiers to
offer new services in thelr spectrum as
long as they comply with specific
"quxiliary” system regulations. The
TIA/EIA/IS-94 CAPCS standard allows for
an in-bullding PCS application that
gives cellular carriers the opportunity to
extend and enhance the capability of
their existing cellular service, while
complying with existing regulations.

At the same time, Preliminary results
from a field trial of an in-building
microcellular PCS based on the
TIA/EIA/IS-94 standard Indicate that
even In an urban, high RF interference,
high-rise environment, sufficient
channels are available to support a
CAPCS system.

The TIA Is presently looking at future
revisions to TIA/EIA/IS-94. It is fairdy
certain that such revisions will include
authentication, short messaging, and
voice mail functions.
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A Fast Locking Scheme for PLL Frequency Synthesizers

David Byrd, Craig Davis, William O. Keese
National Semiconductor Corporation, Wireless Communications Group
2900 Semiconductor Drive,Santa Clara, CA 95052

Abstract

Frequency synthesizers are used in a large number of time division multiplexed (TDMA) and frequency hopping
wireless applications where quickly attaining frequency lock is critical. A new frequency synthesizer is described
which employs a scheme for reducing lock time by a factor of two using a conventional phase locked loop
architecture. Faster lock is attained by shifting the loop filter’s zero and pole corner frequencies while maintaining
the PLL’s gain/ phase margin characteristics.

Introduction

RF system designers of TDMA based cellular systems, such as PHS, GSM and IS-54, need local oscillator (L.O.) or
frequency synthesizer blocks capable of tuning to a new channel within a small fraction of each time slot. The
suppression of reference spurs and phase noise is also critical for these modern digital standards. Base station and
data transmission applications are now striving to utilize all the time slots available in each frame using a single
synthesizer. This push towards a ‘zero blind slot’ solution has put stringent demands upon the radio frontend’s
L.O. section.

The communication systems channel spacing determines the upper bound for the synthesizer’s frequency
resolution and loop filter bandwidth. More closely spaced channels dictate that the synthesizer’s frequency
resolution be finer, which in turn means the loop makes frequency corrections less often. A wider loop filter
bandwidth would make it easier to attain lock within a given time constraint, but the price paid is less attenuation
of the reference frequency sidebands and a higher integrated phase noise for the locked condition. An examination
of the equations which govern the responsiveness of a closed loop system will provide some solutions to this
dilemma.

Closed Loop Operation

The basic phase-lock-loop configuration we will be considering is shown in Figure 1. The PLL consists of a high-
stability crystal reference oscillator, a frequency synthesizer such as the National Semiconductor LMX2335TM, a
voltage controlled oscillator (VCO), and a passive loop filter. The frequency synthesizer includes a phase detector,
current mode charge pump, as well as programmable reference [R] and feedback [N] frequency dividers. A passive
loop filter configuration is desirable for its simplicity, low cost, and low phase noise.

The VCO frequency is established by dividing the crystal reference signal down via the R counter to obtain a
frequency that sets the tuning resolution of the L.O. This reference signal, fr, is then presented to the input of a
phase detector and compared with another signal, fp, the feedback signal, which was obtained by dividing the VCO
frequency down by way of the N counter.. The phase detector's current source outputs pump charge into the loop
filter, which then converts the charge into the VCO's control voltage. The phase/frequency comparator’s function
is to adjust the voltage presented to the VCO until the feedback signal’s frequency (and phase) match that of the
reference signal. When this ‘phase-locked’ condition exists, the VCO’s frequency will be N times that of the
comparison frequency.

Increasing the value of the N counter by 1 will cause the phase comparator to initially sense a frequency error
between the reference and feedback signals. The feedback loop responds and eventually shifts the VCO frequency
to be N+1 times the reference signal. The VCO’s frequency has in effect increased by the minimum tuning
resolution of the PLL. The rate at which the transition to the new operating frequency occurs is determined by the
closed loop gain and stability criteria.
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Figure 1. Conventional PLL Architecture
Loop Gain Equations
A linear control system model of the phase feedback for a PLL in the locked state is shown in figure2. The open
loop gain is the product of the phase comparator gain (Kpd), the VCO gain (Kvco/s), and the loop filter gain Z(s)

divided by the gain of the feedback counter modulus (N). The passive loop filter configuration used is displayed in
figure 3. while the complex impedance of the filter is given in equation 2. [Ref 5]

— Z(s)—ff—;i_‘ o Do

vVCO
1
1/N = T c2
Figure 2. PLL Linear Model Figure 3. Passive Loop Filter
Open loop gain = H(s) G(s) = ©i/ ©e = Kpd Z(s)Kvco/Ns )
Z(s) = s(C2-R2)+1 @ :

"~ 5%(C1-C2-R2) +sC1+5C2

The time constants which determine the pole and zero frequencies of the filter transfer function can be defined as

Cl-C2
Cl+C2

T'l=R2.

(3a) and T2=R2-C2 (3b)

The 3rd order PLL Open Loop Gain can be calculated in terms of frequency, o, the filter time constants T1 and
T2, and the design constants Kpd, Kvco, and N.

_ —Kpd-Kvco(l+ jw-T2) Tl
=jw  wC1-N(1+jw-T1) T2

G(syH(s), @

From equation 3 we can see that the phase term will be dependent on the single pole and zero such that the phase
margin is determined in equation 5.

d(w) = tan ' (0-T2)- tan"'(w-T1)+180° &)
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A plot of the magnitude and phase of G(s)H(s) for a stable loop, is shown in figure 4 with a solid trace. The
parameter ¢, shows the amount of phase margin that exists at the point the gain drops below zero (the cutoff
frequency wp of the loop). In a critically damped system, the amount of phase margin would be approximately 45
degrees. Given the pressure to minimize lock time, the cutoff frequency of the loop would be selected just wide
enough to suppress the PLL’s reference frequency spurs to a tolerable level.

If we were now to redefine the cut off frequency, wp’, as double the frequency which gave us our desired level of
spurs, wp, the loop response time would be approximately halved. Because the filter attenuation at the comparison
frequency also diminishes, the spurs would have increased by approximately 6 dB. In the proposed fast lock
scheme, the higher spur levels and wider loop filter conditions would exist only during the initial lock-on phase--
just long enough to reap the benefits of locking faster. The objective would be to open up the loop bandwidth but
not introduce any additional complications or compromises related to our original design criteria. We would
ideally like to momentarily slight the curve of figure 4 over to a different cutoff frequency, illustrated by the dotted
line, without affecting the relative open loop gain and phase relationships. To maintain the same gain/phase
relationship at twice the original cutoff frequency, other terms in the gain and phase equations 4 and 5 will have to
compensate by the corresponding “1/w” or “1/w** factor. Examination of equations 3 and 5 indicates the damping
resistor variable R2 could be chosen to compensate the “w” terms for the phase margin. This implies that another
resistor of equal value to R2 will need to be switched in parallel with R2 during the initial lock period. We must
also insure that the magnitude of the open loop gain, H(s)G(s) is equal to zero at wp’ = 2wp: Kvco, Kpd, N, or the
net product of these terms can be changed by a factor of 4. to counteract the w? term present in the denominator of
equation 3. Altering Kvco could be difficult at best, however, both N and Kp gain terms are readily available in an
integrated PLL IC. The Kpd term was chosen to complete the transformation because it can readily be switched
between 1X and 4X values. This is accomplished by increasing the charge pump output current from ImA in the
standard mode to 4 mA in fast lock. Changing the N gain term could also have been chosen to accomplish our
objective. In fact, doing so causes the PLL’s reference frequency to be pushed over in the frequency domain along
with the loop cutoff frequency. Unfortunately changing N also means changing the R counter value by the same
factor. And while this is feasible, it probably means employing fractional counter techniques along with all the
associated problems of this approach, as an N/4 term may no longer be an integer.

Gain \ Phase
IG(s) H(s)i N\ £ G(s) H(s)
N\
Op—— & Op'=20p
0dB -90
~
\
\
a \
i(P p P 7/ N\ \
-180
Frequency

Figure 4. Open Loop Response Bode Plot

Circuit Implementation

A diagram of the fast-lock scheme as implemented in National Semiconductors LMX2335 PLL is shown in figure
5. When a new frequency is loaded, the charge pump circuit receives an input to deliver 4 times the normal current
per unit phase error while an open drain NMOS on chip device switches in a second R2 resistor element to ground.
The user calculates the loop filter component values for the normal steady state considerations. The device
configuration ensures that as long as a second identical damping resistor is wired in appropriately, the loop will
lock faster without any additional stability considerations to account for. Once locked on the correct frequency, the
PLL will then return to standard, low noise operation. This transition does not affect the charge on the loop filter
capacitors and is enacted synchronous with the charge pump output. This creates a nearly seamless change
between fast lock and standard mode.
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Results

An LMX2335 PLL was utilized to address the following IS-54 application constraints:
Fvco = 900 MHz, Kv = 20 MHz/V, Channel spacing = 30 kHz.
The PLL’s device attributes were as follows:
Kpd = ImA/2r, N = 30,000, Fref = 30 khz, Fo = 3 Khz.
The loop filter values used were:
C1=1800pF, R2=12kQ, C2=0.012uF

The modulation domain analyzer graphs in figures 6-9 show the transient lock responses for the normal 1mA
mode condition side by side with the response for the fast lock mode. The fast lock operation in figure 9. shows
lock being attained within 1 msec ( to within +/- 1 khz) for a frequency jump of 50 Mhz., compared with 1.8 msec
for the standard condition (figure 8). As much as a 2 kHz frequency disturbance can result when switching back to
normal operation after steady state is fully attained. By switching out of the fast lock mode when the PLL has
settled to near the desired frequency tolerance, almost the entire 2X increase in lock time can be achieved.

Summary

The fast lock circuitry of the LMX2335 frequency synthesizer provides a means of improving TDMA channel
switching speed, without compromising reference spur quality or phase noise. Zero blind slot RF, synthesizer
designs can more easily be attained through this technique, without compromising reference spur quality or phase
noise. )
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PCS1900: GSM as a candidate for US PCS
Applications

Rupert Baines

Analog Devices, Communications Division
Wilmington, MA 01887

Abstract

This paper describes the proposed PCS1900 standard (aka DCS1900), a variant of the
international GSM (Global System for Mobile communications), and discusses its
suitability for the US PCS market. By leveraging existing standards and manufacturing
scale, this offers network providers the opportunity to offer more services, at lower prices.
The paper describes the GSM standard, & the differences required for a PCS
implementation. It will also discuss the differences between the roaming/call-management
operations of US IS41 and GSM's MAP. Finally, it will discuss implementation aspects.

Keywords: Digital Cellular; Personal Communications Systems; GSM
1 Introduction

“Toll quality voice, anywhere, any time.” Personal Communication System (PCS) is not
so much a technology or a particular standard; it is more the market for small, individual
telephones; whether the descendants of domestic cordless, or the miniaturization of cellular
systems, PCS is forecast to be an incredibly fast-growing market.

Within the US., the 1.9 GHz band has been allocated for PCS systems; the allocated
spectrum is 120 MHz wide (1850MHz to 1970MHz), divided into 30 and 10MHz sections
for different regions and population centres.

There are at least seven suggested systems for use in PCS: three are variants on existing
digital cellular standards - GSM, TDMA and CDMA (based on 1S-54 and IS-95);
broadband CDMA (supported by OKI and InterDigital), DCTU (Digital Cordless
Telephone U.S.- a version of DECT), Omnipoint and PACS (Personal Access
Communication System).

The would-be providers of PCS are currently gearing up to bid for operating licenses and
build their networks. These are difficult enough requirements; the narrow-band (paging)
auctions set a target of $80 / Hz of spectrum, valuing a full PCS band hundreds of millions
of dollars, while the network is required to be fully developed and ‘rolled out’ within just
18 months of the completion of the auction.

But beyond these, which confront all of the bidders, is the need to gain customers. The
challenge for the providers will be to compete against existing cellular services (analog and
emerging digital); they must prove that PCS is more than just cellular at 1900MHz. Rather
than focusing on the technology per se (who cares that a carrier is at nineteen rather than
nine hundred MHz ?), the networks must emphasize user-benefits such lower price,
smaller, lighter handsets, superior speech quality and more features.
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One possible way of achieving all of these benefits - as well as lower prices and easier
access to infrastructure for the operators - is to leverage from an existing, established
standard; GSM. This has the advantage of a ready developed, sophisticated technical
specification and structure well suited to the needs of the PCS application. Moreover, as a
world-wide standard there is the high-volume manufacture in place; forcing the cost of
equipment down, while functionality increases.

PCS1900 is a proposed variant of the GSM standard. The GSM started as a conventional
digital cellular system, operating around 900MHz region, with a transmitter power of
typically 2W (a "Class 4 handset") and a range measured in miles. Within Europe a lower
power variant was developed, with a few changes intended for reaching higher densities of
people with shorter range for urban areas - DCS1800 (Digital Communications System at
1800MHz). PCS1900 (some people call it DCS1900) is a further development of this
existing system!.

This paper describes the technology of the GSM standard (in terms of lower layer
functionality, radio interface and system electronics), and the (higher level) MAP mobility
management protocol, comparing it to the American IS41 standard. It then discusses the
business issues.

2 The GSM / DCS1800 Standard

GSM has the best claim to being the Global System for Mobile communications its name
now proclaims it to be (a change from its previous Groupe Speciale Mobile). Although
initially a European standard, developed by ETSI, the world (with the exceptions of
America, Japan and South Korea) seems to have settled on this as a standard protocol for
digital cellular communications.

The movement to digital communications standards has been propelled by a number of
different forces. One significant reason is that the analog systems have been a victim of
their own success and in many areas are overloaded. Although a raw digital signal requires
more bandwidth than a analog signal of the same quality, digitisation offers designers
several attractions. In particular, digital compression increases data efficiency, and
discontinuous transmission improves spectral efficiency.

Although spectral over-crowding was a major motivation in the US, it has not yet been
enough in itself for a switch to the new digital standards, as there are other, potentially
cheaper remedies. In Europe, the additional motive was the need to develop a common
system that would operate throughout the twenty or so countries without problems or
incompatibilities. Given the need to develop a system from scratch and the severe
bandwidth limitations (remember, most European countries are small and densely
populated), an efficient and “smart” digital standard was the only way to go. Once the
system had been established, it has been a great success: already more than one million
handsets are in use, and even conservative forecasts for 1995 predict five million users.
(ironically, while Europe went from many analog standards to a unified digital system,
while the US went from a single analog AMPS standard to several imncompatible digital
ones). This user base makes the standard attractive for other nations considering a system,

I Increasingly "GSM" refers to the family of systems, at all frequencies, sharing common protocol. The
cellular (900MHz) implementation specifically is GSM900; the companion to DCS1800 and PCS1900.
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as it is both technical proven and comparatively cheap (existing volume manufacture drives
productions costs down). As a result, many nations have adopted the GSM system.

3 GSM - Technical Description

The sequence of actions in GSM, as in most digital standards is: Speech coding, channel
coding, block formatting and modulation for transmission. At the receiver, the operations
are done in reverse.

GSM is usually classified as a TDMA (Time Division Multiple Access) system - although
to be more accurate it is TDMA/FDMA with frequency hopping. A few users access each
channel, and a number of channels share a given cell at different frequencies, which hop at
after each burst2. FDMA is used to share the spectrum between channels within a cell, and
is of a medium bandwidth type - 200kHz wide (cf the 30kHz of AMPS or IS54). The
basic TDMA scheme allows for 8 calls (standard voice or 9600bps data) within a given
200kHz channel, although this is shortly to be increased to 16 now the new half-rate
speech algorithm has been determined.

The GSM modulation scheme is 0.3 GMSK (Gaussian minimum shift keying, with
BT=0.3). This was chosen as a compromise between spectral efficiency, and demodulation
complexity.

The RF channels are spaced 200kHz apart, starting 200kHz away from a band border. In
principle, this would allow for 149 channels in a 30MHz band (or 49 in one of the I0OMHz
bands). However, the modulation spectrum is somewhat wider than 200kHz (more
exactly, it is only some -40dB at 200kHz spacing - higher than is usually accepted in radio
channels), so to avoid interference with other applications the outermost channels of a band
are left empty. As a result, there are 147 (or 47) usable channels in a PCS band (each
carrying 8 or 16 calls).

The time arrangement of GSM transmissions can get very complex, and only the simplest
situation is described here. The basic unit of a GSM call is a "burst" - 142 bits lasting
577us. During this period it starts at an initial value of 0 (-70dB), rises to its nominal value
(0dB); the signal phase is modulated to transmit a packet of bits, before the amplitude
decreases to 0 again. The 'normal burst' two packets of 58 data bits, separated by a training
sequence (or midamble) of 26 bits and three tail bits at either end. This block is sent in a
particular time and frequency window - a "slot". Eight different calls will share a given
radio channel (TDMA), with each call placing one burst into a time slot in sequence. A
'frame’ is the sequence of 8 bursts (ie it lasts 8*0.57ms=4.6ms), before returning to the
first call. A 'multiframe’ (or cycle) allows for 26 successive bursts on a call (24 with
information, one control, and one idle); it therefore lasts 26*4.6ms = 120ms. In this period
8 users have each sent 24 packets of modulated data; in essence this multi-frame is treated
as a unit by the base-station..

For compatibility with ISDN (GSM was described as "mobile ISDN"), it is important to

have a synchronisation which is some multiple of 20ms; hence the 120ms for a cycle. (This
explains the strange value of a slot period - 0.577ms is derived from 120ms shared by 26

2 To be really pedantic, it is TDMA/FDMA/SDMA; as any cellular system it employs spatial allocation,
using physically separate cells and power control, to allow different users to share a given frequency.
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frames each with eight slots; ie 120/(26*8) = 0.577ms). In fact, there are other types of
multi-frame, (eg a 51 multi-frame) and these are cascaded to form superframes and
hyperframes, but that's not important right now.

The final ingredient of the radio protocol is frequency hopping, where each transmission
burst (100 odd bits, 577us long) between a mobile and basestation is at a different
frequency (because this is much less than the modulation rate it is slow frequency hopping,
as opposed to a spread spectrum FH system). This reduces the effects of Rayleigh fading,
as each frequency is affected differently and can be considered independent; so overall
immunity improves (this gain has been estimated at 6.5dB). A second advantage is in
interferer diversity - even if calls from adjacent cells do interfere on a given frequency slot,
this will not cause problems as the calls will soon shift to a new, non-interfering frequency.
To a degree, the re-use factor thus increases, as with CDMA.

frequency Tail Data Training Data Tail
(3] s T 26 | ss ]3]
\ ==
burst 0.577ms
200kHz ol 1T T 11T~
( > TDMA frame, 4.6ms
e
a burst B
> 26
— N e (O] &
15/26ms aslot <+ —>

26 multi-frame, 120ms

Figure 1. A GSM transmission unit (a Figure 2. The hierarchy of bursts, frames
"burst") lasts 577us, with a 200kHz and multiframes.
channel bandwidth

Each burst contains two sets of 58 information bits, representing the encoded speech. In
the current standard (full rate GSM or GSM-FR), the voice signal is sampled with 13 bit
resolution at 8kHz, to give raw data rate of 104kbps. The compression algorithm is based
on a version of linear predictive coding (LPC) with long term prediction (LTP) and regular
pulse excitation (RPE) to improve the quality of the encoded speech (and to give the
hideous acronym of RPE-LTP LPC). This gives an encoded rate of 13kbps; the standards
committee have recently selected an algorithm for half rate (=7kbps) code, doubling
capacity. In contrast, both the Japanese and American systems are based on VSELP
(Vector Sum Excited Linear Predictive coding), which has an effective data rate of 8kbps.

The encoded speech is then passed on for channel coding, which introduces redundancy
into the bit-stream, to help with error detection and correction. The different codes are
used, with increasing protection for critical data (eg control signals) - a degree 40 Fire
code, to detect and correct "bursty” errors, a degree 4 block convolutional code, and parity
codes. The output of this stage is a flow of code words, each 456 bits long, with an overall
bit rate of 22.8kbps. The bits within one window, and the redundant ECC bits, are spread
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across several windows for redundancy - 'interleaving'; 57 bits in each of 8 bursts. These
are then encrypted (an intrinsic part of the GSM specification, improving on security),
formatted, and sent as bursts to the radio.

The receiver is more complex, for it must cope with decoding not an ideal signal but a weak
one, corrupted by noise (from natural sources and other channels) and with distortion -
especially that caused by multi-path propagation. The demodulator must estimate the most
probable sequence of data, given the received (distorted) signal. In order to help this task, a
portion of the received burst includes a known pattern - the midamble or training sequence,
which allows the receiver to estimate the distortion and multipath properties, and then
recover from them.

No formal definition of the receiver is specified, only required performance. For example,
one serious constraint is that the receiver must cope with two multipath signals of equal
power, separated by up 16us ie 4 bit periods. To recover this requires a powerful equaliser;
typically a Viterbi equaliser with a path length of 5 bit periods.

Another tool to boost efficiency is discontinuous transmission, where the transmitter shuts
down for pauses between words and phrases (in an average conversation, each speaker
talks for about 40% of the time). Not only does this save power, it improves capacity by
reducing interference and allowing different users to share channels (an 8:3 compression is
typical). In order to do this the digital processor detects when speech is present and
switches on and off;, the receiver then fills in the gaps between speech with “comfort
noise”, an average background signal, so the listener does not notice the breaks.

Obviously, the processor needs to perform all these encoding/decoding,
compression/expansion, error correction and discontinuous transmission functions within a
given 20ms window. These demanding requirements help explain why digital mobile radio
has only recently been used - even now these functions demand processors that are on the
edge of commercially available technology. Fast DSP is an absolute requirement; one
estimate is that each channel coding function requires about 18 MIPS of processing power.
The DSP may also be used for tone generation, echo cancellation etc.

4 Suitability for PCS

While the US cellular industry is debating the relative merits of TDMA and CDMA, a
critical point is being missed; the need for differentiation and additional services. The
success of PCS will depend not on the air interface, but on whether or not the technology
can deliver to users the features they desire. Essentially, PCS providers have three choices;
they can offer subscribers "up-banded" cellular services, relying on existing (US)
technology and standards, they can adopt a GSM -based standard that benefits from
existing experience, or they can start from scratch.

Given the huge complexity of communications standards (man-centuries of work to
develop, codify and test), and the need for rapid roll-out and reliable operation, it does not
seem likely that a wholly new system could be developed in time, or be acceptable from a
manufacturing or marketing point of view.

The alternative, is to adopt an existing system, and adapt it to the particular requirements of

PCS for smaller, lighter handsets, with reduced range. But if PCS manufacturers use
current cellular standards to build their system infrastructure and control call operations,
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they will immediately run into the problem of differentiating the offering from the existing
services; by definition there feature set cannot be any larger than those already offered.

In particular, the services and features offered will be limitted. All US cellular systems use
the IS41 standard mobility management protocol, which governs roaming capabilities,
additional features and security. GSM, on the other hand, uses a different protocol - the
Mobility Applications Part or MAP (strictly, MAP is a family of protocols handling
different services or "interfaces", MAP/B though to MAP/G). MAP is compatible with the
standard Signaling System 7, and what modifications or interfacing may be required is
being handled by the Telecommunication Industry Association's TR46 committee.

In terms of features, a PCS system based on GSM and MAP offers everything that 1S41
based networks offer - and much more. Some of these services are summarised below.

Some of these services are standard (call forwarding) or familiar from wired services
(calling line ID). However some are much more interesting, and offer features to operators
that are potentially very attractive to subscribers.

The short messaging service allows customers to receive and send short text messages, of
up to 160 characters. It is more akin to e-mail than a standard pager; not only is it bi-
directional, but messages can be stored - they can even be delivered while the user is
having a separate conversation. Because it is managed by the network, messages can be
held in the network until a handset is reachable, and repeated then; the sender can receive
notice that the message was successfully delivered.

An extension of the message service is cell broadcast, allowing all handsets in an area to
receive text messages automatically; a classic example is road traffic information.

More innovative, and potentially very attractive is the SIM card (Subscriber Identification
Module); a credit card size card owned by a subscriber, who can put it into any GSM
handset, anywhere in the world, to transform it into ‘their’ phone. It will ring when their
unique phone number is dialed ("The number belongs to a person, not a place") ; calls
made will be billed to their account; all options and services are enabled and configured;
voicemail can be collected and so on. The SIM stores abbreviated speed-dial numbers etc3.
People can share one ‘physical” handset, tuming it into several ‘virtual’ handsets, one per
SIM. One commentator describes this as “In effect, the GSM phone becomes as small and
as light as your credit card. The SIM is all you need to carry.” It is hard to envisage any
system more truly implementing the idea of personal communication system. In principle
any PCS standard (or even any cellular standard) could adapt the SIM; however, it is
obviously much easier to use the standard as a whole, with guaranteed compatibility.

The obvious complement to this, is the ‘roaming’ agreement, by which network operators
agree to recognize (and accept) subscribers from another network, as phones (or SIMs)
move. Vodafone, the British operator recently announced that they had added roaming
agreements with Hong Kong and South Africa to their list. So, a British subscriber could
drive to France and Germany, fly to South Africa or Hong Kong—and use their GSM

3 There are proposals that the - standardised - SIM could be used for other individual purposes; eg as a ATM
card, toll gates, debit card for cash transactions, vending machines etc.
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phone to make and receive calls (on their same UK number), with as much ease as
American an businessman can use a phone in Boston, Miami, or Seattle.

I1S41 GSM
Features
Call forwarding always
Call forwarding on busy
Call forwarding no answer
Call forwarding not reachable
Call waiting
Call hold
Multiparty
Advice of charge
Outgoing call barring
Outgoing international call
barring
Outgoing international call
barring (except to home network)
Incoming call barring X
Incoming call barring (while
outside home network)
Calling line ID
Connected line ID
Services
Telephony
Emergency Calls
Short message Service
Short message (cell broadcast)
Videotex Access
Teletex access
Alternate speech/G3 fax
Automatic G3 fax
Data Services
Alternate Speech Data

Hd 4 R KK A

R
R S R TR B R R R R R R

SIM card

Figure 3 Comparison of MAP and 1S41

5 Economic Issues

The best standard in the world is useless if consumers prefer something cheaper, or
manufacturers do not support it. For PCS service to survive, let alone to flourish, it is
essential that the system be affordable - for both handsets (to consumers)* and
infrastructure.

Two determinants of the costs of an electronic system are its complexity and the volume
manufactured (economies of scale, experience curve, amortising initial costs etc).

4 Although subsidies on purchase are significant and can affect the initial price dramatically.
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Given that virtually any PCS system, of any technology, will have a lot in common - the
electro-mechanical components, radio stage, controller, sophisticated DSP, it is unlikely
that any "cheaper” design can be relied on. Instead, the economies must - as in most
consumer electronics application - rely on better manufacture and greater integration of
VLSI technology. But, in turn, this is only feasible given volume manufacture. So, once
again, we conclude that the lowest cost system is likely to be well-correlated with the most-
manufactured system. And, of all the systems under discussion, GSM (and siblings) is
head-and-shoulders above the rest.

1993 1994 1995 1996 1997 1998 1999 2000
CDMA (IS95) 0 4 30 178 668 1350 2394 3322
TDMA (IS54) 21 66 173 534 1091 1497 1958 2406
GSM 2000 3000 4800 7900 6500 10200 12100 16000

Source: BIS Strategic Decisions, AD! internal.
Figure 4. Comparative Digital Cellular Standard, Worldwide, Figures in thousands

The table does not include PCS in any form, but clearly demonstrates that the global GSM
standard has a lot more users - especially in the early years. This is essential - any system
must rely on initial volume to bring the price down early, if it is to survive to gain users in
the long term. Any system with low initial volumes, will remain costly, and is unlikely to
survive long enough to gain customers.

If you consider the importance of volume on manufacturing cost of ICs, then there are clear
attractions. When you realise further that such volume forces faster development, then it is
highly likely that GSM chip-sets will be more developed than alternatives - making the
handsets smaller, cheaper with longer battery life.

Some argue that CDMA (IS95) will be significantly less expensive than TDMA technology
(of which GSM is an example), partly as it is more 'digital' and can use less expensive
processes, but primarily as it requires fewer cell-sites and (expensive) basestations.

At this point in time, the argument is still theoretical; there have been no real-world CDMA
systems operating, and it is difficult to assess how much the infrastructure will cost.
Moreover, this argument also ignores the effect of volume manufacture (as do handsets,
GSM basestations benefit from economies of scale in manufacture) and the effects of
technical advances may change the balance (eg the advent of wideband receivers
dramatically reduces the cost of a BTS).

A related issue is that of risk. The PCS licences will be very expensive, and providers
have only a short window to roll-out the network; the penalty for delays in construction
could be forfeiture of the licence and licence fee! With that kind of capital at stake, risk-
reduction is highly attractive. And many are likely to be wary of using this opportunity to

5 Again, subsidies cloud the issue. But it is obviously advantageous for all concerned to have a cheaper
handset that requires less subsidy!
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perform field-trials on still unproven technology; the idea of using 'off-the-shelf
equipment, readily available in volume has its attractions.

Several vendors have announced their support for PCS 1900 and are conducting trials. For
basestations, NMT (Northern Telecom / Matra), Motorola and Nokia have all announced
suitable systems; while Nokia have launched their 2191, a very attractive handset for
PCS1900. Indeed, Nokia's announcement (in Austin, Texas in August) demonstrated both
speech and data services using the 2191 and a Nokia basestation.

6 US Concerns

The two primary concerns that have been raised about deploying GSM variants in the US
are inter-operability (with respect to the existing IS41 and SS7), and the intellectual
property rights policies of ETSL

To address the first issue, the TIA TR-46 group is working to define the interoperability
specifications, and has moved to ballot before being ratified as an ANSI standard
(document PN3342). The group includes representatives from AT&T, Alcatel, Ericsson,
Motorola, Nokia, Northern Telecom and Siemens Stromberg-Carlson. Given that GSM
has been designed to be fully ISDN compatibele, this should not be too hard. A consortium
(involving Northern Telecom and Matra) are currently implementing a trial system.

On the question of ETSI's IPR, some have argued that it would not be possible to use
GSM without allowing ETSI to control patents and - possibly - operating policies. In fact,
the Secretary-General of ETSI wrote (in March '94) to the T1 standards comitee in which
he explicitly stated that ETSI has no interest or desire to exercise any control over GSM in
the US. Indeed, it is hard to see what IPR issues could possibly exist that would make a
standard already in use in 47 countries suddenly become unusable only in the USé. ETSI
recently changed its IPR policy (on company licences), in a way which has gained support.

Indeed, it is a requirement of ANSI standards that IPR be available in a defined way, with a
policy of non-discrimination and at 'fair and reasonable' twerms to all comers.

Finally, there has been critisism of the speech quality of GSM. To address this, the
proposal allows for up to 16 different speech coding schemes to be supported. This would
make the software for basestations more complex, but not handsets (handsets need speak
only their own dialect; BTSs need to understand all schemes and translate to standard
ADPCM for the PSTN). In practice the existing codec will be used as a common default.

7 Implementation in Silicon

One of the principle advantages PCS1900 has, is the ability to leverage experience and
manufacturing gaioned from other GSM markets. Despite the different carrier frequencies
(900-1800-1900MHz), most of the content of a phone will be common, reducing cost and
benefitting from experience.

The designer of a handset wants the particular configuration of devices that will implement
the standard, together with all the special features that will make their handset unique, in the

6 Although similar concerns exisy over IS95, as Qualcomm own many of the key CDMA patents.
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cheapest and most convenient way. Often, they would like to have a number of competitive
sources for standard elements, as this reduces both the risk and, with competition, the price
of a given function. Some of the larger phone manufacturers have within their own
companies, a division producing suitable components in-house, and they may prefer to use
these. Others will tend to be reluctant to use devices designed and manufactured by a
company which competes in the handset market.. The largest of the handset designers have
the option of commissioning custom chips from foundries to implement their own custom -
designs, whilst the smaller companies, or those manufacturing “clone” phones will prefer

to use standard parts, widely available and simple to use.

In many respects, the fewer devices required, the better. In addition, if all a handset
manufacturer needs do to design a product is hook a keyboard, screen, microphone and
earpiece to the “wonder processor”, their life becomes very simple! However, there are
complications; for a start, many manufacturers want to have some involvement in the
design of their product, otherwise how will they differentiate and compete? Secondly, such
a single-chip device would be extra-ordinarily complex and require a large area of silicon;
manufacturing yields would be so low as to make this extravagantly expensive.

There are design issues too; noise prevents the easy mixing of high frequency transmitters
with fast digital chips and the sensitive signals of the audio converters. For the digital
stages, layout is not critical but the need to cram large amounts of circuitry into a small area
is. Conversely, for RF devices the power dissipated may limit the number of devices,
whilst the requirements of circuit geometry and matching place constraints on layout.

As an example, ADI have announced a GSM chip-set (developed in co-operation with
British consultancy TTP), that integrates all the baseband functions, including hardware
and software (into three device set ). One device is a DSP, that performs the speech coding
and Viterbi equaliser, another is a controller, that integrates the channel coding, interleaving
etc with a micro-controller (to manage the screen, keyboard etc), while the third is a mixed-
signal device that includes the voiceband and baseband codecs, as well as a number of
auxiliary converters for control and measurement functions.

A two chip radio stage is currently under development (excluding the power amplifier).
Incidentally, it is worth mentioning that modern silicon processes are almost certainly fast
enough for use in the radio stage of a PCS system, without the need for GaAs - allowing
high integration. In addition, the use of high efficiency SiGe HBTs is a highly attractive
possibility.
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Analog Devices & The Technology Partnership - GSM Phase 2
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The illustration shows a typical wireless handset (a GSM system, based around the Analog Devices architecture and AD20msp410 chipset). This
system was developed by Analog Devices and The Technology Partnership,
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Figure 5 - An Example of a GSM Implementation, suitable for PCS systems

8 Conclusion

The market forecasts for PCS are nothing short of staggering; unfortunately, the risks and
costs are commensurate. If operators are to seize this opportunity they must do so in a way
that has more to do with skilled marketing and clear benefits, rather than technology per se.
PCS 1900 offers the prospect of allowing providers to offer services and features that
clearly differentiate their offering from existing cellular services (analog or digital). In
addition, the system will be cheaper, have more user-base (global standard) and better
manufacturer support than any purely domestic candidate. Finally, as a sibling to a mature
system, it offers the simultaneous benefit of reducing the risks to the PCS provider and
costs of both infrastructure & handsets.
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CT2 UD-PCS |DECT PHP PCS-1900
Frequency 864/868 1880-1990 1895-1907 1850-1890
Band MHz 1890-1930
1930-1970
Radio access FDMA TDMA/ TDMA/ TDMA/ TDMA/
method FDMA FDMA FDM FDMA
RF channel 100 KHz | 700 KHz 1.728 MHz 300 kHz 200 KHz
Modulation 0.5 GFSK GFSK n/4 DQPSK (0.3 GMSK
+14; 4- +202-403 kHz (2 bits/symbol |
25.2kHz 2 bits/symbol |a=0.5 J
Channel rate 72 Kb/s 514 Kb/s  [1.152 Mb/s 384 Kb/s |270.8 Kb/s
Number of RF |40 10 77 (147
Channels {
I
Voice channel |1 10 12 4 16
per RF channel ;
l
Duplex voice 100 Khz 70 Khz 144 Khz |50 Khz
channel size ]
Voice bit rate 32 Kb/s 32 Kb/s 32 Kbp/s ‘16.5Kb/s
|(GSM-Half Rate)
Speech CODEC | ADPCM ADPCM? |ADPCM ADPCM IRELP-LTP
Phone xmit pwr | 10/5 100/10 250/10 250/10 [250/10
max/avg mW |
Max cell 100 m 500 m 500 m 500m |s00m
Source: MPT 1375 | Bellcore prTBR 6 RCR Spec prl-ETS 30 176
CAl |(final draft) Std 28 prETS 300 175-2

CT?2 is a second-generation digital cordless system that supports telepoint service (i.e., a handset can
initiate, but cannot receive calls). Universal Digital Personal Communications System (UD-
PCS) is an alternative system that has been proposed by Bell Communications Research (Bellcore) for in-
building cordless phone service. DECT is the Digital European cordless Telephone - intended as both
wireless PBX and PCS; a variant, "DCTU" has been discussed for the US market. PHP is the Japanese
Personal Handy Phone system. PCS1900 is a variant of GSM, with lower power and higher carrier
frequency, intended for PCS (very similar to the current DCS1800 standard).

Figure 6 Comparison of Digital Communications Systems in Use/Proposed
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WIRELESS SYMPOSIUM & EXPOSITION
SANTA CLARA CONVENTION CENTER -- February 13-17, 1995 --Santa Clara, CA

WIRELESS LANs -- TRADEOFFS, IMPLEMENTATION, AND
APPLICATIONS

Abstract

The application of Spread Spectrum wireless technology in communications,
entertainment, and information industries has created a great demand for
innovations in components, systems architecture, hardware, application software
and networking compatibility. Many view wireless as an adjunct to existing wire
based technologies. The perceived ultimate goal of hardware and service providers
is to outfit at least 50 million users with a personal communicator capable of video,
audio, voice, and data, retrieval and transmission anywhere in the world, sans any
"wired" connection. This presupposes some agreed to standardization and network
in place ready and able to provide instant access to each personal communicator.
Before all this becomes a reality via Gates' 680 satellite system, Motorola's Iridium,
ARDIS, RAM, CDPD, or carriers implementation of PCS networks, spread spectrum
technology will get a workout in "Wireless LANs" in the office and industrial
environment. This paper deals with a number of issues surrounding the successful
implementation of wireless LANs. Systems issues as well as implementation
considerations are explored. Applications, tradeoffs, interoperability with existing
wired LANs, and who's who in the business today are discussed. Effects of
standardization and spectrum allocation by the FCC are reviewed and implications
extrapolated. A number of Spread Spectrum manufacturers that allow wireless
access to LAN networks, as well as peer to peer and some of their features and
benefits are described. Chipset suppliers are included for that adventurous
manufacturer who wants to do in-house design, develop, and integrate radio and
computer technology. For those not so adventurous, some development facilities
that will integrate these various technologies specific piece of hardware and
software, are also included.
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"So You Want to Design a Radio for a Wireless LAN."

The availability of unlicensed spectrum in the form of FCC specified ISM bands has created an
unprecedented level of radio design activity. Companies designing radios today range from those
who are experts in the field to total novices whose primary experience is in the digital world.
This paper will explore critical design issues that must be addressed by the system designer in
the successful development of a wireless LAN. Starting with system definition and anticipated
operating environment, this paper addressed the tradeoffs that must be made before the design
begins. Once the definition is complete, further design decisions are necessary in the selection of
a radio architecture that will allow robust operation over a wide range of end-use scenarios. After
an architecture is chosen, actual component selection must be made by balancing a broad list of
factors: cost, development time, performance, size, power dissipation, component availability,
and others. Upon completion of the design, obtaining FCC type approval presents many
challenges for the uninitiated. However, the pay off at the end of the process is real and the wide
variety of end use applications that will be explored speak highly of the FCC's original strategy
in the ISM bands of fostering innovation through a reduction in regulation.
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IEEE 802.11 Standards to Boost Rising
Wireless LAN Markets in Mobile Workplace

by Jon Edney, General Manager
Symbionics Networks Ltd.
St. John’s Innovation Park
Cowley Road, Cambridge, CB4 4WS, UK

ABSTRACT

Mandates of mobile work
environments require immediate,
flexible and wireless access to an
organization’s local area network.
Proprietary systems for wireless
LANs exist, but the current lack of
standards makes wireless LANs
impractical and expensive, except
for highly specialized applications.
The Institute of Electronic and
Electrical Engineers 802.11
standard, approaching completion,
will change those factors by
defining interconnection between
disparate systems and enabling

expansion of wireless LAN
markets.
IEEE 802.11 standards will

address both radio and infrared
physical media with a common
media access control protocol.
The standards group’s terms of
reference are bound by a set of
general IEEE 802 functional

requirements and guidelines. The
guidelines and requirements
specify a range of architectural and
performance-related criteria that
the standard should meet.

Availability of the standard
will raise customers’ confidence in
the technology and reduce the
danger of obsolescence and
vendor dependence. Furthermore,
the availability of the standard will
open up wider marketing channels
such as large retail computer
distribution chains and will allow
smaller businesses to purchase the
technology directly.

Edney will define the
importance of the current
standards, which still are in

development. Edney also will
explore the impact standards will
have on the proliferation of
wireless LANSs.
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I. WIRELESS

Companies specializing in
wireless data communications are selling
wireless local area network products
based on individual proprietary
technologies. For the assorted radio
systems, there are technical similarities
among each company’s package. These
similarities stem from requirements to
conform with federally-mandated radio
rules and regulations. However, each
company implements its own
communications protocol. The exclusive
nature of these protocols offer little
possibility of interoperability with wireless
LAN products from secondary sources.
This limitation provides no competition in

LANS TODAY

pricing and forces customers to become
dependent on one vendor for service or
additional products. Because of these
deterrences, the total market for wireless
LAN products today is considered small.
However, many predict the market for
wireless LANs will develop rapidly once a
standard is established. Standards, such
as those under development by the
Institute of Electronic and Electrical
Engineers, are important because they
ensure interoperability between products
from different manufacturers. Access to
multiple manufacturers creates a
competitive climate that drives down
market prices.

Il. STARTING POINTS FOR THE IEEE 802.11 STANDARDS

Any technology capable of passing
information over short distances without
a physical connection is a candidate for
wireless LAN communications. The two
most practical technologies for wireless
LANs are infrared light and radio. Today,
both of these technologies are
characterized by the capability to send
data across short distances within a
defined area, such as a building or a
room, at speeds of 1 to 10 megabits per
second. Neither technology requires a
license from regulatory agencies to
operate, and there are no outside
charges for this service once the
equipment is purchased.

A. Infrared technology

Infrared light, a technology
commonly used for television remote
controls, can be used for wireless LAN
data transmissions. The distance of non-
directional infrared systems is limited to
15 to 30 feet. A line-of-sight connection is
preferred, but some infrared systems can

work using reflected light. Infrared
systems are blocked easily by anything
that interrupts the light beam.
Transmissions are limited to a single
room or through windows. Infrared’s
advantage as a wireless LAN medium
stems from a lack of governmental
restrictions on its spectrum use.
Therefore, individual manufacturers can
implement whatever modulation scheme
they deem best. The modulation scheme
is the method where data bits are
encoded on the transmission medium.
Infrared wireless LANs modulate light
from an infrared light emitting diode
(LED). Brightness of the light is changed,
usually between on and off, to encode the
data. The light is seen by a receiver and
converted to data, with higher data rates
requiring more complex modulation
schemes similar to those used in analog
modems. Because of the high potential
for complexity, however, infrared systems
may not be any less expensive than radio
methods to achieve a wireless LAN
environment.
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B. Radio

In principle, sending data over
radio is fairly simple. However, the
technology is complicated with limitations
imposed by governmental allocation of
radio spectrum and the need to avoid
interference with other radio system
users. When governmental regulatory
bodies, such as the Federal
Communications Commission, allocate
radio spectrum, they do so with a
particular use in mind. Rules are set
governing the technical specifications of
radio systems to ensure users in different
frequency bands do not interfere with
each other. Within each band, a method
of spectrum allocation must be chosen,
again to limit interference among users.
One approach is to make the spectrum
available to many users but set technical
rules so multiple users can share fairly
the unlicensed band. In the 2.4 gigahertz
industrial, science and medical (ISM)
band, the most internationally available
for wireless LANs, FCC rules place

severe constraints on system operations.
The rules limit the allowable power
transmission to one watt and specify that
systems must be spread spectrum. The
bands most widely used for wireless
LANs in the United States are as follows:
1) 902-928 megahertz ISM band (spread
spectrum); 2) 2.400- 2.4835 GHz ISM
band (spread spectrum); 3) 5.725- 5.850
GHz ISM band (spread spectrum); 4) an
18 GHz licensed band that is used by
Motorola systems. Users should not be
concerned with the frequency of their
equipment, but they should be concerned
with the features that are affected by
frequency, including: data rate, range,
cost, interference susceptibility,
international availability of the band, and
options such as voice support. The
availability of the IEEE 802.11 standard
will simplify buying decisions for
consumers. Standards eliminate
concerns over the technical radio details.
Users can choose products of similar
function and performance based on cost,
support and availability.

ll. APPLICATIONS FOR THE IEEE 802.11 STANDARDS

The two types of connections for
wireless capabilities in LAN networks
include the access application, which is
located at the edge of the network, and
the trunk application which is part of the
internal network fabric. The access
connection is characterized by portable
devices requiring flexible access to the
LAN from anywhere in the office. Key
requirements for access products are low
cost, the PC card format, and standards.
Trunk applications are typically building-
to-building or from a central point to
network islands. Wireless trunks may be
used when it is too difficult or expensive
to install or rent cable connections when
the LAN islands are relocate physically.
Key requirements for a wireless trunk are
high data rates and reliability.

A. Standards mean
interoperability

The |IEEE 802.11 committee will
establish the standards that will define
interconnection for access applications
among various systems. Although there
are no statutory requirements for
compliance, these standards will enable
expansion of the wireless LAN market
through interoperability. The I|EEE
802.11 standards address both radio and
infrared physical media with a common
media access control protocol. The
standards group’s terms of reference are
bound by a set of general IEEE 802
functional requirements and guidelines.
These requirements and guidelines
specify a range of architectural- and
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performance-related criteria that the
standard should meet. This criteria
includes a data rate of between 1 and 20
Mbps,
provided by other IEEE 802 standards,
and some support for digital voice
applications. The standards group now
recommends radio operation in the 2.4
GHz spread spectrum band and infrared
light systems. Based on the current draft
of the standard, IEEE 802.11 radio
systems will have a range of
approximately 200-300 feet and will have
a data rate of 2 Mbps. The option to
reduce the data rate to 1 Mbps will
improve range or improve transmissions
in difficult radio environments. Protocols
are designed to interface easily to
existing LAN systems so that wireless
LANs can be incorporated seamlessly
and transparently into conventional
Ethernet and other LAN systems. This
simplicity of installation is one of the key
benefits that standards brings to the
consumer. Products from different
vendors that conform to the IEEE 802.11
standard will operate with each other.
While the focus is on interoperability,
consumers must still choose which
physical media to use for transmissions.
For instance, an infrared light system will
not communicate with a radio-based
system. It is also important to remember
that although standards-based products
will be interoperable, there still may be
differences in valued-added features
such as management. Each product will
offer unique features available only on

Hybrid W-LAN w. Access Point
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compatibility with services -

that brand. However, by choosing IEEE
802.11 standards-based products, users
will know that if they change to another
vendor their existing investment is still
usable.

B. Using access points for
wireless LAN connectivity

In the access application, data is
sent between portable computers and a
file server through a wireless access
point. The access point appears to the
server like a bridged Ethernet segment or
lower hierarchy LAN hub. Access points
handle conversions between 802.3
(Ethernet) and 802.11 protocols. A
similar scenario would apply in the case
of 802.5 (token rings) protocol. This type
of network would give portable computer
users access to servers on the LAN as if
they were directly connected to it.
Portable computer users could access
the network as long as they remained
within 100 to 300 foot radius of the
access point because radio signals travel
through walls and partitions. Multiple
access points with overlapping coverage
areas could be used to extend the range
by using a technique called roaming.
When portable users move from one area
to another, the access points
automatically coordinate the signal hand
off. IEEE 802.11 standards allow for the
creation of ad hoc networks where
laptops or personal digital assistants can
communicate directly with each other
rather than through a file server.

Remote wireless
access point



IV. WIRELESS LAN MARKETS

A decision on industry standards is
one of the major driving factors for new
LAN connectivity products, especially
wireless. The availability of the standard
will raise customers’ confidence in the
technology and reduce the danger of
obsolescence and vendor dependence.
Market drivers will include users who
need mobility in the office as well as
users who need a convenient way to
extend existing LANs or use wireless
systems instead of installing a wired LAN.
Furthermore, the availability of standards
will open more marketing channels such
as large retail computer distribution
chains and will allow smaller businesses
to purchase the technology directly.
Other vertical markets will include: point-
of-sale transactions, hospital/medical
environments, warehouse environments,
and utility companies. Until this year, the
cost of wireless LAN adapters has been

expensive when compared to the
expense of wired LANs. If the expense of
cabling is considered, expenditures for
wireless technology can be cost justified.
However, most buildings, particularly new
structures are pre-wired to avoid the cost
of cable installation. The cost ratio is set
to change this year because of the
availability of standards-based silicon
and radio components. Wireless LAN
adapter costs will decline sharply to a
consumer price of $300 by the end of
1995 and down to $200 by the end of
1997. Wireless LAN adapters always will
cost more than simple Ethernet adapters.
However, by the end of the decade, the
difference will be small enough to entice
many users into selecting wireless
technology as a first choice for LAN
connection because of benefits, such as
convenience and flexibility, that mobility
and portability have to offer.
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A High Volume, Low Cost, Plastic Packaged
2.4GHz Transceiver MMIC

L M Devlin, B J Buck, A W Deam, J C Clifton, A A G Frier, M W Geen

GEC-Marconi Materials Technology Ltd
Caswell, Northants
NN12 8EQ
Telephone: +44 1327 350581
Facsimile: +44 1327 356775

Introduction

Unlicensed transmission of spread spectrum
signals is allowed in the Industrial Scientific
and Medical (ISM) bands. GMMT have
developed a high volume, low cost, plastic
packaged transceiver for use in the 2.4 -
2.483GHz ISM band. The single chip GaAs
IC is a production version of a prototype
circuit, originally presented at the First Annual
Wireless Symposium (1). Chip area has been
reduced from 17mm?2 to 9mm?2 and through
GaAs vias have been eliminated. The part is
packaged in a low profile, TQFP-32 plastic
package and has been used in a commercially
available radio product, which has passed ETS
300328 type approval.

Circuit Design

A block diagram of the transceiver is shown in
Figure 1. Particular effort was paid to
ensuring the design would be tolerant to the
common lead inductance associated with the
low cost plastic package (2). To this end,
differential circuitry has been used where
possible to dispense with the need for RF/IF
grounds. To avoid realising the LNA as a re-
entrant gain structure, the image reject filter is
realised on chip. The power amplifier has
been limited to single stage, to keep the re-
entrant gain at a managable level. Also, no
external VCO tuning or resonator components
are used which helps keep LO leakage to a
minimum.

A common local oscillator is used in both
transmit and receive mode. The oscillator is a
fully differential Clapp type VCO, with all
resonator and varactor circuitry on-chip. The
differential outputs are used to drive the gates
of the quad ring, double balanced mixer.
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Signals entering the chip in receive mode are
routed into a two stage stacked bias LNA. A
passive balun converts the single ended signal
to differential, after which the on-chip, band
stop filter is used to reject image frequency
noise. The quad ring double balanced mixer
generates a differential IF output which passes
through a diplexer filter and an IF amplifier
before being routed off chip as a balanced IF
output.

In transmit mode, the IF input is boosted in
level by a two stage amplifier. Active biasing
is used to avoid large IF bias chokes The
signal is then routed through the diplexer
filter, which reduces any harmonic output, and
into the quad ring mixer. LO drive to the
mixer is common to both transmit and receive
modes. The differential RF output of the
mixer passes through the image reject filter,
which suppresses the unwanted sideband. The
passive balun converts the differential RF
signals into a single ended signal. This is
amplified by the two stage preamplifier before
leaving the chip. An external filter is used to
suppress the unwanted sideband, any
unwanted spurious and the already low LO
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leakage. The signal is then routed back on
chip through a single stage power amplifier.
A 10dB single step level control is placed after
the power amplifier. This ensures an accurate
10dB power step and avoids the increased
harmonic output which will result if the power
stage is simply biased down to reduce the
gain.

Fabrication and Packaging

A photograph of the 3.0 x 2.9mm chip is
shown in Figure 2. The GMMT F20 process
is used, minus the through GaAs via process
step. Active devices are depletion mode
MESFETs with 0.5um gate lengths. Final
substrate thickness is 200um and wafer
diameter is 3". A two layer metallisation, with
dielectric crossovers, allows redefinition of the
top layer metal, for adjustment of resonator
size or bias level, with a single mask plate.
The simple 8 mask process is ideally suited to
volume manufacture.
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Figure 2 Chip Photograph

Wafers are RFOW measured at their
unthinned stage, when the wafer is 600um
thick and more robust. All failed circuits are
inked, Figure 3, and the wafer is thinned down
to 200um. The complete wafer is then
shipped direct to the packaging company.
Wafers are sawn and packaged in TQFP-32
plastic packages, Figure 4. The low profile
(1.4 mm) and small area (7mm square body
outline) make this package ideally suited for
PCMCIA applications where space is at a
premium,.

Figure 3 An Inked Wafer

Figure 4 Photograph of One Packaged Transceiver

On Wafer Measurements

Although the absence of through GaAs vias
means conventional RF on Wafer (RFOW)
probing is not possible, it is still possible to
carry out full functional RF testing of the
circuit directly on wafer. This is facilitated by
a meandering metal track interconnecting each
ground bond pad, in the dicing street. The
track is cut at the sawing stage and plays no
part in the packaged chip functionality. A
custom set of mixed DC and RF probes are
used to make contract to all necessary bond
pads (Figure 5). Ground signal connections
are used for all RF signals. IF inputs and
outputs use a pair of DC needles with an off
chip, co-axial, IF balun positioned close to the
probes.

Figure 5

RFOW Probing of Transceiver
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Figure 6 shows the measured receive mode
conversion gain across one wafer. The
measurement is not intended to be a definitive
statement of the performance of the packaged
part but is perfectly adequate for determining
RF functionality. IF port impedance is not
matched for this measurement and an
additional 4dB of gain is available by
presenting an 800Q2 differential IF load. RF
output power in transmit mode, for an IF input
of -10dBm from a 600X2 differential source, is
also measured. Performance across one wafer
is shown in Figure 7. Other parameters which
are currently measured on wafer for 100% of
sites include, VCO tuning range, PLL
reference output power, level control, standby,
receive and transmit supply currents and a
selection of monitoring voltages.
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Figure 8 shows the mean LO frequency at
tuning voltages of 1V and 2V for over 50
wafers fabricated using the current design. A
shift down in frequency and a slight reduction
in bandwidth is observed between on wafer
and packaged performance. The 0.5 to 4V
tuning range of packaged devices is specified
to cover the 2050MHz to 2150MHz range.
Devices typically have a bandwidth of
200MHz and centring of the on chip resonator

value to maximise the yield of devices to this
parameter has been carried out.
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Measured Performance of
Packaged Devices

All packaged parts are re-measured to confirm
RF functionality and to gather statistical data
about the performance variation with
production spread. The results presented here
are for a typical assembly batch of devices.

The standby mode current drawn from the
+5V supply is shown in Figure 9 and is
typically 0.5mA. Receive mode current is
shown in Figure 10 and is typically 35mA.
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Conversion gain into an IF load of 800%
differential is shown in Figure 11. The typical
available gain is 8.5dB. Although all bias
voltages are set on chip, it is possible to adjust
the bias with an external resistor to achieve
more gain at the expense of current. Parts are
measured in this increased gain/current mode
using a 10k€2 external resistor (receive mode
2). The current spread is shown in Figure 12,
typical values are in the region of 45mA.
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Figure 13 shows the gain spread, the mean
available gain is 10.5dB and the typical SSB
noise figure in this case is 6dB.
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Figure 13  Receive Mode 2 Conversion Gain into 800Q

Differential Load

Transmit mode currents are plotted in Figure
14, the mean value is 180mA. IF input is
-10dBm from a 60092 differential source. A
bandpass filter with an insertion loss of around
1.5dB was placed between the preamplifier
output and the power amplifier input (filter 1
in figure 1). The RF output power level is
shown in Figure 15, a typical value of 14dBm
was measured.
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LO tuning range is also measured on all
devices. The spread of frequencies at Ve =
0.5V is shown in Figure 16. A typical tuning
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curve for one device is shown in Figure 17,
with linearity better than 2:1 over the specified
2050MHz to 2150MHz tuning range.
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Figure 17  Typical Measured Tuning Curve of One Device

Application

A direct sequence spread spectrum radio,
using the P35-4710-1, has been designed by
RN Electronics.  Figure 18 shows a
photograph of the radio board. Typical
sensitivities of -85dBm are achieved in
production and line of site ranges in excess of
200m have been demonstrated. The radio is
used in an industrial and retail stock control
system produced by Symbol Technologies
Ltd. Figure 19 shows one Laser Radio
Terminal (LRT) which allows wireless
transmission of data to/from a base station.
Warehouses of up to 25,000 square feet have
been successfully covered with a single base
station. The radio has passed ETS 300328
type approval.

An LRT Radio Board

Figure 18

Figure 19 A Symbol Laser Radio Terminal

Conclusion

GMMT have developed a low cost, high
volume, plastic packaged transceiver for use
in the 2.4 - 2.483GHz ISM bands. A direct
sequence spread spectrum radio for a
commercially available product has been
designed using the part. Low current
consumption and negligible standby current
make the part ideally suited to battery
powered applications. The low profile, small
area TQFP-32 plastic package is well suited to
applications, such as PCMCIA radios, where
space is at a premium.
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2.4GHz Silicon RF Integration for Wireless LANs

Abstract

R&D is underway to develop silicon bipolar ICs for 2.4GHz applications. The debates between MMIC technology
vendors regarding whether GaAs FET, GaAs HBT, or Silicon Germanium HBT processes will be best for 2.4GHz
RF generally dismiss the notion that silicon will be used for these applications. However, silicon historically is used
wherever it can successfully perform the required function. This has been seen in high-speed digital circuits as well
as other functions such as fiber optic transmitter and receiver circuits. By utilizing a unique silicon process
technology and extreme care in design, it can be shown that producing 2.4GHz silicon bipolar 1Cs for portable
Wireless LAN applications is entirely feasible. This paper will describe the attributes of the 2.4GHz band to explain
why the industry is focused on providing solutions for this band. Also, some of the benefits of choosing silicon for
this application will be illustrated. A review of some of the design challenges and constraints imposed on this
design will be followed by an explanation of the design approach. A brief description of the underlying silicon
process technology will help explain how it is possible to enhance silicon for 2.4GHz applications enabling the
performance which is indicated in design predictions and simulation results. The paper will close with a description
of design verification plans and issues to be resolved in transferring these devices into high-volume production.

Outline:
1. Why Use the 2.4GHz Band?
II. Pros and Cons of Silicon RF ICs
III. Design Challenges
A. FCCPart 15
B. PCMCIA
C. IEEE802.11
D. Portability
IV. Design Approach
. Integrated CAD Environment
Parallel Design Tool Utilization
. Technology Modeling
. Accounting for Unwanted Parasitics
Package Modeling
F. Electromagnetic Simulation
V. Technology Attributes
A. RF Transistor Performance
B. Passive Elements
C. Substrate Characteristics
VI. Design Predictions
VII. Design Verification and Production Transfer Plans
VIII. Conclusions
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Synchronous FM Discriminator for High-Data-Rate Digital Communications
Sheng H. Lee, Philips Semiconductors

Abstract— A new type of FM discriminator uses dual resonators to adjust the allowable frequency deviation
independent of demodulated amplitude, which is more appropriate for today’s high-data-rate digital
communications. Yet, it remains compatible with the ICs that were designed for quadrature tank
discriminator.

I. INTRODUCTION

Quadrature tank discriminator is ideally suited for FM receiver ICs, thanks to its excellent performance and simple
structure. The operation starts with the FM-to-PM conversion through the quadrature tank, which not only generates
a high phase slope, but aiso provides a 80° phase offset at the center frequency; then followed by the phase detection
that usually consists of a Gilbert-cell multiplier. A typical quadrature tank structure is shown in Fig. 1, and is redrawn
in Fig. 2 after the source transformation to highlight its operation principle.
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Fig. 1. Quedrature Tank Discriminator Fig. 2. Quadrature Tank Discriminator After the Source Transformation

With the source transforrnation, the inherent 90° phase offset is clearly understood. Inthe meantime, the resonator
provides a rapid phase shift according to the Q of the tank. Fig. 3 shows such phase shifts as functions of different
‘Q’s [Ref. 1], which aliows the users to optimize the Q for each operating condition: a low-Q tank for the wide deviation;
a high-Q for the narrow deviation, for the same distortion. But we also observed that the transformed source in Fig.
2 has a Q-dependent amplitude. As a result, high-data-rate transmission always suffered In output amplitude.

Itis the intention of this article to remove the constraint by performing an FM-to-AM conversion, followed by a pseudo
synchronous AM detection. In doing so, a relative constant output amplitude is achieved.

Since an ideal FM-to-AM converter requires a linear and steep gain slope, a high-Q bandpass fliter is adopted to
match the steep gain slope. Furthermore, a series capacitor of 470pF is added to the original fitter to improve the
linearity at the left skirt, which is shown in Fig. 4. An inductor can substitute for the extra capacitor to linearize the right
skirt, except that it is more expensive and takes up more space.
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After the FM-to-AM conversion Is done, a high quality AM detector is still needed to complete the task. And the
synchronous AM detection is chosen based on its superior performance. EQ. 3 lists a typical AM signal, while EQ.
4 shows how synchronous AM detection works. Inthe past, the synchronous AM detection is not popular only because
of the complexity in providing an in-phase carrier.

[1 + m(t)] cos wt (EQ. 3)
[1 + m()] cos wt cos wt = [1 + m(t)]—;-ﬁ + cos2wt) (EQ. 4)

where m(t) Is the baseband signal and w is the carrier frequency. According to this new approach, the unconverted
FM signal can serve as the carrier, although it will not be perfectly phase-aligned. EQ. 5 lists a typical FM signal, while
EQ. 6 indicates that signal after such FM-to-AM conversion, including the associated phase shift from the filter.

cos [ot + jm(t)] (EQ. 5)

C,1 + m(t)C,] cos [wt + Im(t) + ¢) (EQ. 6)

where C; is a constant depending on the operating point; Cz is a constant depending on the slope of the transfer
function.

If we combine EQ. 4 and EQ. 6 together, there will be a cosine modulation on the amplitude as shown in EQ. 7.
Ci1 + m(t)Cz]% (cosp + cos [ 2wt + ¢ + 2 I m(t)dt ] ) (EQ.7)

However, this Is not a cause for concern because the cosine modulation can be included In the slope linearization.
Fig. 5 and 6 show the simulated gain and phase response, respectively, of the filter including the loss; Fig. 7 combines
gain and phase information for the overall transfer function.

Fig. 8 compares the measured S-curves between Synchronous FM discriminator and Quadrature Tank
discriminator, and the results are in excellent agreement with Fig. 7.

Normally, the S-curve was measured by stepping the input frequency at a small increment, then recording the DC
voitage at the output of the discriminator. The processis tedious even if it is automated, because the tuning and testing
are not coincident in time. So, a more efficient method was developed in this test, by FM-modulating the source with
a sawtooth waveform to produce a linear time-varying RF frequency. Many newer HP signal generators have built-in
sawtooth waveform capability such as HP8645A and HPB8664A, etc. The test block diagram is shown in Fig. 8.
However, even those newer signal generators have their limitations, i.e., they cannot generate 30kHz deviations ata
center frequency of 455kHz. So an extra down-conversion was used to circumvent the problem.

Finally, a 45MHz demoboard Incorporating the SAG06 FM receiver IC from Philips Semiconductors was selected
for the experiment, with the Mixer output modified to feed the Limiter Amp directly as shown in Fig. 10. Which will allow
the user to achieve tune-on-the-fly forthe S-curve measurement. And the complete application circuit is shown in Fig.
1.
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il. CONCLUSIONS

The advantage of this design becomes obvious when we review Flg. 6 for the transfer function; i.e., the vertical scale
only depends on components’ Q instead of system’s Q. Which means the users can adjust the horizontal scale to
accommodate different deviations without changing the demodulated amplitude.

However, limited by the available hardware, only the standard AMPS demoboard was modified to verify the concept.
The results were 42dB SINAD at -68dBm and -119.5dBm sensitivity for the 12dB SINAD, which was about 1dB worse
comparing to the standard quadrature tank discriminator. Since the front-end provides no less than 10dB gain in
general, so the 1dB shortfall in sensitivity from the IF Strip is not discemible. The author wishes to thank Dr. Saeed
Navid and Mr. Alvin Wong for reviewing the accuracy of this article.
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[Ref. 1] Philips Semiconductors, “High performance low power FM/IF system — NE/SA604A", Philips 1994
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Enabling Personal Communications
through Highly Integrated
RF Signal Processing Functionality

John S. Brewer, Jr.
Analog Devices, Inc.

“...to come up with new products we are going to have to understand our
customers’ system problems, and often understand them better than they
do. If we do, then we can address them in a way that will give us some
long-lasting components.”

Paul Brokaw, ADI Fellow
quoted in “The Magic of Analog Design”,
Electronic Design, 25 November 1992
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Value of Integrated RF Signal Processing

1500 ] 81520 Retail Unit Price | $1000 | $500 | $250 | $125
Unit Cost $360 | $180 | $90 | $45
1250 - |___RFIC Cost $64 $32 $16 $9
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Price (US$)

Retail Market Value of
GSM Handportable Unit
(Exclusive of Subsidies)
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2501 ~—~—---

$150 ————

o ) M L) L ]
1990 1992 1994 1996 1998 2000
Year

Past:  RF (discrete) well-understood; Baseband (DSP) was bottleneck.
Now: Baseband is understood, becoming more integrated...

RF signal processing components enter the critical path for system
cost and increasing market acceptance => Integration needed
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Key Issues in Integrated RF Signal Processing
gmt/System Design Capabilities - Two Different Worlds... \

RF System X Integrated Circuit

EM Theory ‘ ) Solid-state Physics

Power | Voltage

Impedance Current

Integrated System Design

* The “Reference Design” Fallacy: “An RF Signal Processing System
designed for Discrete Implementation is not significantly different from the
same system designed for Integrated Implementation”
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/ Integrated Vs. Discrete RF Signal Processing Design ﬁ
Underlying Theory Differs - Solid State vs. Electromagnetics
Emphasis on System Architecture - less on Circuit Design

* Minimize Performance Requirements of Channelization Filters

* Use Integrated Signal Processing (eg. RF/IF Image-Reject Mixers, PLL
Demodulation)

* Integration “devalues” the RF transistor
Emphasis on Product Manufacturing Technology

* Proper mix of device (HEMT, HBT, BJT) and manufacturing (Si, SiGe,
GaAs) technologies is critical for success
Optimum combination of signal processing function and manufacturing technology

Lack of Well-Defined Impedances
* Leads to Voltage/Current orientation

Non-Traditional Circuit Structures affect System Architecture
» Fully Differential Signal Path
* Filters, Mixers with Gain

* New Sources of Performance-Dominating Noise
K Communications Division ANALOGJ
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Commercial Issues -- Integrated RF Signal Processing
(w

quipment Manufacturers

» Time-to-Market: Highly integrated RF ICs have relatively long development
cycles (cf. discrete designs)

» Cost: Fiercely competitive consumer market

e Exclusivity/Sole-Source: RF ASICs, ASSPs contain intellecthal property,
dependent upon one supplier

Semiconductor Manufacturers

» RF is an Enabling Technology -- leading equipment manufacturers do not
want to use the same RF as their competitors

e Exclusivity: Custom designs rely on the market success of one equipment
manufacturer -- market risk for semiconductor supplier is high

» Requires significant initial investment (process modeling, characterization
equipment, state-of-the-art simulation tools, ongoing process development)

Equipment and Semiconductor Manufacturers must share Technology,

Intellectual Property, Commercial Risks as well as Rewards

» Avoid technology discontinuities which limit performance, increase cost
(Computer industry “x86/0S” model)
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/ Manufacturing Technologies -- Silicon \

Until late 1980s, Silicon Technology lagged behind RF industry

* Lack of bandwidth dictated insufficient dynamic range, power consumption
performance

* Most processes suitable for RF were prohibitively expensive
* Insufficient momentum towards RF from “high-speed analog” manufacturers

New Process Developments Worldwide Establish Silicon as Current,
Future Technology for integration of RF Signal Processing
* More than 10 Si BJT IC processes with f1>20 GHz, fna>25 GHz are
commercially available today
* Experiments with SiGe HBTSs are ready for commercial introduction in 1995
Results in increased device BW, increased efficiency in power amplifier performance
* Continual advancements in BICMOS technology facilitate increases in
efficiency of integrated RF signal processing
Combination of SiGe, 0.5 p CMOS into a single process
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/ Manufacturing Technologies -- GaAs \

Limited Potential for Functional Integration
e {1 Noise of GaAs MESFET Limits Usefulness
e Small (expensive) wafers with relatively low (~35-50%) defect yields
e Application Limited to >100 mW Power Amp, RF Switch

e Significant Levels of Integrated Functionality are beyond capabilities of
existing GaAs-based processes

“But what about the ‘0.5 dB LNA’?“
e Who needsit?

o Performance of most Cellular/PCS communications systems (i.e. GSM,
DECT, 1S-95, 1S-54, etc.) is limited by dynamic range, not sensitivity
e 1.7-2.0 dB NF/15 dB Gain LNA is sufficient

Satellite Communications Systems (eg. Inmarsat, Iridium) are exceptions due to the
nature of their signal environment; however, migration of terrestrial wireless
communications systems to the 2 GHz range increases the need for dynamic
range performance in satellite-based systems
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/ Example of Integrated RF Signal Processing \

935-960 MHz
> N\}>—

RF LO

I Freq. Control 0°
Synthasizer ] 80

890-960 MHz 0

890-915 MHz
N

Alcatel GSM Transceiver Chipset
» Features |/Q Modulation, Demodulation at RF channel frequency
» First GSM “Zero IF” Receiver to be successfully produced in volume
* Proprietary design manufactured in 14 GHz f; Silicon BiCMOS technology
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/ Example of Integrated RF Signal Processing \
</

925-960 MHz 254.4 MHz 26 MHz

M\ M\ I\

RFLO

Freq. Controt 540-580 MHz

ErirOm<iE

VHF LO
Fraq. Control

Synthesizer H@

1134-1214 MHz

)

880-915 MHz

280.4 MHz
AD 6431

AD 6432

AD| GSM Transceiver

* 25 GHz NPN technology for RF
5 GHz complementary technology for IF

» Cost, size, power consumption represent quantum improvements
 Combines US$35 of discrete RF functionality into a 2-chip set - US$20

» Paired with ADI GSM Baseband chipset, AD6431/2 enables entry to GSM
market for consumer electronics manufacturers without substantial RF skills
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What

Current Status of Integrated RF Signal Processing

f Outline \
Why is Integrating RF Signal Processing Functionality Important?

Barriers Exist to Achieving Highly Integrated RF Signal Processing?
Circuit/System Design
Commercial Risk Mitigation
Manufacturing Technologies
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/ Conclusions \

Integration is essential
* But Requires New Skills, Design Approaches (“Two Domains”)
* Merging Bipolar and CMOS is inevitable
* Silicon is here now, SiGe coming, GaAs is waning

Co-Operation needed

* Both Handset Manufacturers & IC Suppliers must work together - reduce
risk to both

Handset manufacturer needs time-to-market, cost
IC vendor needs volume
Integration, joint design crucial

Integrated RF Products Enable Affordable PCS Terminals
* The sub-US$250 PCS terminal requires RF signal processing for <US$15
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Digital Radios and Next Generation Receivers for Base Stations

Scott V. Behrhorst
Analog Devices, Inc.
Communications Division
7910 Triad Center Drive
Greensboro, NC 27409

Traditionally, base station designs been related to portables - both must implement the same air interface
and protocol after all. This approach relied on the similarity in transceivers, using common architectures
and components to get somewhat of a "free ride”, as technology developed for handsets applied directly to
base stations. In principle, the volume and competitive nature of consumer products should drive price
targets for base stations. A completely different outlook is to contend that cellular "chip-sets" will not
solve the problems unique to base stations; instead, the concentration of multiple channels for increased
capacity drives new designs. Fueling this discussion is the knowledge that cellular base stations must
reduce in size and cost for the personal communications infrastructure to become a reality.

A parallel development is the proliferation of standards (the arrival of NAMPS, two digital cellular
standards, up to seven PCS protocols...). New design approaches promise the opportunity to develop a
base station that is flexible, as well as compact. A transceiver that could be "programmed” to
accommodate analog, TDMA, CDMA, or a combination, would allow operators to redistribute capacity
from one standard to another, with little if any hardware changes. Integrated circuit (IC) manufacturers
are now providing the technology necessary to make such "universal” base stations a realistic alternative.
Clearly there are many ideas about what “universal” means, however. Wideband converters,
programmable DSP, “smart antenna”, linear PAs, the list of enabling technologies is long and fascinating.

This paper examines multiple architectures and relates some applicable IC technologies to each design.
The technologies discussed in this paper will also apply to other digital transceiver designs, such as
satellite terminals, digital modems, and wireless LANSs.

Traditional Digital Base Station

Figure 1 is a simplified block diagram of a traditional digital base station transceiver. The variable
frequency synthesizer selects one narrowband channel from an operating range that typically spans many
megahertz. For European digital cellular systems based on the GSM standard, the channel width is 200
kHz, and the total operating band ranges from 25 MHz (standard GSM) to 75 MHz (DCS1800). U.S.
analog cellular and the IS-54 dual standard both operate with 30 kHz channels within a 25 MHz band.
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Figure 1. Traditional Digltal Basestation Architecture
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The design of the frequency synthesizer for base stations can be quite complex. For example, using
conventional PLL design, first generation GSM stations normally use two synthesizers in parallel to drive
the LO input of the receive RF mixer: while one synthesizer selects the current channel, the second pre-
tunes to the next channel. This "ping-ponging” of synthesizers compensates for each tuner's long loop
settling time. Besides the additional complexity, dual-synthesizer multi-loop designs take up a lot of
valuable board space.

One way designers are reducing complexity in the synthesizer section is by using available direct digital
synthesis (DDS) technology (Fig. 2). Direct digital synthesizers derive fine frequency resolution and
accuracy using digital techniques: an external clock drives a phase accumulator/sine-ROM combination.
A digital-to-analog converter then converts the digital sinewave to the analog domain. Although most
DDS's do not output the desired frequency directly (i.e. 900 MHz), when used as part of an indirect
method, a fast switching synthesizer can be realized for frequencies in both cellular and cordless bands.
For example, the AD9955 32-bit CMOS DDS combined with an AD9721 10-bit DAC offers a wide-band
solution which can tune over 30 MHz. This DDS/DAC combination lends itself to an "offset PLL"
configuration which could select channels in the 900 MHz range (i.e. 824 to 849 MHz for NADC
systems). A highly integrated DDS/DAC solution is the AD7008, which is well-suited for tuning over
narrow bands; this monolithic contains the digital sinewave generator plus a 10-bit digital-to-analog
converter in one 44-pin PLCC package.

_LI_”“ Jrl"\L‘LHrrrr TO RF MIXER
A, » ‘

LOW-PASS FILTER AND

DIGITAL DIRECT Dﬁilﬁé éo UP-CONVERSION
TUNING —#~—»  DIGITAL
- (MIXER, DOUBLER,
WORD SYNTHESIZER CONVERTER R

— !

Figure 2. DDS-Based Local Oscillator

Receivers must be able to accurately recover "weak" signals as well as "strong” signals. For the single
channel architecture, a variable gain amplifier (VGA) provides automatic gain control (AGC) to boost
weak signals and attenuate large signals; a Received Signal Strength Indicator (RSSI) signal ultimately
feeds back to the gain adjust on the VGA. The feedback path shown in Figure 1 works fine for some
applications. However, failure to adjust gain quickly can result in saturation of subsequent processing
stages, and designers are sometimes forced to implement fast, dedicated logic to complete the AGC loop.

In the traditional architecture the final intermediate frequency (IF) is processed by an analog quadrature
demodulator. This circuit separates in-phase and quadrature (I and Q) signals and down-converts each to
baseband. The demodulator must match amplitude and phase of the I and Q signals which becomes
difficult as higher order modulation schemes are used. IC manufacturers are reducing the complexity of
IF processing by integrating mixers, gain control, amplifiers, and RSSI functions. The AD607 RF/IF
subsystem is a good example; this chip accepts differential RF input signals up to 300 MHz and outputs
in-phase and quadrature baseband signals.
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Baseband ADCs and subsequent digital processing complete the received signal path. Baseband I/O ports
such as the AD70XX family integrate much of the baseband processing such as a-d and d-a conversion,
pulse shaping, digital filtering and programmable gain. In some instances these parts include uncommitted
DAG:s for auxiliary functions in the system. For example, the new AD7015 integrates both voiceband and
baseband CODECs, together with a GMSK modulator, four auxiliary multiplexed converters and
interfaces, all into a single compact monolithic device. Products like this, although designed for GSM
"mobile" phones, will also be useful to reduce size, complexity and cost of GSM base stations.

The Undersampling Narrowband Receiver

An alternative architecture for the receive section of a base station transceiver is shown in Figure 3. In
this case, a single ADC and DSP replace the analog demodulator: mixers, amplifiers, and matched filters.
An IF signal is applied directly to the input of a wide bandwidth ADC; the ADC's internal sample-and-
hold amplifier acts as a mixer or downconverter, while the DSP performs I and Q separation in the digital

domain. This approach can yield an improvement in overall signal-to-noise ratio by eliminating a
complete stage of analog mixing, filtering, and amplification. Also, by employing DSP, the ADC
sampling rate can be shifted to tune the exact position of the signal within the baseband. Positioning the
signal so that it does not extend all the way to 0 Hz reduces the effect of 1/f noise on the detected
information. This architecture is made possible by the concept of undersampling or IF sampling.

Sampling theory states that to recover a signal of bandwidth B, the sample rate of the digitizer or ADC
must be greater than or equal to 2B. A baseband signal from dc to 456 kHz thus requires a sample rate of
at least 912 kSPS (2 x 456) to avoid losing information. In this instance, a 1 MSPS ADC would satisfy
the "Nyquist criterion”, f; > 2B. The consequence of sampling at less than the 2B rate is "aliasing”.
Sampling a 900 kHz sinewave at 1 MSPS generates the same digital data as sampling a 100 kHz (i.e., 1
MHz - 900 kHz = 100 kHz) sinewave at 1 MSPS. Stated another way, the ADC cannot distinguish
between a 100 kHz sine wave and a 900 kHz sinewave at a 1 MSPS digitization rate. Therefore the
analog-to-digital conversion process can introduce errors into the digital data by digitizing frequencies too
high for the sample interval. These out-of-band frequencies are translated in-band by the sampling
process and corrupt the amplitudes of the desired frequency components.

IF sampling, also called bandpass sampling, is the digitization of a bandlimited spectrum whose frequency
components are higher than the sample clock rate. IF sampling is possible because ADC sample rates do
not have to be greater than a signal's highest frequency component to satisfy the Nyquist criterion. The
sample rate does have to be greater than twice the signal's bandwidth, however. For example, the 1
MSPS ADC sampling a 456 kHz signal described above, can theoretically recover the information even if
the signal is centered at 10.7 MHz, provided that the signal is bandlimited to <500 kHz.. In receivers,
the bandpass filter which follows the IF mixer is used to bandlimit the IF to less than one half the ADC

FREQUENCY
SYNTHESIZER

CHANNELS 1-n
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EQUALIZATION,
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DAC |==

Figure 3. Undersampling Narrowband Receiver Architecture
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sample rate. Aliasing can still occur with IF sampling even if the IF spectrum is bandlimited to less than
half the sample rate. To avoid aliasing, the sample rate must be properly chosen by comparing the highest
frequency component in the signal to the signal's bandwidth. This rate will never be more than four times
the signal's bandwidth. Figure 4 shows how an IF signal in the 6 to 7 MHz band is translated to the dc to
1 MHz band by the undersampling technique.

de fo 2tg 3fg
0 1 2 3 4 5 6 #
BASEBAND ALIAS: IF SIGNAL:
dcTO 1 MHz % fg=2 Msps 6 — 7 MHz

Figure 4. Intermediate Frequency (IF) Between 6 and 7 MHz
is Aliased Between dc and 1 MHz by Sampling at 2 MSPS

An obvious consequence of the IF sampling approach is the added burden placed on the ADC input
bandwidth. The ADC must now be able to digitize signals accurately outside a dc-to-f,/2 Nyquist
bandwidth. Special techniques and new IC processes are available which can extend the dynamic range of
ADC:s to intermediate frequencies. An important specification for such a system is spurious-free dynamic
range, or SFDR. SFDR is defined as the difference in signal strength (i.e. power) between the signal of
interest and any other in-band signal. Because harmonics almost always limit SFDR, ADC manufacturers
often specify worst-case harmonic distortion to indicate SFDR. For many base station designs, it is
desirable to maintain SFDR of 60 - 90 dB at the IF frequency. Unfortunately, this requirement cannot be
met with standard Nyquist-sampling ADCs due to degradations which occur at high input frequencies.

An external wide-bandwidth, low distortion sample-and-hold amplifier (SHA) such as the AD9100, can be
used to extend the dynamic range of the ADC at the higher input frequencies. In this configuration, the
timing of the SHA clock relative to the ADC clock must be optimized. Ideally, the SHA would acquire a
point on the input signal instantaneously, allowing a full sample period for track-to-hold transients to
settle. In reality, after a hold-to-track command, the SHA needs "acquisition time" to reacquire the
analog input to the desired accuracy. For the AD9100, 20 ns allows the device to acquire a new sample
to .01 % accuracy. Performance is optimized by not clocking the ADC until just before the SHA goes
back into track mode. This clocking scheme maximizes the amount of time allotted for the SHA output to
settle to a steady-state value.

When selecting a SHA for IF sampling applications, make sure to check specifications for hold mode
dynamics. Specifically, what is the signal distortion in the hold mode when the SHA is operating
dynamically (i.e. switching back and forth between track and hold)? Characterization of the AD9100 at
10 MSPS clock reveals that for input levels of 2 V p-p, the SFDR rolls off quickly for input signals above
20 MHz. Lowering the signal amplitude to 200 mV p-p however, allows the SHA to maintain 70 dB
SFDR for a 70 MHz input signal. Since the AD9022 (12-bit, 20 MSPS ADC) has a fullscale input range
of 2V p-p, an amplifier with gain = 10 placed after the AD9100 will preserve the overall dynamic range.
This post amplifier should feature fast settling and low noise, as this stage could potentially lower the
overall system signal-to-noise ratio. Characterization of the overall system helps the receiver designer
make a tradeoff between the SHA input level, which affects SFDR, and the post amplifier gain, which
affects SNR. To simplify this trade-off, the AD9101 "sampling amplifier" integrates a wide-bandwidth
track-and-hold with a gain-of-four post amplifier.
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The Universal Base Station

Personal Communications Services (PCS) is intended to be a competitive marketplace in the United States,
as evidenced by the FCC's strategy to open up smaller chunks of spectrum to numerous potential
operators. Combine multiple operators with the fact the PCS sites will output less power than cellular,
and the result will be large numbers of PCS sites serving each metropolitan area. A PCS scenario was
developed for Atlanta, GA which concluded that one operator would need over 2000 sites to provide
complete coverage. Multiple PCS operators competing with cellular and enhanced specialized mobile
radio (ESMR) services could result in many thousands of fixed base stations in one city. Scenarios like
this will encourage operators to make the most of whatever fixed station sites they are able to secure for

their infrastructure. Base stations that can easily accommodate multiple standards while maintaining small
size will be highly sought after.

Wideband ADCs

Figure 5 illustrates one concept for a common hardware or "universal” base station. This architecture is a
multi-channel transceiver design, in which one wideband ADC digitizes multiple channels in the receive
path, and one wideband DAC converts multiple channels on the transmit side. Individual channel
selection, down conversion to baseband, and filtering is done in the digital domain for receive. Likewise,
modulation, carrier multiplexing and summation is done digitally for transmission. Narrowband channel
characteristics such as bandwidth, passband ripple, and adjacent channel rejection, can be controlled with
changes to digital device parameters (i.e filter coefficients). Such flexibility is not possible when
narrowband analog filters are in the receive and transmit paths as in the previous two architectures.
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Figure 5. Universal Base Station Architecture

Figure 6 illustrates the kind of input spectrum an ADC must digitize in a multi-channel design. The
spectral lines represent narrow-band signal inputs from a variety of signal sources at different received
power levels. Signal "C" could represent a transmitter located relatively far away from the signal sources
"A" and "B". However, the receiver must recover all of the signals with equal clarity. This requires that
distortion from the front-end RF and IF signal processing components, including the ADC, not exceed the
minimum acceptable level required to demodulate the weakest signal of interest. Clearly, third order
intermodulation distortion products generated by "A" and "B" (2 x B - A) will distort signal "C" if the
nonlinearities in the front-end are severe. Strong out-of-band signals can also introduce distortion; signal
"D" in Figure 6 shows a large signal that is partially attenuated by the filter. In many systems the power
level of the individual transmitters is under control of the base station; this capability helps to reduce the
total dynamic range required.
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Figure 6. ADC Analog Input Spectrum

The sample rate required must cover the entire band of interest, and with resolution adequate for the
channel. One ‘magic number’ is 30.72 MSPS - allowing 1024 samples of a 30 kHz channel (as used in
AMPS). Other standards require different rates (eg 38.88 MSPS for IS-54, 39 or 52 MSPS for GSM),

these fast sample rates result in processing gain on individual RF channels (27 dB increase in SNR for the
AMPS example above) .

The "universal” architecture has not been widely applied because suitable data converters have not been
available. Historically ADCs designed for multi-carrier environments were board level or hybrid designs,
developed for military and radar applications. These converters were typically expensive and power
hungry, neither trait desirable for cost-conscious commercial designs.

This is changing; last year Analog Devices released the AD9027, a 31MSPS 12-bit converter with the
SFDR and IMD required for digital receiver applications. Later this year, its successor, the AD9042 will
be released. This isa 12 Bit A/D converter that provides 80dB SFDR for a 20MHz analog input at 41
MSPS while dissipating only S7SmW. It is based around a two step architecture (coarse-fine) and a novel
“Magamp” design. This reduces pipeline delay, and allows precise matching to reduce distortion.

Crucially, these devices are designed and tested using multi-tone signals, representative of the ‘wideband’
environment. (Traditionally ADCs were only characterised using one-tone tests, two tone at the most.
Some of the testing required for the wideband approach use a deliberately ‘nasty’ 48 tone.composite
signal).

Figure 7 shows an FFT plot of AD9042 performance for a fullscale 18.4 MHz analog input at a 50 MSPS
encode rate. The total RMS thermal noise is 0.33 LSB’s; this results in only a 2dB loss in SNR with

respect to an ideal ADC. SFDR on this device is > 80 dBc which represents a 6-7 dB improvement over
the recently released AD9027.

If the distortion introduced by the ADC is deemed too large, some system design techniques may be
applied to decrease the amplitude of converter non-linearities. Dithering is one technique of improving
the SFDR of an ADC at the expense of SNR. When noise is added to the input signal, non-linearities are
"smeared" across the transfer function of the ADC. In the frequency domain, the average energy of
spurious signals is reduced while the SNR is degraded. The additive noise reduces the total dynamic
range available, since the peak signal which can be applied without clipping the ADC is now reduced. A
refinement is often referred to as subtractive dithering. In this technique, the input noise source is
generated by a DAC and the same value is then subtracted from the digital output. This method subtracts
out the added noise, resulting in the same SNR as the undithered ADC. However, peak dynamic range is
still reduced by the amount of noise added.
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Figure 7. AD9042, 12-bit ADC Clocked at 50 MSPS

Wideband DACs

The “universal" base station of Figure 5 also requires wideband digital-to-analog converters. Because the
base station designer has more control over the signals being transmitted, the dynamic range requirements
on the DAC tend to be lower than for the ADC. Still, DAC non-linearities will degrade the purity of the
wideband spectrum to be transmitted, and DAC selection criteria must be established.

The DAC output spectrum contains images of the fundamental frequencies about integer multiples of the
sample clock, f.. To visualize this, consider a synthesizer clocked at 51 MHz, generating a signal
centered at 19 MHz. A look at this spectrum reveals components at 19 MHz (f,), 32 MHz (£, - f,), 70
MHz (f, + f,), 83 MHz (2f; - f,)... The amplitudes of these components are weighted by the
sin(rf/f)/(nf/f.) function. A few observations can be made about the DAC output spectrum. First,
lowpass filtering at one half of the clock rate, /2, will attenuate the higher order images. Frequencies
close to f./2 generate images, f; - f,, that are difficult to filter. For this reason, most system designers
elect to limit operation to less than 40 percent of the clock rate. Second, even the "in-band" frequencies,
those less than f./2, will be attenuated by the sinx/x function. Filters with an inverse sinx/x response can
be used to "re-weight" the spectrum thus achieving constant amplitude channels over the nyquist band.
This sinx/x correction may be accomplished in the digital domain prior to sending data to the DAC, or an
analog filter may be implemented after the DAC.

Now that an ideal DAC output spectrum has been discussed, how should a designer select a DAC suitable
for multi-channel transceiver applications? First, start by examining the DAC's static specifications such
as differential and integral nonlinearity (DNL and INL). DNL errors affect noise; INL errors affect
distortion. Most N-bit converters are specified to have less than 1 LSB of static error (1 LSB =
Fullscale*2™ ). A 10-bit DAC has a theoretical signal-to-noise ratio (SNR) of 62 dB (SNR is the ratio of
RMS signal to RMS noise). DNL errors greater than 0.5 LSB will further degrade SNR. Since
quantization noise is typically distributed over the entire nyquist band, however, SNR is not the most
pertinent specification. Once again, spurious-free dynamic range (SFDR), sometimes called "spectral
cleanliness” is actually the most common figure of merit. Whereas SNR compares the signal to the total
noise in a given bandwidth, SFDR compares the signal to the next highest frequency component in a given
bandwidth. This component might be a direct harmonic of the fundamental signal, an aliased harmonic,
intermodulation products, or some other non-harmonically related spurious signal. A 10-bit DAC can
achieve a SFDR of 85 dB if the preceding DDS chip preserves 15-bits of phase accuracy.
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Static INL errors affect converter harmonic distortion. Ideally, the transfer function of a DAC is a
straight line. Real transfer functions are bowed, S-shaped, have sharp discontinuities at midscale, etc.
Fourier analysis can predict the effect of non-ideal transfer functions on harmonics. A large bow will
result in a stronger 2nd harmonic; an S-shaped transfer will result in a stronger 3rd harmonic. In any
event, realize that the worst-case static INL specified in the manufacturer's datasheet conveys little
information in and of itself. A DAC specified at 0.25 LSB INL(max), whose transfer function is a nice
smooth bow, may have a worse affect on SFDR than a DAC whose transfer function is jagged, yet is
specified at 0.5 LSB INL(max).

Time domain parameters such as settling time, output slew rate, and glitch impulse have traditionally been
relied on to predict DAC performance. The ideal DAC has infinite slew, settles in O ns, and has no
glitch. The AD9721 slews at 1000 V/us, settles to .5 LSB in 4.5 ns, and has a typical glitch impulse of
1.5 pV-s when driving 50 Q to ground. While good time domain specifications do not guarantee good
frequency domain performance, some correlation does exist. First of all, unequal output rise and fall
times contribute to 2nd harmonic distortion. Secondly, more important than a worst-case glitch
specification is the code-dependent nature of the glitch. Midscale glitches and other code-dependent
transient errors will show up as harmonically-related spurs in the frequency domain. DACs which use a
segmented architecture generally have less code-dependent glitch compared to traditional R-2R DACs.

DAC manufacturers who characterize and specify their parts for frequency domain performance make the
converter selection process a lot easier. Higher order harmonics will be aliased "in-band" by the sampling
process. The location of these harmonically-related spurs can be predicted. An image of the 3rd
harmonic is aliased near the fundamental carrier when f,, approaches 1/4 of the clock. At fo, = fyoq/4
the 3rd will actually alias on top of the fundamental. The 2nd harmonic will be aliased close to the
fundamental carrier when f,,,, approaches 1/3 of the clock. At fy, = f /3, the aliased 2nd will fall on
top of the fundamental. B

Looking Ahead

ADC sample rates will continue to increase as evidenced by the AD9042, 12-Bit 41 MSPS ADC from
Analog Devices; ADCs designed for communications will extend the usable input bandwidth to common
intermediate frequencies. Digital-to-analog converters will soon provide the 75-80 dBc needed for
wideband transmitters. BiCMOS and Complimentary Bipolar technologies open the way for both ADCs
and DAC:s to preserve good performance at lower power and cost. By working closely with
communications systems designers, component manufacturers can make sure that new technologies such
as these, are applied correctly, paving the way for small, low cost, and flexible base stations.
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ABSTRACT

This paper presents a CMOS low
power integrated circuit, which
includes a 2400/1200/512 bits/s
POCSAG decoder and a 8-bits 6k
instructions RISC microcontroller.

The circuit has been designed for
highly integrated paging receivers.
Along with a RF front-end and a
small serial EEPROM it can be
used to build a numeric pager. It
can store 1K characters, can drive
a 12 digits 7-segments LCD display
and an external buzzer. it has a
bus serial interface, a crystal
oscillator and multipurpose
inputs/outputs. It can also drive an
external display driver for
alphanumeric applications.

This device has an operating
current consumption of 25 pA
working at 2.7 Volts, thereby
facilitating the use of a single and
small battery.

It has been designed in a 0.7 um
CMOS process. The die size is 33
sq. mm.

I. INTRODUCTION

Wide area radio paging, one of the
earliest form of one-way mobile data
communications, is still a growing
market, with a CAGR of 15% over the
1990 - 1996 period for the U.S.
market [1]. It is an efficient
communication system to alert and to
pass on messages to users away
from a base. The paging receiver or
pager is a radio receiver able to alert
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the bearer of an incoming message.
In addition to an audible signal,
products usually have a numeric or
an alphanumeric display. While most
of the pagers were 5 x 4 x 1.5 cm in
size or larger an important trend
appeared with smaller pagers.
Among these, the wristwatch pagers
which combine an electronic watch
and a pager working on a small
button-like cell [2] have been
successful. They require a small size
electronic module, a good radio
performance and a low power
consumption. In addition they should
be low cost since they are targeted
towards consumer market.

The most critical part of a pager (Fig.
1) in term of complexity and power
consumption is the Radio Frequency
(RF) front-end which deliver the data
bitstream.

EEPROM
1 o
RF DSP

"

-+

—

DISPLAY

|
;\

Fig. 1- Pager architecture




The Digital Signal Processing (DSP)
unit which converts this data stream
into messages and perform the user
interface is of great importance too.
One of the reasons for this is that
most of the time a pager do not
receive message, but instead it has to
monitor the incoming bit-stream to
detect a new message. In the well-
known POCSAG paging system [3], a
message for a given Radio
Identification Code (RIC) can only
begin in 2 out of the 17 codewords
which form a batch. So the DSP unit
can optimise the average power
consumption of the RF front-end by
turning on and off this unit. A second
reason to have a clever design of the
DSP unit is that the pager function
can be turned off during the night, so
the power consumption of the DSP
will also influence the battery lifetime.

This paper will describe a single chip
CMOS low power DSP unit , which
has been designed for a wristwatch
POCSAG pager. Along with a RF
front-end and a small serial EEPROM
it can be used to build a numeric
pager. It can also drive an external
display driver for alphanumeric (text)
pagers.

Il. CIRCUIT DESCRIPTION

The circuit diagram is described in
Fig. 2. It includes a 2400/1200/512
bits/s POCSAG decoder and a 8-bits
6k instructions RISC microcontroller.

The decoder is the first main building
block. It performs various functions to
process the incoming bitstream and
extract messages. Firstly a digital
PLL does the bit synchronisation to
correctly lock on the 2400-, 1200-, or
512 bits/s data stream. Then the
possible transmission errors are
detected and corrected with a ROM-
based ldck-up table. Frame
synchronisation is then performed by
a specific circuit which has 2 modes
of operation. It can either compare
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the 32 bits of the received
synchronisation word (SCW) [3] with
a reference and allow 1 or 2 errors, or
compare only a shorter portion of the
SCW. The first mode is used when
the pager is not frame synchronised,
while the second mode is used to
verify the status of frame
synchronisation and this allow to save
power since the RF front-end is
turned on for a shorter period of time

(4].

POCSAG Decoder

: A v !
: RISC microcontroller :
/|| RISCuP 6K ROM ||
E Clocks/ ||+
: L S Reference | |
E LCD driver I/0 ports ||,

| |

Fig. 2- Circuit diagram

Once it is frame-synchronised the
decoder wake up periodically the RF
front-end to verify if a message is
sent to the pager. This is performed
by a serial comparator which verify
that the address word [3] is equal to
the pager RIC, the RIC being stored
in the EEPROM circuit of the pager.
Finally a serial in - parallel out
register send the received characters
to the microcontroller part. The
decoder can handle 2 RIC, with 4
extension per RIC. In turn, the
extension define the type of call -
Tone Only, Numeric, or
Alphanumeric.




The microcontroller is the second
main building block of the circuit. It
includes a RISC microprocessor core,
a 6k instructions ROM, 1280 bytes of
RAM to store messages, a 12 digits
7-segments LCD display driver, a
76.8 kHz crystal oscillator, a voltage
reference, and multipurpose
input/output ports. These /O ports
are a buzzer driver, a serial bus
interface, 2 step motor drivers, 4
bidirectional ports, and 6 inputs for
mechanical contacts. The circuit can
also drive an external display driver
for alphanumeric applications.

The micropower microprocessor
has been designed for battery
operated devices such as watches,
pager receivers or other man-
machine interface [5]. A minimum
power consumption has to be
reached while maintaining a
reasonable speed. A characteristic of
these applications is that functions
are, in general, not continuously
executed. Therefore the processor is
event driven, i. e. a task is started by
an external event. Upon completion
of the task, the processor goes in
sleep-mode and awaits for the next
task. The implemented
microprocessor is a multi-task
architecture, i.e. up to four separate
tasks can be handled by a hardware
scheduler in a pseudo-parallel way
[6]. Context switching does not need
additional instructions. The basic
architecture is a 8-bit RISC processor
executing a one word instruction per
cycle of 4 clock periods. Due to the
reduced number of clock periods that
are necessary to execute a task, one
contributes to a power consumption
reduction.

The circuit can be supplied between
1.5 and 3.6 Volts. To minimise the
total power consumption the logic
part is supplied at a reduced voltage.
The maximum operating current
consumption of the circuit, which is
the consumption when the pager is
turned on and the microprocéssor is
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continuously running, is 30 MHA
working at 2.7 Volts. This value is
rather pessimistic since the activity of
the microcontroller is rarely 100
percent. In normal condition we
expect the average current
consumption to vary between 15 and
25 pA, thereby facilitating the use of a
single and small battery. -

The circuit has 84 /O pads and
requires only 12 external
components: a 78.6 kHz crystal, 7
capacitors, a resistor, a NPN
transistor, a coil and a buzzer in
addition to an LCD display. It has
been designed in a 0.7 um CMOS
process and has 134'000 transistors
excluding 150'000 bits of ROM. The
die size is 30 sq. mm.

lll. CELL LIBRARY

In order to minimise the power
consumption at the cell level, the logic
style of the standard cell library which
has been used for this design is the
static branch-based style [7, 8, 9].
This library is characterized by the
following features :

- branch-based schematics, The
logic cells are designed exclusively
with branches. In such cells,
branches are made of transistors in
series (limited to 3 MOS) connected
between a power line and a gate
output.

- complex gate decomposition. The

number of MOS in series in a branch
is limited to 3. For higher number of
inputs gates are decomposed into
several simple gates. It can be shown
that the delay, for instance, of a 2N-
input gate is larger than the total
delay of two N-input gates and one
inverter in series. In the latter case,
less parasitic capacitances are
switched from the input to the output.

- layout reqularity, As branch-based

logic is very regular, the layout design
is also regular, resulting in the




minimization of the source/drain
parasitic capacitances.

- 0o transmission gate. An inverter
followed by a transmission gate can

be replaced advantageously by a
tristate gate.

flip-flops. Critical races are due to
badly controlied delays that may bring
the circuit into a different stable state
than desired [10]. Race-free flip-flops
have therefore been designed to
obtain delay-independent library cells.
The method [10] provides sequential
cell structures in which each input or
internal variable can produce the
transition of at most one next internal
variable (minimal activity). Such cells
are therefore race-free and delay-
independent structures and very
suitable for a low voltage cell library.

IV. CONCLUSIONS

In addition to state-of-the-art RF front-
end and small EEPROM circuit, the
development of small size wristwatch
pagers requires a low power, high
integration digital signal processing
unit.

With only 12 external components the
circuit which has been presented
perform all the necessary baseband
signal processing and user interface
functions for a POCSAG pager. Its
maximum operating current
consumption is 30 pA @ 2.7 Volts
and its specific decoder allows a low
average current consumption of the
RF front-end.
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Abstract -- Many of today's portable RF
products, such as RF/ID tags used in automo-
tive eilectronic toil tag appiications, are too
smail to contaln a battery sufficient to power
them over their expected lifetime. Where such
devices operate in the presence of a RF fieid, a
simple and inexpensive circuit consisting of
an antenna, one or more Schottky diodes, and
a few passive components can be designed to
convert part of the liluminating RF fieid Into
DC power. This paper wili present design
techniques and lliustrate them with data
obtained on prototype circuits.

I. INTRODUCTION

The term "virtual battery” [1] has been coined
to describe a simple, compact and low cost
replacement for a battery in RF tags and other
portable applications were three design consider-
ations apply:

The RF application to be powered is very small
and portable.

The design lifetime of the application is long.

The application does not require primary
power in the absence of an illuminating RF
field.

A good example of such an application is the
modulated backscatter type of RF/ID tag [2],
which operates only when passing through a
highway toll booth and which is expected to last
five years or more without service. The inter-
rogator in the toll booth includes a 915 MHz
transmitter which illuminates the tag with a rela-
tively robust RF field, providing a source of energy
to be converted by the virtual battery. As shown
in the section below, such virtual batteries consist
of an antenna, one or two Schottky diodes and
one or more inexpensive passive components.

Such a circuit is a variation on the ordinary video
detector [3],[4]. Design considerations are pre-
sented and test data are provided for a practical
circuit.

Il. SCHOTTKY DETECTOR CIRCUITS

The Schottky diode can be represented by a
linear equivalent circuit, as shown in Figure 1.

|
1 lcp
— AN A
Lp Rg )N(Rj

Figure 1: Equivalent circuit of a Schottky diode

C; is the parasitic junction capacitance of the
Scho&tky chip and Rg is parasitic series resistance
of the chip. L, and C, are package parasitics. R;
is the junction resistance of the diode, where R
power is converted into DC output voltage. For
maximum output, all the incoming RF voltage
should ideally appear across R;, with nothing lost
in Rg. The equation for junction resistance is:

Rj = 0.026/I7 (1)

where
br= 's + 'b + lo, in amperes
Ig = the diode's saturation current, a func-
tion of Schottky barrier height
Ip = circulating current generated by the
rectification of RF power
lo = External bias current (if any)

Such a diode can be used to convert RF power

to DC with a simple detector circuit, as shown in
Figure 2.
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Figure 2: Schottky detector circuit

The behavior of Schottky detector circuits has
been well studied in an operating region defined
by two conditions; low input power (square law
operation) and high load resistance. These two
conditions, however, are not consistent with the
use of a Schottky diode to generate reasonable
levels of DC voltage and current.

A recent analysis [5] provides a single equa-
tion which describes the operation of a Schottky
diode over the entire practical range of input
power and load resistance.

(A ‘/BR—Pmc> ( +;: LR\,,:)15> @
expé[l«k tg s r’}vo
+ AR %
where

Iy = zero order Bessel function
Pinc = incident RF power
= generator or source impedance
n = diode ideality factor (emission coeffi-
cient)
A =q/(KT)
g = electronic charge
k = Boltzmann's constant
T = temperature in degrees Kelvin
R = output load resistance
Vo = output voltage

This equation neglects the effects of diode
package parasitics (which can easily be absorbed
into the input matching network), junction capaci-
tance C;, and (therefore) frequency. However, as
shall be seen later, these necessary simplifica-
tions are quite reasonable in the analysis of virtual
batteries operating at RF frequencies. The equa-
tion also neglects the effect of RF impedance
matching at the input to the diode, a matter which
will be treated in a later section.

Equation (2) presents the input (Pjnc) as a
function of output (V,), as is often the case when
obtaining the solution of a nonlinear problem. To
solve (2), it is necessary to obtain the inverse of
the Bessel function. Such an equation is easul)y
analyzed by a program such as Mathcad(?
where the output voltage can be iterated to obtain
a series of values for Pinc. after which a plot of V,,
vs. Pinc can be made. Appendix A is a printout of
the Mathcad file used to obtain the plots shown in
this paper.

It should be noted that equation (2) is useful
only if accurate values of the diode parameters I,
n, and Rq are used. These are generally provided
by the diode manufacturer, or they can be deter-
mined from measurements as described in
Appendix B.

Schottky diodes have evolved into many
designs, which can be reduced to two basic cate-
gories. The first, those formed on n-type silicon,
are characterized by relatively high barrier heights
and low values of series resistance - these are
ideal for mixer applications and detectors where
DC bias is available. The second type are formed
on p-type silicon, and are distinguished by low
barrier height (high Ig) and high Rg. These diodes
were developed for square law detector applica-
tions where load resistance is high and DC bias is
not available. Both types were evaluated for vir-
tual battery applications. Table 1 lists the char-
acteristics of two microwave diodes, both having
Cj = 0.25 pF, which were analyzed and measured.

Table 1: Diode parameters

n-type p-type
Pant HSMS-8201 HSMS-2850
n o 1.12 1.17
Is(A) 55X 109 2X10®
Rg(€) 7 25

Using equation (2), the calculated transfer
curve for these two diodes was obtained as
shown in Figure 3.

(1) Product of MathSoft, Inc., 201 Broadway,
Cambridge, Massachusetts.
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Comparieon of two Schottky diodes

i R -1ka
10%3

107

102,
3 HSMS-2850

Output voltage (V)

10

104 / HSMS-8201

10'5 £ T T T T
-45 -38 -25 15 -5 5 15 25

Incident power (dBm) Fro AT

Figure 3: Calculated transfer curves

As can be seen, the higher saturation current
of the p-type diode results in a substantially higher
output voltage at low power levels where square
law detectors typically operate. However, at out-
put voltage levels of interest for this paper, the
differences between the two types of diodes
appears to disappear.

Two sample diodes, having the characteristics
given in Table 1, were mounted on the end of a
50€2 transmission line with no matching network
and transfer curves were measured, as shown in
Figure 4.

Comparison, measured output vollage vs. input
power for two diodes terminating a 50Q line
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Figure 4: Measured transfer curves

The agreement between these data and the
calculations shown in Figure 3 is very good.

ll. VOLTAGE DOUBLERS

The primary goal of a virtual battery circuit is
maximum voltage at a given power level. The
voltage doubler [6] provides a higher output than
the single diode shown in Figure 2. It is illustrated
in Figure 5 (zero bias or virtual battery configura-
tion).

Rg

SRl

l€— Doubler circuit—)'

Figure 5: The voltage doubler

The doubler puts the Schottky diodes in paral-
lel with respect to the input RF signal, which low-
ers the input impedance and reduces the difficulty
of the impedance matching network. However,
the diodes appear in series with respect to the
output load, which (approximately) doubles the
voltage. If the two diodes are contained in a sin-
gle SOT-23 package, the cost impact associated
with the second diode is very small, making the
doubler a interesting circuit for virtual battery
applications.

In Figure 6, an equivalent circuit is evolved for
the doubler, by means of which it can be analyzed
using equation (2).

.
& ETE I
& ItIm

Figure 6: Doubler equivalent circuit

It can be seen that the transfer curve for a
doubler can be predicted using equation (2) by
doubling the value of Ry, halving the value of R
and doubling the calcula?ed values of V.

Calculations were made for a doubler using
the p-type diode described in Table 1, and such a
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diode pair (the HSMS-2852) was placed on the
end of a 50Q transmission line with no RF
matching network. Both calculated and measured
data for this doubler, as well as for the single
diode shown in Figures 3 and 4, are given in
Figure 7.

Comparison, calculated vs. measured, single and
doubler detectors terminating a 5002 line
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Figure 7: Data for an unmatched doubler

Agreement between calculated and measured
data is not as good as it was for the single diode
case, but is adequate nonetheless. Both calcu-
lated and measured curves predict a substantial
improvement in output voltage for the doubler,
when compared to a single diode circuit.

IV. JUNCTION CAPACITANCE

The effect of the diode's junction capacitance
is to short out the junction resistance, diverting
incoming RF energy into the parasitic series
resistance where it does no useful work. At high
frequencies and high values of R, as are typical
of square law detectors, junction capacitance has
a large effect upon output voltage.

The effect of capacitance on output voltage is
given by [7]:

1
M= @)

202 .
1+ C] RsR]

where
o = 2r times frequency
M = a multiplier for V,

While this equation is an approximation, its
accuracy is quite good for our purposes.

If M is plotted against junction resistance, the
curve of Figure 8 is the result.
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Figure 8: The effect of Cj

T TYTTT T

108
FiGos ATB

At the input power levels of interest to this
analysis, output voltages will be in excess of 1V
and circulating current I, will be on the order of
0.1 mA or more. At these levels of current R; is
less than 250€2, and junction capacitance has no
significant effect.

V. RF IMPEDANCE MATCHING

When the input impedance of the virtual bat-
tery or detector circuit is other than the complex
conjugate of the source, some incident RF power
is reflected back to the source and lost. In the
case of the square law (small signal) detector, R;
is fixed by the diode’s saturation current or the cir-
cuit's bias current. This value is inserted into the
linear equivalent circuit of Figure 1 and a RF
matching circuit can be derived. Of course, since
R: >> 50€2, losses in the matching network [4] will
reduce the gain in output voltage from a lossless-
case value of 50 times to a more realistic value of
10 times.

However, the impedance matching case for
the virtual battery is much different. First, the
impedance of the diode is much lower owing to
the high value of circulating current which
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depresses R;. The situation is made even easier
when the vohage doubler circuit is used. How-
ever, R; is not a constant for the virtual battery.
As mpu{ power is increased or load resistance is
decreased, the value of circulating current will go
up and junction resistance will be reduced. In the
virtual battery, R; is not a constant -- it spans a
significant range.

As part of the design of a 915 MHz voltage
doubler, the impedance of a HSMS-2852 Schottky
pair was measured as a function of external bias.
The data are shown in Figure 9.
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Figure 9: Impedance of a HSMS-2852

0.3 to 0.5 mA was selected as a probable
operating range for the doubler, and the value of
R: was estimated to be 250X2 for each diode in the
pair. The model of Figure 2 was set up for each
diode of the pair in a linear analysis program
(MMICAD ) and a 3-element low pass filter
matching section was optimized at the input to the
diode pair. The final matching network consisted
of a series microstrip transmission line (on 0.032"
thick FR4) of length = 1.07" and width = 0.015",
with a small capacitive flag at each end. The flags
constituted the shunt capacitors and the high
impedance line the series inductor of the low pass
fiter. The predicted impedance of this matched
diode pair, over the frequency range of 865 to 965
MHz, is shown in Figure 10.

(2) Product of Optotek Limited, 62 Steacie
Drive, Kanata, Ontario, Canada K2K 2A9

HSMS-2852 Schottky Pair, as virtual bat

MMICAD -- Fri Nov 18 14:59:21 1994

Frequency [GHZ]

Figure 10: Predicted input impedance match

Note that this analysis assumes that the diode
is to be matched to a source impedance of 50 +
j0, since measurements were to be made using
conventional test equipment. In the virtual bat-
tery, the antenna is the source, and its impedance
is probably something very different from 50Q.
This may make the design of the actual matching
network somewhat more challenging.

VI. MEASURED RESULTS

The two doubler circuits of the type described
above were fabricated on 0.032" thick FR4
microstrip. The first used the HSMS-2852 low
barrier diode pair and the second used the HSMS-
8202 low Rg diode pair. They were tested, and
their performance compared to a small signal
(square law) detector created for an earlier work
[4]. Al three were designed to operate from a
source of 50 + j0S2 at a frequency of 915 MHz.

The two virtual battery circuits were tested for
input return loss vs. input power and empirically
optimized for minimum VSWR at 0 dBm. In both
cases, this optimization resulted in the elimination
of the capacitive flags on the input matching net-
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work, which was then reduced to a single high
impedance (inductive) line. The square law
detector, on the other hand, had been designed
for optimum match at very small signal levels.
Plots of retumn loss vs. input power for all three
circuits are shown in Figure 11.

Return Loss vs. incident power, three doublers
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Figure 11: Return loss vs. input power

All three circuits were characterized for their
transfer characteristic with load resistances of
100KQ, 1KQ and 100Q2. The curves for RL =
1KQ are shown in Figures 12.

Output voltage vs. incident power, three doublers
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Figure 12A: Transfer curves for three doublers

It is interesting to note that the square law
detector, using the self-biasing low barrier diodes,
produces the largest voltage output at very small
signal levels. However, at the large signal levels

of interest to this analysis, its poor impedance
match results in a lower output voltage than the
virtual battery which uses the same HSMS-2852
diode pair.

Output voltage vs. incident power, three doublers
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Figure 12B: Transfer curve, expanded scale

These data lead to a more significant observa-
tion. At input power levels below 0 dBm, the
HSMS-2852 low barrier pair produces a higher
output voltage than the HSMS-8202 low Rg pair.
This difference in performance was predicted by
equation (2), as illustrated in Figure 3. What was
not predicted by equation (2), however, is the sig-
nificantly higher output voltage produced by the
HSMS-8202 at incident power levels greater than
0 dBm. When an impedance matching network is
placed before the diode, designed for low values
of R;, the importance of Rg is increased. For
example, when the value of total current It is
increased until R; = Rs. the output voltage of the
virtual battery will be half the value it would have
been for Rg = 0. While this point can be reached
at some input power level for any diode type, it is
achieved at a much lower value of input power
when an impedance matching network is used.

The efficiency (output power/input power) of
the two virtual batteries was measured, at an inci-
dent power level of +10 dBm, as a function of load
resistance. These data are presented in Figure
13.

165



Doubler efficiency vs. load resistance

Efficiency

HSMS-2852

Dots indicate output voltage of circuit

0.00 T T T TTT
100 1000

Load resistance ()

Figure 13: efficiency vs. load resistance
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These data illustrate the significant effect that
parasitic series resistance can have on the effi-
ciency of a virtual battery. Peak efficiency was
achieved at a load resistance of approximately
2KQ, a practical value for virtual battery applica-
tions.

VIl. CONCLUSION

Design considerations for a virtual battery have
been presented, and measured data from practi-
cal circuits have been presented. It has been
shown that a Schottky diode voltage doubler, with
an impedance matching network optimized for
high values of incident power, can be a efficient
substitute for a larger and more expensive battery
in certain applications.
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APPENDIX A - MATHCAD FILE
Vo vs. Pin calculator, based upon Harrison & Polozec, "Nonsquarelaw Behavior of Diode Detectors

Analyzed by the Ritz-Galerkin Method," IEEE Trans MTT, Vol. 42, No. 5, HEWLETT
May, 1994. This Mathcad file was developed with the assistance of Bob KI‘,U] P ECKL ARD
Gauthier of Mathsoft, Inc.
t=25 in°C A := 38.5 300

275+ t
l'o = 0 external bias, A n:=1.12 Ideality factor

lg:= 54-10"° saturation current, A Generator impedance, in Q

Rgi=7 inQ RL:=500 inQ

Values shown above are for the HSMS-8201 Schottky diode.

m :=18,19..43 Note that you might have to reduce the high end of this range from 43 to something less
m - 40 for certain sets of input values. If adjustment of guess values z does not result in a
ke = solution for ayn, reduce the maximum value of the range for m. For small signal
4 analysis, equations A3 through A8 may be deleted.
K
Vorn =10 ™ Output voltage is stepped. (A1) v o Volts
-6
Rg+R 3.2:10
i Vo [(1+——9F)-%-Vom+%ﬂs-lo] 6
B, = 1+I—°+H ;" e L (A2) B 5-6"°5
S L's . 1117 1.0-10 -
1.8-10
k1:=18.35 213  a = root| - 192) ;) ag) a, P29
k K B 1.371 3.2.10°%
0.68 | 1660 RN
k2 = 36..39 z := 40 - root| 22 10(2) A4 T B 0100
=36..39 z:= a,, i= 100 B——B—.z (A4) a, 1.17 | [3.089 1.0-10
e Tl 14.3] [1.51 | 3722 1.8-10"*
1.93
B | 18.0 7.638 3.2.10°4
k3:=40  z:=50 3, = root| —= - (;(z) z| (A5) 240 [242 | 728710 =~
8 i3 34.2| [2.96 | [3330.70 |[2:8.10 5
B 10(2) o 3.54 | [3952.10 [|1.0-10
k4=41 z=185ag g root| 5 - Tz (ae) %a = 4-;: 7.157-10 ||1.8-10°3
= 4.
ka Tk Gy = 82 =41 [1:333-10° [[3.2.10°2
B 07 [2.596-102 |[5.6.10-3
ks =42 721853, & = root|—= - 102) ) ag 3 =136 |9 5 5
s B 6.75 | 15.446-10° ||1.0-10°
747 1 11.303-10% |[1.8.10-2
K6:=43  z:=1.85 - root] & 1002) | g 231 22 (3935107 -2
= z:=1.853a, 86 = root{ — - —B—-,Z (A8) Qe = 9.19 : < 3.2.10
) e 10.35) [1.795:10° |[5.6.10°2
n-a
P = ——[—™) wats 11.94] 11.705-10° {[1.0-10""
lncm 8-R 3
g Ping, W . 5.972:10° |14.8-10°"
m 0 =
dBm_ := 10-log(P j,. -1000 9.71-10°7 6.8-10°" 2.127-10° f13.2-10
m inc, dBm_ 13 3
FMm_ S 5 4.686-10"||5.6.10
3013 1.68- 10 8.9-10 5
"3 12 1.583-10°'|| 1.0
-27.74 2.88-10 - w78
-25.40 Y oe 1n-6 1.5 2.471-10 T
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APPENDIX B - DIODE PARAMETERS

To obtain diode characteristics Ig, n and Rg from laboratory mea-
surements, take the following steps.

1. Measure forward voltage V4 at Iy = 0.010 mA and V5 at Iy = 0.100 mA.

* For most Schottky diodes, these two points fall on that part of the curve
which corresponds to an ideal diode characteristic (ie, the effect of Ry is
not seen).

2. Measure V3 and V4 at | = 4.80 mA and 5.20 mA respectively. Note that
accurate voltmeters and ammeters, with good resolution, must be used
for the measurements in steps 1 and 2.

3. Compute n = (V, - V1)/0.0586

0.010
4. Compute lg=——— mA
TPUE s = (v4/0.025n)
V- V3
5. Compute Rg = ————— Q
0.0004
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Monolithic Gain Blocks in Mini-Packages for DC to 4000 MHz
Wireless Hand-Held Communication

Henrik Morkner , N.M. Nguyen, Gary Carr
Hewlett-Packard Communication Components Division
39201 Cherry Street, Newark, California 95014

ABSTRACT

Engineers face many challenges
designing wireless hand-held systems. These
systems not only need to meet stringent RF
and DC performance specifications, they must
fit into tight space requirements. This paper
describes how to design high performance
amplifiers that reduce the printed circuit
board area required 25% to 75% compared to
traditional methods. Discussed are discrete
vs. MMIC (Monolithic Microwave Integrated
Circuits) designs and $S0-8 package MMIC vs.
SOT-363 MMIC designs. The paper shows
several application examples with
descriptions for popular 1575 MHz and 2400
MHz wireless applications.

I. INTRODUCTION

Increasingly, the challenge for the
wireless designer is to develop and deliver
smaller systems for cellular and cordless
systems. Weight and size have become major
considerations by the consumers of this rapidly-
growing market. The components manufacturers
have addressed this problem by designing more
of the receiver into VLS| silicon solutions.
However, the receiver amplification and
downconversion conditions exceed the available
performance of VLSI silicon integrated circuits.

Consequently, many wireless systems
operating in the widely used 900 MHz to 2400
MHz bands still use discrete surface mount
transistors with support resistors and capacitors.
Present discrete designs fulfill price and
performance specification demands. However,
they are now being challenged as MMIC solutions
provide the same function with less space
requirements. This paper will compare discrete
and MMIC designs for performance and space
parameters. Several application examples will be
shown demonstrating how Hewlett-Packard's new
line of miniature SOT-363 (SC70, 6 lead, 2 mm
length) MMICs that can propel system designers
to new levels of space efficiency.

Figure 1. Photographic comparison of a standard
S0O-8 MMIC verses a SOT-363 (SC70) MMIC

Il. ASMALLER PACKAGE

There is a vast array of package options
available to the wireless system designer today.
For simplicity this paper confines itself to surface
mount package types typically used for front end
wireless 900 MHz to 2400 MHz receiver systems.
For convention this paper refers to package types
by the EIA/IEC standard designation followed by
the EIAJ designation in parentheses.

Discrete transistors are traditionally used
in SOT-23 (SC59), SOT-143 (SC61), and SOT-
323 (SC73) style packages. Low cost MMICs are
available in traditional SO-8 and SOT-143 (SC61)
packages. Hewlett-Packard offers MMICs now in
the miniature SOT-363 (SC70) package. Figure 1
compares a SO-8 MMIC to a SOT-363 MMIC.
Figure 2 details various MMIC package styles.

The SOT-363 (SC70) package is a
natural progression from the SOT-23/143 style
packages (the world's first surface mount
miniature transistor packages). It is manufactured
using the same technology as the older SOT
packages and the new outline (though very small)
is well within the capabilities of modern pick-and-
place assembly equipment.
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Figure 2. Scaled comparison of size of various
standard surface mount plastic packages.

The SOT-363 package offers many
benefits to the modern wireless system designer.
The smaller size of the SOT-363 package (vs. the
SOT-23/143 or SO-8) provide the obvious
advantage of smaller system board real estate. A
less apparent advantage is that the package has
lower RF parasitics. The result is that both noise
figure, gain, and frequency bandwidth are
improved (primarily due to lower lead inductance
and capacitance). Repeatability is also improved
due to tighter mechanical tolerances and smaller
interconnections.

An obvious problem with a miniature
package is that the MMIC die must be small
enough to be assembled reliably. This has
assuredly hindered many manufactures from
offering MMICs in miniature packages. Hewlett-
Packard engineers have taken great care in
designing ultra small silicon and GaAs MMICs
that can take advantage of today's high
performance miniature packages. Figure 3
demonstrates a GaAs MMIC in the SOT-363
(SC70) package with a comfortable margin for
assembly and reliability. Another problem with
miniature packages is power dissipation. Copper
lead frames and paddle mounted center leads
allow the SOT-363 (SC70) to dissipate heat more
efficiently than its predecessors.

The result is a new line of surface mount
silicon and GaAs MMICs that are smaller than
any other known part on the market. The SOT-

Figure 3. Example of a GaAs PHEMT MMIC
bonded into a SOT-363 (SC70) package

363 (SC70) designs are 47% smaller than SOT-
23/143 designs and an incredible 87% smaller
than SO-8 designs.

Il. Discrete or MMIC ?

In most wireless applications discrete
transistors have held an advantage in price,
performance, flexibility, and component size. The
major drawback with  utilizing  discrete
components in space-constricted system is that a
large number of support components (resistors,
capacitors, inductors) are required. The support
components are required for RF matching and DC
biasing the transistor. They typically occupy 10 to
20 times the area of the transistor they support.

Modern MMICs simplify component
usage by incorporating most bias and matching
elements into an integrated circuit. MMICs take
advantage of their small size to also incorporate
topology advantages (such as feedback) that are
otherwise not available to the discrete design.
The results are components that offer similar
electrical performance to discrete designs but with
dramatic board space improvements. As with any
integrated circuit, system design is simplified. The
matching, biasing, and placement are improved,
thus reducing system design time and improving
productivity.

As an example, Figure 4. demonstrates a
GPS LNA(Low Noise Amplifier) designed using
discrete transistors [1]. The design required a
detailed analysis of the input matching
characteristics of the transistor in order to provide
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the maximum gain with lowest noise figure. The
design is further complicated by the need to
stabilize a potentially unstable transistor. The
result is a low noise amplifier design that requires
a 3 element input match and 3 element output
match. An additional 5 components are required
to bias the transistor properly. The layout
occupies 0.25 square inches con a 0.5" by 0.5 ¢
board. The LNA matching network uses
transmission lines (no cost, repeatable) as
opposed to SMT inductors (high cost, high Q)
which would consume much less real estate. The
final electrical result is a conditionally stable LNA
with a 1.9 dB noise figure and 10.5 dB gain at
1575 MHz. The LNA requires 3 volts, 3 mA and
would cost approximately $0.45 to build in
volume.

Figure 5. demonstrates a GPS low noise
amplifier designed at Hewlett-Packard with similar
electrical specifications to that shown in Figure 4.
The primary difference is that the design utilizes a
HP MGA-87563 GaAs PHEMT MMIC LNA to
reduce board size. The implementation of the
matching network requires 1 element for the input

T
e

—

Figure 4. A GPS (1570 MHz) LNA design built
with a discrete transistor [1]. Area is 0.25 in.sq.

| S—

and 2 elements for the output. Obtaining the
noise match is simplified and the magnitude of
the match (overall mis-match) is less severe for
the MMIC compared to the discrete transistor.
Again, transmission lines were used to minimize
cost (with a small real estate penalty). The LNA
layout occupies a 0.0875 square inch board area
(0.35" X 0.25”) that is almost 3 times smaller than
the discrete design. Electrical results show an
unconditionally stable low noise amplifier that has
a 1.8 dB noise figure with 14.5 dB gain. The
MMIC based LNA requires 3 volts, 4.5 mA and
costs approximately $0.95 to build in volume.

Figure 5. A GPS (1570 MHz) LNA design built
using a GaAs MMIC. Area is 0.0875 in. sq.

Figure 6. Surface mount parts required to build

discrete based 2 stage LNA verses a MMIC.
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Ili. Which MMIC to use ?

GaAs and Silicon MMICs are now being
used in almost every sector of the commercial RF
industry, from personal communication to direct
broadcast satellite. Component manufactures are
offering new MMICs constantly to meet changing
performance and cost requirements. The question
now facing the system designer is How do |
select the right MMIC ?° Manufacturers offer a
wide range of package styles and performance
levels.

The first step in selection of a MMIC is
not whether to use GaAs or silicon. A recent study
by Venture Development Corp. (Natick, MA) said
it expects the market for GaAs RF/MMICs to
account for about $302 million, or 61 %, of total
projected market for integrated circuits for mobile
wireless communications products in 1997 [2].
The split between GaAs and silicon will be where
there’s the best performance to price ratio. Silicon
has advantages in price and more highly
integrated functions such as synthesizers,
modulators, and mixers. GaAs has advantages in
power efficiency and noise figure for amplifiers
and switches. The system designer should pick
the best MMIC for the function, and ignore the
technology. Major manufacturers offer MMICs in
both technologies.

When designing systems that are
sensitive to available board space, the system
designer should obviously select the smallest
packaged MMIC that fulfills the application
requirement. To demonstrate the advantage of
MMICs in miniature packages, an example design
was done for a 2400 MHz low noise amplifier
using a SO-8 and SOT-363 (SC70) packages.

Figure 7. demonstrates a low noise
amplifier designed using a SO-8 MMIC per
manufacturers recommendations {3]. This LNA
would typically be used for applications in the
unlicensed 2400 MHz to 2480 MHz Industrial-
Scientific-Medical (ISM) band. The LNA requires
the MMIC and four support elements. A capacitor
is used for a DC block on the output and another
for DC supply de-coupling. For minimum noise a
shunt-series inductive network is used to provide
optimum noise match ('opt, Gamma Optimum)
over the narrow band of use. The board layout
uses 0.141 square inches (0.47" X 0.30). The
result is a 1.6 dB noise figure LNA with 20 dB of
gain. Output power (P-1dB) is -11 dBm. The LNA
uses a +5 volt, 18 mA supply. The cost would be
around $2 to $3 in volume.

Figure 8. demonstrates a Hewlett-
Packard MGA-86563 MMIC based LNA design for
the same 2400 - 2480 MHz ISM band. The MMIC
requires five support elements. The HP design
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F-igure 7. A 2.4 GHz LNA using a S08 packaged
MMIC.

Figure 8. A 2.4 GHz LNA designed using a SOT-
363 packaged MMIC.
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requires an output RF choke and de-coupling
capacitor since the bias is brought into the
amplifier MMIC through the output pin. As in the
previous example, a shunt-series inductive
network is also used in the HP MMIC to provide
l'opt to the MMIC for minimum noise figure.
Board size is 0.0627 square inches (0.33"X 0.19)
or 66% smaller than the SO-8 design. The HP
LNA provides a 1.7 dB noise figure and 20.5 dB
of gain. The output power (P-1dB) is +5 dBm with
a +5 volt, 14 mA supply. Typical cost is $ 2 in
volume. The clear advantage to this HP design is
the space savings and linearity.

A basic question may arise in the system
designers mind as to why MMIC manufactures do
not provide the full low noise match at the input.
The answer is that although the match could be
done monolithically within the MMIC (some
MMICs are available this way), it is best to leave
the narrow band match of a wide band part to the
MMIC user. This allows manufactures to produce
fewer custom ASICs and lower MMIC costs. With
such a variety of frequency standards it would be
cost prohibitive to offer a MMIC for each. Also,
the real estate hungry input match is cheaper and
better on the PC board.

IV. WHAT HP HAS TO OFFER

Hewlett-Packard now offers four new
MMICs in the SOT-363 (SC70) package available
in early 1995. These devices offer range and
flexibility that can be applied to most wireless
applications in the 50 MHz to 6 GHz bands. All of
the designs take to heart the Hewlett-Packard
tradition of offering reliable, easy to use, cost
effective components for RF and microwave
applications.

Both the INA-51 and INA-52 are
implemented in the Hewlett-Packard ISOSAT-II
silicon bipolar IC technology. This process
features a typical Fr of 15 GHz and uses
submicron lithography and trench isolation. The
fabrication utilizes a thick field oxide and gold
metalization that allow high-Q capacitors and
spiral inductors. The MMICs utilize a multi-
feedback approach for broadband frequency
performance. A combination of a shunt series and
a shunt-shunt feedback between the input and
output stages make the MMICs highly tolerant to
semiconductor processing as well as variation in
power supply voltage and temperature. The
circuit is matched intemally to 50 Q at the input
and output. Well suited for IF applications (up to
500 MHz), the circuits can also provide
satisfactory performance through 2300 MHz. See
Table 1 for information on the INA performance.

The MGA-87563 and MGA-86563 are
fabricated using a GaAs PHEMT (Pseudomorphic
High Electron Mobility Transistor) process. The
base material is MBE (Molecular Beam Epitaxy)
grown and the 0.2 micron FET gates are written
using electron-beam lithography. The remaining
layers are placed on the 3-inch wafers using
precision steppers. The result is a process with
typical Fr of 60 GHz and able to operate under
very low voltage and current conditions. Each
design incorporates feedback to provide stability
and reduce mis-match. Current is regulated
intemally with the use of current sources. This
results in designs that are tolerant of fabrication
and voltage supply variations. Costs are kept low
on these GaAs PHEMT MMICs (traditionally
expensive) through the use of a high yield
fabrication, small die size, and automated test.

Specification HP MGA-86563 | HP MGA-87563
Technology GaAs PHEMT GaAs PHEMT
Voltage 50V 3oV
Current 14 mA typical 4.5 mA typical
Frequency 0.5-6.0 GHz 0.5 - 4.0 GHz
range
Test 2.0 GHz 20 GHz
Frequency
Input match External to I'opt External to 'opt
Output match 50Q 50Q above 2 GHz
Typ Noise 1.7dB 1.6dB

| Figure
Typical Gain 20dB 14dB
P-1 dB comp. 5 dBm -2.0 dBm
Package SOT-363 SOT-363
Typical price $2.00 $1.00

Specification HP INA-§1 HP INA-§2
Technology Silicon Isosat Silicon Isosat
Voltage 50V 50V
Current 12 mA typical 30 mA typical
Frequency DC-2500 MHz DC-1500 MHz
range
Test 900 MHz 900 MHz
Frequency
Input match 50Q 50Q
Output match 50Q 50Q
Typ Noise 3.0dB 35dB
' Figure
Typical Gain 19 dB 20 dB
P-1dB comp. 0dBm 9dBm
Package SOT-363 SOT-363
Typical price $ 0.50 $ 0.50
Table 1. Specification summary for HP silicon
SOT-363 (SC70) miniature surface mount
MMICs.

Table 2. Specification summary for HP GaAs
SOT-363 (SC70) miniature surface mount
MMICs.
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V. CONCLUSION

System designers are being pushed to
develop smaller, cheaper, and better wireless
receivers for rapidly-growing personal
communications market. This is a daunting task
considering all the cellular and cordless system
standards worldwide.

To build the next generation systems,
traditional discrete designs will be hard pressed to
meet space requirements. Modem MMICs will
slowly fill these switching, amplification, and
downconversion RF signal processing tasks.
CMOS and bipolar technology will continue to
integrate IF and digital signal processing. The
result will be phones and receivers that have
fewer parts, cost less, and are smaller.

This paper has described the benefits of
miniature packages for MMICs. It has
demonstrated the space savings possible by
using a MMIC to replace discrete components.
Also shown was the design advantages of a
miniature MMIC verses a traditional SO-8 based
MMIC. Last, Hewlett-Packard’'s new line of
miniature SOT-363 (SC70) silicon and GaAs
MMICs were described.

The authors wish to thank Tsong Kao,
Ruben Reyes, Patrick Chye, Ding Day for die
fabrication; John Coward, Joe Stephens, Tony
Niedzwiecki for their test work; Bob Myers and Al
Ward for application expertise. Finally, Mike
Frank, Kevin Negus and Craig Snapp for
management support.

Any application help, application notes,
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Adjacent Channel Power Measurements and
Troubleshooting

Bob Cutler
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8600 Soper Hill Road
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bobc@labrte.lsid.hp.com

Abstract

The explosion in the number of digitally
modulated carriers has generated a great deal of
interest in power measurements, especially
measurements relating to spectral occupancy. In
this paper we will review the basic theory of
spectrum measurements, including
measurements on pulsed signals such as those
Jound in TDMA systems. In particular, we will
consider the implications of measurements that
are both time and frequency selective. For
example, we will discuss how to interpret a
spectrum based measurement of adjacent channel
power (ACP) given a finite, if not short,
observation interval. Then, using new
measurement techniques, we will identify the
sources of excess ACP in two different systems: a
continuous 32QAM system, and a pulsed Pl/4
DQPSK system.

Introduction

There are almost as many ways to define adjacent
channel power (ACP), as there are types of radio
systems. Rather than try and describe each, this
paper will take a more general approach to ACP
measurerments with the goal being a better
understanding of how to use time-selective ACP
measurements to isolate and identify transmitter
problems.

The term adjacent channel power might lead one
to believe that the goal of ACP measurerments is to
determine the amount of power that a transmitter
puts into an adjacent (or alternate) frequency
channel. The real goal is to quantify a
transmitter's potential for interference. For this
reason, the definition of "power" is somewhat
variable from system to system. In one system,
ACP might be defined as the peak power at the
output of a specified 30 kHz filter centered on the
adjacent channel. In another system ACP may

have exactly the same definition except that
instead of peak power, it might use the average
power over some specified time interval. Both of
these definitions incorporate the concept of time
selectivity. In the first example, the signal is
observed over a period of time and the peak power
level recorded. In the second example, the
measurement interval is specified exactly.

Frequency Selective

Measurements

Before getting into measurements that are time
selective, it's useful to review measurements that
are frequency selective only. In these
measurements, ACP is typically defined as the
power in a channel obtained by integrating the
power spectral density function G_(f) over the
bandwidth of the channel. As its name implies,
power spectral density is a frequency domain

Gyy ()
|
f4 f,
The PSD function Gxx(f) is defined as:
Gu(f) = lim 2E[X(f, T)]° ¢h)
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Figure 1. Relationship between frequency
point spacing, RBW, ENBW and channel
bandwidth.

measure of a signal's power density. It's usually
expressed in units of Watts/Hz or dBm/Hz.

The PSD function is defined as the Fourier
transform of the autocorrelation function. In
practice it's measured using narrow filters —
usually the RBW filters of a spectrum or vector
signal analyzer. Figure 1 shows how these filters
are used to sample the power spectrum. As the
filters are usually wider than 1 Hz, the PSD must be
computed by dividing the power in the filter by the
filter's equivalent noise bandwidth (ENBW). For
example, if the power in a 30 kHz RBW filter with
an ENBW of 33.84 kHz is -20 dBm, then the PSD at
the center frequency of the filter is

-20 - 10log(33840) = -65.3 dBm/Hz. This calculation
is based on the assumption that the PSD is
constant over the bandwidth of the filter. Usually
this is true. However, if a signal is periodic, or
contains periodic components (as shown in figure
2), then the spectrum will contain discrete spectral
lines and the assumption will be invalid.
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Figure 2. Spectrur: measurements of a sine
wave plus noise a' three different RBW
settings. The amplitude of the periodic
componenl is constant.

Figure 1 illustrates several important points. First,
the ENBW of a filter describes the bandwidth of a
rectangular filter that has the same power
response. So, unless a filter is rectangular, its RBW
and its ENBW are likely to be different. Second,
the frequency point spacing is independent of the
filter width. In other words, the filters may be
heavily overlapped, or they may not overlap at all.
Third, the start and stop frequencies for the
channel may not line up with the edges of the
filters. When this occurs, the first and last PSD
estimates can be affected by energy outside of the
channel bandwidth. Obviously, this is more likely
to occur with wider filters, or filters with poor
shape factors.

Since the PSD is a continuous function and we've
measured the function at discrete points, we must
use integration techniques designed to work with
sampled data, e.g. trapezoidal integration.
However, if we assume that the PSD is more or less
constant between samples, then we can
approximate the integral and compute the total
power by summing the powers at each frequency
point divided by the ENBW and then multiplied by
the span over which that value applies. The span
over which each value applies is usually the
frequency point spacing (except for the points at
the upper and lower edges of the band).

Time Selective ACP

Measurements

In theory, it's necessary to observe a signal over an
infinite amount of time to determine its power
spectral density function. Since infinitely long
observation intervals aren't practical, signals are
usually observed over shorter periods of time with
a corresponding loss in frequency resolution. In
general, shortening the observation interval does
not degrade the estimate of the PSD provided the
signal appears to be stationary (in a statistical
sense) within the period of observation. For
pulsed signals, this would imply an observation
interval that includes many pulses (i.e. many
frames of a TDMA signal). If the observation
interval is decreased further, beyond the point
where the signal no longer appears stationary
within the observation interval, then the ~
measurement is said to be time-selective.
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For continuous signals, that is signals that aren't
pulsed, ACP measurements may provide a good
indication of a transmitter's potential for causing
interference even if the measurements aren't time
selective. However, most receivers have finite
rnemories. In other words, they respond to how
energy is distributed in time as well as frequency.
For example, if a transmitter that is interfering
with a receiver on an adjacent channel is turned
off, then the receiver will no longer suffer from the
effects of the interference. While this is an
extreme example, it does lead us to consider
definitions of PSD that incorporate finite, if not
short observation intervals. In fact we might
conclude that the length of observation should be
based, not on the characteristics of the transmitter,
but on the characteristics of the receiver.

To gain further insight into time-selective
measurements let's use a Fourier transform to
look at several signals and their spectrums as
computed over different observation intervals.

Consider an unmodulated carrier. It's spectrum
contains a pair of impulse functions, one at the
carrier frequency, and one at the negative of the
carrier frequency (which we'll ignore). If the
previously unmodulated carrier is modulated with
a single pulse, then the spectrum takes the shape
of a sinc function (sin(x)/x) centered at the carrier
frequency (as shown in figure 3). We can easily
predict this spectrum by observing that the
multiplication of the sine wave by a RECT function
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Figure 3. A sine wave multiplied by a RECT
Junction has a spectrum that is a sinc
Junction convolved with a dirac delta

Figure 4. Spectrum sine wave multiplied by
a train of RECT functions

in the time domain corresponds to the convolution
of an impulse (at the carrier frequency) and a sinc
function in the frequency domain.

If instead of a single pulse, the carrier is
modulated with a pulse train, then the spectrum
will be comprised of impulse functions. The
overall shape of the spectrum will remain
unchanged provided the pulse width remains
unchanged. The spacing of the impulses, or

spectral lines, is determined by the pulse repetition
rate.
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Figure 5. With a short observation interval,
the PSD for the pulse train and single pulse
can be identical.

The single pulse and pulse train examples illustrate
two important concepts. First, the single pulse
example can be thought of as a time-selective
measurement of the pulse train. In other words, by
limiting the observation interval to a single pulse in
the pulse train, we get a different spectrum than
would be obtained by observing the signal over
hundreds of pulses. Second, the pulse train has a
spectrum with discrete spectral lines because the
signal is periodic. Digitally modulated carriers
normally transmit data that is random, however if
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the data contains a synchronization word that
repeats periodically, then the spectrum will contain
discrete spectral lines.

This last signal is designed to show how
dramatically different the spectrum can appear
when the observation interval used to compute the
PSD is changed. In figure 6, the spectrum
computed using the entire burst has a null at the
carrier frequency. If we limit the observation
interval to either the first half or the last half of the
burst, we will compute a spectrum that has a shape
similar to that shown in figure 3. So, for the same
signal, we can make two different measurements —
one that shows energy at the carrier frequency, and
one that doesn't.
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Figure 6. Sine wave multiplied by a RECT
Sunction that changes polarity at t=0

Practical Time-Selective ACP

Measurements

One of the most common time-selective
measurements uses a technique called gating.
Gated measurements provide a way of limiting the
observation interval to specific portions of the time
waveform. This technique can be used with both
spectrum analyzers and vector signal analyzers.
Figure 7 illustrates how gating is used to isolate the
spectrum due to the digital modulation from the
spectrum that includes the effects of both the
digital modulation and the pulse modulation. In
this example the on-off transitions of the pulse
modulation clearly increase the amount of energy
in the adjacent channels.

While this measurement suggests that the on-off
transitions are a problem, it's not clear if the
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Figure 7. Gating is used to observe the
spectrum without the effects of the on-off
transitions.

problem is with the rising edge, the falling edge, or
both. This information can be easily obtained by
simply changing the position of the gate, and
perhaps its length, so that gate includes only one of
the edges.

Not all ACP measurements are based on
measuring, and then integrating, the power
spectral density function. An alternative approach
defines ACP in terms of the power at the output of
a filter that has approximately the same bandwidth
as the channel. Three of these filters are shown
operating in parallel in figure 8. One filter is
centered on the assigned channel and two filters
are centered on the upper and lower adjacent
channels. The input waveform is a pulse
modulated carrier. The output of the detectors
give an indication of the instantaneous power in
each of their respective channels. Obviously, the
results obtained are going to depend heavily on the
impulse response of each filter.

Normally, a spectrum analyzer is used to make this
type of ACP measurement. The analyzer is
configured for zero-span operation with the RBW
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Figure 8. Filters and detectors are used to
determine the instantaneous power in the
assigned and adjacent channels.
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filter acting as the channel filter. Since the
spectrum analyzer can only measure a single
frequency at a time, each channel must be
measured separately. For certain types of ACP
problems this may be an acceptable limitation.
However, there are many instances where it's
desirable to observe the behavior of the assigned

channel and the adjacent channels simultaneously.

For example, a modulation error may cause the
mnstantaneous power to exceed its designed limits
for certain combinations of transmitted symbols.
This type of problem will be transitory so it's
unlikely that it will appear in both the assigned
channel and adjacent channel measurements.

A vector signal analyzer (VSA) can be used to
simultaneously view the outputs of hundreds or
thousands of parallel filters. By adjusting the
bandwidths of the filters, tradeoffs can be made

between frequency resolution and time resolution.

For example, better frequency resolution may
show that excess ACP is due to a spurious signal
that couldn't be resolved using the wider channel
filter.

—
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Fignre 9. Narrower filters provide better
frequency resolution at the expense of time
resolution. Spectrums can be constructed
SJrom the parallel detector outputs.

The parallel filter, demodulation and display
capabilities of the HP 89400 Vector Signal Analyzer
will be now used to characterize ACP problems in
two digitally modulated signals.

Troubleshooting a 32 QAM

Continuous Carrier Signal

Figure 10 contains two spectrum measurements
which have been overlaid, one on top of the other.
Band power markers have been used to compute
the power between the markers for the assigned
channel and the upper adjacent channel. The
adjacent channel power ratio (ACPR) has been
computed for both spectrums. In both cases the
measurements were not time selective.

TRACE D: 132 Speectrune
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Figure 10. A problem introduces a 1 dB
degradation in the ACPR for a 32 QAM
signal. This measurement provides little
insight into the nature, or seriousness of the
problem.

Without time selectivity, this ACP measurement
gives little insight into the nature of problem, and
may even understate the potential for interference
from the impaired signal. We don't know if the
problem's due to distortion in the power amplifier,
improper filtering of the baseband signals, a
defective component, or a coding error in the
modulator software. In fact, with only 1 dB of
degradation, we might conclude that there isn't a
problem.

In figure 9 we showed how spectrums could be
constructed from the outputs of the detectors.
Although two spectrums are shown, it should be
obvious that more spectrums, representing more
points in time, can be easily computed. The VSA
can display hundreds of spectrums on a single
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Figure 11. Two time selective measurements
in the upper trace show a higher level of
ACP than previously observed. The lower
trace contains more than 100 spectrum
measurements in a spectrogram. It shows
that the excess ACP is periodic.

display using a display type called a spectrogram.
In a spectrogram, the amplitude of the spectrum is
encoded into color or intensity so that each
spectrum can be displayed in a single row of pixels.
The spectrogram in the lower trace of figure 11 has
an x-axis of frequency and a y-axis corresponding
to time. As the legend on the left indicates, the
amplitude scaling is from -0.6 dBm (dark) to -70.6
dBm (light).

Two separate time-selective measurements of the
continuous 32 QAM signal, shown in the upper
trace in figure 11, indicate that the excess ACP can
be much worse than indicated by the measurement
that wasn't time selective. The spectrogram clearly
shows that the excess ACP occurs periodically.
This rules out several distortion mechanisms, and
problems such as improper filtering, and points to
an algorithmic problem in the modulator. To
isolate the problem further, the VSA's digital
demodulator was used to check the quality of the
modulation. The error vector magnitude (EVM),
which is an indicator of overall quality looks good
at 1.6%. However, the peak in the error vector plot
in the lower left trace of figure 12 indicates that
one symbol is slightly misplaced.

TRACE B3 ChY Err Vact
& Marker

Figure 12. Digital demodulation of the
32 QAM signal uncovers a misplaced symbol
in an otherwise clean signal.

From the vector diagram in the upper right trace
we see that the symbol with the largest error is
associated with a large amplitude excursion. In
fact, the error in this system caused the data going
to the DAC to be improperly scaled This resulted
in distortion on signals with large amplitudes. In
the particular test pattern used, it happened that
only one combination of symbols caused
amplitudes large enough to exceed the maximum
count on the DAC. The periodicity of the ACP was
caused by the repetition of the binary test pattern.

Troubleshooting a Pulsed
Pi/4 DQPSK Signal

In the gated measurement mentioned earlier in this
paper, it was determined that the pulse modulation
contributed to the signal's excessive ACP. It was
also mentioned that the gate could be moved, and
possibly shortened, so that only the rising or the
falling edge appeared within the observation
interval. This would be done to determine which
transitions contributed to the ACP problem.

Using the Vector Signal Analyzer it's possible to
incrementally move the gate through the pulse and
observe the resulting spectrums. Because the gate
is moved incrementally, each observation interval
is heavily overlapped with the previous observation
interval. Although described differently, this is the
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Figure 13. The spectrogram clearly shows
how the faster ON to OFF transition qgffects
ACP. The spectrogram and the lower left
trace also show that the data modulation
portion of the burst is clean.

same parallel filter measurement technique that
was used to evaluate the 32 QAM signal. The VSA's
spectrogram capability will again be used to
simultaneously view all of the results.

The measurement results shown in figure 13
clearly show what most power amp designers
already know - fast power transitions cause
splatter. In this example, there was no attempt to
control the on-to-off transition. The result is
obvious. What may not be obvious is that the
system could have had controlled transitions and
still produced a spectrogram similar to the one
shown. For example, a phase instability in the
carrier caused by the power-on transition coupling
into one of the local oscillators could have also
caused excessive ACP.

Summary

There are many ways of making adjacent channel
power measurements. While specific measurement
techniques may be required for compliance testing,
other techniques such as those presented here, can
and should be used. These techniques are useful in
the design lab and on the manufacturing floor. Not
only do they provide better visibility into the nature
of an ACP problem, but in many cases the
measurements requires less time to perform.

The goal of ACP measurements is not to make a
textbook power measurement, but rather to identify
and prevent sources of interference in
communication systems. For this reason, the

definitions of power and power spectral density
may vary from the norm. Even terms like peak
power may not have the usual meaning.

All of the measurements in this paper were made
using an HP 89440A Vector Signal Analyzer.
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Cost-Effective Frequency Calibration
in Field Environments

by

Stuart Jensen
Product Specialist, Diagnostic Tools Division
Fluke Corporation

An increasing need is arising throughout the electronics industry for equipment calibration
at locations other than the traditional Cal Lab. This need can be attributed to two main
factors. First, requirements for traceable, high-precision calibration result from the need to
comply with quality standard demands such as those of ISO 9000. Second, advanced
electronic equipment is increasingly being installed in the field, as is the case with the
continually growing communications networks, many of which require regular local

maintenance and calibration.

These demands create the need for calibration equipment that meets a number of stringent
requirements. The equipment must be portable and convenient to use in field
environments. Also, the equipment must meet specified standards of accuracy and
stability with adequate margins relative to the primary equipment specifications to ensure
reliable calibration test accuracy ratios. The equipment must also be relatively immune to a
wide range of adverse environmental conditions such as temperature and power

instabilities.

In addition, to minimize the cost of ownership, suitable equipment for field calibration
must have low maintenance requirements and be able to operate for long periods of time

without itself needing to be calibrated.
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Frequency Calibration of Clock Systems

Formerly, clock inaccuracies of the order of 1 part per million (ppm) were regarded as
acceptable for many installed systems. This meant measuring instruments such as
frequency counters with typical errors of 0.1 ppm were considered adequate for
“calibration” of these systems; however, increases in the density of activity in allocated
bandwidths have tightened the performance requirements on communication systems.
Today's higher precision demands require more stringent calibration standards. Clear
examples are evident when looking at the strict measurement requirements for TDMA

architecture digital communication networks.

Potential Frequency References

Today’s frequency counters, equipped with ovenized high-stability timebase oscillators,
typically reach an overall accuracy of a few parts in 10%; however, this generally requires
they themselves be calibrated at regular two-month intervals. In comparison, the global

System for Mobile Communications (GSM) specification requires that Base Station
. -8 .
transmitter system clocks maintain an accuracy of £5 x 10 . To meet these more stringent

calibration requirements, even these high-performance ovenized crystal oscillators are not

sufficiently accurate.

To obtain this stability requirement, a number of available external frequency references,

used in combination with a high-resolution counter, can be considered.

*  Radio-transmitted reference frequency sources
Radio-transmitted frequency references employ receivers tuned to a broadcast clock
reference such as WWVB, GPS, LORAN or others. These receivers then use the
broadcast signal as a reference for the instrumentation at the site. The broadcast signal
may contain more information than simply a clock reference, such as time of day
information. Radio-transmitted frequency signals can be influenced by propagation
delay variation and other forms of radio interference. This can cause short-term
instability, which makes this form of frequency inadequate as a direct source for

external reference. The short-term influences will be of different kinds, depending on
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the frequency. Long and medium-wave frequencies will be strongly influenced by the
changes in the reflection layer during sunset and sunrise. High-frequency signals will
suffer from dispersions and other short-term influences; however, over a long

integration period, the stability will be high.

Radio-transmitted reference sources can in many cases provide accuracy better than
10", These systems require the reference signal to be acquired and averaged over a
period of many hours. These sources can be quite practical in stationary field

calibration systems, but are hardly usable in mobile applications.

External stand-alone atomic reference oscillators

A stand-alone atomic reference oscillator is sometimes used the same way as a radio
reference signal. Instead of receiving a broadcast standard, the local stand-alone
frequency source provides an adequate reference oscillator for the local test
equipment. In this manner, the accuracy of the atomic standard is “transferred” to
the test equipment used. Both rubidium and cesium-based atomic reference
oscillators are available. Cesium standards are generally larger and more expensive,
but have truly negligible aging. Rubidium oscillators are less costly and show little
aging. Both solutions have limited portability because they require a separate box of

significant size and weight.

Frequency counter with self-contained standard

A viable and widely used alternative is provided by the new PM 6685R frequency
counter by Fluke. The PM 6685R employs a built-in rubidium timebase that provides
high accuracy, quick warm-up and stability in a compact and easily portable form
factor. When compaired toa crystal oscillator, the rubidium reference is much less
susceptible to temperature, mechanical shock, power instability, and physical
orientation. Like the stand-alone reference, the aging of the rubidium element is
minimal. In addition, the PM 6685R's high-performance, accuracy and stability are

reached without long warm-up times (six minutes versus 24 to 48 hours for ovenized
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crystals) or battery stand-by support, and does not require frequent recalibration.
With an aging of only 0.0002 ppm per year and calibration intervals as long as two
years, the built-in reference meets most field calibration requirements within a wide

margin.

The actual rubidium timebase oscillator is an atomic frequency standard which behaves
differently than conventional crystal oscillators. The frequency determining element is
based on intrinsic atomic properties, which results in low sensitivities to temperature,
shock, vibration and other environmental influences. Furthermore, the atomic properties

_ are basically time-independent, resulting in excellent long-term aging performance.

Example: GSM Base Station Calibration

A typical example of today's field calibration requirements is the on-site frequency
calibration of Global System for Mobile (GSM) communications base stations (BS). Key
criteria for these calibrations have been formulated by the European Telecommunications
Standards Institute (ETSI) in the GSM 05.10 recommendation. The "Radio sub-system

synchronization” guideline reads as follows:

The BS shall use a single frequency source of absolute accuracy better than 0.05 ppm
for both RF frequency generation and clocking the timebase. The same source shall be

used for all carriers at the BS.

The base station system clock is typically a 13 MHz high-precision oscillator, and is often
synchronized to the Central Office master clock system. The base station's own system
clock must still be fairly close to the central clock to obtain and maintain network

synchronization.

The 0.05 ppm limit results in the following:
* Maximum permissible deviation of +0.65 Hz (0.05 ppm in 13 MHz);
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* Maximum error at the moment of calibration of the base station approximately 0.26 Hz
or 2 x 10°* (allows for drift between calibrations);

e Calibrating counter to have a maximum error of 0.05 Hz or 4 x 10 (as defined by
metrology rules, to give a test accuracy ratio of four times between the measured object

and the measuring instrument).

Although it is doubtful whether they actually meet the accuracy requirements for this
application, quartz crystal oscillator-referenced counters are often used to calibrate GSM
base station clocks. However, to come close to the minimum requirements, even a super-
high-stability crystal oscillator needs frequent recalibration and battery back-up to maintain
the oven temperatures. Furthermore, the strains placed upon the oven/crystal elements
due to the practical requirements of actually visiting the BST and setting up the equipment

will significantly affect its performance.

High-resolution counters are ideal for performing accurate measurements of frequency and
time-related parameters in most high-precision applications, provided the instruments can
be equipped with the right timebase option. The latest frequency counters have measuring
resolutions of 10 to 12 digits. Such resolutions are not matched by even the best available

timebase crystal oscillators.

Choice of Time Base -- The Error Budget

Most high-performance counters have a range of timebase options, from plain crystal
oscillators and those which use correction tables based on testing the crystal across its
thermal range of operation (temperature-compensated crystal oscillators), to highly
sophisticated and expensive oven-enclosed crystal oscillators. To meet the high precision
requirements, Fluke and just a few other suppliers offer a rubidium atomic-referenced

timebase option for their counters.
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The choice of the preferred option must be based on the actual calibration situation. A
survey of possible timebase frequencies, features and benefits for high-precision frequency

calibration with counters is given in Table 1.

Table 1. High-Frequency Calibration with Counter Comparison

Parameter | Reference Built Into External Reference Used With Counter
Counter
High- Rubidium |GPS, radio |Cesium Rubidium
precision atomic transmitted |atomic atomic
crystal reference reference reference reference
oscillator (PM 6685R)
Short-term | Very Good | Good Poor Good Good
stability
(1s)
Aging/24h | Good Very Good | Very Good |Excellent Very Good
Aging/year |Good Very Good | Excellent Excellent Very Good
Need for Yes No Yes**/No | Yes No
cont.
operation
Stability Moderate Very Good |Very Good |Moderate Very Good
against
vibration
Stability Moderate | Very Good |Excellent Excellent Very Good
against
temp.
variations
Retrace* Moderate Excellent Excellent Excellent Excellent
Warm-up Long Very Short |Moderate | Moderate Very Short
time
Fundament | None Lamp Life |None Cs Lamp Life
al (15 years) contaminati | (15 years)
wear-out on of
devices electron
mult. (5
years)

“Relative frequency deviation from a stabilized value before switch-off to the stabilized value after power-on,

with a power-off period of e.g. 24 h.
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**Continuous operation preferred for maximum accuracy. In case of loss of power and satellite information, a
new start-up and acquisition period must elapse before full stability is reached. The time needed for this

acquisition depends on the system used.

A timebase can best be selected by developing an error budget, in which all the relevant
error elements are incorporated, including the accepted calibration intervals. To meet the
specific requirements for the GSM base station frequency calibration, the significance of

these elements can be considered. Error elements for the PM 6685R are discussed below.

Sources of errors for a counter's timebase:

The three major sources of error in counters are:
1. g Uncertainty directly after calibration including retracing. Retrace, is the relative
frequency deviation after stabilization, compared to the previous value, before a switch-

off period of, for instance, 24 h.
2. ¢, Timebase uncertainty due to aging.
3. & Timebase uncertainty due to ambient temperature uncertainty.

Other sources of error in a counter

1. g, Counter resolution uncertainty (quantization error).

2. ¢, Counter trigger uncertainty due to noise.

Total uncertainty (U) using a Fluke PM 6685R frequency counter
Calculations are based on "Guidelines for Expressions of Uncertainty of Measurements in Calibration" from

the Western European Calibration Cooperation (WECC).

Notice the trigger error due to noise, €, has been left out of the formula since we normally can neglect this

error for frequencies above | MHz and for measuring times (MT) >1 s.

Under these three error conditions, we can calculate the total uncertainty (26) using the following formula*:

189



Use - 2xf (ei)2+ (e;)2+ (er)2 +(ea)2

*Due to rounding, the LSD displayed may limit the actual readout resolution. For measuring times > 1 s, the
overflow or nulling mode will increase resolution beyond the basic 10 digits up to 12 digits.

Table 2. Major Factors Influencing Various Types of Time Base Options

Source PM 6685R Incl. Osc. Option
of
Error
104 /05 107
(TCXO) (OCXO0) (Rb-0s¢)
& =1x10"* =0.5x10* =5x10™"!
10 days 1x10™® 3x107? <5x10™"
g,
per/
1 month 2x10™* 1x10* 5x10™"
3 month 4x10* 2x10* 1x10™"
12 month 1x107 7.5x10* 5x10™"
24 month 2x107 1.5x10” 7x10"
£, 23+3°C =2x10° =0.6x10° =4x10™"

Using the figures the previous formula, we can summarize the calculated total uncertainty to a 2 sigma
confidence level. The Table 3 lists the results of calibration intervals from 10 days to two years, versus

timebase options available for the PM 6685R.
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Table 3. Results of Calibration Intervals Versus Time Base Options for the PM 6685R

Total Uncertainty U,

Oscillator Versions

o for:
TCXO 10169 €0) Rb-osc
104 105 107
| Measuring Time 1/10 s 1/10 s 1s 10 s
10 days cal. interval 1.7x10* 0.7x10* X0 AR RS e X0
1 month cal. int. 2.6x10* 1.3x10* 5x107 < 1x10™
3 month cal. int. 5x10™ 2.4x10® ISX10Mas 1.5x10™"°
12 month cal. int. 1.2x10” 9x10* - 8x10"% 6x10™"°
24 month cal. int. 2.3x107 1.7x10” HIXT0Res 8x107°

culation of requirement for the counter's tim Se accuracy:
Calculat f req t for th ter's time base a a

e  Maximum allowed GSM base station clock deviation according to ETSI:

e To allow for aging and other environmental influences, equipment is often calibrated to a margin of three
times its operational requirement. The final maximum adjustment deviation after calibration will then be:

5x10%3 = 1.5x10*

e It is common metrology practice that a 4 to 1 margin between the measured elements performance

requirement and the measurement equipment’s performance is maintained. This means the frequency

counter’s maximum error should be:

Built-In and External Timebase References for High-Precision Frequency Calibration by

Counters

The error budget calculation shows the defined inaccuracy requirement of 4 x 10? is close
to impossible to achieve with a normal crystal oscillator and with instrument calibration
intervals of two months or longer. Formerly, when alternatives were limited, users had to
simply accept the fact that normal crystal oscillators were not capable of fully meeting
industry requirements. They had to analyze the error sources and try to minimize the
errors that could in influenced. Aging, for example, could only be minimized by frequent

calibration of the counter.

0.05 ppm (5x10*)

1.5x10%4 = 4x10”
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The initial error due to setting accuracy and retracting, a dominant element, can be reduced
through careful alignment and continuous operation using built-in batteries. In this way, it
would theoretically be possible to reach a total error of <4 x 107, but it would only be

achievable by re-calibrating every 10 days.

The required performance can easily be reached with the rubidium oscillator version

available in the PM 6685R frequency counter.

Significant benefits of the PM 6685R for field calibration purposes include the following:

e Meets and exceeds the required accuracy after only six minutes of warming-up time;

* Meets the required specifications with a wide margin, providing ample room for
environmental influences and adjustment tolerances;

* Itself, has low calibration costs, due to long calibration intervals;

* Requires less maintenance and has easier handling than a battery-equipped counter
with a normal high-stability crystal oscillator;

e Is virtually insensitive to environmental influences such as vibration, shocks and

temperature variations.

For GSM base station frequency calibration and maintenance, the rubidium timebase-
equipped PM 6685R offers an excelient fitness for purpose. Thanks to its high overall
performance, the PM 6685R is also ideal for other highly demanding field frequency
calibrations. In spite of a higher initial cost, the PM 6685R will in the long run give an

overall low cost of ownership with extended calibration intervals of up to two years.
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Testing data communications systems

W. David Tarver

Telecom Analysis Systems, Inc.
34 Industrial Way East
Eatontown, NJ 07724

Phone: (908) 544-8700

FAaX: (908) 544-8347

Data communications via wireless media are becoming a more
and more important factor. Wireless communications are sub-
Jject to the unique characteristics of the RF channel, in-
cluding attenuation, fading, and multipath distortion. Suc-
cessful communication requires properly designed radios and
proper baseband signal processing.

At TAS, a system has been developed for evaluating the per-

formance of wireless data communications devices. This sys-

tem includes a new device for emulating the RF channels, and
a new performance measurement means for measuring bit error

‘rate and throughput. Using these devices, it is possible to

take performance measurements on some commercially available
communications products.

Results will show significant variation in the performance
of commercial wireless communications devices. These dif-
ferences are due to both radio design and baseband signal
processing issues.
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Evaluating Communications Systems and Components Under Multiple
Signal Conditions
Tim Carey
Hewlett-Packard Co.
PO Box 58059
Santa Clara, Ca. 95052

Abstract

All communications systems operate in
multiple signal environments containing
desired and unwanted signals.
Understanding how a system, sub-system or
component will perform when exposed to
this harsh environment is vital to insuring
successful  operation and  customer
satisfaction. To date, system designers have
used computer simulations and
time-consuming field trials to evaluate the
actual opertaing conditions found in real
use. Due to the difficulties and high costs
associated with generating realistic multiple
signal environments, limited - hardware
testing has been employed in the laboratory.
A new signal simulation system is available
that can  generate the  multiple,
high-precision adjacent-channel, co-channel
and out-of-band signals required for fast
hardware testing at a cost that places this
capability in the hands of almost any
develpment team. This paper describes
several measurement applications including
carrier sensing, receiver blocking, dynamic
range and distortion testing which require a
multiple signal stimulus.

1. Introduction

Frequently the testing of wireless
communications devices and systems requires
the generation of multiple RF test signals.
Examples include pre-compliance testing in

R&D prior to sending units to a standards lab
for type approval and full compliance testing.
Performance verification prior to releasing a
design to production usually involves field trials
since this is an accurate method of determining
real operational performance. Of all the signals
used in wireless device and system
development, multi-signal stimuli are the most
difficult to set up; and multi-signal tests are the
most expensive and time-consuming to run.
The following paragraphs highlight some of the
more common multi-signal tests as well as
describe how advances in digital signal
synthesis can make these tests easier and more
cost effective.

2. Intermodulation Tests

Because most wireless appliances operate in
dense signal environments, intermodulation
(IM) distortion is a critical performance
specification. IM distortion is caused by
third-order and higher non-linearities in the
signal path, usually in amplifier stages,
especially receiver RF and IF amplifiers,
tranmitter output power amplifiers and
semiconductor T/R circuits. Signals entering
these circuits are linearly processed but are also
subject to unintentional mixing action due to
the non-linearities. The results are signals that
occupy one or more channels that the same or
another device is to receive. These signals limit
the receiver's sensitivity to desired signals on
the channels. Signals producing the interfering
intermodulation products may be in-band (other
channels in the same system) or out-of-band
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(other services in other frequency allocations).
If these signals are not sufficiently attenuated
by a receiver's early selectivity, they can enter
the first amplifier stage and generate
intermodulation products. In the case of base
station power amplifiers, the signals of several
channels can mix causing new signals to be
radiated on occupied or unoccupied channels.
Since in-band signals are usually not attenuated
in either system receivers or the base station
power amplifiers, these signals are primary
candidates for examination. In addition, the
signal density in heavily-used systems means
that there are many combinations of signals
than can generate IM distortion.

All cellular systems (GSM, DECT, NADC
etc) have specifications governing
intermodulation performance in their system
standards. These specifications also describe
the test methodology including the channel
allocations to be used in the testing. For
example, the DECT standard has two separate
IM tests. The first describes intermodulation
generated in base station power amplifiers
(transmit side) and the second in personal
receivers. The DECT receiver IM test is
described graphically in Figure 1. A
communications link is established between a
base station simulator and the device-under-test
(DUT). Two potential interfering signals are
generated, one with DECT modulation and the
other as an unmodulated, continuous-wave
(CW) signal. The signal level of the interferers
is raised until the the measurement performance
parameter is degraded below specification.
Note that in digital transmission systems the
performance parameter is Bit Error Rate
(BER).

Traditionally engineers have relied on
two-tone or three-tone IM tests. These stimuli
were easier to generate and control that
multi-channel signals. The utility of these
signals was enhanced by their fit in theoretical

models to estimate the IM performance of a
design. Their drawback is that in multi-channel
systems these models tend to under-estimate
the IM that would be generated. The advent of
powerful circuit and system analaysis software
has enabled the calculation of device and
system IM performance in environments
containing multiple signals (N> 3). Until
recently the actual hardware testing of such
devices has depended on using a limited
number of signals in the lab combined with
time-consuming and costly field testing.
However, new technology allows multiple
signal testing in the laboratory that simulates
the actual multiple signal environments
encountered in field trials.

The best example of the movement toward
multi-signal testing is IM testing in base station
transmitter power amplifiers. As the design of
base stations has evolved from separate
amplifiers for each channel to multi-channel
amplifier architetcures, multi-tone (multiple
CW carriers) testing has become the standard
for channelized systems. [1]

3. Receiver Blocking and Dynamic Range

Another multiple-signal measurement
application is receiver dynamic range.
Sensitivity can be degraded by strong adjacent
or alternate channel signals that overload linear
stages in the RF or IF sections of the receiver.
Bias conditions can be altered by extremely
strong signals. Instantaneous dynamic range is
the difference between the minimum
discernable signal (MDS) a receiver can
process in a single signal mode and the level of
one or more additional strong signals that
causes the MDS to degrade.

Receiver dynamic range is measured by
establishing a traffic link between a base station
simulator and the DUT at a level slightly higher
than the MDS. One or more strong signals are
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also generated on selected channels and their
levels are varied to determine the receiver
dynamic range. Dynamic range measurements
are usually performed with static signals from
which estimates are made to determine
performance under the time-varying power
levels encountered in actual operation. Figure 2
depicts a typical receiver dynamic range test
scenario.

4. Channel Access

Many wireless systems have standards
governing how a user may access a channel.
Traffic collisions are minimized by frequency
multiplexing and time multiplexing techniques.
Nonetheless, some systems have adopted
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