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To Shad, Jeremv, and Meaghan

—they continue to keep us in debt.



Preface

In the preface to each edition of our book, we
have stated that the mass media are con-
stantly changing. This continues to be true
today. Keeping up with the changes in the me-
dia is a daily task. For example, consolidation
has changed radio because companies can
now own several radio stations in one mar-
ket. Satellite delivery has changed television
because viewers now have more program-
ming choices. The accessibility to the print
media on the Internet has changed the read-
ing habits for millions of people. And the In-
ternet has changed how mass media re-
searchers conduct their work. These changes
and more have created an exciting time in
mass media research.

As in our previous editions, our goal is to
introduce you to mass media research. In this
edition, we have made changes based on
comments from teachers, students, and me-
dia professionals who have used our book.
All of the chapters have been updated, the
chapters are now arranged in a more logical
order, and there is a new chapter on Internet
research. In addition, although the Internet is
still in its infancy, we wanted to take advan-
tage of it and we have made our book “In-
ternet ready.”

Throughout the book, we include web
sites, search engine suggestions, and Info-
Trac® references for you to examine for fur-
ther information. These suggestions were
current as of early 1999. However, since the

World Wide Web changes daily, some of the
suggestions and sites may be relocated or
even abandoned. If that is the case, take time
to search for related sites—the Internet is an
information gold mine.

We would like to thank the following
colleagues for their feedback on this edition:
David H. Goff, University of Southern Mis-
sissippi; Charles “Rick” Houlberg, San
Francisco State University; Michael Ryan,
University of Houston; and James D. Whit-
field, Northeast Louisiana University. In ad-
dition, we would like to thank our editor at
Wadsworth, Karen Austin, for her support
and encouragement.

As we have stated in the previous five edi-
tions: If you find a serious problem in the
text, please contact one of us. Each of us will
steadfastly blame the other for the problem
and will be happy to give you his home tele-
phone number (or forward any e-mail).

Have fun with the book. The mass media
research field is still a great place to be!

Roger Wimmer

Denver, Colorado
rogerwimmer@home.com
www.wimmer-hudson.com

Joseph Dominick
Athens, Georgia
joedom@arches.uga.edu
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At some point in our lives most of us have
heard someone say, “Some things never
change.” This statement is particularly ap-
propriate to the average person’s perception
of mass media research. Based on our experi-
ence, we think that the perception of research
is the same today as it was in 1979, when the
first edition of this book was published.
What is the perception of mass media re-
search?

In the introduction to their book, No
Way: The Nature of the Impossible, Davis
and Park (1987) state:

= It is impossible to translate a poem.

= It is impossible for the president of the
United States to be less than 35 years
old.

= It is impossible to send a message into
the past.

= It is impossible for a door to be open
and closed simultaneously.

In reference to research, some people

would add:

= It is impossible to learn how to conduct
mass media research.

Davis and Park address the nature of the
impossible in several areas. Their book is a
collection of essays by authors who explain
how some seemingly impossible statements
and situations are not what they appear to
be. For example, Davis and Park say that the
last item in their list (the open/closed door)
sounds like pure logic, but it isn’t. A revolv-
ing door is evidence that the “pure logic” is

incorrect. We contend that “it is impossible
to learn how to conduct mass media re-
search” may sound like pure logic, but it
isn’t. What is required is an understanding of
the basics of research.

» Why Should We
Learn About
Research?

Regardless of how the word research is used,
it essentially means the same thing: an at-
tempt to discover something. We all do this
every day. This book discusses many of the
different attempts used to discover some-
thing in the mass media. It’s that simple.
Research can be very informal with few,
if any, specific plans or steps, or it can be for-
mal with the researcher following highly de-
fined and exacting procedures. Keep in mind,
however, that the lack of exacting procedures
in informal research does not mean that the
approach is incorrect. Also note that the use
of exacting procedures does not automati-
cally make formal research correct. Both pro-
cedures can be both good and bad. The im-
portant thing for any researcher (formal or
informal) to understand is the correct ap-
proach to follow to ensure the best results.
Most people who conduct research are
not paid for their efforts. Although the re-
search industry is an excellent field to enter,
our approach in this book is to assume that
most of you who read this material will not
become (or are not now) paid professional
researchers. We assume that most of you will
work (or are already working) for companies
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and businesses that use research, or you are
merely interested in finding out more about
the field. With these ideas in mind, our ap-
proach is to explain what research is all
about, to show you how to use it to discover
something, and to make your life just a bit
easier when a research report is put on your
desk for you to read or when you face a ques-
tion that needs to be answered.

Now, back to the idea that all of us are re-
searchers and conduct research every day.
Remember that we define research as an at-
tempt to discover something. Every day each
of us conducts hundreds or thousands of “re-
search projects.” We’re not being facetious
here. Just consider the number of things you
must analyze, test, or evaluate in order to
perform daily tasks:

1. Set the water temperature in the
shower so you do not freeze or burn.
Decide which clothes to put on that
are appropriate for the day’s activities.
Select something to eat for breakfast
that will stay with you until lunchtime.
Decide what time to leave the house
to reach your destination on time.
Figure out the most direct route to
your destination.

Decide whether you should pull over
to the side of the road if you hear a
siren.

7. Judge how loud to talk to someone.
8. Estimate how fast you need to walk
to get across the street and beat the
traffic.

Evaluate the best way to tell a friend
about a problem you have.

10. Figure out when it is time to go home.

=
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The list may seem mundane and boring,
but the fact is that when we make any of
these decisions, we have to conduct a count-
less number of tests. We all make numerous
attempts to discover something in order to
reach a decision about these events.

In essence, all of us are researchers al-
ready. This begs the question: Then why read
this book? The reason is that there are good
ways to attempt to discover something and
there are not-so-good ways to attempt to dis-
cover something. This book discusses both
the good and the bad so you will be able to
distinguish between the two. Even if you do
not plan to become a paid professional re-
searcher, it is important to learn the best way
to collect information and analyze it. Why?
Quite simply, because we have already tested
the idea and know it to be true.

Do not take only our word that under-
standing research is valuable. Consider what
some people in the media say about research.
Larry Barnes, President of Media Resources,
Ltd., a Canton, Ohio, supplier of print-based
promotions and advertising services, says:

Research arms us with the best sales tool in
the world—instant credibility. The customers
we visit are busy with their own responsibili-
ties, and oftentimes our sales call is perceived
as an intrusion. When these customers see the
basic research we have conducted for them
and how it will help them make money, we
are immediately considered to be experts in
our field and are no longer considered to be
an intrusion.

In the radio field, Bob Neil, President/CEO
of Cox Radio, Inc., in Atlanta, Georgia, says:

When I first started in radio, the notion of re-
search was a new idea. In the late 70s and
early 80s, very few stations took the time or
spent the money to find out what the audi-
ence really wanted. I quickly became fasci-
nated with research because, as a Program Di-
rector, there were so many questions I wanted
to ask.

Radio is simply a product, not unlike any
other product, and if you are going to succeed,
you need to understand who your target is.
The only way to do that is through research.



David Hall, Program Director for KFI-
AM in Los Angeles, California, takes a some-
what more basic approach:

I work in a business in which I am responsible
for knowing what 2 million people like and
don’t like when they listen to the radio, a prod-
uct they can neither see nor touch. In fact, it’s
a product they don’t even know they think
about. Research is invaluable to me because
I’'m such a geek that if I put on my radio station
what I like, our station would have an audi-
ence of about 10 people in a city of 10 million.

The underlying theme presented by these
three professionals highlights the business
philosophy followed by the senior author for
the past 16+ years as a paid professional re-
searcher. That is, there are three basic steps to
success in business (and for that matter, every
facet of life):

1. Find out what the people want (cus-
tomers, audience, readers, family).

2. Give it to them.

3. Tell them that you gave it to them.

Failure is virtually impossible if the three-
step philosophy is followed. How can you
fail when you give people what they ask for?
The way to find out what people want is
through research, and that is what this book
is all about.

= Geftting Started

Keep in mind that the focus of this book s to
discuss attempts to discover something in the
mass media. Although it would be valuable
to address other fields of endeavor, this chap-
ter contains discussions of the development
of mass media research during the past sev-
eral decades and the methods used to collect
and analyze information. It also includes a
discussion of the scientific method of re-
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search. The purpose of this chapter is to pro-
vide a foundation for the ropics discussed in
greater detail in later chaprers.

Two basic questions a beginning researcher
must learn to answer are {1) how to use re-
search methods and statistical procedures and
(2) when to use research methods and statisti-
cal procedures. Although developing methods
and procedures is a valuable task, the focus for
most researchers should be on applications.
This book supports the tasks and responsibili-
ties of the applied data analyst (researcher),
not the statistician; it does not concentrate on
the role of the statistician because the “real
world” of mass media research does not re-
quire specific knowledge of statistics. Instead,
the “real world” requires an understanding of
what the statistics produce and how to use the
results in decision making. After conducting
thousands of mass media research studies for
more than 25 years, we have concluded that
those who wish to become mass media re-
searchers should spend time learning what to
do with the research methods, not how they
work. (There are more than 69,000 entries in
an Internet search for “research methods.”)

Although both statisticians and researchers
are involved in producing research results,
their functions are quite different. (Keep in
mind that one person sometimes serves in both
capacities.) What do statisticians do? Among
other complex activities, they generate statisti-
cal procedures, or formulas, called algorithms;
then researchers use algorithms to investigate
research questions and hypotheses. The results
of this cooperative effort are used to advance
our understanding of the mass media.

For example, users of radio and television
ratings (mainly produced by The Arbitron
Company and A. C. Nielsen) continually
complain about the instability of ratings in-
formation. The ratings and shares for radio
and television stations in a given market often
vary dramatically from one survey period to
the next without any logical explanation (see
Chapter 15). Users of ratings periodically ask
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statisticians and the ratings companies to help
determine why this problem occurs and to of-
fer suggestions for making syndicated media
audience information more reliable. As re-
cently as the spring of 1996, media statisti-
cians recommended larger samples and more
refined methods of selecting respondents to
correct the instability. Although the problems
have not been solved, it is clear that statisti-
cians and researchers can work together.
{Search the Internet for “statisticians” to find
out the variety of tasks these people perform.)
Since the early part of the 20th century,
when there was no interest in the size of an au-
dience or in the types of people who make up
the audience, mass media leaders have come to
rely on research results for nearly every major
decision they make. As stated in the first edi-
tion of this book, the increased demand for in-
formation has created a need for more re-
searchers, both public and private. And within
the research field are many specializations. Re-
search directors plan and supervise studies and
act as liaisons to management, methodologi-
cal specialists provide statistical support, re-
search analysts design and interpret studies,
and computer specialists provide hardware
and software support in data analysis.
Research in mass media can be used to
verify or nullify gut feelings or intuition for
decision makers. Although common sense is
often accurate, media decision makers need
additional objective information to evaluate
problems, especially when they make signifi-
cant decisions (which usually involve large
sums of money). The past 50 years have wit-
nessed the evolution of a decision-making ap-
proach that combines research and intuition
to produce a higher probability of success.
Research, however, is not limited to only
decision-making situations. It is also widely
used in theoretical areas to attempt to de-
scribe the media, to analyze media effects on
consumers, to understand audience behavior,
and so on. No day goes by without some ref-
erence in the media to audience surveys, pub-

lic opinion polls, growth projections or sta-
tus reports of one medium or another, or ad-
vertising or public relations campaigns. As
philosopher Suzanne Langer (1967) says,
“Most new discoveries are suddenly-seen
things that were always there.” As stated in
previous editions of this book, mass media
researchers still have a great deal to “see.”

There is no question that media research
and the need for qualified researchers will
continue to grow. Yet it is difficult to find
qualified researchers who can work in the
public and private sectors.

We strongly urge you to search the Internet
for additional information on every topic dis-
cussed in this book. We have identified some
areas for further investigation, but do not limit
your searching to only our suggestions.

n The
Development
of Mass Media
Research

Mass media research has evolved in definable
steps, and similar patterns have been fol-
lowed in each medium’s needs for research
(see Figure 1.1). (As you read the following
paragraphs about the development of mass
media research, consider the Internet as an
example. It is now the newest mass medium.)
In Phase 1 of the research, there is an interest
in the medium itself. What is it? How does it
work? What technology does it involve?
How is it similar to or different from what
we already have? What functions or services
does it provide? Who will have access to the
new medium? How much will it cost?

Phase 2 research begins once the medium
is developed. In this phase, specific informa-
tion i1s accumulated about the uses and the
users of the medium. How do people use the
medium in real life? Do they use it for infor-
mation only, to save time, for entertainment,
or for some other reason? Do children use it?
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Figure 1.1  Research Phases In Mass Media

PHASE 1

The medium \

PHASE 4
How the medium

PHASE 2
Uses and users of

can be improved

the medium

PHASE 3
Effects of the
medium

Do adults use it? Why? What gratifications
does the new medium provide? What other
types of information and entertainment does
the new medium replace? Were original pro-
jections about the use of the medium correct?
What uses are evident other than those that
were predicted from initial research?

Phase 3 includes investigations of the so-
cial, psychological, and physical effects of the
medium. How much time do people spend
with the medium? Does it change people’s
perspectives about anything? What do the
users of the medium want and expect to hear
or see? Are there any harmful effects related
to using the medium? Does the technology
cause any harm? How does the medium help
in people’s lives? Can the medium be com-
bined with other media or technology to
make it even more useful?

In Phase 4 research is conducted to deter-
mine how the medium can be improved, either
in its use or through technological develop-
ments. Can the medium provide information
or entertainment to more types of people?
How can new technology be used to perfect or
enhance the sight or sound of the medium? Is

there a way to change the content (program-
ming) to be more valuable or entertaining?

The design of Figure 1.1 is not intended to
suggest that the research phases are linear
that when one phase is over, it is never consid-
ered again. In reality, once a medium is devel-
oped and established, research may be
conducted simultaneously in all four phases.
For example, although television has been
around for more than 50 years, researchers are
still investigating the medium itself (satellite-
delivered digital audio and video), the uses of
TV (pay-per-view programming), effects (vio-
lent programming), and improvements (flat-
screen TV).

Research is a never-ending process. In
most instances a research project designed to
answer one series of questions produces a
new set of questions no one thought of be-
fore. This failure to reach closure may be
troublesome to some people, yet it is the es-
sential nature of research.

Figure 1.1 depicts four phases of re-
search. However, in some mstances, as in pri-
vate sector research, an additional element
permeates every phase: How can the medium
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make money? The largest percentage of re-
search conducted in the private sector relates
in some way to money—how to save it, make
more of it, or take it away from others. This
may not “sit well” with people who view the
media as products of artistic endeavor, but
this is how the “real world” operates.

At least four major events or social forces
have encouraged the growth of mass media
research. The first was World War I, which
prompted a need to understand the nature of
propaganda. Researchers working from a
stimulus—response point of view attempted
to uncover the effects of the media on people
(Lasswell, 1927). The media at that time
were thought to exert a very powerful influ-
ence over their audiences, and several as-
sumptions were made about what the media
could and could not do. One theory of mass
media, later named the “hypodermic needle”
model of communication, basically suggested
that mass communicators need only “shoot”
messages at an audience and that those mes-
sages would produce preplanned and almost
universal effects. The belief then was that all
people behave in very similar ways when they
encounter media messages. We know now
that individual differences among people rule
out this rather simplistic view. As DeFleur
and Ball-Rokeach (1989) note:

These assumptions may not have been explic-
itly formulated at the time, but they were drawn
from fairly elaborate theories of human nature,
as well as the nature of the social order. . . . It
was these theories that guided the thinking of
those who saw the media as powerful.

Search the Internet for more information
about the “hypodermic needle theory” of
communication.

A second contributor to the development
of mass media research was the realization by
advertisers in the 1950s and 1960s that re-
search data are useful in devising ways to per-
suade potential customers to buy products

and services. Consequently, advertisers en-
couraged studies of message effectiveness, au-
dience demographics and size, placement of
advertising to achieve the highest level of ex-
posure (efficiency), frequency of advertising
necessary to persuade potential customers,
and selection of the medium that offered the
best chance of reaching the target audience.

A third contributing social force was the
increasing interest of citizens in the effects of
the media on the public, especially on chil-
dren. The direct result was an interest in re-
search related to violence and sexual content
in television programs and in commercials
aired during children’s programs. Researchers
have expanded their focus to include the pos-
itive (prosocial) as well as the negative (anti-
social) effects of television (see Chapter 17).
Investigating violence on television is still an
important endeavor as evidenced by such
studies as “The UCLA Television Violence
Report” published in January 1998.

Increased competition among the media
for advertising dollars has been a fourth con-
tributor to the growth of research. Most me-
dia managers are now very sophisticated and
use long-range plans, management by objec-
tives, and an increasing dependency on data
to support the decision-making process. Even
program producers seek relevant research
data, a task usually assigned to the creative
side of program development. In addition,
the mass media are geared toward audience
fragmentation, which means that the masses
of people are divided into small groups, or
niches (technically referred to as the “demas-
sification” of the mass media).

The competition among the media for au-
diences and advertising dollars continues to
reach new levels of complexity. The media
“survival kit” today includes information
about consumers’ changing values and tastes,
shifts in demographic patterns, and develop-
ing trends in lifestyles. Audience fragmenta-
tion increases the need for trend studies (fads,
new behavior patterns), image studies (peo-



ple’s perceptions of the media and their envi-
ronment), and segmentation studies {expla-
nations of types or groups of people). Major
research organizations, consultants, and me-
dia owners and operators conduct research
that was previously considered the sole prop-
erty of the marketing, psychology, and sociol-
ogy disciplines. With the advent of increased
competition and audience fragmentation, me-
dia managers are more frequently using mar-
keting strategies in an attempt to discover
their position in the marketplace. When this
position is identified, the medium is packaged
as an “image” rather than a product. (Simi-
larly, the producers of consumer goods such
as soap and toothpaste try to sell the “image”
of these products because the products them-
selves are very similar, if not the same, from
company to company.)

This packaging strategy involves deter-
mining what the members of the audience
think, how they use language, how they
spend their spare time, and so on. Informa-
tion on these ideas and behaviors is then wo-
ven into the merchandising effort to make the
medium seem to be part of the audience. Po-
sitioning thus involves taking information
from the audience and interpreting the data
to use in marketing the medium. (For more
information about positioning companies
and products in the business and consumer
worlds, see Ries & Trout, 1986, 1997.)

Much of the media research before the
early 1960s originated in psychology and so-
ciology departments at colleges and universi-
ties. Researchers with backgrounds in the
media were rare because the media them-
selves were young. But this situation has
changed. Media departments in colleges and
universities grew rapidly in the 1960s, and
media researchers entered the scene. Today
mass media researchers dominate the field,
and now the trend is to encourage cross-
disciplinary studies in which media re-
searchers invite participation from sociolo-
gists, psychologists, and political scientists.
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Because of the pervasiveness of the media, re-
searchers from all areas of science are now
actively involved in attempting to answer
media-related questions.

Modern mass media research includes a
variety of psychological and sociological in-
vestigations such as physiological and emo-
tional responses to television programs, com-
mercials, or music played by radio stations.
In addition, computer modeling and other
sophisticated computer analyses are now
commonplace in media research to determine
such things as the potential success of televi-
sion programs (network or syndicated). Once
considered eccentric by some, mass media re-
search is now a legitimate and esteemed field.

s Media Research
and the
Scientific
Method

Kerlinger (1986) defines scientific research as a
systematic, controlled, empirical, and critical
investigation of hypothetical propositions
about the presumed relations among observed
phenomena. The basic terms that define the
scientific research method describe a proce-
dure that has been accepted for centuries. In
the 16th century, for example, Tycho Brahe
(pronounced TEE-koh BRAH-hee) conducted
years of systematic and controlled observation
to refute many of Aristotle’s theories of the uni-
verse. (Search the Internet for “Brahe” to dis-
cover more about this fascinating astronomer.
Pay particular attention to the role of scientific
research in solving Brahe’s mysterious death.)

As mentioned earlier in this chapter, we
all conduct research in our day-by-day lives.
We do this whenever we start with an idea
and then test it. Children conduct “studies”
to determine which items are hot and which
are cold, how to ride a bicycle or a snow-
board, and which persuasive methods work
best with parents. Teenagers “test” ideas
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about driving, dating, and working; and
adults “test” ideas about family, finance, and
survival.

All research, whether formal or informal,
begins with a basic question or proposition
about a specific phenomenon. For example,
why do viewers select one television program
over another? Which sections of the news-
paper do people read most often? Which types
of magazine covers attract the most readers?
Which types of advertising are most effective
in selling products and services? These ques-
tions can be answered to some degree with
well-designed research studies. Sometimes the
difficulty is to determine which data collection
method can most appropriately provide an-
swers to specific questions.

There are several possible approaches in
answering research questions. Kerlinger
(1986), using definitions provided nearly a
century ago by C. S. Peirce, discusses four ap-
proaches to finding answers, or “methods of
knowing”: tenacity, intuition, authority, and
science.

A user of the method of tenacity follows
the logic that something is true because it has
always been true. An example is the store-
owner who says, “I don’t advertise because
my parents did not believe in advertising.”
The 1dea is that nothing changes—what was
good, bad, or successful before will continue
to be so in the future.

In the method of intuition, or the a priori
approach, a person assumes that something
is true because it is “self-evident” or “stands
to reason.” Some creative people in advertis-
ing agencies resist efforts to test their adver-
tising methods because they believe they
know what will attract customers. To these
people, scientific research is a waste of time.

The method of authority promotes a be-
lief in something because a trusted source,
such as a parent, a news correspondent, or a
teacher, says it is true. The emphasis is on the
source, not on the methods the source may
have used to gain the information. For exam-

ple, the claim that “consumers will pay hun-
dreds of dollars for a new satelilite dish to re-
ceive hundreds of television channels because
producers of satellite dish companies say so”
is based on the method of authority. (During
1994 and 1995, this was shown not to be
true. Consumers did not flock to the stores to
buy the new delivery system, and research
had to be conducted to find out what failed.
When changes were made in both product
and marketing, sales quickly took off.)

The scientific method approaches learning
as a series of small steps. That is, one study or
one source provides only an indication of
what may or may not be true; the “truth” is
found through a series of objective analyses.
This means that the scientific method is self-
correcting in that changes in thought or theory
are appropriate when errors in previous re-
search are uncovered. For example, in 1984
Barry Marshall, a medical resident in Perth,
Australia, identified a bacterium (Helicobac-
ter pylori or H. pylori) as the cause of stomach
ulcers (not an increase in stomach acid due to
stress or anxiety). After several years, hun-
dreds of independent studies proved that Mar-
shall was correct, and in 1996 the Food and
Drug Administration (FDA) approved a com-
bination of drugs to fight ulcers—an antacid
and an antibiotic. In space exploration, NASA
disclosed in early 1998 that water had been
found on Earth’s moon, changing the cen-
turies-old idea that water could not exist there.

In communications, researchers discov-
ered that the early perceptions of the power of
the media (the “hypodermic needle” theory)
were incorrect and, after numerous studies,
concluded that behavior and ideas are
changed by a combination of communication
sources and different people’s reactions to the
same message. Isaac Asimov (1990, p. 42)
states, “One of the glories of scientific en-
deavor is that any scientific belief, however
firmly established, is constantly being tested
to see if it is truly universally valid.” The sci-
entific method may be inappropriate in many



areas of life—for instance, in evaluating
works of art, choosing a religion, or forming
friendships—but it has been valuable in pro-
ducing accurate and useful data in mass me-
dia research. The next section provides a
more detailed look at this method of know-
ing. See R. K. Tucker (1996) for a discussion
of how a person’s personality, temperament,
or approach to life can affect the way he or
she learns things. In addition, for a different
perspective of the methods of knowing, go to
bttp:/fmrrc.bio.uci.edu/se10/philosophy.btml/.

s  Characteristics
of the Scientific
Method

Five basic characteristics, or tenets, distin-
guish the scientific method from other meth-
ods of knowing. A research approach that
does not follow these tenets cannot be con-
sidered a scientific approach.

1. Scientific research is public. Scientific
advancement depends on freely available in-
formation. Researchers (especially in the ac-
ademic sector) cannot plead private knowl-
edge, methods, or data in arguing for the
accuracy of their findings; scientific research
information must be freely communicated
from one researcher to another. As Nunnally
and Bernstein (1994) note:

Science is a highly public enterprise in which
efficient communication among scientists is
essential. Each scientist builds on what has
been learned in the past; day by day his or her
findings must be compared with those of other
scientists working on the same types of prob-
lems. . . . The rate of scientific progress in a
particular area is limited by the efficiency and
fidelity with which scientists can communi-
cate their results to one another.

Researchers therefore must take great
care in their published reports to include in-
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formation on sampling methods, measure-
ments, and data-gathering procedures. Such
information allows other researchers to inde-
pendently verify a given study and support or
refute the initial research findings. This
process of replication (discussed in Chapter
2) allows for correction and verification of
previous research findings. Though not re-
lated to media research, the importance of
replication in scientific research was under-
scored in 1992, when physicists were unable
to duplicate the fantastic claim made by two
University of Utah chemists who said they
had produced fusion at roam temperature.

Researchers also need to save their descrip-
tions of observations (data) and their research
materials so that information not included in a
formal report can be made available to other
researchers on request. Nunnally and Bern-
stein (1994) say: “A key principle of science is
that any statement of fact made by one scien-
tist should be independently verifiable by other
scientists.” Researchers can verify results only
if they have access to the original data. It is
common practice to keep all raw research ma-
terials for at least 5 years. This material is usu-
ally provided free as a courtesy to other re-
searchers, or for a nominal fee if photocopying
or additional materials are required.

2. Science is objective. Science tries to
rule out eccentricities of judgment by re-
searchers. When a study is undertaken, ex-
plicit rules and procedures are constructed
and the researcher is bound to follow them,
letting the chips fall where they may. Rules
for classifying behavior are used so that two
or more independent observers can classify
particular behavior patterns in the same
manner. For example, to measure the appeal
of a television commercial, researchers might
count the number of times a viewer switches
channels while the commercial is shown.
This 1s considered to be an objective measure
because any competent observer would re-
port a change in channel. Conversely, to
measure appeal by observing how many
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viewers make negative facial expressions
while the ad is shown would be a subjective
approach, since different observers may have
different ideas of what constitutes a negative
expression. However, an explicit definition
of “negative facial expression” might elimi-
nate the coding error.

Obijectivity also requires that scientific re-
search deal with facts rather than interpreta-
tions of facts. Science rejects its own author-
ities if their statements conflict with direct
observation. As the noted psychologist B. F.
Skinner (1953) wrote: “Research projects do
not always come out as one expects, but the
facts must stand and the expectations fall.
The subject matter, not the scientist, knows
best.” Mass media researchers have often en-
countered situations in which media decision
makers reject the results of a research project
because the study did not produce the antici-
pated results. (In such a case, one might won-
der why the research was conducted at all.)

3. Science is empirical. Researchers are
concerned with a world that is knowable and
potentially measurable. (Empiricism derives
from the Greek word for “experience.”) They
must be able to perceive and classify what
they study and to reject metaphysical and
nonsensical explanations of events. For exam-
ple, a newspaper publisher’s claim that declin-
ing subscription rates are “God’s will” would
be rejected by scientists; such a statement can-
not be perceived, classified, or measured. (Sci-
entists whose areas of research rely on super-
stition and other nonscientific methods of
knowing are said to practice “bad science.”
For a fascinating discussion on astrology,
UFOs, and pseudoscience, see Seeds, 1992,
and search the Internet for “empiricism.”)

This does not mean that scientists evade
abstract ideas and notions; they encounter
them every day. But they recognize that con-
cepts must be strictly defined to allow for ob-
servation and measurement. Scientists must
link abstract concepts to the empirical world

through: observations, which may be made
either directly or indirectly via various meas-
urement instruments. Typically, this linkage
is accomplished by framing an operational
definition.

Operational definitions are important in
science, and a brief introduction necessitates
some backtracking. There are basically two
kinds of definitions. A constitutive definition
defines a word by substituting other words or
concepts for it. For example, here is a consti-
tutive definition of the concept “artichoke”:
An artichoke is a green leafy vegetable, a tall
composite herb of the Cynara scolymus fam-
ily. In contrast, an operational definition spec-
ifies procedures that will allow one to experi-
ence or measure a concept—for example: Go
to the grocery store and find the produce aisle;
look for a sign that says “Artichokes”; what’s
underneath the sign is an artichoke. Although
an operational definition assures precision, it
does not guarantee validity; a stock clerk may
mistakenly stack lettuce under the artichoke
sign. This possibility for error underscores the
importance of considering both the constitu-
tive definition and the operational definition
of a concept to evaluate the trustworthiness of
any measurement. Carefully examining the
constitutive definition of artichoke indicates
that the operational definition might be
faulty. (For more information about defini-
tions in general, see Langer, 1967.)

Operational definitions can help dispel
some of the strange questions raised in philo-
sophical discussions. For instance, if you
have taken a philosophy course, you may
have encountered the question “How many
angels can stand on the head of a pin?” The
debate ends quickly when the retort is “Give
me an operational definition of an angel, and
I’ll give you the answer.” Any question can be
answered as long as there are operational
definitions for the independent or dependent
variables. For further discussion of opera-
tional definitions, see Psychometric Theory



(Nunnally & Bernstein, 1994) and The Prac-
tice of Social Research (Babbie, 1998).

4. Science is systematic and cumulative.
No single research study stands alone, nor
does it rise or fall by itself. Astute researchers
always use previous studies as building
blocks for their own work. One of the first
steps in conducting research is to review the
available scientific literature on the topic so
that the current study will draw on the her-
itage of past research (see Chapter 2). This re-
view is valuable for identifying problem areas
and important factors that might be relevant
to the current study. (Please read Timothy
Ferris’s preface in The Whole Shebang, 1998.
In addition, listen to a fascinating interview
with Ferris at www.annonline.com/interviews/
970901/index.html.back.)

In addition, scientists attempt to search for
order and consistency among their findings. In
its ideal form, scientific research begins with a
single, carefully observed event and progresses
ultimately to the formulation of theories and
laws. A theory is a set of related propositions
that presents a systematic view of phenomena
by specifying relationships among concepts.
Researchers develop theories by searching for
patterns of uniformity to explain the data that
have been collected. When relationships
among variables are invariant (always the
same) under given conditions, researchers
may formulate a law. Both theories and laws
help researchers search for and explain consis-
tency in behavior, situations, and phenomena.

5. Science is predictive. Science 1s con-
cerned with relating the present to the future.
In fact, scientists strive to develop theories
because, among other reasons, they are use-
ful in predicting behavior. A theory’s ade-
quacy lies in its ability to predict a phenome-
non or event successfully. A theory that
suggests predictions that are not borne out by
data analysis must be carefully reexamined
and perhaps discarded. Conversely, a theory
that generates predictions that are supported
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by the data can be used to make predictions
in other situations.

m Research
Procedures

The purpose of the scientific method of re-
search is to provide an objective, unbiased
evaluation of data. To investigate research
questions and hypotheses systematically,
both academic and private sector researchers
follow a basic eight-step procedure. How-
ever, merely following the eight research steps
does not guarantee that the research is good,
valid, reliable, or useful. An almost countless
number of intervening variables (influences)
can destroy even the best-planned research
project. The situation is analogous to some-
one assuming he or she can bake a cake by
just following the recipe. The cake may be ru-
ined by an oven that doesn’t work properly,
spoiled ingredients, altitude, or numerous
other problems. The typical research process
consists of these eight steps:

1. Select a problem.

2. Review existing research and theory
(when relevant).

3. Develop hypotheses or research ques-
tions.

4. Determine an appropriate methodology/

research design.

. Collect relevant data.

. Analyze and interpret the results.

7. Present the results in an appropriate
form.

8. Replicate the study (when necessary).

N

Step 4 includes deciding whether to use
qualitative research (such as focus groups or
one-on-one interviews) with small samples or
quantitative research {such as telephone inter-
views), in which large samples are used to al-
low results to be generalized to the population
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under study (see Chapter 6 for a discussion of
qualitative research).

Steps 2 and 8 are optional in the private
sector where some research is conducted to
answer a specific and unique question related
to a future decision, such as whether to invest
a large sum of money in a developing medium.
In this type of project there generally is no pre-
vious research to consult, and there seldom is
a reason to replicate the study because a deci-
sion is made on the basis of the first analysis.
However, if the research produces inconclu-
sive results, the study is revised and replicated.

Each step in the eight-step process depends
on all the others to produce a maximally effi-
cient research study. For example, before a lit-
erature search is possible, the researcher must
have a clearly stated research problem; to de-
sign the most efficient method of investigating
a problem, the researcher must know what
types of studies have been conducted; and so
on. Moreover, all the steps are interactive: A
literature search may refine and even alter the
initial research problem, or a study conducted
previously by another company or business in
the private sector might expedite (or compli-
cate) the current research effort.

= Two Sectors
of Research:
Academic
and Private

The practice of research is divided into two
major sectors, academic and private, which
are sometimes called “basic” and “applied,”
respectively. We do not use these terms in this
text because research in both sectors can be
basic or applied. The two sectors are equally
important and in many cases work together
to solve mass media problems.

Academic sector research is conducted by
scholars from colleges and universities. Gener-
ally this research has a theoretical or scholarly
approach; that is, the results are intended to

help explain the mass media and their effects
on individuals. Some popular research topics
in the theoretical area are the use of media and
various media-related items, such as video
games and multiple-channel cable systems;
differences in consumer lifestyles; effects of
media “overload” on consumers; and effects
of various types of programming on children.
Private sector research is conducted by
nongovernmental companies or their re-
search consultants. It is generally applied re-
search; that is, the results are intended to be
used for decision making. Typical research
topics in the private sector include media
content and consumer preferences, acquisi-
tions of additional businesses or facilities,
analysis of on-air talent, advertising and pro-
motional campaigns, public relations ap-
proaches to solving specific informational
problems, sales forecasting, and image stud-
ies of the properties owned by the company.
There are other differences between aca-
demic research and private sector research.
For instance, academic research is public.
Any other researcher or research organiza-
tion that wishes to use the information gath-
ered by academic researchers should be able
to do so merely by asking the original re-
searcher for the raw data. Most private sec-
tor research, on the other hand, generates
proprietary data that are considered to be the
sole property of the sponsoring agency and
generally cannot be obtained by other re-
searchers. Some private sector research, how-
ever, is released to the public soon after it has
been conducted (for example, public opinion
polls and projections concerning the future
of the media). Other studies may be released
only after several years, although this prac-
tice is the exception rather than the rule.
Another difference between academic re-
search and private sector research involves
the amount of time allowed to conduct the
work. Academic researchers generally do not
have specific deadlines for their research proj-
ects (except when they receive research



grants). Academicians usually conduct their
research at a pace that accommodates their
teaching schedules. Private sector researchers,
however, nearly always operate under some
type of deadline. The time frame may be im-
posed by management or by an outside
agency or client that requires a decision from
the company or business.

Academic research is generally less expen-
sive to conduct than research in the private sec-
tor. This is not to say that academic research is
“cheap”; in many cases it is not. But academi-
cians do not need to have enormous sums of
money to cover overhead costs for office rent,
equipment, facilities, computer analysis, sub-
contractors, and personnel. Private sector re-
search must take such expenses into account,
regardless of whether the research is con-
ducted within the company or contracted out
to a research supplier. The lower cost of aca-
demic researchers sometimes motivates large
media companies and groups to use them
rather than professional research firms.

Despite these differences, it is important
for beginning researchers to understand that
academic research and private sector research
are not completely independent of each other.
Academicians perform many studies for in-
dustry, and private sector groups conduct re-
search that can be classified as theoretical.
(For example, the television networks have
departments that conduct social research.)
Similarly, many college and university profes-
sors act as consultants to (and often conduct
private sector research for) the media industry.

It is important for all researchers to re-
frain from attaching to academic or private
sector research stereotypical labels such as
“unrealistic,” “pedantic,” and “limited in
scope.” Research in both sectors, though oc-
casionally differing in cost and scope, uses
similar methodologies and statistical analy-
ses. In addition, the two sectors have com-
mon research goals: to understand problems
and to predict the future, In conducting a
study according to the scientific method, re-
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searchers must have a clear understanding of
what they are investigating, how the phe-
nomenon can be measured or observed, and
what procedures are required to test the ob-
servations or measurements. Answering a re-
search question or hypothesis requires a con-
ceptualization of the research problem and a
logical development of the procedural steps.
Chapter 2 discusses research procedures in
more detail.

m The Internet

Some areas of research change dramatically.
The most significant change in the past few
years involves the Internet. Only a few edi-
tions ago, we recommended that all students
learn how to use the computer. Using a com-
puter is now commonplace. Knowing how to
use the Internet, particularly search engines
like Yahoo!, Lycos, and HotBot, is now es-
sential. The Internet makes mass media re-
search easier because information is available
immediately and there are almost no limits
on what can be found.

We include Internet research procedures
and hints throughout this edition. But be-
cause of the rapid changes with the Internet,
we recommend that every new researcher
keep up to date with current procedures,
uses, and changes. For example, to see the
power of search engines on the Internet, sign
on to wwuw.askjeeves.com.

sss Summary

Media research evolved from the fields of
psychology and sociology and is now a well-
established field in its own right. It is not nec-
essary to be a statistician to be a successful
researcher; it is more important to know how
to conduct research and what research pro-
cedures can do.

In an effort to understand any phenome-
non, researchers can follow one of several
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methods of inquiry. Of the procedures dis-
cussed in this chapter, the scientific approach
is most applicable to the mass media because
it involves a systematic, objective evaluation
of information. Researchers first identify a
problem and then investigate it using a pre-
scribed set of procedures known as the scien-
tific method. The scientific method is the
only learning approach that allows for self-
correction of research findings; one study
does not stand alone but must be supported
or refuted by others.

The proliferation of mass media research
is mainly attributable to the rapidly develop-
ing technology of the media industry. Because
of this growth in research, both applied and
theoretical approaches have taken on more
significance in the decision-making process of
the mass media and in our understanding of
the media. At the same time, there continues
to be a severe shortage of good researchers in
both the academic and private sectors.

Questions and
Problems for Further
Investigation

1. Obtain a recent issue of the Journal of Broad-
casting and Electronic Media, Journalism and
Mass Communication Quarterly, or Public
Opinion Quarterly. How many articles fit into
the research phases depicted in Figure 1.1?

2. To see a wide range of questions that can be
investigated, go to one of the Internet search
engines and conduct a search on “why does”
or “why do”. You should find about a million
entries.

3. How might researchers abuse the scientific re-
search approach?

4. Theories are used as springboards to develop
solid bodies of information, yet there are only
a few universally recognized theories in mass
media research. Why do you think this is true?
5. Some citizens groups have claimed that televi-
sion has a significant effect on viewers, especially
the violence and sexual content of some pro-

grams. How might these groups collect data to
support their claims? Which method of knowing
can such groups use to support their claims?

6. Investigate how research is used to support or
refute an argument outside the field of mass
media. For example, how do various groups
use research to support or refute the idea that
motorcycle riders should be required to wear
protective helmets? (Refer to publications such
as Motorcycle Consumer News.)

7. Search the Internet for “hypodermic needle
theory,” “Isaac Asimov,” and “scientific re-
search steps.”

8. If you are using InfoTrac College Edition, try
using “scientific method” as a key word search
term. Note the variety of disciplines that rely
on this method.
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The scientific evaluation of any problem must
follow a sequence of steps to increase the prob-
ability that it will produce relevant data. Re-
searchers who do not follow a prescribed set of
steps do not subscribe to the scientific method
of inquiry and simply increase the amount of
error present in a study. This chapter describes
the process of scientific research—from identi-
fying and developing a topic for investigation
to replicating the results. The first section
briefly introduces the steps in the development
of a research topic.

Objective, rigorous observation and
analysis characterize the scientific method.
To meet this goal, researchers must follow
the prescribed steps shown in Figure 2.1.
This research model is appropriate to all
areas of scientific research.

= Selecting a
Research Topic

Not all researchers are concerned with se-
lecting a topic to study; some are able to
choose and concentrate on a research area
that is interesting to them. Many researchers
come to be identified with studies of specific
types, such as those concerning children and
media violence, newspaper readership, ad-
vertising, or communications law. These re-
searchers investigate small pieces of a puzzle
to obtain a broad picture of their research
area. In addition, some researchers become
identified with specific approaches to re-
search, such as focus groups or historical
analysis. In the private sector, researchers
generally do not have the flexibility of select-

Ing topics or questions to investigate. In-
stead, they conduct studies to answer ques-
tions raised by management, or they address
the problems and questions for which they
are hired, as is the case with full-service re-
search companies.

Although some private sector researchers
are limited in the amount of input they have
in selecting a topic, they are usually given to-
tal control over how the question should be
answered {that is, what methodology should
be used). The goal of private sector re-
searchers is to develop a method that is fast,
inexpensive, reliable, and valid. If all these
criteria are met, the researcher has performed
a valuable task.

Selecting a topic is a concern for many be-
ginning researchers, however, especially
those writing term papers, theses, and disser-
tations. The problem is knowing where to
start. Fortunately, many sources are available
for research topics; academic journals, peri-
odicals, newsweeklies, and everyday encoun-
ters provide a wealth of ideas. This section
highlights some primary sources.

Professional Journals

Academic communication journals, such as
the Journal of Broadcasting and Electronic
Media, Journalism and Mass Communication
Quarterly, and others listed in this section, are
excellent sources of information. Although ac-
ademic journals tend to publish research that
is 12 to 24 months old (due to review proce-
dures and the backlog of articles), the articles
may provide ideas for research topics. Most
authors conclude their research by discussing
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Figure 2.1

Steps in the Development of a Research Project

Selection of problem

Review of existing
research and theory

Statement of hypothesis
or research question

Determination of
appropriate methodology
and research design

Data collection

Analysis and
interpretation of data

Presentation of results

Replication

problems they encountered during the study
and suggesting topics that need further inves-
tigation. In addition, some journal editors
build issues around individual research
themes, which often can help in formulating
research plans. Many high-quality journals
cover various aspects of research; some spe-
cialize in mass media, and others include me-
dia research occasionally. The journals listed
on page 21 provide a starting point in using
academic journals for research ideas.

In addition to academic journals, profes-
sional trade publications offer a wealth of in-
formation relevant to mass media research.
These include Broadcasting ¢ Cable, Radio
& Records, Advertising Age, Electronic Me-
dia, Television/Radio Age, Media Decisions,
Editor & Publisher, CableVision, and Media
and Marketing Management. Other excellent
sources for identifying current topics in mass
media are the weekly newsletters such as Me-
dia Industry Newsletter, Cable Digest, and
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Journals That Specialize in Mass Media Research
s Critical Studies in Mass Communication

» Journalisim and Mass Communication Q 4arterly

s Journal of Advertising
s Journal of Advertising Research
 Journal of Broadcasting and Electronic Media

« Journal of Consumer Research
s Journal of Radio Studies

» Newspaper Research Journal
s Public Relations Review

Journals That Occasionally Publish Mass Medwa Research

s American Psychologist

s Communication Education

s Communication Monographs
s Communication Research

» Human Communication Research
s Journalism Educator

Feedback (from the Broadcast Education Association)

s Journal of Communication

= Journal of Marketing

= Journal of Marketing Research

= Multivariate Bebavioral Research
Public Opinion Quarterly

Public Relations Quarterly

= Quarterly Journe! of Speech

several publications from Paul Kagan and
Associates (see wiwiw.gii.co.ip).

Research abstracts, located in most col-
lege and university libraries, are also valuable
sources for research topics. These volumes
contain summaries of research articles pub-
lished in nearly every academic journal. Of
particular interest to media researchers are
Communication Abstracts, Psychological
Abstracts, Sociological Abstracts, and Dis-
sertation Abstracts.

Magazines and
Periodicals

Although some educators feel that publica-
tions other than professional journals con-
tain only “watered down” articles written
for the general public, these articles tend to
eliminate tedious technical jargon and are of-
ten good sources for problems and hypothe-
ses. In addition, more and more articles writ-
ten by highly trained communications
professionals appear in weekly and monthly
publications such as TV Guide, Time, and
Newsweek. These sources often provide in-

teresting perspectives on complex problems
in communication and many times raise in-
teresting questions that media researchers
can pursue.

Research Summaries

Professional research organizations periodi-
cally publish summaries that provide a close
look at the major research areas in various
fields. These summaries are often useful for
obtaining information about research topics
because they survey a wide variety of studies.
Good examples of summary research (also
known as “meta-research”) in communica-
tion are Television and Human Behavior by
George Comstock and others (1978), The Ef-
fects of Mass Communication on Political
Behavior by Sydney Kraus and Dennis Davis
(1967), and Milestones in Mass Communica-
tion Research by Shearon Lowery (1994).

The Internet

The Internet brings the world to a re-
searcher’s fingertips and must be considered
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whenever the goal is to find a topic to inves-
tigate. Search engines such as AltaVista, In-
foseek, and Ask Jeeves! can immediately pro-
vide a vast number of possible research
topics. For example, assume we have an in-
terest in satellite television. Let’s go to the
net. A search (as of early 1999) of “satellite
television” on AltaVista produces more than
16,000 matches. That’s a lot of material to
consider, but suppose we wonder about satel-
lite television and remote controls. That
search produces an interesting article by
David Winston (1998) entitled “Digital
Democracy and the New Age of Reason”
that contains a whole host of potential topics
that could be investigated.

A great exercise on the Internet is to
search for broad categories. For example, to
see the variety of questions that can be an-
swered, search for “How is,” “How does,”
“Why is,” or “Why does.” The lists are in-
credibly fascinating.

Everyday Situations

Each day we are confronted with various
types of communication via radio, television,
newspapers, magazines, movies, personal dis-
cussions, and so forth. These can be excellent
sources of topics for researchers who take an
active role in analyzing them. With this in
mind, consider the following questions:

= Why do advertisers use specific types of
messages in broadcasting or print?

» Why are “Entertainment Tonight,” “Jeop-
ardy,” and “Wheel of Fortune” so popular?

s Why do so many TV commercials use
only video to deliver a message, when
we know that many people don’t al-
ways watch TV—they just listen?

= How effective are billboards in adver-
tising products?

= What types of people listen to the Dr.
Laura and Rush Limbaugh radio pro-
grams?

* How many commercials in a row can
people watch on television or hear on
the radio before the commercials are no
longer effective?

» Why do some people faithfully watch
soap operas while others find them ab-
surd?

= Why do commercials on radio and tele-
vision always sound louder than the
regular programming?

= What are the perceptions of the Taco
Bell chihuahua?

= What types of people buy items from
the television shopping channels?

= Does anyone really watch the Weather
Channel?

These and other questions may become a
research idea. Significant studies based on
questions arising from everyday encounters
with the media and other forms of mass
communication have covered investigations
of television violence, the layout of newspa-
per advertisements, advisory warnings on tel-
evision programs, and approaches to public
relations campaigns. Pay attention to things
around you and to conversations with oth-
ers; these contacts can produce a wealth of
questions to investigate.

Just for the sake of experimentation, do a
search on the Internet using “everyday situa-
tions” and see how many articles and men-
tions appear; you may be surprised.

Archive Data

Data archives, such as the Inter-University
Consortium for Political Research (ICPR) at
the University of Michigan, the Simmons
Target Group Index (TGI), the Gallup and
Roper organizations, and the collections of
Arbitron and Nielsen ratings data (see Chap-
ter 15), are valuable sources of ideas for re-
searchers. Historical data may be used to in-
vestigate questions different from those that
the data were originally intended to address.



For example, ratings books provide informa-
tion about audience size and composition for
a particular period in time, but other re-
searchers may use the data for historical
tracking, prediction of audiences in the fu-
ture, changes in the popularity of types of
stations and programs, and the relationship
between audience ratings and advertising
revenue generated by individual stations or
an entire market. This process, known as sec-
ondary analysis, is a marvelous research ap-
proach because it saves time and resources.

Secondary analysis provides an opportu-
nity for researchers to evaluate otherwise un-
available data. Becker (1981, p. 240) defines
secondary analysis as

[the] reuse of social science data after they
have been put aside by the researcher who
gathered them. The reuse of the data can be by
the original researcher or someone uninvolved
in any way in the initial research project. The
research questions examined in the secondary
analysis can be related to the original research
endeavor or quite distinct from it.

Advantages of Secondary Analysis. Ide-
ally, every researcher should conduct a re-
search project of some magnitude to learn
about design, data collection, and analysis.
Unfortunately, this ideal situation does not ex-
ist. Modern research is simply too expensive.
In addition, because survey methodology has
become so complex, it is rare to find one re-
searcher or even a small group of researchers
who are experts in all phases of large studies.

Secondary analysis is one research alter-
native that overcomes some of these prob-
lems. Using available data is very inexpen-
sive. There are no questionnaires or
measurement instruments to construct and
validate; interviewers and other personnel do
not need to be paid; and there are no costs for
subjects and special equipment. The only ex-
penses entailed in secondary analysis are
those for duplicating materials {(some organ-
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izations provide their data free of charge) and
computer time. Data archives are valuable
sources for empirical data. In many cases,
archive data provide researchers with infor-
mation that can be used to address significant
media problems and questions.

Although novice researchers (usually stu-
dents) can derive some benefits from develop-
ing questionnaires and conducting a research
project using a small and often unrepresenta-
tive sample of subjects, this type of analysis
rarely produces results that are externally
valid (discussed later in this chapter). Instead
of conducting a small study that has limited (if
any) value to other situations, these people can
benefit from using data that have been previ-
ously collected. Researchers then have more
time to understand and analyze the data
(Tukey, 1969). All too often researchers collect
data that are quickly analyzed for publication
or reported to management and never touched
again. It is difficult to completely analyze all
data from any research study in just one analy-
sis; yet researchers in both the academic and
private sectors are guilty of this practice.

Tukey (1969, p. 89) argues for data re-
analysis, especially for graduate students, but
his statement applies to all researchers:

There is merit in having a Ph.D. thesis encom-
pass all the admitted steps of the research
process. Once we recognize that research is a
continuing, more or less cyclic process, how-
ever, we see that we can segment it in many
places. Why should not at least a fair propor-
tion of theses start with a careful analysis of
previously collected and presumably already
lightly analyzed data, a process usefully
spread out over considerable time? Instant
data analysis is—and will remain—an illusion.

Arguments for secondary analysis come
from a variety of researchers (Glenn, 1972;
Hyman, 1972; Tukey, 1969). It is clear that
the research method provides excellent op-
portunities to produce valuable knowledge.
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The procedure, however, is not universally
accepted—an unfortunate perspective that
limits the advancement of knowledge.

Disadvantages of Secondary Analysis.
Researchers who use secondary analysis are
limited to the types of hypotheses or research
questions that can be investigated. The data
already exist, and since there is no way to go
back for more information, researchers must
keep their analyses within the boundaries of
the data originally collected.

Researchers conducting secondary ana-
lysis may be confronted with data that
were poorly collected, inaccurate, fabri-
cated, or flawed. Many studies do not in-
clude information about research design,
sampling procedures, weighting of subjects’
responses, or other peculiarities. Although
individual researchers in mass media have
made their data more readily available
(Reid, Soley & Wimmer, 1981; Wimmer &
Reid, 1982), not all follow adequate scien-
tific procedures. This may seriously affect a
secondary analysis.

Despite the criticisms of using secondary
analysis, it has rightfully become an accept-
able research method, and detailed justifica-
tions for using it are no longer required. As
the Nike ad campaign says, “Just do it.”
(Search the Internet for “data archives.”)

= Determining
Topic Relevance

Once a basic research idea has been chosen
or assigned, the next step is to ensure that the
topic has merit. This is accomplished by an-
swering eight basic questions.

Question 1: Is The
Topic Too Broad?

Most research studies concentrate on one
small area of a field; few researchers attempt
to analyze an entire field in one study. How-

ever, researchers frequently choose topics
that are too broad to cover in one study—for
example, “the effects of television violence
on children” or “the effects of mass media in-
formation on voters in a presidential elec-
tion.” To avoid this problem, researchers
usually write down their proposed title as a
visual starting point and attempt to dissect
the topic into a series of questions.

For example, a University of Colorado
master’s degree student was interested in why
viewers like the television shows they watch
and how viewers’ analyses of programs are
similar to or different from the analyses of
TV critics. This is a broad topic. First of all,
what types of programs will be analyzed? Af-
ter a great deal of thought about the ques-
tions involved, the student settled on the
topic of “program element importance” in
television soap operas. She asked viewers to
identify what is important to them when they
watch a soap opera, and she developed a
“model” for a successful program.

Question 2: Can the
Problem Really Be
Investigated?

Aside from considerations of broadness, a
topic might prove unsuitable for investiga-
tion simply because the question being asked
has no answer or at least cannot be answered
with the facilities and information available.
For example, a researcher who wants to
know how people who have no television re-
ceiver react to everyday interpersonal com-
munication situations must consider the
problem of finding subjects without at least
one television set in the home. A few such
subjects may exist in remote parts of the
country, but the question is basically unan-
swerable due to the current market satura-
tion of television. Thus the researcher must
attempt to reanalyze the original idea in con-
formity with practical considerations. A. S.
Tan (1977) solved this particular dilemma by
choosing to investigate what people do when



their television sets are turned off for a period
of time. He persuaded subjects not to watch
television for one week and to record their
use of other media, their interactions with
their family and friends, and so on. (We have
observed that subjects involved in these types
of media-deprivation studies usually cheat
and use the medium before the end of the
project.)

Another point to consider is whether all the
terms of the proposed study are definable. Re-
member that all measured variables must have
operational definitions (see Chapter 3). A re-
searcher who is interested in examining young-
sters’ use of the media must develop a working
definition of the word youngsters to avoid con-
fusion. Problems can be eliminated if an oper-
ational definition is stated: “Youngsters are
children between the ages of 3 and 7 years.”

One final consideration is to review avail-
able literature to determine whether the topic
has been investigated. Were there any prob-
lems in previous studies? What methods were
used to answer the research questions? What
conclusions were drawn?

Question 3: Can the
Data Be Analyzed?

A topic does not lend itself to productive re-
search if it requires collecting data that can-
not be measured in a reliable and valid fash-
ion (see Chapter 3). In other words, a
researcher who wants to measure the effects
of not watching television should consider
whether the information about the subjects’
behavior will be adequate and reliable,
whether the subjects will answer truthfully,
what value the data will have once gathered,
and so forth. Researchers also need to have
enough data to make the study worthwhile.
It would be unsatisfactory to analyze only 10
subjects in the “television turn-off” example
because then the results could not be gener-
alized to the entire population.

Another consideration is the researcher’s
previous experience with the statistical
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method selected to analyze the data; that is,
does the researcher really understand the
proposed statistical analysis? Researchers
need to know how the statistics work and
how to interpret the resulis. All too often re-
searchers design studies involving advanced
statistical procedures that they have never
used. This tactic invariably creates errors in
computation and interpretation. Research
methods and statistics should not be selected
because they happen to be popular or be-
cause a research director suggests a given
method, but because they are appropriate for
a given study and are understood by the per-
son conducting the analysis. A common error
made by beginning researchers—selecting a
statistical method without understanding
what the method produces—is called the
Law of the Instrument.

It is much wiser to use simple frequencies
and percentages and understand the results
than to try to use a high-level statistic and
end up totally confused.

Question 4: Is the
Problem Significant?

Before a study is conducted, the researcher
must determine its merit—that is, whether
the results will have practical or theoretical
value. The first question to ask is: Will the re-
sults add knowledge to information already
available in the field? The goal of research is
to help further the understanding of the prob-
lems and questions in the field of study; if a
study does not do this, it has little value be-
yond the experience the researcher acquires
from conducting it. This does not mean that
all research has to be earth shattering. Many
researchers waste valuable time trying to de-
velop monumental projects when in fact the
smaller problems are of more concern.

A second question is: What is the real
purpose of the study? This question is im-
portant because it helps focus ideas. Is the
study intended for a class paper, a thesis, a
journal article, or a management decision?
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Each of these projects requires different
amounts of background information, levels
of explanation, and details about the results
generated. For example, applied researchers
need to consider whether any useful action
based on the data will prove to be feasible, as
well as whether the study will answer the
question(s) posed by management.

Question 5: Can the
Results of the Study Be
Generalized?

If a research project is to have practical value
beyond the immediate analysis, it must have
external validity; that is, one must be able to
generalize from it to other situations. For ex-
ample, a study of the effects of a small-town
public relations campaign might be appropri-
ate if plans are made to analyze such effects
in several small towns, or if it is a case study
not intended for generalization; however,
such an analysis has little external validity
and cannot be related to other situations.

Question 6: What
Costs and Time Are
Involved in the
Analysis?

In many cases the cost of a research study is
the sole determinant of its feasibility. A re-
searcher may have an excellent idea, but if
costs would be prohibitive, the project is
abandoned. A cost analysis must be com-
pleted very early on. It does not make sense
to develop the specific designs and the data-
gathering instrument for a project that will
be canceled because of lack of funds. Sophis-
ticated research is particularly expensive; the
cost of one project can easily exceed
$50,000.

A carefully itemized list of all materials,
equipment, and other facilities required is
necessary before beginning a research project.
If the costs seem prohibitive, the researcher
must determine whether the same goal can be

achieved if costs are shaved in some areas.
Another possibility to consider is financial aid
from graduate schools, funding agencies, lo-
cal governments, or other groups that subsi-
dize research projects. In general, private sec-
tor researchers are not severely constrained
by expenses; however, they must adhere to
budget specifications set by management.
Time is also an important consideration in
research planning. Research studies must be
designed so that they can be completed in the
amount of time available. Many studies fail
because the researchers do not allot enough
time for each research step, and in many cases
the pressure of deadlines creates problems in
producing reliable and valid results (for ex-
ample, failure to provide alternatives if the
correct sample of people cannot be located).

Question 7: Is the
Planned Approach
Appropriate to the
Project?

The best research idea may be greatly, and of-
ten needlessly, hindered by a poorly planned
method of approach. For example, a re-
searcher might wish to measure any change in
television viewing habits that may accom-
pany an increase in time spent on the Inter-
net. This researcher could mail question-
naires to a large number of people to
determine how their television habits have
changed during the past several months.
However, the costs of printing and mailing
questionnaires, plus follow-up letters and
possibly phone calls to increase the response
rate, might prove prohibitive.

Could the study be planned differently to
eliminate some of the expense? Possibly, de-
pending on its purpose and the types of ques-
tions planned. For example, the researcher
could collect the data by telephone inter-
views to eliminate printing and postage costs.
Although some questions might need re-
working to fit the telephone procedure, the
essential information could be collected. A



close look at every study is required to plan
the best approach. Every procedure in a re-
search study should be considered from the
standpoint of the parsimony principle, or
Occam’s razor. The principle, attributed to
14th-century philosopher William of Occam
(also spelled Ockham), states that a person
should not increase, beyond what is neces-
sary, the number of entities required to ex-
plain anything, or make more assumptions
than the minimum needed. Applying this to
media research suggests that the simplest re-
search approach is always the most efficient.
(Search the Internet for “occam” for several
interesting articles about the philosopher.)

Question 8: Is There
Any Potential Harm to
the Subjects?

Researchers must carefully analyze whether
their project may cause physical or psycho-
logical harm to the subjects under evaluation.
Will respondents be frightened in any way?
Will they be required to answer embarrassing
questions or perform embarrassing acts that
may create adverse reactions? Is there a
chance that exposure to the research condi-
tions will have lasting effects? Prior to the
start of most public sector research projects
involving humans, subjects are given detailed
statements explaining the exact procedures in-
volved in the research to ensure that they will
not be injured in any way. These statements
are intended to protect unsuspecting subjects
from exposure to harmful research methods.
Underlying all eight steps in the research
topic selection process is the necessity for va-
lidity (see Chapter 3). In other words, are all
the steps (from the initial idea to data analy-
sis and interpretation) the correct ones to fol-
low in trying to answer the question(s)?
Suppose that, after you carefully select a
research project and convince yourself that it
is something you want to do, someone con-
fronts you with this reaction: It’s a good idea,
but it can’t be done; the topic is too broad, the
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problem cannot really be investigated, the
data cannot be analyzed, the problem is not
significant, the results cannot be generalized,
it will cost too much, and the approach is
wrong—two thumbs down! How should you
respond? First, consider the criticisms care-
fully to make sure that you have not over-
looked anything. If you are convinced you’re
on the right track and no harm will come to
any subject or respondent, go ahead with the
project. It is better to do the study and find
nothing than to back off because of some-
one’s criticism. (Almost every major inventor
in the past 100 years has been the target of
jokes and ridicule.)

= Reviewing the
Literature

Researchers who conduct studies under the
guidelines of scientific research never begin a
research project without first consulting
available literature to learn what has been
done, how it was done, and what results were
generated. Experienced researchers consider
the literature review to be one of the most
important steps in the research process. It not
only allows them to learn from (and eventu-
ally add to) previous research but also saves
time, effort, and money. Failing to conduct a
literature review is as detrimental to a project
as failing to address any of the other steps in
the research process.

Before they attempt any project, re-
searchers should ask these questions:

» What type of research has been done in
the area?

= What has been found in previous studies?

» What suggestions do other researchers
make for further study?

= What has not been investigated?

» How can the proposed study add to our
knowledge of the area?

» What research methods were used in
previous studies?
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Answers to these questions will usually help
define a specific hypothesis or research
question.

=  Stating a
Hypothesis or
Research
Question

After a general research area has been identi-
fied and the existing literature reviewed, the re-
searcher must state the problem as a workable
hypothesis or research question. A hypothesis
is a formal statement regarding the relation-
ship between variables and is tested directly.
The predicted relationship between the vari-
ables is either true or false. On the other hand,
a research question is a formally stated ques-
tion intended to provide indications about
something; it is not limited to investigating re-
lationships between variables. Research ques-
tions are generally used when a researcher is
unsure about the nature of the problem under
investigation. Although the intent is merely to
gather preliminary data, testable hypotheses
are often developed from information gathered
during the research question phase of a study.

Singer and Singer (1981) provide an ex-
ample of how a topic is narrowed, developed,
and stated in simple terms. Interested in
whether television material enhances or in-
hibits a child’s capacity for symbolic behav-
ior, Singer and Singer reviewed available lit-
erature and then narrowed their study to
three basic research questions:

1. Does television content enrich a child’s
imaginative capacities by offering ma-
terials and ideas for make-believe play?

2. Does television lead to distortions of
reality for children?

3. Can intervention and mediation by an
adult while a child views a program,
or immediately afterward, evoke
changes in make-believe play or stim-
ulate make-believe play?

The information collected from this type
of study could provide data to create testable
hypotheses. For example, Singer and Singer
might have collected enough valuable infor-
mation from their preliminary study to test
these hypotheses:

1. The amount of time a child spends in
make-believe play is directly related to
the amount of time spent viewing
make-believe play on television.

2. A child’s level of distortion of reality is
directly related to the amount and types
of television programs the child views.

3. Parental discussions with children
about make-believe play before, dur-
ing, and after a child watches televi-
sion programs involving make-believe
play increase the child’s time involved
in make-believe play.

The difference between the two sets of
statements is that the research questions pose
only general areas of investigation, whereas
the hypotheses are testable statements about
the relationship(s) between the variables. The
only intent in the research question phase is
to gather information to help the researchers
define and test hypotheses in later projects.

m Research
Suppliers and
Field Services

Most media researchers do not conduct every
phase of every project they supervise. Al-
though they usually design research projects,
determine the sample to be studied, and pre-
pare the measurement instruments, re-
searchers generally do not actually make tele-
phone calls or interview respondents in
on-site locations. Instead, the researchers
contract with a research supplier or a field
service to perform these tasks.

Research suppliers provide a variety of
services. A full-service supplier participates



in the design of a study, supervises data col-
lection, tabulates the data, and analyzes the
results. The company may work in any field
(such as mass media, medical and hospital, or
banking) or specialize in only one type of re-
search work. In addition, some companies
can execute any type of research method—
telephone surveys, one-on-one interviews,
shopping center interviews (intercepts), or
focus groups—whereas others concentrate
on only one method.

Field services usually specialize in con-
ducting telephone interviews, mall intercepts,
and one-on-one interviews and in recruiting
respondents for group administration (cen-
tral location testing, or CLT) projects (see
Chapter 6) and focus groups. The latter proj-
ects are called prerecruits (the company pre-
recruits respondents to attend a research ses-
sion). Although some field services offer help
in questionnaire design and data tabulation,
most concentrate on telephone interviews,
mall interviews, and prerecruiting.

Field services usually have focus group
rooms available (with one-way mirrors to al-
low clients to view the session) and test
kitchens for projects involving food and
cooking. Although some field service facili-
ties are gorgeous and elaborate, others look
as though the company just filed for bank-
ruptcy protection. Many field services lease
space, or lease the right to conduct research,
in shopping malls to conduct intercepts.
Some field services are actually based in
shopping malls.

Hiring a research supplier or field service
is a simple process. The researcher calls the
company, explains the project, and is given a
price quote. A contract or project confirma-
tion letter is usually signed. In some cases, the
price quote is a flat fee for the total project,
or a fee plus or minus about 10% depending
on the eventual difficulty of the project.
Sometimes costs are based on the cost per in-
terview (CPI), which is discussed shortly.

Another term that plays an important role
in the research process is incidence, which de-
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scribes how easily qualified respondents or
subjects can be found for a research project.
Incidence is expressed as a percentage of 100:
The lower the incidence, the more difficult it
is to find a qualified respondent or group of
respondents. Gross incidence is the percent-
age of qualified respondents reached of all
contacts made (such as telephone calls), and
net incidence is the number of respondents or
subjects who actually participate in a project.

For example, assume that a telephone re-
search study requires 100 female respondents
between the ages of 18 and 49 who listen to
the radio at least 1 hour per day. The esti-
mated gross incidence is 10%. (Radio and
television incidence figures can be estimated
by using Arbitron and A. C. Nielsen ratings
books; in many cases, however, an incidence
is merely a guess on the part of the re-
searcher.) A total of about 1,818 calls will
have to be made to recruit the 100 females,
not 1,000 calls as some people may think.
The number of calls required is not computed
as the target sample size {100 in this exam-
ple) divided by the incidence (.10), or 1,000.
The number of calls computed for gross inci-
dence (1,000) must then be divided by the ac-
ceptance rate, or the percentage of the target
sample that agrees to participate in the study.

The total calls required is 1,000 divided
by .55 (a generally used acceptance rate), or
1,818. Of the 1,818 telephone calls made,
10% (182) will qualify for the interview, but
only 55% of those (100) will actually agree
to complete the interview {net incidence).

Field services and research suppliers base
their charges on net incidence, not gross inci-
dence. Many novice researchers fail to take
this into account when they plan the financial
budget for a project.

There is no “average” incidence rate in
research. The actual rate depends on the
complexity of the sample desired, the length
of the research project, the time of year the
study is conducted, and a variety of other fac-
tors. The lower the incidence, the higher the
cost of a research project. In addition, prices
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quoted by field services and research suppli-
ers are based on an estimated incidence rate.
Costs are adjusted after the project is com-
pleted and the actual incidence rate is known.
As mentioned earlier, a quote from a field
service is usually given with a plus or minus
10% “warning.” Some people may think
that understanding how a CPI is computed is
unnecessary, but the concept is vitally impor-
tant to any researcher who subcontracts
work to a field service or research supplier.
Returning to the CPI discussion, let’s as-
sume that a researcher wants to conduct a
400-person telephone study with adults who
are between the ages of 18 and 49. A repre-
sentative of the company first asks for the re-
searcher’s estimated incidence and the length
of the interview (in minutes). The two figures
determine the CPI. Most field services and re-
search suppliers use a chart to compute the
CPI, such as the one shown in Table 2.1.
The table is easy to use. To find a CPI,
first read across the top of the table for the
length of the interview and then scan down
the left-hand side for the incidence. For ex-
ample, the CPI for a 20-minute interview
with an incidence of 10% is $30. A re-
searcher conducting a 400-person telephone
study with these “specs” will owe the field
service or research supplier $12,000 (400 X
$30) plus any costs for photocopying the
questionnaire, mailing, and tabulating the
data (if requested). If the company analyzes
the data and writes a final report, the total
cost will be between $20,000 and $30,000.
Research projects involving prerecruits,
such as focus groups and group administra-
tion, involve an additional cost—respondent
co-op fees, or incentives. A telephone study re-
spondent generally receives no payment for
answering questions. However, when respon-
dents are asked to leave their home to partici-
pate in a project, they are usually paid a co-op
fee—normally between $25 and $100.
Costs escalate quickly in a prerecruit
project. For example, assume that a re-

searcher wants to conduct a group session
with 400 respondents instead of using a tele-
phone approach. Rather than paying a field
service or a research supplier a CPI to con-
duct a telephone interview, the payment is for
recruiting respondents to attend a session
conducted at a specific location. Although
most companies have separate rate cards for
prerecruiting (they are usually a bit higher
than the card used for telephone interview-
ing), we will assume that the costs are the
same. Recruiting costs, then, are $12,000
(400 X $30 CPI), with another $10,000
(minimum) for respondent co-op (400 X $25).
Total costs so far are $22,000, about twice
as much as those for a telephone study.
Moreover, other costs must be added to this
figure: a rental fee for the room where the
study will be conducted, refreshments for re-
spondents, fees for assistants to check in re-
spondents, and travel expenses (another
$1,000-$4,000).

In addition, to ensure that 400 people
show up (four sessions of 100 each), it is nec-
essary to overrecruit since not every respon-
dent will “show.” In prerecruit projects, field
services and research suppliers overrecruit
25% to 100%. In other words, for a 400
“show rate,” a company must prerecruit be-
tween 500 and 800 people. However, rarely
does a prerecruit session hit the target sample
size exactly. In many cases, the show rate falls
short and a “make-good” session is required
(the project is repeated at a later date with
another group of respondents to meet the
target sample size). In some cases, more re-
spondents than required show for the study,
which means that projected research costs
may skyrocket over the planned budget.

In most prerecruit projects, field services
and research suppliers are paid on a “show
basis” only; that is, they receive payment
only for respondents who show, not for the
number who are recruited. If the companies
were paid on a recruiting basis, they could re-
cruit thousands of respondents for each proj-



Chapter 2 = Research Procedures 31
Table 2.1  CPI Chart
Minutes
Incidence 5 10 15 20 25 30
5] 44.25 45.50 46.50 47.75 49.00 50.00
6 38.00 39.25 40.50 41.75 4275 44.00
7 34.00 35.00 36.25 37.50 38.50 39.75
8 30.75 32.00 33.00 34.25 35.50 36.50
2 28.50 29.50 30.75 32.00 33.00 34.25
10 26.50 27.75 29.00 30.00 3L.25 32.50
20 14.25 15.50 16.75 17.75 19.00 20.25
30 10.25 11.50 12.50 13.75 15.00 16.25
40 8.25 9.50 10.50 11.75 13.00 14.25
50 7.00 8.25 9.50 10.50 11.75 13.00
60 6.50 7.75 9.00 10.00 11.25 12.50
70 6.00 7.25 8.50 9.50 10.75 11.75
80 5.75 7.00 8.00 9.25 10.50 11.50
90 5.50 6.75 8.00 9.00 10.25 11.00
100 5.00 6.50 7.75 9.00 10.00 10.50

ect. The show-basis payment procedure also
adds incentive for the companies to ensure
that those who are recruited actually show
up for the research session.

Although various problems with hiring
and working with research suppliers and field
services are discussed in Chapter 6, we present
two important points here to help novice re-
searchers when they begin to use these support
companies. (See the Internet at wiww.green-
book.org for a list of some research suppliers.)

1. All suppliers and field services are not
equal. Regardless of qualifications, any per-
son or group can form a research supplv com-

pany or field service. There are no formal re-
quirements, no tests to take, and no national,
state, or regional licenses to acquire. All that’s
required are a “shingle on the door,” adver-
tising in marketing and research trade publi-
cations, and {optional) membership in one or
more of the voluntary research organizations.
Thus it is the sole responsibility of researchers
to determine which of the hundreds of sup-
pliers available are capable of conducting a
professional, scientifically based research
project. Over time, experienced researchers
develop a list of qualified companies that are
professional and trustworthy. This list comes
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from experience with a company or from the
recommendations of other researchers. In
any event, it is important to check the cre-
dentials of a research supplier or field service.
The senior author has encountered several
instances of research supplier and field serv-
ice fraud during the past 20+ years in the
industry.

2. The researcher must maintain close
supervision over the project. This is true
even with the very good companies, not be-
cause their professionalism cannot be trusted
but rather to be sure that the project is an-
swering the questions that were posed. Be-
cause of security considerations, a research
supplier may never completely understand
why a particular project is being conducted,
and the researcher needs to be sure that the
project will provide the exact information
required.

» Data Analysis
and
Interpretation

The time and effort required for data analy-
sis and interpretation depend on the study’s
purpose and the methodology used. Analysis
and interpretation may take from several
days to several months. In many private sec-
tor research studies involving only a single
question, data analysis and interpretation
may be completed in a few minutes. For ex-
ample, a radio station may be interested in
finding out its listeners’ perceptions of the
morning show team. After a survey is con-
ducted, that question may be answered by
summarizing only one or two items on the
questionnaire. The summary then may deter-
mine whether the morning show team
“stays” or “goes.”

Every analysis should be carefully
planned and performed according to specific
guidelines. Once the computations have been

completed, the researcher must step back and
consider what has been discovered. The re-
sults must be analyzed with reference to their
external validity and the likelihood of their
accuracy. Here, for example, is an excerpt
from the conclusion drawn by Singer and
Singer (1981, p. 385):

Television by its very nature is a medium that
emphasizes those very elements that are gen-
erally found in imagination: visual fluidity,
time and space flexibility and make-
believe. . . . Very little effort has emerged from
producers or educators to develop age-specific
programming. . . . It is evident that more re-
search for the development of programming
and adult mediation is urgently needed.

Researchers must determine through
analysis whether their work is both inter-
nally and externally valid. This chapter has
touched briefly on the concept of external
validity: An externally valid study is one
whose results can be generalized to the pop-
ulation. To assess internal validity, on the
other hand, one asks: Does the study really
investigate the proposed research question?

Internal Validity

Control over research conditions is neces-
sary to enable researchers to rule out plausi-
ble but incorrect explanations of results. If,
for example, a researcher is interested in ver-
ifying that “y is a function of x,” or y = f(x),
control over the research conditions is nec-
essary to eliminate the possibility of finding
that y = f(b), where b is an extraneous vari-
able. Any such variable that creates a plausi-
ble but incorrect explanation of results is
called an artifact (also referred to as an ex-
traneous, or confounding, variable). The
presence of an artifact indicates a lack of in-
ternal validity; that is, the study has failed to
investigate its hypothesis.



Suppose, for example, that researchers dis-
cover through a study that children who view
television for extended periods of time have
lower grade point averages in school than chil-
dren who watch only a limited amount of tel-
evision. Could an artifact have created this
finding? It may be that children who view
fewer hours of television also receive parental
help with their school work; parental help (the
artifact), not hours of television viewed, may
be the reason for the difference in grade point
averages between the two groups.

Artifacts in research may arise from sev-
eral sources. Those most frequently encoun-
tered are described next. Researchers should
be familiar with these sources to achieve in-
ternal validity in the experiments they con-
duct (Campbell & Stanley, 1963; Cook &
Campbell, 1979).

1. History. Various events that occur dur-
ing a study may affect the subjects’ atticudes,
opinions, and behavior. For example, to ana-
lyze an oil company’s public relations cam-
paign for a new product, researchers first
pretest subjects’ attitudes toward the com-
pany. The subjects are next exposed to an ex-
perimental promotional campaign (the exper-
imental treatment); then a posttest 1is
administered to determine whether changes
in attitude occur as a result of the campaign.
Suppose the results indicate that the public re-
lations campaign was a complete failure, that
the subjects display a very poor perception of
the oil company in the posttest. Before the re-
sults are reported, the researchers must deter-
mine whether an intervening variable could
have caused the poor perception. An investi-
gation discloses that during the period be-
tween tests, subjects learned from a television
news story that a tanker owned by the oil
company spilled millions of gallons of crude
oil into the North Atlantic. News of the oil
spill—not the public relations campaign—
may have acted as an artifact to create the
poor perception. The potential to confound a
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study is compounded as the time increases be-
tween a pretest and a posttest.

The effects of history in a study can be
devastating, as was shown during the late
1970s and early 1980s, when several broad-
cast companies and other private businesses
perceived a need to develop Subscription
Television (STV) in various markets through-
out the country where cable television pene-
tration was thought to be very low. An STV
service allows a household, using a special
antenna, to receive pay television services
similar to Home Box Office or Showtime.
Several cities became prime targets for STV
because both Arbitron and A. C. Nielsen re-
ported very low cable penetration. Research
conducted in these cities supported the Arbi-
tron and Nielsen data. In addition, the re-
search found that people who did not have
access to cable television were very receptive
to the idea of STV. However, it was discov-
ered later that even as some studies were be-
ing conducted, cable companies in the target
areas were expanding very rapidly and had
wired many previously nonwired neighbor-
hoods. What were once prime targets for
STV soon became accessible to cable televi-
sion. The major problem was that re-
searchers attempting to determine the feasi-
bility of STV failed to consider the historical
changes (wiring of the cities) that could affect
the results of their research. The result was
that many companies lost millions of dollars
and STV soon faded away.

2. Maturation. Subjects’ biological and
psychological characteristics change during
the course of a study. Growing hungry or
tired or becoming older may influence how
subjects respond in a research study. An ex-
ample of how maturation can affect a re-
search project was seen in the early 1980s,
when radio stations around the country be-
gan to test their music playlist in auditorium
sessions {see Chapter 15). Some unskilled re-
search companies tested as many as 600
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songs in one session and wondered why the
songs after about 400 tested differently from
the others. Without a great deal of investiga-
tion, researchers discovered that the respon-
dents were physically and emotionally
drained once they reached 400 songs (about
70 minutes of testing time), and they merely
wrote down any number just to complete the
project.

Technology has changed the approach in
music testing. In several studies during 1997
and 1998, Wimmer-Hudson Research & De-
velopment found that if a professional pro-
duction company is used to produce consis-
tent hooks (song segments), it is possible to
test as many as 600 songs in one session
without compromising the data.

3. Testing. Testing itself may be an artifact,
particularly when subjects are given similar
pretests and posttests. A pretest may sensitize
subjects to the material and improve their
posttest scores regardless of the type of exper-
imental treatment given to them. This is espe-
cially true when the same test is used for both
situations. Subjects learn how to answer ques-
tions and to anticipate researchers’ demands.
To guard against the effects of testing, different
pretests and posttests are required. Or, instead
of being given a pretest, subjects can be tested
for similarity (homogeneity) by means of a
variable or set of variables that differs from the
experimental variable. The pretest is not the
only way to establish a point of prior equiva-
lency (the point at which the groups were equal
before the experiment) between groups; this
also can be done through sampling (random-
ization and matching). For further discussion
on controlling confounding variables within
the context of an experiment, see Chapter 10.

4. Instrumentation. Also known as in-
strument decay, this term refers to the deteri-
oration of research instruments or methods
over the course of a study. Equipment may
wear out, observers may become more casual
in recording their observations, and inter-
viewers who memorize frequently asked

questions may fail to present them in the
proper order. Some college entrance tests,
such as the SAT and ACT, are targets of de-
bate by many researchers and statisticians.
The complaints mainly address the concern
that the current tests do not adequately meas-
ure knowledge of today, but rather what was
once considered necessary and important.

5. Statistical regression. Subjects who
achieve either very high or very low scores on
a test tend to regress to the sample or popu-
lation mean during subsequent testing ses-
sions. Often outliers (subjects whose pretest
scores are far from the mean) are selected for
further testing or evaluation. Suppose, for
example, that researchers develop a series of
television programs designed to teach simple
mathematical concepts, and they select only
subjects who score very low on a mathemat-
ical aptitude pretest. An experimental treat-
ment is designed to expose these subjects to
the new television series, and a posttest is
given to determine whether the programs in-
creased the subjects’ knowledge of simple
math concepts. The experimental study may
show that indeed, after only one or two ex-
posures to the new programs, math scores in-
creased. But the higher scores on the posttest
may not be due to the television programs;
they may be a function of statistical regres-
sion. That is, regardless of whether the sub-
jects viewed the programs, the scores in the
sample may have increased merely because of
statistical regression to the mean. The pro-
grams should be tested with a variety of sub-
jects, not just those who score low on a
pretest. (The significance of regression to-
ward the mean is relevant to a variety of ar-
eas such as stock market prices and the
standings of professional sports teams.)

6. Experimental mortality. All research
studies face the possibility that subjects will
drop out for one reason or another. Especially
in long-term studies, subjects may refuse to
continue with the project, become ill, move
away, drop out of school, or quit work. This



mortality, or loss of subjects, is sure to have
an effect on the results of a study because
most research methods and statistical analy-
ses make assumptions about the number of
subjects used. It is always better, as men-
tioned in Chapter 5, to select more subjects
than are actually required—within the
budget limits of the study. It is not uncommon
to lose 50% or more of the subjects from one
testing period to another (Wimmer, 1995).

7. Sample selection. Most research de-
signs compare two or more groups of subjects
to determine whether differences exist on the
dependent measurement. These groups must
be selected randomly and tested for homo-
geneity to ensure that results are not due to
the type of sample used (see Chapter ).

8. Demand characteristics. The term de-
mand characteristics is used to describe sub-
jects’ reactions to experimental conditions.
Orne (1969) suggests that, under some cir-
cumstances, subjects’ awareness of the ex-
perimental purpose may be the sole determi-
nant of how they behave; that is, subjects
who recognize the purpose of a study may
produce only “good” data for researchers.

Novice researchers quickly learn about
the many variations of demand characteris-
tics. For example, research studies seeking to
find out about respondents’ listening and
viewing habits always find subjects who re-
port high levels of NPR and PBS listening and
viewing. However, when the same subjects
are asked to name their favorite NPR or PBS
programs, many cannot recall a single one.
(In other words, the respondents are not
telling the truth.)

Cross-validating questions are often nec-
essary to verify subjects’ responses; by giv-
ing subjects the opportunity to answer the
same question phrased in different ways, the
researcher can spot discrepant, potentially
error-producing responses. In addition, re-
searchers can help control demand charac-
teristics by disguising the real purpose of the
study; however, researchers should use cau-
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tion when employing this technique (see
Chapter 4).

In addition, most respondents who par-
ticipate in research projects are eager to pro-
vide the information the researcher requests.
They are flattered to be asked for their opin-
ions. Unfortunately, this means that they will
answer any type of question, even if the ques-
tion is totally ambiguous, misleading, vague,
or absolutely uninterpretable. For example,
this book’s senior author conducted a tele-
phone study in the early 1990s with respon-
dents in area code 717 of Pennsylvania. An
interviewer mistakenly called area code 714
(Orange County, California). For nearly 20
minutes, the respondent in California an-
swered questions about radio stations with
W call letters—stations impossible for her to
pick up on any radio. The problem was dis-
covered during questionnaire validation.

9. Experimenter bias. Rosenthal (1969)
discusses a variety of ways in which a re-
searcher may influence the results of a study.
Bias can enter through mistakes made in ob-
servation, data recording, mathematical
computations, and interpretation. Whether
experimenter errors are intentional or unin-
tentional, they usually support the re-
searcher’s hypothesis and are considered to
be biased (Walizer & Wienir, 1978).

Experimenter bias can also enter into any
phase of a research project if the researcher
becomes swayed by a client’s wishes for a
project’s end results. Such a situation can
cause significant problems for researchers if
they do not remain totally objective through-
out the entire project, especially when they
are hired by individuals or companies to
“prove a point” or to provide “supporting
information” for a decision (this is usually
unknown to the researcher). For example,
the news director at a local television station
may dislike a particular news anchor and
want information to justify the dislike (in or-
der to fire the anchor). A researcher is hired
under the guise of finding out whether the
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audience likes or dislikes the anchor. In this
case, it is easy for the news director to inten-
tionally or unintentionally sway the results
through conversations with the researcher in
the planning stages of the study. It is possible
for a researcher, either intentionally or unin-
tentionally, to interpret the results in a way
that supports the program director’s desire to
eliminate the anchor. The researcher may, for
instance, have like/dislike numbers that are
very close, but may give the “edge” to dislike
because of the news director’s influence.
Experimenter bias is a potential problem
in all phases of research, and those conduct-
ing a study must be aware of problems caused
by outside influences. Several procedures can
help to reduce experimenter bias. For exam-
ple, individuals who provide instructions to
subjects and make observations should not be
informed of the purpose of the study; experi-
menters and others involved in the research
should not know whether subjects belong to
the experimental group or the control group
(called a double-blind experiment); and auto-
mated devices such as tape recorders should
be used whenever possible to provide uni-
form instructions to subjects. (See Chapter 10
for more information about control groups.)
Researchers can also ask clients not to
discuss the intent of a research project be-
yond what type of information is desired. In
the news anchor example, the program di-
rector should say only that information is de-
sired about the like/dislike of the program
and should not discuss what decisions will be
made following the research. In cases where
researchers must be told about the purpose of
the project, or where the researcher is con-
ducting the study independently, experi-
menter bias must be repressed at every phase.
10. Evaluation apprebension. Rosen-
berg’s (1965) concept of evaluation apprehen-
sion is similar to demand characteristics, but
it emphasizes that subjects are essentially
afraid of being measured or tested. They are

interested in receiving only positive evalua-
tions from the researcher and from the other
subjects involved in the study. Most people are
hesitant to exhibit behavior that differs from
the norm and tend to follow the group even
though they may totally disagree with the oth-
ers. The researcher’s task is to try to eliminate
this passiveness by letting subjects know that
their individual responses are important.

11. Causal time order. The organization
of an experiment may create problems with
data collection and interpretation. It may be
that an experiment’s results are not due to the
stimulus (independent) variable, but rather to
the effect of the dependent variable. For ex-
ample, respondents in an experiment that is
attempting to determine how magazine ad-
vertising layouts influence their purchasing
behavior may change their opinions when
they read or complete a questionnaire after
viewing several ads.

12. Diffusion or imitation of treatments.
In situations where respondents participate
at different times during one day or over sev-
eral days, or where groups of respondents are
studied one after another, respondents may
have the opportunity to discuss the project
with someone else and contaminate the re-
search project. This is a special problem with
focus groups when one group leaves the focus
room at the same time a new group enters.

13. Compensation. Sometimes individuals
who work with a control group (the one that
receives no experimental treatment) may un-
knowingly treat the group differently because
the group is “deprived” of something. In this
case, the control group is no longer legitimate.

14. Compensatory rivalry. In some situa-
tions, subjects who know they are in a control
group may work harder or perform differ-
ently to outperform the experimental group.

15. Demoralization. Control group sub-
jects may literally lose interest in a project be-
cause they are not experimental subjects. These
people may give up or fail to perform normally



because they may feel demoralized or angry
that they are not in the experimental group.

The sources of internal invalidity are com-
plex and may arise in all phases of research.
For this reason, it is easy to see why the results
from a single study cannot be used to refute or
support a theory or hypothesis. In attempting
to control these artifacts, researchers use a va-
riety of experimental designs and try to keep
strict control over the research process so that
subjects and researchers do not intentionally
or unintentionally influence the results. As
Hyman (1954) recognizes:

All scientific inquiry is subject to error, and it
is far better to be aware of this, to study the
sources in an attempt to reduce it, and to esti-
mate the magnitude of such errors in our find-
ings, than to be ignorant of the errors con-
cealed in our data.

Search the Internet for “internal valid-
ity” for hundreds of articles and interesting
examples.

External Validity

External validity refers to how well the results
of a study can be generalized across popula-
tions, settings, and time (Cook & Campbell,
1979). The external validity of a study can be
severely affected by the interaction in an analy-
sis of variables such as subject selection, in-
strumentation, and experimental conditions
(Campbell & Stanley, 1963). A study that lacks
external validity cannot be projected to other
situations; it is valid only for the sample tested.

Most procedures used to guard against
external invalidity relate to sample selec-
tion. Cook and Campbell (1979) make three
suggestions:

1. Use random samples.
2. Use heterogeneous samples and repli-
cate the study several times.
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3. Select a sample that is representative
of the group to which the results will
be generalized.

Using random samples rather than con-
venience or available samples allows re-
searchers to gather information from a vari-
ety of subjects rather than from those who
may share similar attitudes, opinions, and
lifestyles. As discussed in Chapter S, a ran-
dom sample means that everyone (within the
guidelines of the project) has an equal chance
of being selected for the research study.

Several replicated research projects using
samples with a variety of characteristics (het-
erogeneous) allow researchers to test hy-
potheses and research questions and not
worry that the results will apply to only one
type of subject.

Selecting a sample that is representative
of the group to which the results will be gen-
eralized is basic common sense. For example,
the results from a study of a group of high
school students cannot be generalized to a
group of college students..

A fourth way to increase external validity
is to conduct research over a long period of
time. Mass media research is often designed
as short-term projects that expose subjects to
an experimental treatment and then immedi-
ately test or measure them. In many cases,
however, the immediate effects of a treatment
are negligible. In advertising, for example, re-
search studies designed to measure brand
awareness are generally based on only one
exposure to a commercial or advertisement.
It is well known that persuasion and attitude
change rarely take place after only one expo-
sure; they require multiple exposures over
time. Logically, then, such measurements
should be made over weeks or months to take
into account the “sleeper” effect—that atti-
tude change may be minimal or nonexistent
in the short run and still prove significant in
the long run.
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An Internet search of “external validity”
provides hundreds of references for addi-
tional information and examples.

=  Presenting
Results

The format used to present results depends on
the purpose of the study. Research intended
for publication in academic journals follows
a format prescribed by each journal; research
conducted for management in the private sec-
tor tends to be reported in simpler terms, of-
ten excluding detailed explanations of sam-
pling, methodology, and review of literature.
However, all results must be presented in a
clear and concise manner appropriate to both
the research question and the individuals who
will read the report. (See Appendix $.)

= Replication

One important point mentioned throughout
this book is that the results of any single study
are, by themselves, only indications of what
might exist. A study provides information
that says, in effect, “This is what may be the
case.” For others to be relatively certain of
the results of any study, the research must be
replicated. Too often researchers conduct one
study and report the results as if they are pro-
viding the basis for a theory or a law. The in-
formation presented in this chapter, and in
other chapters that deal with internal and ex-
ternal validity, argues that this cannot be true.

A research question or hypothesis must
be investigated from many different perspec-
tives before any significance can be attrib-
uted to the results of one study. Research
methods and designs must be altered to elim-
inate design-specific results—that is, results
that are based on, and hence specific to, the
design used. Similarly, subjects with a variety
of characteristics should be studied from
many angles to eliminate sample-specific re-

sults, and statistical analyses need to be var-
ied to eliminate method-specific results. In
other words, every effort must be made to en-
sure that the results of any single study are
not created by or dependent on a method-
ological factor; studies must be replicated.

Researchers overwhelmingly advocate
the use of replication to establish scientific
fact. Lykken (1968) and Kelly, Chase, and
Tucker (1979) identify four basic types of
replication that can be used to help validate a
scientific test:

1. Literal replication involves the exact
duplication of a previous analysis, in-
cluding the sampling procedures, ex-

perimental  conditions, measuring
techniques, and methods of data
analysis.

2. Operational replication attempts to
duplicate only the sampling and ex-
perimental procedures of a previous
analysis, to test whether the proce-
dures will produce similar results.

3. Instrumental replication attempts to du-
plicate the dependent measures used in
a previous study and to vary the exper-
imental conditions of the original study.

4. Constructive replication tests the va-
lidity of methods used previously by
deliberately not imitating the earlier
study; both the manipulations and the
measures differ from those used in the
first study. The researcher simply be-
gins with a statement of empirical
“fact” uncovered in a previous study
and attempts to find the same “fact.”

Despite the obvious need to replicate re-
search, mass media researchers generally ig-
nore this important step, probably because
many feel that replications are not as glam-
orous or important as original research. The
wise researcher recognizes that even though
replications may lack glamour, they most cer-
tainly do not lack importance.
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Table 2.2  Determining a CP!I F
Step Explanation
1. Gross incidence 1,000 100 + .10
2. Acceptance rate 55% Standard figure used. Use acceptance rate to
determine how many calls are needed.
3. Actual contacts necessary 1,818 1,000 + .58
4. Minutes per contact 4 Number of minutes to find correct respondent
(bad numbers, busy lines, etc.)
5. Total contact minutes 7,272 4 % 1,818
6. Productive minutes per hour 40 Average number of minutes interviewers usually
work in 1 hour (net of breaks, etc.)
7. Total contact hours 182 7,272 = 40
8. Total interview hours 33 100 X 20 minutes
9. Total hours 215 Contact hours + interview hours
10. Hourly rate $15 Industry standard
11. Total cost $3,225 215 x $15
12. CPI $32.25 $3,225 + 100 interviews

s Supplement on
Incidence Rates
and CPI

Incidence rate is an important concept in re-
search because it determines both the diffi-
culty and the cost of a research project. Table
2.1 (on page 31) illustrates a standard CPI
rate chart. The specific rates shown on the
chart are computed through a complicated
series of steps. Without exact detail, this sup-
plement explains the general procedure of
how each CPI is computed.

As mentioned earlier, CPI is based on the
incidence rate and interview length. In prere-
cruiting, only incidence is considered, but the
CPIs are basically the same as those for tele-

phone interviews. To determine a CP1, let us
assume we wish to conduct a 100-person tele-
phone study, with an incidence rate of 10%
and an interview length of 20 minutes. The
computation and an explanation of each step
are shown in Table 2.2. As shown in thetable,
1,818 contacts must be made. Of these, 10%
will qualify for the interview (182) and 55%
of these will accept (100). The total number
of hours required to conduct the 100-person
survey is 215, with a CPI of $32.25.

sss Summary

This chapter described the processes in-
volved in identifying and developing a topic
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for research investigation. It was suggested
that researchers consider several sources for
potential ideas, including a critical analysis
of everyday situations. The steps in develop-
ing a topic for investigation naturally be-
come easier with experience; the beginning
researcher needs to pay particular attention
to material already available. He or she
should not attempt to tackle broad research
questions but should try to isolate a smaller,
more practical subtopic for study. The re-
searcher should develop an appropriate
method of analysis and then proceed,
through data analysis and interpretation, to
a clear and concise presentation of results.

The chapter stressed that the results of a
single survey or other research approach pro-
vide only indications of what may or may not
exist. Before the researcher can claim support
for a research question or hypothesis, the
study must be replicated a number of times to
eliminate dependence on extraneous factors.

While conducting research studies, the in-
vestigator must be constantly aware of po-
tential sources of error that may create spuri-
ous results. Phenomena that affect an
experiment in this way are sources of break-
downs in internal validity. Only if differing
and rival hypotheses are ruled out can re-
searchers validly say that the treatment was
influential in creating differences between the
experimental group and the control group. A
good explanation of research results rules out
intervening variables; every plausible alterna-
tive explanation should be considered. How-
ever, even when this is accomplished, the re-
sults of one study can be considered only as
an indication of what may or may not exist.
Support for a theory or hypothesis is gained
only after several other studies produce simi-
lar results.

In addition, if a study is to be helpful in
understanding mass media, its results must
be generalizable to subjects and groups other
than those involved in the experiment. Exter-

nal validity can be best achieved through ran-
dom sampling (see Chapter 3).

Questions and
Problems for Further
Investigation

1. The focus of this chapter is on developing a re-
search topic by defining a major problem area
and then narrowing the topic to a manageable
study. Develop two different research projects
in an area of mass media research. Use either
an outline format or a flowchart format.

2. Replication has long been a topic of debate in
scientific research, but mass media researchers
have not paid much attention to it. Why do you
think this is true?

3. An analysis of the effects of television viewing
revealed that the fewer hours of television stu-
dents watched per week, the higher were their
scores in school. What alternative explanations
or artifacts might explain such differences?
How could these variables be controlled?

4. The fact that some respondents will answer any
type of question, whether it is a legitimate ques-
tion or not, may surprise sOme novice re-
searchers until they encounter it firsthand. Try
posing the following question to a friend in an-
other class or at a party: What effects do you
think the sinking of Greenland into the Labrador
Sea will have on the country’s fishing industry?

5. To develop a research topic, try this experi-
ment: Sit down with paper and pencil and
write the word why? Under that word, prepare
a list of questions that have always interested
you. Then try to develop each topic into a po-
tential research project. Don’t get frustrated.

6. Spend a few hours on the Internet searching for
information on topics that interest you. Go to
a search engine and type in words such as
“viewers,” “listeners,” or “readers.”

7. 1f you are using InfoTrac College Edition, you
can get a good sampling of recent research top-
ics in media research by looking up “mass me-
dia research” in the subject guide. Note that
popular publications as well as scholarly jour-
nals contain articles on this topic.
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Chapters 1 and 2 presented an overview of
the research process. In this chapter we de-
fine and discuss four basic elements of this
process: concepts and constructs, measure-
ment, variables, and scales. A clear under-
standing of these elements is essential to con-
ducting precise and meaningful research.

=  Concepts and
Constructs

A concept is a term that expresses an abstract
idea formed by generalizing from particulars
and summarizing related observations. For
example, a researcher might observe that a
public speaker becomes restless, starts to per-
spire, and continually fidgets with a pencil
just before giving an address. The researcher
might summarize these observed patterns of
behavior and label them “speech anxiety.”
On a more prosaic level, the word table is a
concept that represents a wide variety of ob-
servable objects, ranging from a plank sup-
ported by concrete blocks to a piece of furni-
ture commonly found in dining rooms.
Typical concepts in mass media research in-
clude terms such as advertising effectiveness,
message length, media usage, and readability.

Concepts are important for at least two
reasons. First, they simplify the research
process by combining particular characteris-
tics, objects, or people into more general cat-
egories. For example, a researcher may study
families that own personal computers,
modems, VCRs, CD players, cellular phones,
and DVD machines. To make it easier to de-
scribe these families, the researcher calls

them “Taffies” and categorizes them under
the concept of “technologically advanced
families.” Now, instead of describing each of
the characteristics that make these families
unique, the researcher has a general term that
is more inclusive and convenient to use.

Second, concepts simplify communica-
tion among those who have a shared under-
standing of them. Researchers use concepts
to organize their observations into meaning-
ful summaries and to transmit this informa-
tion to their colleagues. Researchers who use
the concept of “agenda setting” to describe a
complicated set of audience and media activ-
ities find that their colleagues understand
what is being discussed. Note that people
must share an understanding of a concept in
order for the concept to be useful. For exam-
ple, when teenagers use the word phat to de-
scribe an activity, most of their peers under-
stand perfectly what is meant by the concept,
although many adults may not.

A construct is a concept that has three
distinct characteristics. First, it is an abstract
notion that is usually broken down into di-
mensions represented by lower-level con-
cepts. In other words, a construct is a combi-
nation of concepts. Second, because of its
abstraction, a construct usually cannot be
observed directly. Third, a construct is usu-
ally designed for some particular research
purpose so that its exact meaning relates only
to the context in which it is found. For ex-
ample, the construct “involvement” has been
used in many advertising studies (Pokryw-
czynski, 1986). It is a construct that is diffi-
cult to see directly, and it includes the con-
cepts of attention, interest, and arousal.



Researchers can observe only its likely or pre-
sumed manifestations. In some contexts in-
volvement means product involvement; in
others it refers to involvement with the mes-
sage or even with the medium. Its precise
meaning depends on the research context.

To take another example, in mass com-
munication research, the term authoritarian-
ism represents a construct defined to describe
a certain type of personality; it comprises
nine different concepts, including conven-
tionalism, submission, superstition, and cyn-
icism. Authoritarianism itself cannot be seen;
some type of questionnaire or standardized
test must determine its presence. The results
of such tests indicate what authoritarianism
might be and whether it is present under
given conditions, but the tests do not provide
exact definitions for the construct itself.

The empirical counterpart of a construct or
concept is called a variable. Variables are im-
portant because they link the empirical world
with the theoretical; they are the phenomena
and events that can be measured or manipu-
lated in research. Variables can have more than
one value along a continuum. For example, the
variable “satisfaction with pay-per-view TV
programs” can take on different values—a
person can be satisfied a lot, a little, or not at
all—reflecting in the empirical world what the
concept “satisfaction with pay-per-view TV
programs” represents in the theoretical world.

Researchers try to test a number of associ-
ated variables to develop an underlying mean-
ing or relationship among them. After suit-
able analysis, the most important variables
are retained and the others are discarded.
These important variables are labeled marker
variables because they seem to define or high-
light the construct under study. After further
analysis, new marker variables may be added
to increase understanding of the construct
and to permit more reliable predictions.

Concepts and constructs are valuable
tools in theoretical research, but, as noted in
Chapter 1, researchers also function at the
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observational, or empirical, level. To under-
stand how this is done, it is necessary to ex-
amine variables and to know how they are
measured.

Independent and
Dependent Variables

Variables are classified in terms of their rela-
tionship with one another. It is customary to
talk about independent and dependent vari-
ables: Independent variables are systematically
varied by the researcher, and dependent vari-
ables are observed and their values presumed
to depend on the effects of the independent
variables. In other words, the dependent vari-
able is what the researcher wishes to explain.
For example, assume that an investigator is in-
terested in determining how the angle of a cam-
era shot affects an audience’s perception of the
credibility of a television newscaster. Three ver-
sions of a newscast are videotaped: one shot
from a very low angle, another from a high an-
gle, and a third from eye level. Groups of sub-
jects are randomly assigned to view one of the
three versions and to complete a questionnaire
that measures the newscaster’s credibility. In
this experiment, the camera angle is the inde-
pendent variable. The experimenter, who se-
lects only three of the camera angles possible,
systematically varies its values. The dependent
variable to be measured is the perceived credi-
bility of the newscaster. If the researcher’s as-
sumnption is correct, the newscaster’s credibility
will vary according to the camera angle. (Note
that the values of the dependent variable are
not manipulated; they are simply observed or
measured.)

Keep in mind that the distinction between
types of variables depends on the purposes of
the research. An independent variable in one
study may be a dependent variable in an-
other. Also, a research task may involve ex-
amining the relationship of more than one in-
dependent variable to a single dependent
variable. For example, the researcher in the



46 Part One « The Research Process

previous example could investigate the ef-
fects not only of camera angles but also of
closing styles on the newscaster’s credibility
(as perceived by the viewers). Moreover, in
many instances multiple dependent variables
are measured in a single study. This type of
study is called a multivariate analysis.

Other Types of
Variables

In nonexperimental research, where there is
no active manipulation of variables, different
terms are sometimes substituted for inde-
pendent and dependent variables. The vari-
able that is used for predictions or is assumed
to be causal (analogous to the independent
variable) is sometimes called the predictor, or
antecedent variable. The variable that is pre-
dicted or assumed to be affected (analogous
to the dependent variable) is sometimes
called the criterion variable.

Researchers often wish to account for or
control variables of certain types in order to
eliminate unwanted influences. These control
variables are used to ensure that the results of
the study are due to the independent vari-
ables, not to another source. However, a con-
trol variable need not always be used to elim-
inate an unwanted influence. On occasion,
researchers use a control variable such as age,
gender, or socioeconomic status to divide
subjects into specific, relevant categories. For
example, in studying the relationship be-
tween newspaper readership and reading
ability, researchers know that 1Q will affect
the relationship and must be controlled; thus,
subjects may be selected based on 1Q scores
or placed in groups with similar scores.

One of the most difficult aspects of any
type of research is identifying all the variables
that may create spurious or misleading results.
Some researchers refer to this problem as
“noise.” Noise can occur in even very simple
research projects. For example, a researcher
might design a telephone survey that asks re-

spondents to name the local radio station they
listened to most during the past week. The re-
searcher uses an open-ended question-—that
is, provides no specific response choices—and
the interviewer writes down each respondent’s
answer. When the completed surveys are tab-
ulated, the researcher notices that several peo-
ple mentioned radio station WAAA. But if the
city has a WAAA-AM and a WAAA-FM,
which station gets the credit? The researcher
cannot arbitrarily assign credit to the AM sta-
tion or to the FM station; nor can credit be
split because such a practice may distort the
description of the actual listening pattern.
Interviewers could attempt callbacks to
everyone who said “WAAA,” but this is not
suggested for two reasons: (1) the likelihood of
reaching all the people who gave that response
is low, and (2) even if the first condition is met,
some respondents may not recall which sta-
tion they originally mentioned. The researcher
is therefore unable to provide a reliable analy-
sis of the data because not all possible inter-
vening variables were considered. (The re-
searcher should have foreseen this problem,
and the interviewers should have been in-
structed to find out in each case whether
WAAA meant the AM or the FM station.)
People who unknowingly provide false
information create another type of research
noise. For example, people who keep diaries
for radio and television surveys may err in
recording the station or channel they tune in;
that is, they may listen to or watch station
KAAA but incorrectly record “KBBB.” (This
problem is partially solved by the use of peo-
ple meters; see Chapter 16.) In addition, peo-
ple often answer a multiple-choice or yes/no
research question at random because they do
not wish to appear ignorant or uninformed.
To minimize this problem, researchers should
construct their measurement instruments
with great care. Noise is always present, but
a large and representative sample should de-
crease the effects of some research noise. (In
later chapters, noise is referred to as “error.”)
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Table 3.1 Examples of Operational Definisions

Study

Variable

Operational Definition

Whitmore and Tiene (1994)

Jacobs (1995)

Kaid, Chanslor and Hovind
(1992)

Shah and Gayatri (1994)

Current events knowledge

Consumer satisfaction with
cable system

Image evaluation of political
candidate

Developmr.ent news

Scores on the Associated Press
Weekly News Quiz

15-item scale designed to tap
subscribers’ evaluations of cable
systems

Summezted ratings on a 12-item
semantic differential

Any news item related to devel-

Demers (1994)
newspasers

Organizational size of daily

opment priodties outlined in the
fifth Indones:an Five-Year Plan,
1989-2994

Newspapers’ daily circulation
figures

Researchers learn to solve many simplis-
tic problems in their studies with experi-
ence. In many situations, however, re-
searchers understand that total control over
all aspects of the research is impossible, and
they account for the impossibility of achiev-
ing perfect control in the interpretation of
their results.

Defining Variables
Operationally

In Chapter 2 we stated that an operational
definition specifies the procedures to be fol-
lowed in experiencing or measuring a con-
cept. Research depends on observations, and
observations cannot be made without a clear
statement of what is to be observed. An op-
erational definition is such a statement.
Operational definitions are indispensable
in scientific research because they enable in-
vestigators to measure relevant variables. In
any study, it is necessary to provide opera-

tional definitions for both independent vari-
ables and dependent variables. Table 3.1 lists
examples of such definitions taken from re-
search studies in mass communication.
Kerlinger (1986) identifies two types of
operational definitions, measured and exper-
imental. A measured operational definition
specifies how to measure a variable. For in-
stance, a researcher investigating dogmatism
and media use might operationally define the
term dogmatism as a subject’s score on the
Twenty-Item Short Form Dogmatism Scale.
An experimental operational definition ex-
plains how an investigator has manipulated a
variable. Obviously, this type of definition is
used when the independent variable is defined
in a laboratory setting. For example, in a
study on the impact of television violence, the
researcher might manipulate media violence
by constructing two 8-minute films. The first
film, labeled “the violent condition,” could
contain scenes from a boxing match. The sec-
ond film, labeled “the nonviolent condition,”
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could depict a swimming race. Similarly,
source credibility might be manipulated by al-
ternately attributing an article on health to
the New England Journal of Medicine and to
the National Enquirer.

Operationally defining a variable forces a
researcher to express abstract concepts in
concrete terms. Occasionally, after unsuc-
cessfully grappling with the task of making a
key variable operational, the researcher may
conclude that the variable as originally con-
ceived is too vague or ambiguous and must
be redefined. Because operational definitions
are expressed so concretely, they can commu-
nicate exactly what the terms represent. For
instance, a researcher might define “political
knowledge” as the number of correct an-
swers on a 20-item true/false test. Although it
is possible to argue about the validity of the
definition, there is no confusion as to what
the statement “Women possess more political
knowledge than men” actually means.

Finally, there is no single infallible method
for operationally defining a variable. No op-
erational definition satisfies everybody. The
investigator must decide which method is
best suited for the research problem at hand.
This is demonstrated by the numerous arti-
cles and examples available from an Internet
search of “operational definition.”

. Measurement

Mass media research, like all research, can be
qualitative or quantitative. Qualitative re-
search involves several methods of data col-
lection, such as focus groups, field observa-
tion, in-depth interviews, and case studies.
Although there are substantial differences
among these techniques, all involve what
some writers refer to as “getting close to the
data” (Chadwick, Bahr & Albrecht, 1984).
Qualitative research has certain advan-
tages. In most cases, it allows a researcher to
view behavior in a natural setting without the

artificiality that sometimes surrounds exper-
imental or survey research. In addition, qual-
itative techniques can increase a researcher’s
depth of understanding of the phenomenon
under investigation. This is especially true
when the phenomenon has not been investi-
gated previously. Finally, qualitative methods
are flexible and allow the researcher to pur-
sue new areas of interest. A questionnaire is
unlikely to provide data about questions that
were not asked, but a person conducting a
field observation or focus group might dis-
cover facets of a subject that were not con-
sidered before the study began.

There are, however, some disadvantages
associated with qualitative methods. First of
all, sample sizes are usually too small (some-
times as small as one) to allow the researcher to
generalize the data beyond the sample selected
for the particular study. For this reason, quali-
tative research is often the preliminary step to
further investigation rather than the final phase
of a project. The information collected from
qualitative methods is often used to prepare a
more elaborate quantitative analysis, although
the qualitative data may in fact constitute all
the information needed for a particular study.

Reliability of the data can also be a prob-
lem, since single observers are describing
unique events. Because a person doing quali-
tative research must become closely involved
with the respondents, it is possible to lose ob-
jectivity when collecting data. A researcher
who becomes too close to the study may lose
the necessary professional detachment.

Finally, if qualitative research is not prop-
erly planned, the project may produce noth-
ing of value. Qualitative research appears to
be easy to conduct, but projects must be care-
fully planned to ensure that they focus on key
issues. Although this book is primarily con-
cerned with quantitative research, we discuss
several qualitative methods in Chapter 6.

Quantitative research requires that the
variables under consideration be measured.
This form of research is concerned with how



often a variable is present and generally uses
numbers to communicate this amount.
Quantitative research has certain advantages.
One is that the use of numbers allows greater
precision in reporting results. For example,
the Violence Index (Gerbner, Gross, Morgan
& Signorielli, 1980), a quantitative measur-
ing device, makes it possible to report the ex-
act increase or decrease in violence from one
television season to another, whereas qualita-
tive research could describe only whether
there was more or less violence. Another ad-
vantage is that quantitative research permits
the use of powerful methods of mathematical
analysis. The importance of mathematics to
mass media research is difficult to overem-
phasize. As pointed out by measurement ex-
pert J. P. Guilford (1954, p. 1):

The progress and maturity of a science are of-
ten judged by the extent to which it has suc-
ceeded in the use of mathematics. . . . Mathe-
matics is a universal language that any science
or technology may use with great power and
convenience. Its vocabulary of terms is unlim-
ited. . . . Its rules of operation . .
celled for logical precision.

. are unex-

For the past several years, some friction
has existed in the mass media field and in
other disciplines between those who favor
quantitative methods and those who prefer
qualitative methods. Most researchers have
now come to realize that both methods are
important in understanding any phenome-
non. In fact, the term triangulation, com-
monly used by marine navigators, frequently
comes up in conversations about communi-
cation research. If a ship picks up signals
from only one navigational aid, it is impossi-
ble to know the vessel’s precise location. If,
however, signals from more than one source
are detected, elementary geometry can be
used to pinpoint the ship’s location. In this
book, the term triangulation refers to the use
of both qualitative methods and quantitative
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methods to fully understand the nature of a
research problem.

For example, an investigation by Krug-
man and Johnson (1991) illustrates the use of
triangulation. The purpose of their investiga-
tion was to determine the differences in
viewer involvement when subjects viewed
standard broadcast television programs as
opposed to VCR movie rentals. Using a com-
bination of focus groups, mail surveys, and
in-home observations, the authors found that
respondents viewing VCR rentals showed a
higher level of undistracted viewing and were
more involved than when they were viewing
standard broadcast television programs.

Although most of this book is concerned
with skills relevant to quantitative research,
we are not implying that quantitative re-
search is in any sense “better” than qualita-
tive research. Obviously, each technique has
value, and different research questions and
goals may make one or the other more ap-
propriate in a given application. Over the
past 30 years, however, quantitative research
has become more common in mass media re-
search. Consequently, it is increasingly im-
portant for beginning researchers to familiar-
ize themselves with common quantitative
techniques.

The Nature of
Measurement

The idea behind measurement is simple: A re-
searcher assigns numerals to objects, events,
or properties according to certain rules. Ex-
amples of measurement are everywhere: “She
or he is a 10” or “Unemployment increased
by 1%” or “The earthquake measured 5.5 on
the Richter scale.” Note that the definition
contains three central concepts: numerals, as-
signment, and rules. A numeral is a symbol,
such as V, X, C, or 5, 10, 100. A numeral has
no implicit quantitarive meaning. When it is
given quantitative meaning, it becomes a
number and can be used in mathematical and
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statistical computations. Assignment is the
designation of numerals or numbers to cer-
tain objects or events. A simple measurement
system might entail assigning the numeral 1
to the people who obtain most of their news
from television, the numeral 2 to those who
get most of their news from a newspaper, and
the numeral 3 to those who receive most of
their news from some other source.

Rules specify the way that numerals or
numbers are to be assigned. Rules are at the
heart of any measurement system; if they are
faulty, the system will be flawed. In some sit-
uations, the rules are obvious and straight-
forward. To measure reading speed, a stop-
watch and a standardized message may be
sufficient. In other instances, the rules are not
so apparent. Measuring certain psychologi-
cal traits, such as “source credibility” or “at-
titude toward violence,” calls for carefully
explicated measurement techniques.

Additionally, in mass media research and
in much of social science research, investiga-
tors usually measure indicators of the prop-
erties of individuals or objects, rather than
the individuals or objects themselves. Con-
cepts such as “authoritarianism” or “moti-
vation for reading the newspaper” cannot be
observed directly; they must be inferred from
presumed indicators. Thus, if a person en-
dorses statements such as “Orders from a su-
perior should always be followed without
question” and “Law and order are the most
important things in society,” it can be de-
duced that he or she is more authoritarian
than someone who disagrees with the same
statements.

Measurement systems strive to be iso-
morphic to reality. Isomorphism means iden-
tity or similarity of form or structure. In
some research areas, such as the physical sci-
ences, isomorphism is not a problem because
there is usually a direct relationship between
the objects being measured and the numbers
assigned to them. For example, if an electric
current travels through Substance A with less

resistance than it does through Substance B,
it can be deduced that A is a better conduc-
tor than B. Testing more substances can lead
to a ranking of conductors, where the num-
bers assigned indicate the degrees of conduc-
tivity. The measurement system is isomorphic
to reality.

In mass media research, the correspon-
dence is seldom that obvious. For example,
imagine that a researcher is trying to develop
a scale to measure the “persuasibility” of
people in connection with a certain type of
advertisement. She devises a test and admin-
isters it to five people. The scores are dis-
played in Table 3.2. Now imagine that an
omniscient being is able to disclose the
“true” persuasibility of the same five people.
These scores are also shown in Table 3.2. For
two people, the test scores correspond ex-
actly to the “true” scores. The other three
scores miss the “true” scores, but there is a
correspondence between the rank orders.
Also note that the “true” persuasibility
scores range from 0 to 12 and the measure-
ment scale ranges from 1 to 8. To summarize,
there is a general correspondence between
the test and reality, but the test is far from an
exact measure of what actually exists.

Unfortunately, the degree of correspon-
dence between measurement and reality is
rarely known in research. In some cases, re-
searchers are not even sure they are actually
measuring what they are trying to measure.
In any event, researchers must carefully con-
sider the degree of isomorphism between
measurement and reality. This topic is dis-
cussed in greater detail later in the chapter.

Levels of
Measurement

Scientists have distinguished four different
ways to measure things, or four different levels
of measurement, depending upon the rules that
are used to assign numbers to objects or events.
The operations that can be performed with a
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Table 3.2  Hllustration of Isomorphism

Person Test score “True” score
A 1 0
B 3 1
C 6 6
D 7 7
E 8 12

given set of scores depend on the level of meas-
urement achieved. The four levels of measure-
ment are nominal, ordinal, interval, and ratio.

The nominal level is the weakest form of
measurement. In nominal measurement, nu-
merals or other symbols are used to classify
persons, objects, or characteristics. For exam-
ple, in the physical sciences, rocks can gener-
ally be classified into three categories: ig-
neous, sedimentary, and metamorphic. A
geologist who assigns a 1 to igneous, a 2 to
sedimentary, and a 3 to metamorphic has
formed a nominal scale. Note that the numer-
als are simply labels that stand for the respec-
tive categories; they have no mathematical sig-
nificance. A rock that is placed in Category 3
does not have more “rockness” than those in
Categories 2 and 1. Other examples of nomi-
nal measurement are the numbers on football
jerseys and license plates and Social Security
numbers. An example of nominal measure-
ment in mass media is classifying respondents
according to the medium they depend on most
for news. Those depending most on TV may
be in Category 1, those depending most on
newspapers in Category 2, those depending
on magazines in Category 3, and so on.

The nominal level, like all levels, pos-
sesses certain formal properties. Its basic
property is equivalence. If an object is placed
in Category 1, it is considered equal to all

other objects in that category. Suppose a re-
searcher is attempting to classify all the ad-
vertisements in a magazine according to pri-
mary appeal. If an ad has economic appeal, it
is placed in Category 1; if it uses an appeal to
fear, it is placed in Category 2; and so on.
Note that all ads using “fear appeal” are
equal even though they may differ on other
dimensions such as product type or size, or
use of illustrations.

Another property of nominal measure-
ment is that all categories are exhaustive and
mutually exclusive. This means that each
measure accounts for every possible option
and that each measurement is appropriate to
only one category. For instance, in the exam-
ple of primary appeals in magazine advertise-
ments, all possible appeals need to be in-
cluded in the analysis (exhaustive): economic,
fear, morality, religion, and so on. Each ad-
vertisement is placed in one and only one cat-
egory (mutually exclusive).

Nominal measurement is frequently used
in mass media research. Hinkle and Elliot
(1989) divided science coverage by super-
market tabloids and mainstream newspapers
into medical coverage and hard technology
stories and discovered that tabloids had far
more medical stories. Weinberger and Spotts
(1989) divided the use of humorous devices
in British and American ads into six nominal
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categories—pun, understatement, joke, ludi-
crous, satire, and irony—and found that the
use of humor was similar in both countries.
Even a variable measured at the nominal
level may be used in higher-order statistics if
it is converted into another form. The result
of this conversion process is known as
dummy variables. For example, political
party affiliation could be coded as follows:

Republican
Democrat
Independent
Other

SRS S

This measurement scheme could be inter-
preted incorrectly to imply that a person
classified as “Other” is three units “better”
than a person classified as a “Republican.”
To measure political party affiliation and use
the data in higher-order statistics, a re-
searcher must convert the variable into a
more neutral form.

One way of converting the variable to
give equivalent value to each option is to re-
code it as a dummy variable that creates an
“either/or” situation for each option; in this
example, a person is either a “Republican”
or something else. For example, a binary cod-
ing scheme could be used:

Republican 001
Democrat 010
Independent 100
Other 000

This scheme treats each affiliation equiva-
lently and allows the variable to be used in
higher-order statistical procedures. Note that
the final category “Other” is coded using all
zeros. A complete explanation for this prac-
tice is beyond the scope of this book; basically,
however, its purpose is to avoid redundancy,
since the number of individuals classified as
“Other” can be found from the data on the
first three options. If, in a sample of 100 sub-

jects, 25 are found to belong in each of the
first three options, then it is obvious that there
are 25 in the “Other” option. (For more in-
formation on the topic of dummy variable
coding, see Kerlinger & Pedhazur, 1997.)

Objects measured at the ordinal level are
usually ranked along some dimension, such
as from smallest to largest. For example, one
might measure the variable “socioeconomic
status” by categorizing families according to
class: lower, lower middle, middle, upper
middle, or upper. A rank of 1 is assigned to
lower, 2 to lower middle, 3 to middle, and so
forth. In this situation, the numbers have
some mathematical meaning: Families in Cat-
egory 3 have a higher socioeconomic status
than families in Category 2. Note that noth-
ing is specified with regard to the distance be-
tween any two rankings. Ordinal measure-
ment often has been compared to a horse race
without a stopwatch. The order in which the
horses finish is relatively easy to determine,
but it is difficult to calculate the difference in
time between the winner and the runner-up.

An ordinal scale possesses the property of
equivalence. Thus, in the previous example,
all families placed in a category are treated
equally, even though some might have
greater incomes than others. It also possesses
the property of order among the categories.
Any given category can be defined as being
higher or lower than any other category.
Common examples of ordinal scales are
rankings of football or basketball teams, mil-
itary ranks, restaurant ratings, and beauty
pageant finishing orders.

Ordinal scales are frequently used in mass
communication research. Schweitzer (1989)
ranked 16 factors that were important to the
success of mass communication researchers.
In a study of electronic text news, Heeter,
Brown, Soffin, Stanley, and Salwen (1989)
rank-ordered audience evaluations of the im-
portance of 25 different issues in the news
and found little evidence of an effect on con-
tent, known as agenda setting.



When a scale has all the properties of an
ordinal scale and also the intervals between
adjacent points on the scale are of equal value,
the scale is at the interval level. The most ob-
vious example of an interval scale is tempera-
ture. The same amount of heat is required to
warm an object from 30 to 40 degrees as to
warm it from 50 to 60 degrees. Interval scales
incorporate the formal property of equal dif-
ferences; that is, numbers are assigned 10 the
positions of objects on an interval scale in
such a way that one may carry out arithmetic
operations on the differences between them.

One disadvantage of an interval scale is
that it lacks a true zero point, or condition of
nothingness. For example, it is difficult to
conceive of a person having zero intelligence
or zero personality. The absence of a true
zero point means that a researcher cannot
make statements of a proportional nature;
for example, someone with an IQ of 100 is
not twice as smart as someone with an IQ of
50, and a person who scores 30 on a test of
aggression is not three times as aggressive as
a person who scores 10. Despite this disad-
vantage, interval scales are frequently used in
mass communication research. Zohoori
(1988) constructed a “motivations for using
TV” scale by presenting respondents with a
list of 11 reasons for viewing television. The
response options were “not at all like me,”
coded 1; “a little like me,” coded 2; and “a
lot like me,” coded 3. Baran, Mok, Land, and
Kang (1989) developed a five-point
agree/disagree interval scale to measure a
person’s worth as seen by others by eliciting
responses to seven statements such as “It’s
likely that I'd have this woman/man as a
friend” and “It’s fairly likely that this
man/woman is punctual.”

Scales at the ratio level of measurement
have all the properties of interval scales plus
one more: the existence of a true zero point.
With the introduction of this fixed zero point,
ratio judgments can be made. For example,
since time and distance are ratio measures,
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one can say that a car traveling at 50 miles per
hour is going twice as fast as a car traveling at
25. Ratioscales are relatively rare in mass me-
dia research, although some variables, such
as time spent watching television or number
of words per story, are ratio measurements.
For example, Gantz (1978) measured news
recall ability by asking subjects to report
whether they had seen or heard 10 stories
taken from the evening news. Scores could
range from 0 to 10 on this test. Giffard (1984)
counted the length of wire service reports re-
lated to 101 developed or developing nations.
Theoretically, scores could range from zero
(no coverage) to hundreds of words.

As we shall see in Chapter 11, researchers
who use interval or ratio data can use para-
metric statistics, which are specifically de-
signed for these data. Procedures designed
for use with “lower” levels of measurement
can also be used with data at a higher level of
measurement. Statistical procedures de-
signed for higher-level data, however, are
generally more powerful than those designed
for use with nominal or ordinal levels of
measurement. Thus, if an investigator has
achieved the interval level of measurement,
parametric statistics should generally be
used. Statisticians disagree about the impor-
tance of the distinction between ordinal
scales and interval scales and about the legit-
imacy of using interval statistics with data
that may in fact be ordinal. Without delving
too deeply into these arguments, we suggest
that the safest procedure is to assume interval
measurement unless there is clear evidence to
the contrary, in which case ordinal statistics
should be used. For example, for a research
task in which a group of subjects ranks a set
of objects, ordinal statistics should be used.
On the other hand, if subjects are given an at-
titude score constructed by rating responses
to various questions, the researcher is justi-
fied in using parametric procedures.

Most statisticians seem to feel that statis-
tical analysis is performed on the numbers
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yielded by the measures, not on the measures
themselves, and that the properties of inter-
val scales belong to the number system (Nun-
nally & Bernstein, 1978; Roscoe, 1975). Ad-
ditionally, there have been several studies in
which various types of data have been sub-
jected to different statistical analyses. These
studies suggest that the distinction between
ordinal data and interval data is not particu-
larly crucial in selecting an analysis method
(McNemar, 1969).

s  Discrete and
Continuous
Variables

Two forms of variables are used in mass me-
dia investigation. A discrete variable includes
only a finite set of values; it cannot be divided
into subparts. For instance, the number of
children in a family is a discrete variable be-
cause the unit is a person. It does not make
much sense to talk about a family size of 2.24
because it is hard to conceptualize 0.24 of a
person. Political affiliation, population, and
gender are other discrete variables.

A continuous variable can take on any
value (including fractions) and can be mean-
ingfully broken into smaller subsections.
Height is a continuous variable. If the meas-
urement tool is sophisticated enough, it is
possible to distinguish between one person
72.113 inches tall and another 72.114 inches
tall. Time spent watching television is an-
other example; it is perfectly meaningful to
say that Person A spent 3.12115 hours view-
ing while Person B watched 3.12114 hours.
The average number of children in a family is
a continuous variable; thus, in this context, it
may be perfectly meaningful to refer to 0.24
of a person.

When dealing with continuous variables,
researchers should keep in mind the distinc-
tion between the variable and the measure of
the variable. If a child’s attitude toward tele-

vision violence is measured by counting his or
her positive responses to six questions, then
there are only seven possible scores: 0, 1, 2, 3,
4, 5, and 6. It is entirely likely, however, that
the underlying variable is continuous even
though the measure is discrete. In fact, even if
a fractionalized scale were developed, it would
still be limited to a finite number of scores. As
a generalization, most of the measures in mass
media research tend to be discrete approxima-
tions of continuous variables.

Variables measured at the nominal level
are always discrete variables. Variables meas-
ured at the ordinal level are generally dis-
crete, although there may be some underly-
ing continuous measurement dimension.
Variables measured at the interval or ratio
level can be either discrete (number of maga-
zine subscriptions in a household) or contin-
uous (number of minutes per day spent read-
ing magazines). Both the level of
measurement and the type of variable under
consideration are important in developing
useful measurement scales.

= Measurement
Scales

A scale represents a composite measure of a
variable; it is based on more than one item.
Scales are generally used with complex vari-
ables that do not easily lend themselves to
single-item or single-indicator measure-
ments. Some items, such as age, newspaper
circulation, or number of radios in the house,
can be adequately measured without scaling
techniques. Measurement of other variables,
such as attitude toward TV news or gratifi-
cation received from going to a movie the-
ater, generally requires the use of scales. Sev-
eral scaling techniques have been developed
over the years. This section discusses only the
better-known methods. For additional infor-
mation about all types of measurement
scales, search the Internet.



Thurstone Scales

Thurstone scales are also called equal-
appearing interval scales because of the tech-
nique used to develop them. They are typi-
cally used to measure the attitude toward a
given concept or construct. To develop a Thur-
stone scale, a researcher first collects a large
number of statements (Thurstone recom-
mends at least 100) that relate to the concept
or construct to be measured. Next, judges
rate these statements along an 11-category
scale in which each category expresses a dif-
ferent degree of favorableness toward the
concept. The items are then ranked according
to the mean or median ratings assigned by the
judges and are used to construct a question-
naire of 20-30 items that are chosen more or
less evenly from across the range of ratings.
The statements are worded so that a person
can agree or disagree with them. The scale is
then administered to a sample of respondents
whose scores are determined by computing
the mean or median value of the items agreed
with. A person who disagrees with all the
items has a score of zero.

One advantage of the Thurstone method
is that it is an interval measurement scale.
On the downside, this method is time-
consuming and labor-intensive. Thurstone
scales are not often used in mass media re-
search, but they are common in psychology
and education research.

Guttman Scaling

Guttman scaling, also called scalogram
analysis, is based on the idea that items can
be arranged along a continuum in such a way
that a person who agrees with an item or
finds an item acceptable will also agree with
or find acceptable all other items expressing
a less extreme position. For example, here is
a hypothetical four-item Guttman scale:

1. Indecent programming on TV is harm-
ful to society.
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2. Children should not be allowed to
watch indecent TV shows.

3. Television station managers should
not allow indecent programs on their
stations.

4. The government should ban indecent
programming from TV.

Presumably, a person who agrees with
Statement 4 will also agree with Statements
1-3. Furthermore, if we assume the scale is
valid, then a person who agrees with State-
ment 2 will also agree with Statement 1 but
will not necessarily agree with Statements 3
and 4. Because each score represents a unique
set of responses, the number of items a per-
son agrees with is the person’s total score on
a Guttman scale.

A Guttman scale requires a great deal of
time and energy to develop. Although they
do not appear often in mass media research,
Guttman scales are fairly common in politi-
cal science, sociology, public opinion re-
search, and anthropology.

Likert Scales

Perhaps the most commonly used scale in
mass media research is the Likert scale, also
called the summated rating approach. A
number of statements are developed with re-
spect to a topic, and respondents can strongly
agree, agree, be neutral, disagree, or strongly
disagree with the statements (see Figure 3.1).
Each response option is weighted, and each
subject’s responses are added to produce a
single score on the topic.

This is the basic procedure for developing
a Likert scale:

1. Compile a large number of statements
that relate to a specific dimension.
Some statements are positively
worded; some are negatively worded.

2. Administer the scale to a randomly se-
lected sample of respondents.
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Figure 3.1 Sample of Likert Scale ltems

1. Only U.S. citizens should be allowed to own broadcasting stations.

Response

Strongly agree
Agree

Neutral

Disagree

Strongly Disagree

Score Assigned
S

=N W A

2. Prohibiting foreign ownership of broadcasting stations is bad for business.

Response

Strongly agree
Agree
Neutral

_ Disagree
Strongly Disagree

Score Assigned
1

“L Hh W

Note: To maintain attitude measurement consistency, the scores are reversed for a negatively worded
item. Question 1 is a positive item; Question 2 is a negative item.

3. Code the responses consistently so that
high scores indicate stronger agree-
ment with the attitude in question.

4. Analyze the responses and select for
the final scale those statements that
most clearly differentiate the highest
from the lowest scorers.

Semantic Differential
Scales

Another commonly used scaling procedure
is the semantic differential technique. As orig-
inally conceived by Osgood, Suci, and Tan-
nenbaum (1957), this technique is used to
measure the meaning an item has for an indi-
vidual. Research indicated that three general
factors—activity, potency, and evaluation—
were measured by the semantic differential.
Communication researchers were quick to

adapt the evaluative dimension of the seman-
tic differential for use as a measure of attitude.

To use the technique, a name or a concept
is placed at the top of a series of seven-point
scales anchored by bipolar attitudes. Figure
3.2 shows an example of this technique as
used to measure attitudes toward Time mag-
azine. The bipolar adjectives that typically
“anchor” such evaluative scales are pleasant/
unpleasant, valuable/worthless,  honest/
dishoi.st, nicelawful, clean/dirty, fairlunfair,
and good/bad. It is recommended, however,
that a unique set of anchoring adjectives be
developed for each particular measurement
situation. For example, Markham (1968), in
his study of the credibility of television news-
casters, uses 13 variable sets, including deep/
shallow, ordered/chaotic, annoying/pleasing,
and clear/hazy. Robinson and Shaver (1973)
present a collection of scales commonly used in



Chapter 3 = Elements of Research 57

Figure 3.2 Sample Form for Applying the Semantic Differential Technique

Time Magazine

Biased L Unbiased
Trustworthy = Untrustworthy
Valuable . Worthless
Unfair . Fair

social science research. (Search the Internet for
“semantic differential” to find several exam-
ples of how the technique is used.)

Strictly speaking, the semantic ditferen-
tial technique attempts to place a concept in
semantic space through the use of an ad-
vanced statistical procedure called factor
analysis. When researchers borrow parts of
the technique to measure attitudes, or images
or perceptions of objects, persons, or con-
cepts, they are not using the technique as
originally developed. Consequently, perhaps
a more appropriate name for this technique
is bipolar rating scales.

Reliability and Validity

Using any scale without prior testing results
is poor research. At least one pilot study
should be conducted for any newly devel-
oped scale to ensure its reliability and valid-
ity. To be useful, a measurement must possess
these two related qualities. A measure is reli-
able if it consistently gives the same answer.
Reliability in measurement is the same as re-
liability in any other context. For example, a
reliable person is one who is dependable, sta-
ble, and consistent over time. An unreliable
person is unstable and unpredictable and
may act one way today and another way to-
morrow. Similarly, if measurements are con-
sistent from one session to another, they are
reliable and can be believed to some degree.

In understanding measurement reliability,
you may think of a measure as containing two

components. The first represents an individ-
ual’s “true” score on the measuring instru-
ment. The second represents random error
and does not provide an accurate assessment
of what is being measured. Error can slip into
the measurement process from several
sources. Perhaps a question was worded am-
biguously, or a person’s pencil slipped as he or
she was filling out a measuring instrument.
Whatever the cause, all measurement is sub-
ject to some degree of random error. Figure
3.3 illustrates this concept. As is evident,
Measurement Instrument 1 is highly reliable
because the ratio of the true component of the
score to the total score is high. Measurement
Instrument 2 is unreliable because the ratio of
the true component to the total is low.

A completely unreliable measurement
measures nothing at all. If a measure is re-
peatedly given to individuals and each per-
son’s responses at a later session are unre-
lated to his or her earlier responses, the
measure is useless. If the responses are iden-
tical or nearly identical each time the meas-
ure is given, the measure is reliable; it at least
measures something, though not necessarily
what the researcher intended. (This problem
is discussed later.)

The importance of reliability should be
obvious now. Unreliable measures cannot be
used to detect relationships between vari-
ables. When the measurement of a variable is
unreliable, it is composed mainly of random
error, and random error is seldom related to
anything else.
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Figure 3.3  lllustration of “True” and “Error” Components of a Scale
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Reliability is not a unidimensional con-
cept. It consists of three different components:
stability, internal consistency, and equivalency.

Stability is the easiest of the components
to understand. It refers to the consistency of
a result or of a measure at different points in
time. For example, suppose that a test de-
signed to measure proofreading ability is ad-
ministered during the first week of an editing
class and again during the second week. The
test possesses stability if the two results are
consistent. Caution should be exercised
whenever stability is used as a measure of re-
liability, since people and things can change
over time. In the proofreading example, it is
entirely possible for a person to score higher
the second time because some people might
actually improve their ability from Week 1 to
Week 2. In this case the measure is not really
unstable; actual change has occurred.

An assessment of reliability is necessary
in all mass media research and should be re-
ported along with other facets of the research
as an aid in interpretation and evaluation.
One commonly used statistic for assessing re-
liability is the correlation coefficient denoted

as 7,,. Chapter 11 provides a more detailed
examination of the correlation coefficient.
For now let’s say only that r,, is a number
ranging from —1.00 to +1.00 and is used to
gauge the strength of a relationship between
two variables. When r,, is high—that is, ap-
proaching +1.00—the relationship is strong.
A negative number indicates a negative rela-
tionship (high scores on one variable are as-
sociated with low scores on the other), and a
positive number indicates a positive relation-
ship (a high score goes with another high
score). In measuring reliability, a high posi-
tive r., is desired.

One method that uses correlation coeffi-
cients to compute reliability is the test-retest
method. This procedure measures the stability
compornent of reliability. The same people are
measured at two different points in time, and
a coefficient between the two scores is com-
puted. An r,, that approaches +1.00 indicates
that a person’s score at Time A was similar to
his or her score at Time B, showing consis-
tency over time. There are two limitations to
the test-retest technique. First, the initial ad-
ministration of the measure might affect



scores on the second testing. If the measuring
device is a questionnaire, a person might re-
member responses from session to session,
thus falsely inflating reliability. Second, the
concept measured may change from Time A to
Time B, thus lowering the reliability estimate.

Internal consistency involves examining
the consistency of performance among the
items that compose a scale. If separate items
on a scale assign the same values to the con-
cept being measured, the scale possesses in-
ternal consistency. For instance, suppose a
researcher designs a 20-item scale to measure
attitudes toward newspaper reading. For the
scale to be internally consistent, the total
score on the first half of the test should cor-
relate highly with the score on the second
half of the test. This method of determining
reliability is called the split-balf technique.

Only one administration of the measur-
ing instrument is made, but the test is split
into halves and scored separately. For exam-
ple, if the test is in the form of a question-
naire, the even-numbered items might con-
stitute one half and the odd-numbered items
the other half. A correlation coefficient is
then computed between the two sets of
scores. Since this coefficient is computed
from a test that is only half as long as the fi-
nal form, it is corrected by using the follow-
ing formula:

L 2
xx 1 _+_ r06

where .. is the correlation between the odd
items and the even items. (Search the Internet
for “split-half reliability” for additional in-
formation and examples.)

Another common reliability coefficient is
alpha (sometimes referred to as Cronbach’s
alpha), which uses the analysis of variance
approach to assess the internal consistency of
a measure (see Chapter 13).

The equivalency component of reliability,
sometimes referred to as cross-test reliability,
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assesses the relative correlation between two
parallel forms of a test. Two instruments that
use different scale items or different meas-
urement techniques are developed to meas-
ure the same concept. The two versions are
then administered to the same group of peo-
ple during a single time period, and the cor-
relation between the scores on the two forms
of the test is taken as a measure of the relia-
bility. The major problem with this method,
of course, is developing two forms of a scale
that are perfectly equivalent. The less paral-
lel the two forms, the lower the reliability.

A special case of the equivalency compo-
nent occurs when two or more observers
judge the same phenomenon, as is the case in
content analysis (see Chapter 7). This type of
reliability is called intercoder reliability and
is used to assess the degree to which a result
can be achieved or reproduced by other ob-
servers. Ideally, two individuals who use the
same operational measure and the same
measuring instrument should reach the same
results. For example, if two researchers try to
identify acts of violence in television content
based on a given operational definition of vi-
olence, the degree to which their results are
consistent is a measure of intercoder reliabil-
ity. Disagreements reflect a difference either
in perception or in the way the original defi-
nition was interpreted. Special formulas for
computing intercoder reliability are dis-
cussed in Chapter 7.

In addition to being reliable, a measure-
ment must have validity if it is to be of use in
studying variables. A valid measuring device
measures what it is supposed to measure. Or,
to put it another way, determining validity re-
quires an evaluation of the congruence be-
tween the operational definition of a variable
and its conceptual or constitutive definition.
Assessing validity requires some judgment on
the part of the researcher. In the following dis-
cussion of the major types of measurement
validity, note that each one depends at least in
part on the judgment of the researcher. Also,
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validity is almost never an all-or-none propo-
sition; it is usually a matter of degree. A meas-
urement rarely turns out to be totally valid or
invalid. Typically it winds up somewhere in
the middle.

In regard to measurement, there are four
major types of validity, and each has a corre-
sponding technique for evaluating the meas-
urement method. They are face validity, pre-
dictive validity, concurrent validity, and
construct validity.

The simplest and most basic kind of va-
lidity, face validity, is achieved by examining
the measurement device to see whether, on
the face of it, it measures what it appears to
measure. For example, a test designed to
measure proofreading ability could include
accounting problems, but this measure
would lack face validity. A test that asks peo-
ple to read and correct certain paragraphs
has more face validity as a measure of proof-
reading skill. Whether a measure possesses
face validity depends to some degree on sub-
jective judgment. To minimize subjectivity,
the relevance of a given measurement should
be judged independently by several experts.

Checking a measurement instrument
against some future outcome assesses predic-
tive validity. For example, scores on a test to
predict whether a person will vote in an up-
coming election can be checked against ac-
tual voting behavior. If the test scores allow
the researcher to predict with a high degree
of accuracy which people will actually vote
and which will not, then the test has predic-
tive validity. Note that it is possible for a
measure to have predictive validity and at
the same time lack face validity. The sole fac-
tor in determining validity in the predictive
method is the measurement’s ability to fore-
cast future behavior correctly. The concern is
not with what is being measured but with
whether the measurement instrument can
predict something. Thus, a test to determine
whether a person will become a successful

mass media researcher could conceivably
consist of geometry problems. If it predicts
the ultimate success of a researcher reason-
ably well, the test has predictive validity but
little face validity. The biggest problem asso-
ciated with predictive validity is determining
the criteria against which test scores are to
be checked. What, for example, constitutes a
“successful mass media researcher”? One
who obtains an advanced degree? One who
publishes research articles? One who writes
a book?

Concurrent validity is closely related to
predictive validity. In this method, however,
the measuring instrument is checked against
some present criterion. For example, it is pos-
sible to validate a test of proofreading ability
by administering the test to a group of pro-
fessional proofreaders and to a group of non-
proofreaders. If the test discriminates well
between the two groups, it can be said to
have concurrent validity. Similarly, a test of
aggression might discriminate between one
group of children who are frequently de-
tained after school for fighting and another
group who have never been reprimanded for
antisocial behavior.

The fourth type of validity, construct va-
lidity, is the most complex. In simplified
form, construct validity involves relating a
measuring instrument to some overall theo-
retic framework to ensure that the measure-
ment is logically related to other concepts in
the framework. Ideally, a researcher should
be able to suggest various relationships be-
tween the property being measured and the
other variables. For construct validity to ex-
ist, the researcher must show that these rela-
tionships are in fact present. For example, an
investigator might expect the frequency with
which a person views a particular television
newscast to be influenced by his or her atti-
tude toward that program. If the measure of
attitudes correlates highly with the frequency
of viewing, there is some evidence for the va-
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Figure 3.4 Types of Validity
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lidity of the attitude measure. By the same to-
ken, construct validity is evidenced if the
measurement instrument under considera-
tion does not relate to other variables when
there is no theoretic reason to expect such a
relationship. Thus, if an investigator finds a
relationship between a measure and other
variables that is predicted by a theory and
fails to find other relationships that are not
predicted by a theory, there is evidence for
construct validity. For example, Milavsky,
Kessler, Stipp, and Rubens (1982) established
the validity of their measure of respondent
aggression by noting, as expected, that boys
scored higher than girls and that high aggres-
sion scores were associated with high levels
of parental punishment. In addition, aggres-
sion was negatively correlated with scores on
a scale measuring prosocial behavior. Figure
3.4 summarizes the four types of validity.
Before closing this discussion, we should
point out that reliability and validity are re-
lated. Reliability is necessary to establish va-
lidiry, but it is not a sufficient condition; a re-
liable measure is not necessarily a valid one.
Figure 3.5 shows this relationship. An X rep-
resents a test that is both reliable and valid;
the scores are consistent from session to ses-
sion and lie close to the true value. An O rep-
resents a measure that is reliable but not
valid; the scores are stable from session to
session but they are not close to the true
score. A + represents a test that is neither

valid nor reliable; scores vary widely from
session to session and are not close to the
true score.

aEmm summary

Understanding empirical research requires a
basic knowledge of concepts, constructs,
variables, and measurement. Concepts sum-
marize related observations and express an
abstract notion that has been formed by gen-
eralizing from particulars. Connections
among concepts form propositions that, in
turn, are used to build theories. Constructs
consist of combinations of concepts and are
also useful in building theories.

Variables are phenomena or events that
take on one or more different values. Inde-
pendent variables are manipulated by the re-
searcher, whereas dependent variables are
what the researcher attempts to explain. All
variables are related to the observable world
by operational definitions.

Researchers frequently use scales to
measure complex variables. Thurstone,
Guttman, Likert, and semantic differential
scales are used in mass media research.

Measurement is the assignment of nu-
merals to objects, events, or properties ac-
cording to certain rules. The four levels of
measurement are nominal, ordinal, interval,
and ratio. To be useful, a measurement must

be both reliable and valid.
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Figure 3.5 Relationship of Reliability and Validity
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Questions and
Problems for Further
Investigation

1. Provide conceptual and operational definitions
for the following items:

Violence

Artistic quality
Programming appeal
Sexual content
Objectionable song lyrics

Compare your definitions to those of others in
the class. Would there be any difficulty in con-
ducting a study using these definitions? Have
you demonstrated why so much controversy

surrounds the topics, for example, of sex and
violence on television? What can you find on
the Internet about these terms?

. What type of data (nominal, ordinal, interval,

or ratio) is associated with each of the follow-
Ing concepts or measurements?

Baseball team standings

A test of listening comprehension

A. C. Nielsen’s list of the top 10 television
programs

Frequency of heads versus tails on coin flips
Baseball batting averages

A scale measuring intensity of attitudes toward
violence

VHEF channels 2-13

A scale for monitoring your weight over time



3. Try to develop a measurement technique to ex-
amine each of these concepts:

Newspaper reading

Aggressive tendencies

Brand loyalty (in purchasing products)
Television viewing

4. Search the Internet for the four levels of meas-
urement to get additional information. While
you're there, check for “reliability” and “va-
lidity.” In your validity search, find the article
entitled “Grounds of Validity of the Laws of
Logic: Further Consequences of Four Incapac-
ities” by Charles S. Peirce [Journal of Specula-
tive Philosophy 2 (1869), 193-208]. The arti-
cle is rather “lofty” sounding, but it may
provide some interesting research ideas.

5. The semantic differential is a widely used
measurement technique in social science. If you
are using InfoTrac College Edition, find three
recent studies that have used this method.
What concepts were measured?
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This chapter focuses on an area that is not
part of the research process itself but is nev-
ertheless vital to the execution of any re-
search project: ethics.

s  Ethics and the
Research
Process

Most mass media research involves observa-
tions of human beings—asking them ques-
tions or examining what they have done. In
this probing process, however, the researcher
must ensure that the rights of the participants
are not violated. This requires a considera-
tion of ethics: distinguishing right from
wrong and proper from improper. Unfortu-
nately, there are no universal definitions for
these terms. Instead, several guidelines,
broad generalizations, and suggestions have
been endorsed or at least tacitly accepted by
most in the research profession. These guide-
lines do not provide an answer to every ethi-
cal question that may arise, but they can help
make researchers more sensitive to the issues.

Before discussing these specific guide-
lines, let’s pose some hypothetical research
situations involving ethics.

= A researcher at a large university hands
questionnaires to the students in an in-
troductory mass media course and tells
them that if they do not complete the
forms, they will lose points toward their
grade in the course.

= A researcher is conducting a mail sur-
vey about attendance at X-rated motion
pictures. The questionnaire states that

the responses will be anonymous. Un-
known to the respondents, however,
each return envelope is marked with a
code that enables the researcher to iden-
tify the sender.

= A researcher recruits subjects for an ex-
periment by stating that participants
will be asked to watch “a few scenes
from some current movies.” Those who
decide to participate are shown several
scenes of bloody and graphic violence.

= A researcher shows one group of chil-
dren a violent television show and an-
other group a nonviolent program. Af-
terward, the children are sent to a
public playground, where they are told
to play with the children who are al-
ready there. The researcher records
each instance of violent behavior exhib-
ited by the young subjects.

= Subjects in an experiment are told to
submit a sample of their news writing
to an executive of a large newspaper.
They are led to believe that whoever
submits the best work will be offered a
job at the paper. In fact, the “executive”
is a confederate in the experiment and
severely criticizes everyone’s work.

These examples of ethically flawed study
designs should be kept in mind while you
read the following guidelines to ethics in
mass media research.

= Why Be Ethical?

Ethical behavior is the right thing to do. The
best reason to behave ethically is the per-



sonal knowledge that you have acted in a
morally appropriate manner. In addition,
there are other cogent reasons that argue for
ethical behavior. Unethical behavior may
have an adverse effect on research partici-
pants. Just one experience with an ethically
questionable research project may com-
pletely alienate a respondent. A person who
was improperly deceived into thinking that
he or she was being evaluated for a job at a
newspaper when it was all just an experi-
ment might not be so willing to participate in
another study. Since mass communication
research depends upon the continued good-
will and cooperation of respondents, it is im-
portant to shield them from unethical re-
search practices.

Moreover, unethical research practices
reflect poorly on the profession and may re-
sult in an increase in negative public opin-
ion. Many readers have probably heard
about the infamous Tuskegee syphilis study
in which impoverished African-American
men suffering from syphilis were studied
without their consent and left untreated so
that researchers could study the progress of
the disease (see Jones, 1981, for a complete
description). The distrust and suspicion en-
gendered by this experiment in the African-
American community have yet to subside
and have been cited as a factor in the rise of
some conspiracy theories about the spread
of AIDS (Thomas & Quinn, 1981). It is for-
tunate that the mass communication re-
search community has not had an ethical
lapse of this magnitude, but the Tuskegee
experiment illustrates the harmful fallout
that can result from an unethical research
project.

Unethical research usually does not result
from some sinister motivation. Instead, it gen-
erally comes from pressures on researchers to
cut corners in an attempt to publish an article
or gain prestige or impress other colleagues.
Nonetheless, it is behavior that is potentially
serious and little tolerated within the commu-
nity of mass media scholars.
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» General Ethical
Theories

The problem of determining what is right and
proper has been examined for hundreds of
years. At least three general types of theories
have evolved to suggest answers: (1) rule-based
or deontological theories, (2} balancing or tele-
ological theories, and (3) relativistic theories.

The best known deontological theory is the
one associated with the philosopher Immanuel
Kant. Kant posited moral laws that constituted
categorical imperatives—principles that define
appropriate action in any and all situations.
Following these categorical imperatives repre-
sents a moral duty for all hamans. To define a
categorical imperative, a person should ask
whether or not the behavior in question is
something that he or she would like to see uni-
versally implemented. In other words, a person
should act in a way that he or she wants all
others to act. Note that in many ways Kant’s
thinking parallels what we might call the
Golden Rule: Do unto others as you would
have them do unto you.

A mass media researcher, for example,
might develop a categorical imperative about
deception. Deception is not something that a
researcher wants to see universally practiced by
all; nor does the researcher wish to be deceived.
Therefore, deception is something that should
not be used in research, no matter what the
benefits and no matter what the circumstances.

The teleological or balancing theory is
best exemplified by what philosopher John
Stuart Mill called utilitarianism. In this the-
ory, the good that may come from an action
is weighed against or balanced against the
possible harm. The individual then acts in a
way that maximizes good and minimizes
harm. In other words, the ultimate test for
determining the rightness of some behavior
depends upon the outcomes that result from
this behavior. The end may justify the means.

A mass media researcher who follows the
utilitarian approach must balance the good
that will come from a research project
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against its possible negative effects. In this
situation, a researcher might decide it is ap-
propriate to use deception in an experiment
if the positive benefits of the knowledge ob-
tained outweigh the possible harmful effects
of the deception on the subjects. Note that a
researcher might use a different course of ac-
tion depending upon which ethical theory is
used as a guide.

The relativism approach argues that there
is no absolute right or wrong way of behav-
ing. Instead, ethical decisions are determined
by the culture within which a researcher is
working. Indeed, behavior that is judged to
be wrong in one culture may be judged ethi-
cal in another. One of the ways that the ethi-
cal norms of a culture may be established is
through the creation of codes of behavior or
of good conduct that spell out what most re-
searchers in the field think are desirable or
undesirable behaviors. Thus a researcher
confronted with a particular ethical problem
might look to these codes for guidance.

These three theories help form the basis
for the ethical principles discussed next.

= Ethical
Principles

General ethical principles are difficult to con-
struct in the research area. There are, however,
at least four relevant principles. First is the
principle of autonomy, or self-determination,
which has its roots in the categorical impera-
tive. Denying autonomy is not something that
a researcher wishes to see universally prac-
ticed. Basic to this concept is the demand that
the researcher respects the rights, values, and
decisions of other people. The reasons for a
person’s action should be respected and the
actions not interfered with. This principle is
exemplified by the use of informed consent in
the research procedure.

A second ethical principle important to
social science research is nonmaleficence. In
short, it is wrong to intentionally inflict

harm on another. A third ethical principle—
beneficence—is usually considered in tan-
dem with nonmaleficence. Beneficence stipu-
lates a positive obligation to remove existing
harms and to confer benefits on others.
These two principles operate together, and
often the researcher must weigh the harmful
risks of research against its possible benefits
(for example, an increase in knowledge or a
refinement of a theory). Note how the utili-
tarian theory relates to these principles.

A fourth ethical principle, the principle of
justice, is related to both deontological and
teleological theories of ethics. At its general
level, this principle holds that people who are
equal in relevant respects should be treated
equally. In the research context, this principle
should be applied when new programs or poli-
cies are being evaluated. The positive results of
such research should be shared with all. It
would be unethical, for example, to deny the
benefit of a new teaching procedure to children
because they were originally chosen to be in
the control group rather than in the group that
received the experimental procedure. Benefits
should be shared with all who are qualified.

It is clear that mass media researchers
must follow some set of rules to meet their
ethical obligations to their subjects and re-
spondents. Cook (1976), discussing the labo-
ratory approach, offers one such code of be-
havior that represents norms in the field:

= Do not involve people in research with-
out their knowledge or consent.

= Do not coerce people to participate.

* Do not withhold from the participant
the true nature of the research.

* Do not actively lie to the participant
about the nature of the research.

= Do not lead the participant to commit
acts that diminish his or her self-respect.

* Do not violate the right to self-
determination.

= Do not expose the participant to physi-
cal or mental stress.



= Do not invade the privacy of the partic-
ipant.

» Do not withhold benefits from partici-
pants in control groups.

= Do not fail to treat research partici-
pants fairly and to show them consider-
ation and respect.

To this list we add:

» Always treat every respondent or sub-
ject with unconditional human regard.
(That is, accept and respect a person for
what he or she is, and do not criticize
the person for what he or she is not.)

Are ethical principles transmitted from one
generation of researchers to another? A study
by McEuen, Gordon, and Todd-Mancillas
(1990) that examined Ph.D. programs in com-
munication found that no program offered a
graduate-level course devoted to the study of
research ethics. About 70% of the programs,
however, did offer one or more courses that
were partly devoted to ethics instruction. Their
survey also revealed that the four ethical issues
that received the most attention were subjects’
confidentiality, subjects’ right of withdrawal,
informed consent, and dealing with institu-
tional review boards.

» Specific Ethical
Problems

The following subsections discuss some of
the common areas where mass media re-
searchers might encounter ethical dilemmas.

Voluntary
Participation and
Informed Consent

An individual is entitled to decline to partici-
pate in any research project or to terminate
participation at any time. Participation in an
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experiment, survey, or focus group is always
voluntary, and any form of coercion is unac-
ceptable. Researchers who are in a position
of authority over subjects {(as when the re-
searcher handed questionnaires to the uni-
versity students) should be especially sensi-
tive to implied coercion: Even though the
researcher might tell the class that failure to
participate will not affect grades, many stu-
dents may not believe this. In such a situa-
tion, it is better to keep the questionnaires
anonymous and for the person in authority
to be absent from the room while the survey
is administered.

Voluntary participation is not a pressing
ethical issue in mail and telephone surveys be-
cause respondents are free to hang up the
phone or to throw away the questionnaire.
Nonetheless, a researcher should not attempt
to induce subjects to participate by misrepre-
senting the organization sponsoring the re-
search or by exaggerating its purpose or im-
portance. For example, telephone interviewers
should not be instructed to identify themselves
as representatives of the “Department of In-
formation” to mislead people into thinking the
survey is government-sponsored. Likewise,
mail questionnaires should not be constructed
to mimic census forms, tax returns, Social Se-
curity questionnaires, or other official govern-
ment forms.

Closely related to voluntary participation
is the notion of informed consent. For people
to volunteer for a research project, they need
to know enough about the project to make an
intelligent choice. Researchers have the re-
sponsibility to inform potential subjects or re-
spondents of all features of the project that can
reasonably be expected to influence participa-
tion. Respondents should understand that an
interview may take as long as 45 minutes, that
a second interview is required, or that after
completing a mail questionnaire they may be
singled out for a telephone interview.

In an experiment, informed consent
means that potential subjects must be warned
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of any possible discomfort or unpleasantness
that might be involved. Subjects should be
told if they are to receive or administer elec-
tric shocks, be subjected to unpleasant audio
or visual stimuli, or undergo any procedure
that might cause concern. Any unusual meas-
urement techniques that may be used must be
described. Researchers have an obligation to
answer candidly and truthfully, as far as pos-
sible, all the participants’ questions about the
research.

Experiments that involve deception (as
described in the next subsection) cause spe-
cial problems about obtaining informed con-
sent. If deception is absolutely necessary to
conduct an experiment, is the experimenter
obligated to inform subjects that they may be
deceived during the upcoming experiment?
Will such a disclosure affect participation in
the experiment? Will it also affect the exper-
imental results? Should the researcher com-
promise by telling all potential subjects that
deception will be involved for some partici-
pants but not for others?

Another problem is deciding exactly how
much information about a project a researcher
must disclose in seeking informed consent. Is it
enough to explain that the experiment involves
rating commercials, or is it necessary to add
that the experiment is designed to test whether
subjects with high IQs prefer different com-
mercials from those with low 1Qs? Obviously,
in some situations the researcher cannot reveal
everything about the project for fear of con-
taminating the results. For example, if the goal
of the research is to examine the influence of
peer pressure on commercial evaluations, alert-
ing the subjects to this facet of the investigation
might change their behavior in the experiment.

Problems might occur in research that ex-
amines the impact of mass media in nonliter-
ate communities—for example, if the re-
search subjects did not comprehend what
they were told regarding the proposed inves-
tigation. Even in literate societies, many peo-
ple fail to understand the implications for

confidentiality of the storage of survey data
on computer disks. Moreover, an investiga-
tor might not have realized in advance that
some subjects would find part of an experi-
ment or survey emotionally disturbing.

In 1992 the American Psychological As-
sociation (APA) released its statement on
“Ethical Principles of Psychologists and
Code of Conduct,” which addresses a wide
range of ethical issues of relevance to that
discipline. Since mass communication re-
searchers face many of the same ethical issues
faced by psychologists, it seems useful to
quote from that document several provisions
concerning informed consent:

Researchers should use language un-
derstandable to participants to obtain
consent.
Researchers should tell participants
they can withdraw from the research.
Researchers should inform participants
of the important things that might af-
fect their decision (such as discomfort
and loss of confidentiality).
= If participation in a research project is a
course requirement or an opportunity
for extra credit, students should be
given a choice of alternative activities.
= Prior consent must be obtained if partic-
ipants will be filmed, taped, or recorded
in any form unless the research involves
natural observation in public places.

Examine the APA’s Code of Conduct at
www.apa.orglethics/code.

Research findings provide some indica-
tion of what research participants should be
told in order to ensure informed consent. Ep-
stein, Suedefeld, and Silverstein (1973) found
that subjects wanted a general description of
the experiment and what was expected of
them; they wanted to know whether danger
was involved, how long the experiment
would last, and the experiment’s purpose. As
for informed consent and survey participa-



tion, Sobal (1984) found wide variation
among researchers about what to tell respon-
dents in the survey introduction. Almost all
introductions identified the research organi-
zation and the interviewer by name and de-
scribed the research topic. Less frequently
mentioned in introductions were the sponsor
of the research and guarantees of confiden-
tiality or anonymity. Few survey introduc-
tions mentioned the length of the survey or
that participation was voluntary. More re-
cently, Greenberg and Garramone (1989) re-
ported the results of a survey of 201 mass
media researchers that disclosed that 96%
usually provided guaranteed confidentiality
of results, 92% usually named the sponsor-
ing organization, 66% usually told respon-
dents that participation is voluntary, and
61% usually disclosed the length of the ques-
tionnaire. Brody, Gluck, and Aragon (1997)
surveyed subjects in psychological experi-
ments and found that 41% of them had neg-
ative experiences. A major reason for the
negative experience was the invasiveness of
the experiment, which suggests that the un-
pleasant aspects of the research were not well
explained during the informed consent
process.

Finally, one must consider the form of the
consent to be obtained. Written consent 1s a
requirement in certain government-sponsored
research programs and may also be required
by many university research review commit-
tees, as discussed next in connection with
guidelines promulgated by the federal govern-
ment. In several generally recognized situa-
tions, however, signed forms are regarded as
impractical. These include telephone surveys,
mail surveys, personal interviews, and cases in
which the signed form itself might represent
an occasion for breach of confidentiality. For
example, a respondent who has been prom-
ised anonymity as an inducement to partici-
pate in a face-to-face interview might be sus-
picious if asked to sign a consent form after
the interview. In these circumstances, the fact

Chapter 4 = Research Ethics 71

that the respondent agreed to participate is
taken as implied consent.

As a general rule, the greater the risk of
potential harm to subjects, the greater the
need to obtain a consent statement.

Concealment and
Deception

Concealment and deception are encountered
most frequently in experimental research.
Concealment is the withholding of certain in-
formation from the subjects; deception is de-
liberately providing false information. Both
practices raise ethical problems. The diffi-
culty in obtaining consent has already been
mentioned. A second problem derives from
the general feeling that it is wrong for experi-
menters to lie to or otherwise deceive subjects.

Many critics argue that deception trans-
forms a subject from a human being into a
manipulated object and is therefore demean-
ing to the participant. Moreover, once sub-
jects have been deceived, they are likely to ex-
pect to be deceived again in other research
projects. At least two research studies seem
to suggest that this concern is valid. Stricker
and Messick (1967) reported finding a high
incidence of suspicion among subjects of
high school age after they had been deceived.
Fillenbaum (1966) found that one-third to
one-half of subjects were suspicious at the be-
ginning of an experiment after experiencing
deception in a prior research project.

On the other hand, some researchers ar-
gue that certain studies could not be con-
ducted at all without the use of deception.
They use the utilitarian approach to argue
that the harm done to those who are deceived
is outweighed by the benefits of the research
to scientific knowledge. Indeed, Christensen
(1988) suggests that it may be immoral to fail
to investigate important areas that cannot be
investigated without the use of deception. He
also argues that much of the sentiment
against deception in research exists because
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deception has been analyzed only from the
viewpoint of abstract moral philosophy. The
subjects who were “deceived” in many ex-
periments did not perceive what was done to
them as deception but viewed it as a neces-
sary element in the research procedure.
Christensen illustrates the relativistic ap-
proach when he suggests that any decision
regarding the use of deception should take
into account the context and aim of the de-
ception. Research suggests that subjects are
most disturbed when deception violates their
privacy or increases their risk of harm.

Obviously, deception is not a technique
that should be used indiscriminately. Kelman
(1967) suggests that before the investigator
settles on deception as an experimental tac-
tic, three questions should be examined:

1. How significant is the proposed study?

2. Are alternative procedures available
that would provide the same infor-
mation?

3. How severe is the deception? (It is one
thing to tell subjects that the experi-
mentally constructed message they are
reading was taken from the New York
Times; it 1s another to report that the
test a subject has just completed was
designed to measure latent suicidal
tendencies.)

Another set of criteria is put forth by
Elms (1982), who suggests five necessary and
sufficient conditions under which deception
can be considered ethically justified in social
science research:

1. When there is no other feasible way to
obtain the desired information

2. When the likely benefits substantially
outweigh the likely harm

3. When subjects are given the option to
withdraw at any time without penalty

4. When any physical or psychological
harm to subjects is temporary

5. When subjects are debriefed about all
substantial deception and the research
procedures are made available for
public review

Together the suggestions of Kelman and
Elms offer researchers good advice for the
planning stages of investigations.

When an experiment is concluded, espe-
cially one involving concealment or decep-
tion, it is the responsibility of the investiga-
tor to debrief subjects. Debriefing should be
thorough enough to remove any lasting ef-
fects that might have been created by the ex-
perimental manipulation or by any other as-
pect of the experiment. Subjects’ questions
should be answered and the potential value
of the experiment stressed. How common is
debriefing among mass media researchers?
In the survey cited in Greenberg and Garra-
mone (1989), 71% of the researchers re-
ported they usually debrief subjects, 19%
debrief sometimes, and 10% rarely or never
debrief subjects. Although an ethical re-
quirement of most experiments, the practice
of debriefing has yet to be embraced by all
investigators.

The APA’s 1992 statement of principles
contains the following provisions concerning
deception:

= Deception should not be used unless it
is justified by the study’s scientific value
and other nondeceptive techniques are
not feasible.

= Subjects should never be deceived
about factors that might have an impact
on their informed consent.

= If deception is used, subjects should be
debriefed as promptly as possible.

No data are available on how often de-
ception is used in mass media research. Some
information, however, is available from the
psychology field. In a study of 23 years of ar-
ticles published in a leading psychology jour-



nal, Sieber (1995) found that 66% of all stud-
ies published in 1969 used deception, com-
pared to 47% in 1992. Since a good deal of
psychological research utilizes the experi-
mental approach (see Chapter 10), a strategy
not used nearly as often in mass communica-
tion research, the percentages for media re-
search would probably be significantly lower.

Protection of Privacy

The problem of protecting the privacy of par-
ticipants arises more often in field observation
and survey research than in laboratory studies.
In field studies, observers may study people in
public places without their knowledge (for ex-
ample, individuals watching TV at an airport
lounge). The more public the place, the less a
person has an expectation of privacy and the
fewer ethical problems are encountered. There
are, however, some public situations that pres-
ent ethical concerns. Is it ethical, for example,
for a researcher to pretend to browse in a video
rental store when in fact the researcher is ob-
serving who rents pornographic videos? What
about eavesdropping on people’s dinner con-
versations to determine how often news topics
are discussed? To minimize ethical problems, a
researcher should violate privacy only to the
minimum degree needed to gather the data.
When they take a survey, respondents
have a right to know whether their privacy
will be maintained and who will have access
to the information they provide. There are
two ways to guarantee privacy: by assuring
anonymity and by assuring confidentiality. A
promise of anonymity is a guarantee that a
given respondent cannot possibly be linked
to any particular response. In many research
projects, anonymity is an advantage because
it encourages respondents to be honest and
candid in their answers. Strictly speaking,
personal and telephone interviews cannot be
anonymous because the researcher can link a
given questionnaire to a specific person,
household, or telephone number. In such in-
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stances, the researcher should promise confi-
dentiality; that is, respondents should be as-
sured that even though they can be identified
as individuals, their names will never be pub-
licly associated with the information they
provide. A researcher should never use
“anonymous” in a way that is or seems to be
synonymous with “confidential.”

Additionally, respondents should be told
who will have access to the information they
provide. The researcher’s responsibility for
assuring confidentiality does not end once the
data have been analyzed and the study con-
cluded. Questionnaires that identify persons
by name should not be stored in public places,
nor should other researchers be given permis-
sion to examine confidennal data unless all
identifying marks have been obliterated. The
APA’s statement does not contain much guid-
ance on issues of privacy and confidentiality.
It does say that researchers should inform
subjects if they are planning to share or use
data that are personally identifiable.

Federal Regulations
Concerning Research

In 1971 the Department of Health, Education,
and Welfare (HEW) drafted rules for obtaining
informed consent from research participants,
which included full documentation of in-
formed consent procedures. In addition, the
government set up a system of institutional re-
view boards (IRBs) to safeguard the rights of
human subjects. In 1995 there were more than
700 IRBs at medical schools, colleges, univer-
sities, hospitals, and other institutions. At most
universities, IRBs have become part of the per-
manent bureaucracy. They hold regular meet-
ings and have developed standardized forms
that must accompany research proposals that
involve human subjects or respondents. For a
description of how a typical IRB operates, con-
sult www.nova.edulcwislogclintro.

In 1981 the Department of Health and
Human Services (successor to HEW) softened
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its regulations concerning social science re-
search. The department’s Policy for the Pro-
tection of Human Research Subjects exempts
studies that use existing public data, research
in educational settings about new instruc-
tional techniques, research involving the use
of anonymous education tests, and survey, in-
terview, and observational research in public
places, provided the subjects are not identi-
fied and sensitive information is not collected.
Signed consent forms are deemed unnecessary
if the research presents only a minimal risk of
harm to subjects and involves no procedures
for which written consent is required outside
the research context. This means that signed
consent forms are no longer necessary in the
interview situation because a person does not
usually seek written consent before asking a
question. Although the new guidelines appar-
ently exempt most nonexperimental social
science research from federal regulation, IRBs
at some institutions still review all research
proposals that involve human subjects, and
some IRBs still follow the old HEW stan-
dards. In fact, some IRB regulations are even
more stringent than the federal guidelines. As
a practical matter, a researcher should always
build a little more time into the research
schedule to accommodate IRB procedures.
Researchers who tell respondents that the
information they provide will be held confi-
dential need to understand the consequences
of that statement. Consider the case of Rik
Scarce, a sociologist who specializes in
ethnographic research (see Chapter 6). In the
early 1990s, Scarce’s research interest was
the sociology of the radical environmentalist
movement. One of the people Scarce inter-
viewed at length was a suspect in a 1992
bombing at a mink research facility at Michi-
gan State University. When a federal grand
jury learned that Scarce had spoken with the
subject, the researcher was summoned and
asked to reveal the content of his talks with
the suspect. Scarce refused, citing a portion
of the ethics code of the American Sociologi-

cal Association, which requires that scholars
maintain confidentiality even if the informa-
tion they have gathered “enjoys no legal pro-
tection or privilege and legal force is ap-
plied.” He was then cited for contempt and
placed in jail. He maintained his pledge of
confidentiality for 159 days while being held
in a Washington state prison. Eventually, the
judge relented and released him.

Ethics in Data Analysis
and Reporting

Researchers are responsible for maintaining
professional standards in analyzing and re-
porting their data. The ethical guidelines in
this area are less controversial and more
clear-cut. One cardinal rule is that re-
searchers have a moral and ethical obligation
to refrain from tampering with data: Ques-
tionnaire responses and experimental obser-
vations may not be fabricated, altered, or dis-
carded. Similarly, researchers are expected to
exercise reasonable care in processing the
data to guard against needless errors that
might affect the results.

Another universal ethical principle is that
authors should not plagiarize. The work of
someone else should not be reproduced with-
out giving proper credit to the original au-
thor. Somewhat related, only those individu-
als who contribute significantly to a research
project should be given authorship credit.
This last statement addresses the problem of
piggybacking, when a subordinate is pres-
sured by someone in authority to include the
superior’s name on a manuscript even though
the superior had little input into the finished
product. The definition of a “significant con-
tribution” might be fuzzy at times; generally,
however, to be listed as an author, a person
should play a major role in conceptualizing,
analyzing, or writing the final document. Fi-
nally, special problems are involved when
university faculty do research with students.
(This topic is discussed later in the chapter.)



Researchers should never conceal infor-
mation that might influence the interpreta-
tion of their findings. For example, if 2 weeks
elapsed between the testing of an experimen-
tal group and the testing of a control group,
this delay should be reported so that other re-
searchers can discount the effects of history
and maturation on the results. Every research
report should contain a full and complete de-
scription of method, particularly any depar-
ture from standard procedures.

Since science is a public activity, researchers
have an ethical obligation to share their find-
ings and methods with other researchers. All
questionnaires, experimental materials, meas-
urement instruments, instructions to subjects,
and other relevant items should be made avail-
able to those who wish to examine them.

Finally, all investigators are under an ethi-
cal obligation to draw conclusions from their
data that are consistent with those data. Inter-
pretations should not be stretched or distorted
to fit a personal point of view or a favorite the-
ory, or to gain or maintain a client’s favor. Nor
should researchers attribute greater signifi-
cance or credibility to their data than the data
justify. For example, when analyzing correla-
tion coefficients obtained from a large sample,
a researcher could achieve statistical signifi-
cance with an 7 of only, for example, .10. It
would be perfectly acceptable to report a sta-
tistically significant result in this case, but the
investigator should also mention that the pre-
dictive utility of the correlation is not large
and, specifically, that it explains only 1% of
the total variation. In short, researchers should
report their results with candor and honesty.

Ethics in the
Publication Process

Publishing the results of research in scholarly
journals is an important part of the process
of scientific inquiry. Science is a public activ-
ity, and publication is the most efficient way
to share research knowledge. In addition,
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success in the academic profession is often
tied to a successful publication record. Con-
sequently, certain ethical guidelines are usu-
ally followed with regard to publication pro-
cedures. From the perspective of the
researcher seeking to submit an article for
publication, the first ethical guideline comes
into play when the article is ready to be sent
off for review. The researcher should submit
the proposed article to only one journal at a
time because simultaneous submission to
several sources is inefficient and wasteful.
When an article is submitted for review to an
academic journal, it is usually sent to two,
three, or more reviewers for evaluation. Si-
multaneous submission means that several
sets of referees spend their time pointing out
the same problems and difficulties that could
have been reported by a single set. This du-
plication of effort is unnecessary and might
delay consideration of other potential articles
waiting for review.

A related ethical problem concerns at-
tempts to publish nearly identical or highly
similar articles based on the same data set.
For example, suppose a researcher has data
on the communication patterns in a large or-
ganization. The investigator writes up one ar-
ticle emphasizing the communication angle
for a communication journal and a second ar-
ticle with a management slant for a business
journal. Both articles draw upon the same
database and contain comparable results. Is
this practice ethical? This is not an easy ques-
tion to answer. Some journal editors appar-
ently do not approve of writing multiple pa-
pers from the same data; others suggest that
this practice is acceptable, provided submis-
sions are made to journals that do not have
overlapping audiences. In addition, there is
the sticky question of how different one man-
uscript has to be from another in order to be
considered a separate entity. Campbell (1987)
discusses these and other vexing issues.

On the other side of the coin, journal ed-
itors and reviewers have ethical obligations
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to those who submit manuscripts to be eval-
uated. Editors and reviewers should not let
the decision process take an inordinate
amount of time; a prompt and timely deci-
sion is owed to all contributors. (Most edi-
tors of mass communication journals try to
notify their contributors of their decision
within 3 months.) Reviewers should try to
provide positive and helpful reviews; they
should not do “hatchet jobs” on articles sub-
mitted to them. Moreover, reviewers should
not unjustly squelch manuscripts that argue
against one of their pet ideas or contradict or
challenge some of their own research. Each
contributor to a journal is due an objective
and impartial review. Neither should review-
ers quibble needlessly over minor points in an
article or demand unreasonable changes. Re-
viewers also owe contributors consistency.
Authors find it frustrating to revise their
manuscripts according to a reviewer’s wishes
only to find that, on a second reading, the re-
viewer has a change of mind and prefers the
original version.

A Professional Code
of Ethics

Formalized codes of ethics have yet to be de-
veloped by all professional associations in-
volved in mass media research. One organi-
zation that has developed a code is the
American Association for Public Opinion
Research (shown in the box on page 77).

Ethical Problems of
Student-Faculty
Research

Schiff and Ryan (1996) list several ethical
dilemmas that can occur in a college setting,
including using undergraduate classes in re-
search and claiming joint authorship of arti-
cles based on student theses and disserta-
tions. With regard to the first problem, they

found that about 36% of a sample of 138
faculty members who had recently chaired
thesis or dissertation committees reported
that using a research class to collect data for
a thesis or dissertation was unethical, and
65% thought it was unethical to require un-
dergraduate classes to participate in thesis or
dissertation research. (Note that Schiff and
Ryan were investigating the ethics involved
in using undergraduates for dissertation or
thesis research—not research projects con-
ducted by faculty members. Presumably,
however, the numbers should be similar.)

Schiff and Ryan found uniform ethical
norms concerning authorship of articles
stemming from theses and dissertations.
About 86% of the respondents stated that re-
quiring students to list a professor as coau-
thor on any article stemming from the thesis
or dissertation as a condition for directing
the project was unethical.

The APA’s Ethics Committee provides
some guidelines with regard to the joint au-
thorship of articles based on a dissertation
or thesis:

» The dissertation adviser may receive
only second authorship.

= Secondary authorship for the adviser
may be considered obligatory if the ad-
viser supplies the database, designates
variables, or makes important interpre-
tive contributions.

= If the adviser suggests the general topic,
is significantly involved in the design or
instrumentation of the project, or sub-
stantially contributes to the writing,
then the student may offer the adviser
second authorship as a courtesy.

= If the adviser offered only financial aid,
facilities, and periodic critiques, then
secondary authorship is inappropriate.

Some researchers, however, argue that a
dissertation should comprise original and in-
dependent work, and involvement by the re-
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American Association for Public Opinion Research Code of Professional Ethics and P-actices
I. Principles of Professional Practice in Conduct of Our Work
A. We shall exercise due care in gather.ng and processing data, taking all reasozaable steps to
assure the accuracv of results.
B. We shall exercise due care in the develcpment of research designs and in the amalysis of data.
1. We shall recommend and employ only research tools and methods of a1alysis which, in
our professional judgment, are well suited to the research problem at hand.
2. We shall not selzct research tools aad methods of analysis because >f ther capacity to yield
a misleading conclusion.
3. We shall not knowingly make interpretations of research results, nor shall we tacitly permit
interpretations, which are inconsistent with the data available.
4. We shall not knowingly imply that interpretations should be accorded greater confidence
than the data actually warrant.
C. We shall describe our findings and methods accurately and in appropriate d=tail in all research
reports.
II. Principles of Professional Responsibilitv in Our Dealings with People
A. The Public
1. We shall cooperate with legally anthorized representatives of the public by describing the
methods used in our studies.
2. When we become aware of the aspearance in public of serious distortions of our research
we shall publicly disclose what is required to correct the distortions.
B. Clients and Sponsors
1. When undertaking work for a private client we shall hold confidential all proprietary
information obtained about the client’s business affairs and about the finding of research
conducted for the client, except when the disseminaticn of the informaticn is expressly
authorized by the client or becomes necessary under terms of Section I[-A-2.
2. We shall be mindful of the limitazions of our techniques and facilities anc shall accept only
those research assignments which can be accomplished within these limitations.
C. The Profession
1. We shall not cite our membership in the Association as evidence of professional competence,
since the Association does not so certify any persons or organizaticns.
2. We recognize our responsibility to zontribute to the sdence of public opimion research and
to disseminate as freely as possible the ideas and findings which ermr.erge f-om our research.
D. The Respondent
1. We shall not lie to survey respondents or use practices and methods whica abuse, coerce, or
humiliate them.
2. Unless the respondent waives confidentiality for specitied uses, we shall kold as privileged
and confidential all information -hat tends to identify a respondent with -is or her
responses. We shall also not disclose the names of respondents for 1onresearch purposes.

Reprinted by permission of the American Association for Public Opinion Rescarch.
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searcher sufficient enough to merit coau-
thorship may be too much involvement
(Audi, 1990).

The Rights of Students
As Research
Participants

College students provide much of the data in
social research. In psychology, for example,
more than 70% of studies use students
(Korn, 1988). In fact, it is the rare liberal arts
major who has not participated in (or had a
request to participate in) social science re-
search. The ethical dimensions of this situa-
tion have not been overlooked. Korn (1988)
suggests a “bill of rights” for students who
agree to be research subjects:

= Participants should know the general
purpose of the study and what they will
be expected to do. Beyvond this, they
should be told everything a reasonable
person would want to know in order to
participate.
= Participants have the right to withdraw
from a study at any time after beginning
participation in the research.
= Participants should expect to receive
benefits that outweigh the costs or risks
involved. To achieve the educational
benefit, participants have the right to
ask questions and to receive clear, hon-
est answers. If they don’t receive what
was promised, they have the right to re-
move their data from the study.
Participants have the right to expect
that anything done or said during their
participation in a study will remain
anonymous or confidential, unless they
specifically agree to give up this right.
Participants have the right to decline to
participate in any study and may not be
coerced into research. When learning
about research is a course requirement,

an equivalent alternative to participa-

tion should be available.

Participants have the right to know when

they have been deceived in a study and

why the deception was used. If the de-

ception seems unreasonable, participants

have the right to withhold their data.

= When any of these rights is violated or
participants have objections about a
study, they have the right and responsi-
bility to inform the appropriate univer-
sity officials.

ssn Summary

Ethical considerations in conducting research
should not be overlooked. Nearly every re-
search study could affect subjects in some
way, either psychologically or physically. Re-
searchers who deal with human subjects must
ensure that all precautions are taken to avoid
any potential harm to subjects. This includes
carefully planning a study and debriefing sub-
jects upon completion of a project.

Questions and
Problems for Further
Investigation

1. Using the five examples on page 66, suggest al-
ternative ways of conducting each study that
would be ethically acceptable.

2. In your opinion, what types of media research
are unfair to respondents? What types of stud-
les encroach on the guidelines discussed in this
chapter?

3. In your opinion, is it wrong for researchers to
give respondents the impression that they are
being recruited for a particular study when the
researchers actually have another purpose in
mind? What are the limits to this behavior?

4. The World Wide Web has raised new issues
concerning research and plagiarism. If you are
using InfoTrac College Edition, look for arti-
cles that discuss this growing problem.
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This chapter describes the basics of the sam-
pling methods that are used in mass media re-
search. However, because sampling theory
has become a distinct discipline in itself, there
are some studies, such as nationwide surveys,
that require a consultation of more technical
discussions of sampling (for example,
Cochran, 1977; Kish, 19685; and the Internet
for a variety of articles about sampling).

= Population and
Sample

One goal of scientific research is to describe the
nature of a population—that is, a group or
class of subjects, variables, concepts, or phe-
nomena. In some cases, an entire class or group
is investigated, as in a study of prime-time tele-
vision programs during the week of September
10-16. The process of examining every mem-
ber of such a population is called a census. In
many situations, however, an entire population
cannot be examined due to time and resource
constraints. Studying every member of a popu-
lation is also generally cost-prohibitive and
may in fact confound the research because
measurements of large numbers of people often
affect measurement quality.

The usual procedure in these instances is
to take a sample from the population. A sam-
ple is a subset of the population that is repre-
sentative of the entire population. An impor-
tant word in this definition is representative.
A sample that is not representative of the
population, regardless of its size, is inade-
quate for testing purposes because the results
cannot be generalized.

The sample selection process is illustrated
using a Venn diagram (see Figure 5.1); the
population is represented by the larger of the
two circles. A census would test or measure
every element in the population (A), whereas
a sample would measure or test a segment of
the population (A;). Although in Figure 5.1
it might seem that the sample is drawn from
only one portion of the population, it is ac-
tually selected from every portion. If a sam-
ple is chosen according to proper guidelines
and is representative of the population, then
the results from a study using the sample can
be generalized to the population. The results
must be generalized with some caution, how-
ever, because of the error that is inherent in
all sample-selection methods. Theoretically,
when a population is studied, only measure-
ment error (that is, inconsistencies produced
by the instrument used) is present. But when
a sample is drawn from the population, the
procedure introduces the likelihood of sam-
pling error (that is, the degree to which meas-
urements of the units or subjects selected dif-
fer from those of the population as a whole).
Because a sample does not provide the exact
data that a population would, the potential
error must be taken into account.

A classic example of how sampling error
can affect the results of a research study oc-
curred during the 1936 presidential cam-
paign. Literary Digest had predicted, based
on the results of a sample survey, that Alf
Landon would beat Franklin D. Roosevelt.
Although the Literary Digest sample in-
cluded more than a million voters, it was
composed mainly of affluent Republicans.
Consequently, it inaccurately represented the
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Figure 5.1

A Venn Diagram. As Used in the Process of Sample Selection

Population

population of eligible voters in the election.
The researchers who conducted the study
had failed to consider the population param-
eters (characteristics) before selecting their
sample. Of course, FDR was reelected in
1936, and it may be no coincidence that the
Literary Digest went out of business shortly
thereafter. (This 1936 research fiasco was the
focus of many discussions about political
polls by both Bob Dole and Bill Clinton dur-
ing the 1996 presidential campaign.)

Have the “pollsters” improved? The fol-
lowing list shows the final poll results of the
five national media-sponsored polls con-
ducted for the 1996 presidential contest be-
tween Bill Clinton (Democrat) and Bob Dole
(Republican).

Poll Clinton Dole
Actual vote 49% 41%
CBS/New York Times 53 35
USA Today/CNN/Gallup 52 41
The Harris Poll 51 39
ABC News/Washington Post 51 39

NBC News/Wall Street Journal 49 37

It is clear that researchers have become better
at predicting the outcome of elections. Con-

sidering the margin of error, the polls accu-
rately predicted the final election results.

= Probability and
Nonprobability
Samples

A probability sample is selected according to
mathematical guidelines whereby each unit’s
chance for selection is known. A nonprobabil-
ity sample does not follow the guidelines of
mathematical probability. However, the most
significant characteristic distinguishing the
two types of samples is that probability sam-
pling allows researchers to calculate the
amount of sampling error present in a research
study; nonprobability sampling does not.

A researcher should consider four issues
when deciding whether to use a probability
or a nonprobability sample:

» Purpose of the study. Some research
studies are not designed to be general-
ized to the population but rather to in-
vestigate variable relationships or col-
lect exploratory data for designing
questionnaires or measurement instru-



ments. A nonprobability sample is often
appropriate in these situations.

» Cost versus value. The sample should
produce the greatest value for the least
investment. If the cost of a probability
sample is too high in relation to the type
and quality of information collected,
then a nonprobability sample is a possi-
ble alternative.

s Time constraints. In many cases re-
searchers collecting preliminary infor-
mation operate under time constraints
imposed by sponsoring agencies,
management directives, or publication
guidelines. Since probability sampling is
often time-consuming, a nonprobability
sample may meet the need temporarily.

» Amount of acceptable error. In prelimi-
nary or pilot studies, where error con-
trol is not a prime concern, a nonprob-
ability sample is usually adequate.

Although nonprobability sampling may
have merit in some cases, it is always best to
use a probability sample when the results will
be generalized to the population. Any re-
search study conducted to support or refute a
significant question or a hypothesis should
use a probability sample.

Probability sampling generally incorpo-
rates some type of systematic selection pro-
cedure, such as a table of random numbers,
to ensure that each unit has an equal chance
of being selected. However, it does not al-
ways guarantee a representative sample
from the population, even when systematic
selection is followed. It is possible to ran-
domly select 50 members of the student
body at a university in order to determine
the average number of hours the students
spend watching television during a typical
week and, by extraordinary coincidence, end
up with 50 students who do not own a TV
set. Such an event is unlikely, but possible,
and this underscores the need to replicate
any study.
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Types of
Nonprobability
Samples

Nonprobability sampling is frequently used
in mass media research, particularly in the
form of available samples, samples using vol-
unteer subjects, and purposive samples. Mall
intercepts use nonprobability sampling (see
Chapter 6). An available sample (also known
as a convenience sample) is a collection of
readily accessible subjects for study, such as a
group of students enrolled in an introductory
mass media course or shoppers in a mall. Al-
though available samples can be helpful in
collecting exploratory information and may
produce useful data in some instances, the
samples are problematic because they con-
tain unknown quantities of error. Re-
searchers need to consider the positive and
negative qualities of available samples before
using them in a research study.

Available samples are a subject of heated
debate in many research fields. Critics argue
that regardless of what results they generate,
available samples do not represent the popu-
lation and therefore have no external valid-
ity. (This problem was discussed in Chapter
2.) Proponents of using available samples
claim that if a phenomenon, characteristic,
or trait does in fact exist, then it should exist
in any sample. Available samples can be use-
ful in pretesting questionnaires or other pre-
liminary (pilot study) work. They often help
eliminate potential problems in research pro-
cedures, testing, and methodology before the
final research study is attempted.

Subjects who constitute a volunteer sam-
ple also form a nonprobability sample, since
the individuals are not selected mathemati-
cally. There is concern in all areas of research
that persons who willingly participate in re-
search projects differ greatly from nonvolun-
teers and may consequently produce erro-
neous research results. Rosenthal and
Rosnow (1969) identified the characteristics
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Volunteer Samp/es

Some people involved in research claim that the worry about volunteer samples is a waste
of time. Their claim is that all research conducted in mass media (as well as all behavioral
research) uses volunteer samples all of the time—that in fact there are probably few, if
any, behavioral research projects conducted with a truly random sample. Why? Because
respondents in research projects must agree to participate. We cannot force a person to
answer questions. Some critics say that because researchers ask questions of only those
people who agree (volunteer) to answer them, the argument about using a random

sample is moot.

of volunteer subjects on the basis of several
studies and found that such subjects, in com-
parison with nonvolunteers, tend to exhibit
higher educational levels, higher occupa-
tional status, greater need for approval,
higher intelligence levels, and lower levels of
authoritarianism. They seem to be more so-
ciable, more “arousal-seeking,” and more
unconventional; they are more likely to be
first children; and they are generally younger.
These characteristics mean that the use of
volunteer subjects may significantly bias the re-
sults of a research study and may lead to inac-
curate estimates of various population param-
eters (Rosenthal & Rosnow, 1969). Also,
available data seem to indicate that volunteers
may, more often than nonvolunteers, provide
data that support a researcher’s hypothesis. In
some cases volunteer subjects are necessary—
for example, in comparison tests of products or
services. However, volunteers should be used
carefully because, as with available samples,
the data have an unknown quantity of error.
Although volunteer samples have been
shown to be inappropriate in scientific re-
search, the media have begun to legitimize
volunteers through the various polls con-
ducted on radio and television stations and
on the television networks. Local television
news programs and radio station morning
shows, for example, often report the results
of the latest viewer or listener poll about
some local concern. Even though announcers

occasionally say that the polls are not in-
tended to be scientific, the results are pre-
sented as such. The media are deceiving un-
wary listeners and viewers. The Federal
Communications Commission (FCC) should
disallow these types of “studies.”

A purposive sample includes subjects se-
lected on the basis of specific characteristics
or qualities and eliminates those who fail to
meet these criteria. Purposive samples are of-
ten used in advertising studies; researchers
select subjects who use a particular type of
product and ask them to compare it with a
new product. A purposive sample is chosen
with the knowledge that it is not representa-
tive of the general population. In a similar
method, the quota sample, subjects are se-
lected to meet a predetermined or known
percentage. For example, a researcher inter-
ested in finding out how VCR owners differ
from non-VCR owners in their use of televi-
sion may know that 40% of a particular
population owns a VCR. The sample the re-
searcher selects, therefore, would be com-
posed of 40% VCR owners and 60% non-
VCR owners (to reflect the population
characteristics).

Another nonprobability sampling
method is to select subjects haphazardly on
the basis of appearance or convenience, or
because they seem to meet certain require-
ments (for example, the subjects “look” like
they qualify for the study in progress). Hap-



hazard selection involves researcher subjec-
tivity and introduces error. Some haphazard
samples give the illusion of a probability
sample; these must be approached carefully.
For example, interviewing every 10th person
who walks by in a shopping center is hap-
hazard because not everyone in the popula-
tion has an equal chance of walking by that
particular location. Some people live across
town; some shop in other centers; and so on.
Some researchers, research suppliers, and
field services try to work around the prob-
lems associated with convenience samples in
mall intercepts by using a procedure based on
what is called “The Law of Large Numbers.”
Essentially, the researchers interview thou-
sands of respondents instead of hundreds.
The presumption (and the sales approach
used on clients) is that the large number of re-
spondents eliminates the problems of con-
venience sampling and somehow compen-
sates for the fact that the sample is not
random. It does not. The large number ap-
proach is a convenience sample. It is not a
random sample, which is described next.

Types of Probability
Samples

The most basic type of probability sampling is
the simple random sample for which each sub-
ject or unit in the population has an equal
chance of being selected. If a subject or unit is
drawn from the population and removed from
subsequent selections, the procedure is known
as random sampling without replacement—
the most widely used random sampling
method. Random sampling with replacement
involves returning the subject or unit to the
population so that it has a chance of being cho-
sen another time. Sampling with replacement is
often used in more complicated research stud-
ies such as nationwide surveys (Raj, 1972).
Researchers usually use a table of random
numbers to generate a simple random sam-
ple. For example, a researcher who wants to
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analyze 10 prime time television programs
out of a population of 100 programs to de-
termine how the medium portrays elderly
people can take a random sample from the
100 programs by numbering each show from
00 to 99 and then selecting 10 numbers from
a table of random numbers, such as the brief
listing in Table 5.1. First, a starting point in
the table is selected at random. There is no
specific way to choose a starting point; it is
an arbitrary decision. The researcher then se-
lects the remaining 9 numbers by going up,
down, left, or right on the table—or even
randomly throughout the table. For example,
if the researcher decides to go down the table
from the starting point of 44 until a sample
of 10 has been drawn, the sample would in-
clude television programs numbered 44, 85,
46,71, 17, 50, 66, 56, 03, and 49.

Simple random samples for use in tele-
phone surveys are often obtained by a
process called random digit dialing, or RDD.
One RDD method involves randomly select-
ing four-digit numbers (usually generated by
a computer or through the use of a random
numbers table) and adding them to the three-
digit exchange prefixes in the city in which
the survey is conducted. A single four-digit
series may be used once, or it may be added
to all the prefixes.

Unfortunately, many of the telephone
numbers generated by this method of RDD
are invalid because some phones have been
disconnected, some numbers generated have
not yet been assigned, and so on. Therefore it
is advisable to produce at least three times
the number of telephone numbers needed; if
a sample of 100 is required, then at least 300
numbers should be generared to allow for in-
valid numbers.

A second RDD method that tends to de-
crease the occurrence of invalid numbers in-
volves adding from one to three random dig-
its to a telephone number selected from a
phone directory or a list of phone numbers.
One first selects a number from a list of
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Table 5.1  Random Numbers

38 71 81 39 18 24 33 94 S6 48 80 95 52 63 01 93 62
L7 29 03 62 76 85 37 00 44 11 07 61 17 26 87 63 79
34 24 23 64 18 79 80 33 98 94 S6 23 17 05 9 52 94
32 44 31 87 37 41 18 38 01 71 19 42 s2 78 80 21 07
41 88 20 11 60 81 02 1S 09 49 9 38 27 07 74 20 12
95 65 36 89 80 51 03 64 87 19 06 09 53 69 37 06 85
77 66 74 33 70 97 79 01 19 44 06 64 39 70 63 46 86
54 55 22 17 35 56 66 38 15 S50 77 94 08 46 57 70 61
33 95 06 68 60 97 09 45 .44 60 60 07 49 98 78 61 88
83 48 36 10 11 70 07 00 66 SO S1 93 19 88 45 33 23
34 35 86 77 88 40 03 63 36 35 73 39 06 51 48 84
58 35 66 95 48 S6 17 04 44 99 79 87 85 01 73 33 65
98 48 03 63 53 58 03 87 97 57 16 38 46 55 96 66 80
83 12 51 88 33 98 68 72 79 69 8% 41 71 55 85 50 31
56 66 06 69 44 70 43 49 35 46 98 61 17 63 14 55 74
68 07 59 51° 48 87 64, 79 19 76 46 68 S0 S5 01 10 61
20 11 75 63 05 16 9 95 66 00 18 86 66 67 54 68 06
26 56 75 77 75 69 93 54 47 39 67 49 56 96 94 S3 68
26 45 74 77 74 55 92 43 37 80 76 31 03 48 40 25 11
73 39 44 06 59 48 48 99 72 90 88 96 49 09 S7 45 07
34 36 64 17 21 39 09 97 33 34 40 99 36 12 12 53 77
26 32 06 40 37 02 11 83 79 28 38 49 44 84 94 47 32
04 52 85 62 24 76 53 83 52 05 14 14 49 19 94 62 51
38198 35 91 24 92 47 57 23 06 33 S6 07 94 98 39 27
16 29 97 86 31 45 96 33 83 77 28 14 40 43 59 04 79
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Simple Random Sampling

Advantages

1. Detailed knowledge of the population is not required.

2. External validity may be statistically inferred.
3. A representative group is easily obtainable.

4. The possibility of classification error is eliminated.

Disadvantages
1. A list of the population must be compiled.

2. A representative sample may not result in all cases.
3. The procedure can be more expensive than other methods.

telephone numbers (a directory or list pur-
chased from a supplier). Assume that the
number 448-3047 was selected from the list.
The researcher then simply adds a predeter-
mined number, say 6, to produce 448-3053;
or a predetermined two-digit number, say 21,
to get 448-3068; or even a three-digit num-
ber, say 112, to produce 448-3159. Each
variation of the method helps to eliminate
many of the invalid numbers produced in
pure random number generation, since tele-
phone companies tend to distribute tele-
phone numbers in series, or blocks. In this
example, the block “30” is in use, and there
is a good chance that random add-ons to this
block will be residential telephone numbers.

Random number generation is possible
via a variety of methods. However, two rules
are always applicable: (1) each unit or subject
in the population must have an equal chance
of being selected, and (2) the selection proce-
dure must be free from subjective interven-
tion by the researcher. The purpose of ran-
dom sampling is to reduce sampling error;
violating random sampling rules only in-
creases the chance of introducing such error
into a study.

Similar in some ways to simple random
sampling is a procedure called systematic
random sampling in which every nth subject

or unit is selected from a pepulation. For ex-
ample, to obtain a sample of 20 from a pop-
ulation of 100, or a sampling rate of 1/5, a re-
searcher randomly selects a starting point
and a sampling interval. Thus, if the number
11 is chosen as the starting point, then the
sample will include the 20 subjects or items
numbered 11, 16, 21, 26, and so on. To add
further randomness to the process, the re-
searcher may randomly select both the start-
ing point and the sampling interval. For ex-
ample, an interval of 11 with a starting point
of 29 generates the numbers 40, 51, 62, 73,
and so on.

Systematic samples are used frequently in
mass media research. They often save time,
resources, and effort when compared to sim-
ple random samples. In fact, since the proce-
dure so closely resembles a simple random
sample, many researchers consider system-
atic sampling as effective as the random pro-
cedure. The method is widely used to select
subjects from lists such as telephone directo-
ries, Broadcasting/Cablecasting Yearbook,
and Editor & Publisher.

The accuracy of systematic sampling de-
pends on the adequacy of the sampling
frame, or the complete list of members in the
population. Telephone directories are inade-
quate sampling frames in most cases because
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Systematic Sampling

Advantages
1. Selection is easy.

2. Selection can be more accurate than in a simple random sample.

3. The procedure is generally inexpensive.

Disadvantages

1. A complete list of the population must be obtained.

2. Periodicity may bias the process.

not all phone numbers are listed and some
people do not have telephones at all. How-
ever, lists that include all the members of a
population have a high degree of precision.
Before deciding to use systematic sampling,
one should consider the goals and purpose of
a study and the availability of a comprehen-
sive list of the population. If such a list is not
available, then systematic sampling is proba-
bly ill advised.

One major problem associated with sys-
tematic sampling is periodicity; that is, the
arrangement or order of the items in the pop-
ulation list may bias the selection process.
For example, consider the problem men-
tioned earlier of analyzing television pro-
grams to determine how the elderly are por-
trayed. Quite possibly, ABC may have aired
every 10th program listed; the result would
be a nonrepresentative sampling of the three
networks.

Periodicity also causes problems when
telephone directories are used to select sam-
ples. The alphabetical listing does not allow
each person or household an equal chance of
being selected. One way to solve the problem
is to cut each name from the directory, place
them all in a “hat,” and draw names ran-
domly. Obviously, this would take days to
accomplish and it is not a real alternative. An
easier way to use a directory is to tear the
pages loose, mix them up, randomly select

pages, and then randomly select names. Al-
though this procedure does not totally solve
the problem, it is generally accepted when
simple random sampling is impossible. If pe-
riodicity is eliminated, systematic sampling
can be an excellent sampling methodology.

Although a simple random sample is the
usual choice in most research projects, some
researchers do not wish to rely on random-
ness. In some projects, researchers want to
guarantee that a specific subsample of the
population is adequately represented, and no
such guarantee is possible using a simple ran-
dom sample. A stratified sample is the ap-
proach used to get adequate representation
of a subsample. The characteristics of the
subsample (strata or segment) may include
almost any variable: age, gender, religion, in-
come level, or even individuals who listen to
specific radio stations or read certain maga-
zines. The strata may be defined by an almost
unlimited number of characteristics; how-
ever, each additional variable or characteris-
tic makes the subsample more difficult to
find. Therefore incidence drops.

Stratified sampling ensures that a sample
is drawn from a homogeneous subset of the
population—that is, from a population that
has similar characteristics. Homogeneity
helps researchers to reduce sampling error.
For example, consider a research study on
subjects’ attitudes toward two-way, interac-
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Stratified Sampling

Advantages

1. Representativeness of relevant variables s ensured.

2. Comparisons can be made to other poptlations.
3. Selection is made from a homogeneous group.

4. Sampling error is reduced.

Disadvantages

1. A knowledge of the population prior © selection is required.

2. The procedure can be costly and time-ccnsuming.

3. It can be difficult to find a sample if ircidence is low.

4. Variables that define strata may not be rzlevant.

tive cable television. The investigator, know-
ing that cable subscribers tend to have higher
achievement levels, may wish to stratify the
population according to education. Before
randomly selecting subjects, the researcher
divides the population into three education
levels: grade school, high school, and college.
Then, if it is determined that 10% of the pop-
ulation completed college, a random sample
proportional to the population should con-
tain 10% of the population who meet this
standard. As Babbie (1997) notes:

Stratified sampling ensures the proper represen-
tation of the stratification variables to enhance
representation of other variables related to
them. Taken as a whole, then, a stratified sam-
ple is likely to be more representative on a num-
ber of variables than a simple random sample.

Stratified sampling can be applied in two
different ways. Proportionate stratified sam-
pling includes strata with sizes based on their
proportions in the population. If 30% of the
population is adults ages 18-24, then 30% of
the total sample will be subjects in this age
group. This procedure is designed to give
each person in the population an equal
chance of being selected. Disproportionate

stratified sampling is used to oversample or
overrepresent a particular stratum. The ap-
proach is used basically because that stratum
is considered important for marketing, ad-
vertising, or other similar reasons. For exam-
ple, a radio station that targets 25- to 54-
year-olds may have ratings problems with the
25- to 34-year-old group. In a telephone
study of 500 respondents, the station man-
agement may wish to have the sample repre-
sented as follows: 70% in the 24-34 group,
20% in the 35-49 group, and 10% in the
50-54 group. This distribution would allow
researchers to break the 25-34 group into
smaller groups such as males, females, fans of
specific stations, and other subcategories and
still have reasonable sample sizes.

The usual sampling procedure is to select
one unit or subject at a time, but this requires
the researcher to have a complete list of the
population. In some cases there is no way to
obtain such a list. One way to avoid this
problem is to select the sample in groups or
categories; this procedure is known as cluster
sampling. For example, analyzing magazine
readership habits of people in Wisconsin
would be time-consuming and complicated if
individual subjects were randomly selected.
With cluster sampling, one can divide the
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Cluster Sampling

Advantages

1. Only part of the population need be enumerated.

2. Costs are reduced if clusters are well defined.

3. Estimates of cluster parameters are made and compared to the population.

Disadvantages
1. Sampling errors are likely.

2. Clusters may not be representative of the population.
3. Each subject or unit must be assigned to a specific cluster.

state into districts, counties, or zip code areas
and select groups of people from these areas.

Cluster sampling creates two types of er-
rors: errors in defining the initial clusters and
errors in selecting from the clusters. For ex-
ample, a zip code area may contain mostly
residents of a low socioeconomic status who
are unrepresentative of the rest of the state; if
selected for analysis, such a group may con-
found the research results. To help control
such error, it is best to use small areas or clus-
ters, both to decrease the number of elements
in each cluster and to maximize the number
of clusters selected (Babbie, 1997).

In many nationwide studies, researchers
use a form of cluster sampling called multi-
stage sampling, in which individual house-
holds or persons (not groups) are selected.
Figure 5.2 illustrates a four-stage sequence
for a nationwide survey. First, a cluster of
counties (or another specific geographic
area) in the United States is selected. Re-
searchers then narrow this cluster by ran-
domly selecting a county, district, or block
group within the principal cluster. Next, in-
dividual blocks are selected within each area.
Finally, a convention such as “the third
household from the northeast corner” is es-
tablished, and then the individual house-
holds in the sample can be identified by ap-
plying the selection formula in the stages just

described.

In many cases researchers also need to
randomly select an individual in a given
household. Researchers usually cannot count
on being able to interview the person who
happens to answer the telephone. Demo-
graphic quotas may be established for a re-
search study, which means that a certain per-
centage of all respondents must be of a
certain gender or age. In this type of study, re-
searchers determine which person in the
household should answer the questionnaire
by using a form of random numbers table, as
illustrated in Table 5.2.

To get a random selection of individuals in
the selected households, the interviewer sim-
ply asks each person who answers the tele-
phone, “How many people are there in your
home who are age 12 or older?” If the first re-
spondent answers “Five,” the interviewer asks
to speak to the fifth-oldest (in this case the
youngest) person in the home. Each time a call
is completed, the interviewer checks off on the
table the number representing the person ques-
tioned. If the next household called also has
five family members, the interviewer moves to
the next number in the 5 column and asks to
talk to the third-oldest person in the home.

The same table can be used to select re-
spondents by gender; that is, the interviewer
could ask, “How many men who are age 12
or older live in your home?” The inter-
viewer could then ask for the nth-oldest
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Table 5.2  Example of Matrix for Selecting Respondents at Random

Number of people in household

| 2 3

Person to interview: 1 2 1
1 3

2

4

3
4
2

5 6 %
5 P 7
3 2 6
1 4 1
2 6 4
4 1 3
3 2

5

male, or female, according to the require-
ments of the survey.

Since the media are complex systems, re-
searchers frequently encounter complicated
sampling methods. These are known as hy-
brid situations. Consider some researchers
attempting to determine the potential for
videotext distribution of a local newspaper
to cable subscribers. This problem requires
investigating readers and nonreaders of the
newspaper in addition to cable subscribers
and nonsubscribers. The research therefore
requires random sampling from the follow-
ing four groups:

Group A Subscribers/Readers

Group B Subscribers/Nonreaders
Group C  Nonsubscribers/Readers
Group D Nonsubscribers/Nonreaders

The researcher must identify each subject as
belonging to one of these four groups. If
three variables are involved, sampling from
eight groups is required, and so on. In other
words, researchers are often faced with very
complicated sampling situations that involve
numerous steps.

= Sample Size

Determining an adequate sample size is one of
the most controversial aspects of sampling.
How large must a sample be to provide the
desired level of confidence in the results? Un-
fortunately, there is no simple answer. Certain
sample sizes are suggested for various statisti-
cal procedures, but no single sample-size for-
mula or method is available for every research
method or statistical procedure. For this rea-
son, we advise you to consult sampling texts
for information concerning specific tech-
niques (Cochran, 1977; Raj, 1972). The size
of the sample required for a study depends on
at least one or more of the following seven
factors: (1) project type, (2) project purpose,
(3) project complexity, (4) amount of error
tolerated, (5) time constraints, (6) financial
constraints, and (7) previous research in the
area. (An eighth factor in private sector re-
search is how much the client is willing to
spend.) Research designed as a preliminary
search for general indications generally does
not require a large sample. However, projects
intended to answer significant questions
(those designed to provide information for



decisions involving large sums of money or
decisions that may affect people’s lives) re-
quire high levels of precision and therefore
large samples.

A few general principles guide researchers
in determining an acceptable sample size.
These suggestions are not based on mathe-
matical or statistical theory, but they provide
a starting point in most cases.

1. A primary consideration in determin-
ing sample size is the research method used.
Focus groups (see Chapter 6) use samples of
6-12 people, but the results are not intended
to be generalized to the population from
which the respondents are selected. Samples
with 10-50 subjects are commonly used for
pretesting measurement instruments and pi-
lot studies, and for conducting studies that
will be used for only heuristic value.

2. Researchers often use samples of 50,
75, or 100 subjects per group (such as adults
18-24 years old). This base figure is used to
“back in” to a total sample size. For exam-
ple, assume a researcher is planning to con-
duct a telephone study with adults aged
18-54. Using the normal mass media age
spans of 18-24, 25-34, 35-44, and 45-54,
the researcher would probably consider a to-
tal sample of 400 as satisfactory (100 per age
group, or “cell”). However, the client may
also wish to investigate the differences in
opinions and attitudes among men and
women, which produces a total of eight age
cells. In this case, a sample of 800 would be
used—100 for each of the cell possibilities.
Realistically, however, not many clients in
private sector research are willing to pay for
a study with a sample of 800 respondents
(approximately $56,000 for a 20-minute
telephone interview). More than likely, the
client would accept 50 respondents in each of
the eight cells, producing a total sample of
400 (8 x 50).

3. Cost and time considerations always
control sample size. Although researchers
may wish to use a sample of 1,000 for a sur-
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vey, the economics of such a sample are usu-
ally prohibitive. Research with 1,000 respon-
dents can easily cost more than $70,000.
Most research is conducted using a sample
size that conforms to the project’s budget. If
a smaller sample is forced on a researcher by
someone else (a client or a project manager),
the results must be interpreted accordingly-—
that is, with caution. However, considering
that reducing a sample size from 1,000 to
400 (for example) reduces the sampling error
by only a small percentage, researchers may
be wise ta consider using smaller samples for
most projects.

4. Multivariate studies always require
larger samples than do univariate studies be-
cause they involve analyzing multiple response
data (several measurements on the same sub-
ject). One guideline recommended for multi-
variate studies is as follows: 50 = very poor;
100 = poor; 200 = fair; 300 = good; 500 =
very good; 1,000 = excellent (Comrey & Lee,
1992). Other researchers suggest using a sam-
ple of 100 plus 1 subject for each dependent
variable in the analysis (Gorsuch, 1983).

5. For panel studies, central location test-
ing, focus groups, and other prerecruit proj-
ects, researchers should always select a larger
sample than is actually required. The larger
sample compensates for those subjects who
drop out of research studies for one reason or
another, and allowances must be made for
this in planning the sample selection. High
dropout rates are especially prevalent in
panel studies, where the same group of sub-
jects is tested or measured frequently over a
long period of time. Usually researchers can
expect 10%-25% of the sample to drop out
of a study before it is completed, and 50% or
more is not uncommon.

6. Information about sample size is avail-
able in published research. Consulting the
work of other researchers provides a starting
point. If a survey is planned and similar re-
search indicates that a representative sample
of 400 has been used regularly with reliable
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results, then a sample larger than 400 may be
unnecessary.

7. Generally speaking, the larger the sam-
ple, the better. However, a large unrepresen-
tative sample (“The Law of Large Numbers”)
is as meaningless as a small unrepresentative
sample, so researchers should not consider
numbers alone. Quality is always more im-
portant in sample selection than mere size.
During our 25 years of research, we have
found that a sample size of less than 30 in a
given cell (such as females, 18-24) produces
results that are unstable. For more informa-
tion about sampling, see Tukey, 1986.

8. Several sample size calculators are
available on the Internet. See, for example,
www.surveysystem.com/sscalc.htm.

= Sampling Error

Since researchers deal with samples from a
population, there must be some way for them
to compare the results of (or make inferences
about) what was found in the sample to what
exists in the target population. The compari-
son allows researchers to determine the accu-
racy of their data and involves the computa-
tion of error. All research involves error—be
it sampling error, measurement error, or ran-
dom error (also called unknown, or uncon-
trollable, error). Sampling error is also known
as standard error. The different sources of er-
ror are additive; that is, total error is the sum
of the three different sources. This section dis-
cusses sampling error in mass media research.

Sampling error occurs when measure-
ments taken from a sample do not correspond
to what exists in the population. For example,
assume we wish to measure attitudes toward
a new television program by 18-24-year-old
viewers in Denver, Colorado. Further assume
that all the viewers produce an average score
of 6 on a 10-point program appeal measure-
ment scale. Some viewers may dislike the pro-
gram and rate the show 1, 2, or 3; some may

find it mediocre and rate it 4, 5, 6, or 7; and
the remaining viewers may like the show a lot
and rate it 8, 9, or 10. The differences among
the 18-24-year-old viewers provide an exam-
ple of how sampling error may occur. If we
asked each viewer to rate the show in a sepa-
rate study and each one rated the program a
6, then no error exists. However, an error-free
sample is highly unlikely.

Respondent differences do exist; some
dislike the program, and others like it. Al-
though the average program rating is 6 in the
hypothetical example, it is possible to select a
sample from the target population that does
not match the average rating. A sample could
be selected that includes only viewers who
dislike the program. This would misrepresent
the population because the average appeal
score would be lower than the mean score.
Computing the rate of sampling error allows
researchers to assess the risk involved in ac-
cepting research findings as “real.”

Computing sampling error is appropriate
only with probability samples. Sampling er-
ror cannot be computed with research that
uses nonprobability samples because not
everyone has an equal chance of being se-
lected. This is one reason nonprobability
samples are used only in preliminary research
or in studies where error rates are not con-
sidered important.

Sampling error computations are essen-
tial in research and are based on the concept
of the central limit theorem. In its simplest
form, the theorem states that the sum of a
large number of independent and identically
distributed random variables (or sampling
distributions) has an approximate normal
distribution. A theoretical sampling distribu-
tion is the set of all possible samples of a
given size. This distribution of values is de-
scribed by a bell-shaped curve or normal
curve (also known as a Gaussian distribu-
tion, after German mathematician and as-
tronomer Karl E Gauss, who used the con-
cept to analyze observational errors). The
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Figure 5.3  Areas Under the Normal Curve
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normal distribution is important in comput-
ing sampling error because sampling errors
(a sampling distribution) that are made in re-
peated measurements tend to be normally
distributed.

Computing standard error is a process of
determining, with a certain amount of confi-
dence, the difference between a sample and
the target population. Error can occur by
chance or through some fault of the research
procedure. However, when probability sam-
pling is used, the incidence of error can be de-
termined because of the relationship between
the sample and the normal curve. A normal
curve, as shown in Figure 5.3, is symmetrical
about the mean or midpoint, which indicates
that an equal number of scores lies on either
side of the midpoint.

Confidence Level and
Confidence Interval

Sampling error involves two concepts: confi-
dence level and confidence interval. After a
research project has been conducted, the re-
searcher estimates the accuracy of the results

in terms of a level of confidence that the re-
sults lie within a specified interval. For ex-
ample, a researcher may say he is 95% confi-
dent (confidence level) that his finding—in
which 50% of his study’s respondents named
“ER” as their favorite TV program—is
within 5% (confidence interval) of the true
population percentage.

In every normal distribution, the stan-
dard deviation defines a standard unit of dis-
tance from the midpoint of the distribution
to the outer limits of the distribution. These
standard deviation interval units (values) are
used in establishing the confidence interval
that is accepted in a research project. In ad-
dition, the standard deviation units indicate
the amount of standard error. For example,
using an interval (confidence interval) of —1
or +1 standard deviation unit—1 standard
error—says that the probability is that 68%
of the samples selected from the population
will produce estimates within that distance
from the population value (1 standard devia-
tion unit; see Figure 5.3).

Researchers use a number of different
confidence intervals. Greater confidence in
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results is achieved when the data are tested at
higher levels, such as 95%. Research projects
that are preliminary in nature or whose re-
sults are not intended to be used for signifi-
cant decision making can and should use
more conservative confidence levels, such as
68%. Conducting research that deals with
human subjects is difficult enough on its own,
without further complicating the work with
highly restrictive confidence levels. The re-
searcher must balance necessity with practi-
cality. For instance, a researcher might need
to ask whether her investigation concerning
tastes and preferences in music needs to be
tested at a confidence level of 95% or 99%.
The answer is no. In fact, the necessity for
confidence levels and confidence intervals in
behavioral research is under debate. Research
is often judged as good or bad depending on
whether a study is “statistically significant,”
not on whether the study contributed any-
thing to the advancement of knowledge. Sta-
tistical significance alone does not anoint a re-
search project as scientific; a nonsignificant
finding is as important to knowledge as a
study that “finds” statistical significance. For
more information about the misguided nature
of statistical significance, see Tukey, 1986.

The areas under the normal curve in
Table 3 of Appendix 1 are used to determine
other confidence intervals. For example, the
68% confidence interval (.34 on either side
of the mean) corresponds to 1.00 standard
error, the 95% interval corresponds to 1.96
standard errors, and the 99% interval corre-
sponds to 2.576 standard errors. If the statis-
tical data from the sample fall outside the
range set by the researcher, the results are
considered significant.

Computing Standard
Error

The essence of statistical hypothesis testing is
to draw a sample from a target population,
compute some type of statistical measure-

ment, and compare the results to the theoret-
ical sampling distribution. The comparison
determines the frequency with which sample
values of a statistic are expected to occur.
The expected value of a statistic is the
mean of the sampling distribution. The stan-
dard error is the standard deviation of the
sampling distribution. There are several ways
to compute standard (sampling) error, but no
single method is appropriate for all sample
types or all situations. In addition, error for-
mulas vary in complexity. One error formula,
designed for use with dichotomous (yes/no)
data, that estimates audience size for certain
TV programs during certain time periods uses
the standard error of a percentage derived
from a simple random sample. If the sample
percentage (the ones who answered yes) is des-
ignated as p, the size of the sample as #, and
the estimated or standard error of the sample
percentage as SE(p), this is the formula:

[p(100 —
se(p) - P10~ 2)

Suppose a sample of 500 households pro-
duces a rating (or estimate of the percentage of
viewers—see Chapter 15) of 20 for a particu-
lar show. This means that 20% of those
households were turned to that channel at that
time. The formula can be used to calculate the
standard error of this percentage as follows:

20 X 80
SE®) =\ 500

1,600
SE(P) = \ 500
SE(p) = 1.79

This estimate of the standard error can be
used to calculate confidence intervals at var-
ious confidence levels. For example, to calcu-
late the confidence interval at the .68 confi-
dence level, simply add and subtract 1
standard error from the percentage. (Note
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Table 5.3  Finding Error Rate Using a Rating of 20

Sample size Error Lower limit Upper limit
600 +1.63 18.37 21.63
700 +1.51 18.49 21.51
800 +1.41 18.59 21.41
900 133 18.67 21.33

1,000 +1.26 18.74 21.26
1,500 +1.03 18.97 21.03

that 68% of the normal curve is encom-
passed by plus and minus 1 standard error.)
Thus we are 68% confident that the true rat-
ing lies somewhere between 18.21 (20 —
1.79) and 21.79 (20 + 1.79).

If we want to have greater confidence in
our results, we can calculate the confidence
interval at the .95 confidence level by adding
and subtracting 1.96 X SE(p) from our per-
centage. (Recall that 95% of the normal
curve is encompassed by plus and minus 1.96
standard errors.) In our example, the interval
at the .95 level would be: 16.5 (20 — 1.96 X
1.79) to 23.5 (20 + 1.96 X 1.79).

Standard error is directly related to sam-
ple size. The error figure improves as the
sample size is increased, but in decreasing in-
crements. Thus an increase in sample size
does not provide a big gain, as illustrated by
Table 5.3. As can be seen, even with a sam-
ple of 1,500, the standard error is only .75
better than with the sample of 500 computed
above. A researcher would need to determine
whether the increase in time and expense cre-
ated by 1,000 additional subjects justifies
such a proportionally small increase in preci-
sion. (See www.wimmer-budson.com for an
on-line sampling error calculator.)

Table 5.4 shows the amount of error at
the 95% and 99% confidence level for meas-

urements that contain dichotomous variables
(such as yes/no). For example, using a 95%
confidence level, with a sample of 1,000 and
a 30% “yes” response to a question, the
probable error due to sample size alone is
+2.8. This means that we are 95% sure that
our values for this particular question fall be-
tween 27.2% and 32.8%.

Sampling error is an important concept in
all research areas because it provides an indica-
tion of the degree of accuracy of the research.
Research studies published by large audience
measurement firms such as Arbitron and A. C.
Nielsen are required by the Electronic Media
Ratings Council (EMRC) to include simplified
charts to assist in determining sampling error. In
addition, each company provides some type of
explanation about error, such as the Arbitron
statement entitled “Description of Methodol-
ogy” contained in every ratings book section:

Arbitron estimates are subject to statistical
variances associated with all surveys which use
a sample of the universe . . . the accuracy of Ar-
bitron estimates, data and reports and their
statistical evaluators cannot be determined to
any precise mathematical value or definition.

Statistical error due to sampling is found
in all research studies. Researchers must pay
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Table 5.4  Sampling Error at 95% and 99% Confidence Levels

Sampling Error at 95% Confidence Level

Result is: 1% 5% 10% 15% 20% 25% 30% 35% 40% 45% 50%
or or or or or or or or or or
9% 95% 90% 85% 80% 75% 70% 65% 60% 55%
Sample: 10 6.2 13.5 186 221 248 268 284 296 304 30.8 310
20 4.4 96 131 156 17.5 190 20.1 209 21.5 218 21.9
30 3.6 7.8 107 128 143 155 164 171 175 178 179
40 31 68 93 111 124 134 142 148 152 154 155
50 2.8 60 83 99 111 120 127 132 136 13.8 139
75 2.3 49 6.8 8.1 9.1 9.8 104 10.8 111 113 113
100 2.0 4.3 5.9 7.0 7.8 8.5 9.0 9.3 9.6 9.8 9.8
200 1.4 3.0 42 4.9 5.9 6.0 6.4 6.6 6.8 69 69
300 1.1 25 34 4.0 4.5 4.9 52 54 5.5 5.6 57
400 1.0 2ol 28 3.5 3.9 42 4.5 4.7 4.8 49 49
500 87 19 26 3.1 BES) 3.8 4.0 4.2 4.3 44 44
600 80 1.7 24 2.9 382 35 3.7 3.8 3.2 40 40
700 74 16 22 2.6 3.0 32 34 3.5 3.6 7
800 69 15 21 2.5 2.8 3.0 3.2 33 34 34 35
900 65 14 20 2.3 2.6 2.8 3.0 3.1 317 3.3 33
1,000 62 14 1.9 22 2.5 2.7 2.8 3.0 3.0 3.1 3.1
2,000 44 10 1.3 1.6 1.8 1.9 2.0 2.1 2.1 280~ SDID)
3,000 .36 .78 1.1 1.3 1.4 1.5 1.6 1.7 1.8 1.8 1.8
4,000 .31 68 93 11 1.2 1.3 1.4 1.5 1.5 1.5 1.5
5,000 28 60 83 1.0 1.1 1.2 1.3 1.3 1.4 1.4 1.4
10,000 .20 43 59 070 0.78 0.85 09 093 1.0 1.0 1.0
Sampling Error at 99% Confidence Level
Sample: 10 8.1 17.7 244 290 325 352 372 388 398 404 406
20 5.7 125 172 205 23.0 249 263 274 282 286 287
30 47 102 141 16.8 188 203 21.5 224 23.0 233 235
40 4.0 89 122 145 163 176 186 194 19.9 20.2 203
50 3.6 7.9 109 13.0 14.5 157 167 173 17.8 181 18.2
75 3.0 6.5 89 106 119 129 13.6 14.2 14.5 148 14.8
100 26 S6 77 92 103 11.1 11.8 123 126 12.8 129
200 1.8 40 5.5 6.5 7.3 7.9 8.3 8.7 8.9 9.0 9.1
300 1.5 32 45 5.3 5.9 6.4 6.8 7.1 7.3 7.4 7.4
400 1.3 2: 88 329 4.6 5.1 5.6 5.9 6.1 6.3 64 64
500 1.1 25 34 4.1 4.6 5.0 5.3 5.5 S.6 5.7 57
600 1.0 23 3.1 3.7 4.2 4.5 4.8 5.0 5.1 520 52
700 TEON S50 2.9 3.5 B 4.2 4.5 4.6 4.8 4.8 4.9
800 90, o208 2% 32 3.6 3.9 4.2 4.3 4.5 45 45
900 85 19 26 3.1 3.4 3.7 3.9 4.1 4.2 4.3 4.3
1,000 81 1.8 2.4 2.9 3.3 3.5 .7 = 38 4.0 4.0 4.1
2,000 SN RS 7 2.1 2.3 2.5 26 27 2.8 ZAGNIRNS
3,000 47 1.0 1.4 1.7 1.9 2.0 2.2 2:2 23 Do) s o)
4,000 40 89 1.2 1.5 1.6 1.8 1.9 1.9 2.0 20 20
5,000 .36 79 1.1 1.3 1.5 1.6 1.7 1.7 1.8 1.8 1.8
10,000 26 S6 .77 92 10 1.1 1.2 1.2 1.3 1.3 1.3




specific attention to the potential sources of
error in any study. Producing a study riddled
with error is tantamount to never having con-
ducted the study at all. If the magnitude of er-
ror were subject to accurate assessment, re-
searchers could simply determine the source
of error and correct it. Since this is not possi-
ble, they must accept error as part of the re-
search process, attempt to reduce its effects to
a minimum, and remember always to consider
its presence when interpreting their results.

Sample Weighting

In an ideal study, a researcher has enough re-
spondents or subjects with the required de-
mographic, psychographic (why people be-
have in specific ways), or lifestyle
characteristics. The ideal sample, however, is
rare due to the time and budget constraints of
most research. Instead of canceling a research
project because of sampling inadequacies,
most researchers utilize a statistical proce-
dure known as weighting, or sample balanc-
ing. That is, when the subject totals in given
categories do not reach the necessary popula-
tion percentages, subjects’ responses are mul-
tiplied (weighted) to allow for the shortfall. A
single subject’s responses may be multiplied
by 1.3, 1.7, 2.0, or any other figure to reach
the predetermined required level.

Subject weighting is a controversial data
manipulation technique, especially in broad-
cast ratings. The major question is just how
much one subject’s responses can be weighted
and still be representative. Weighting is dis-
cussed in greater detail in Chapter 15.

sns Summary

To make predictions about events, concepts,
or phenomena, researchers must perform de-
tailed, objective analyses. One procedure to
use in such analyses is a census, in which
every member of the population is studied.
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Conducting a census for each research proj-
ect is impractical, however, and researchers
must resort to alternative methods. The most
widely used alternative is to select a random
sample from the population, examine it, and
make predictions from it that can be general-
ized to the population. There are several pro-
cedures for identifying the units that make up
a random sample.

If the scientific procedure is to provide
valid and useful results, researchers must pay
close attention to the methods they use in se-
lecting a sample. This chapter described sev-
eral types of samples commonly used in mass
media research. Some are elementary and do
not require a great deal of time or resources;
others entail great expense and time. Re-
searchers must decide what costs and time are
justified in relation to the results generated.

Sampling procedures must not be consid-
ered lightly in the process of scientific investi-
gation. It makes no sense to develop a research
design for testing a valuable hypothesis or re-
search question and then nullify this effort by
neglecting correct sampling procedures. These
procedures must be continually scrutinized to
ensure that the results of an analysis are not
sample-specific—that is, that the results are not
based on the type of sample used in the study.

Questions and
Problems for Further
Investigation

1. Using available samples in research has long
been a target for heated debate. Some re-
searchers say that available samples are inac-
curate representations of the population; oth-
ers claim that if a concept or phenomenon
exists, it should exist in an available sample as
well as in a random sample. Which argument
do you support? Explain your answer.

2. Many research studies use small samples. What
are the advantages and disadvantages of this
practice? Can any gain other than cost savings
be realized by using a small sample in a re-
search study?
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3. What sampling technique might be appropri-
ate for the following research projects?

= A pilot study to test whether people under-
stand the directions to a telephone question-
naire

A study to determine who buys videocassette
recorders

= A study to determine the demographic
makeup of the audience for a local televi-
sion show

s A content analysis of commercials aired dur-
ing Saturday morning children’s programs

= A survey examining the differences between
newspaper readership in high-income house-
holds and low-income households

4. Check the Internet for updates on sampling
information.

5. One of the controversies surrounding the cen-
sus in the year 2000 involved sampling. If you
are using InfoTrac College Edition, find arti-
cles that deal with this topic and explain what
the controversy was about. (Hint: Search using
“statistical sampling” as a key word.)
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Part Two proceeds from the more general to
the more specific research techniques. Chap-
ter 6 discusses qualitative analysis, which re-
lies mainly on the analysis of visual data (ob-
servations) and verbal data (words) that
reflect everyday experience. A chapter fol-
lows this on content analysis, which also fo-
cuses on words and other message character-
istics but is conducted in a more systematic
and measured way. Chapter 8 discusses sur-
vey research, which relies on greater quan-
tification and greater measurement sophisti-
cation than either qualitative research or
content analysis. This sophistication, how-
ever, comes with a price: Increasing quantifi-
ability also narrows the types of research
questions that can be addressed. Or to put it
another way, research depth is sacrificed to
gain research breadth. The survey chapter is
followed by a chapter on longitudinal re-
search, since most longitudinal research is
based on surveys. Finally, this part concludes
with a discussion of experimental methods,
which are among the most precise, complex,
and intricate of methodologies.

= Aims and
Philosophy

Discussing the qualitative approach to re-
search can be confusing because, as Potter
(1996) ably demonstrates, there is no com-
monly accepted definition of the term guali-
tative. Indeed, some qualitative researchers
resist defining the term at all for fear of lim-
iting the technique. The task is further com-
plicated because of the several levels of refer-

ence connected with the term. The word
qualitative has been used to refer to (1) a
broad philosophy and approach to research,
(2) a research methodology, and (3) a specific
set of research techniques. To better under-
stand this area, it may be helpful to back up
and examine some general considerations re-
lated to social science research.

Neuman (1997) and Blaikie (1993) sug-
gest that there are three distinct approaches
to social science research: positivism (or ob-
jectivism), interpretive, and critical. Each of
these represents a model or a paradigm for
research. A paradigm is an accepted set of
theories, procedures, and assumptions about
how researchers look at the world. Para-
digms are based on axioms, statements that
are universally accepted as true. Paradigms
are important because they are related to the
selection of certain research methods.

The positivist paradigm is the oldest and
still the most widely used in mass communi-
cation research. Derived from the writings of
philosophers such as Comte and Mill, posi-
tivism is the paradigm most used in the natu-
ral sciences. When the social sciences devel-
oped, researchers modified this technique for
their own purposes. The positivist paradigm
involves such concepts as quantification, hy-
potheses, and objective measures. The posi-
tivist paradigm is the one that underlies the
approach of this book.

Interpretive social science traces its roots to
Max Weber and Wilhelm Dilthey. The aim of
this paradigm is to understand how people in
everyday natural settings create meaning and
interpret the events of their world. This para-
digm became popular in mass communication
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research during the 1970s and 1980s and has
gained added visibility in the 1990s.

The critical paradigm draws on analysis
models used in the humanities. Critical re-
searchers are interested in such concepts as
power and political ideology. Though useful
in many cases, a consideration of the critica}
paradigm is beyond the scope of this book.
Interested readers should consult Hall
(1982). At the risk of oversimplification, in
the rest of this section we compare the posi-
tivist and interpretive paradigms.

The positivist paradigm differs from the
interpretive paradigm along three main di-
mensions. First, the two methods have a dif-
ferent philosophy of reality. For the positivist
researcher, reality is objective; it exists apart
from researchers and can be seen by all. In
other words, it is out there. For the interpre-
tive researcher, there is no single reality. Each
observer creates reality as part of the research
process. It is subjective and exists only in ref-
erence to the observer. Perhaps a classic ex-
ample will help here. If a tree falls in the for-
est and there is no one there to hear it, does
it make any noise? On the one hand, a posi-
tivist would answer yes. Reality doesn’t de-
pend on an observer; it exists independently.
On the other hand, an interpretive researcher
would say no noise was made. Reality exists
only in the observer. Furthermore, the posi-
tivist researcher believes that reality can be
divided into component parts, and knowl-
edge of the whole is gained by looking at the
parts. In contrast, the interpretive researcher
examines the entire process, believing that re-
ality is holistic and cannot be subdivided.

Second, the two methods have different
views of the individual. The positivist re-
searcher believes all human beings are basi-
cally similar and looks for general categories
to summarize their behaviors or feelings. The
interpretive investigator believes that human
beings are fundamentally different and can-
not be pigeonholed.

Third, positivist researchers aim to gener-
ate general laws of behavior and explain
many things across many settings. In con-
trast, interpretive scholars attempt to pro-
duce a unique explanation about a given sit-
uation or individual. Whereas positivist
researchers strive for breadth, interpretive re-
searchers strive for depth.

The practical differences between these
approaches are perhaps most apparent in the
research process. The following five major
research areas demonstrate significant differ-
ences between the positivist and interpretive
approaches:

1. Role of the researcher. The positivist
researcher strives for objectivity and is
separated from the data. The interpre-
tive researcher is an integral part of the
data; in fact, without the active partic-
ipation of the researcher, no data exist.

2. Design. For a positivist, the design of a
study is determined before it begins. In
interpretive research, the design evolves
during the research; it can be adjusted
or changed as the research progresses.

3. Setting. The positivist researcher tries to
limit contaminating and confounding
variables by conducting investigations
in controlled settings. The interpretive
researcher conducts studies in the field,
in natural surroundings, trying to cap-
ture the normal flow of events without
controlling extraneous variables.

4. Measurement instruments. In posi-
tivist research, measurement instru-
ments exist apart from the researcher;
another party could use the instru-
ments to collect data in the researcher’s
absence. In interpretive research, the
researcher is the instrument; no other
individual can substitute.

Theory building. Whereas the posi-

tivist researcher uses research to test,

support, or reject theory, the interpre-

wn
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In My Room: A Qualitative Approach to Stuaying Teen Identities

One of the advantages of tae qualitative approach is that it allows for great flexibiliry
during the research process. For example, Bzown, Dykers, Steele, and White (1994)
started out to study the best way to construct health messages to reach adolescents. In the
course of their study, the researchers conducted interviews with szveral teenagers in the
teens’ bedrooms. The interviewers were struck by the wide variation in the general

appearance of the bedrooms and the way the walls were decorated.

Subsequent investigation led to the notion of “room culture,” which analyzed how
bedrooms and the things they contain helped -eens relate to the world and create their
own identities. A big part of the study of roam culture concerned the way media we=e
used as a source of cultural options. Pictures were taken of each room and analyzed to
see what they suggested about how the young people were using the media.

The investigators also found that having tzens talk about their bedrooms was a z00d
way to establish rapport for subsequent interviews and helped canvince the teens to keep
journals and diaries about their use of the media. This study shows the versatility of the

qualitative method.

tive researcher develops theories as
part of the research process—theory is
“data driven” and emerges as part of
the research process, evolving from
the data as they are collected.

A researcher’s paradigm has a great influ-
ence on the specific research methods that he
or she uses. As Potter (1996, p. 36) explains:
“Two scholars who hold different beliefs [par-
adigms]. . . may be interested in examining the
same phenomenon but their beliefs will lead
them to set up their studies very differently be-
cause of their differing views of evidence,
analysis and the purpose of the research.” The
positivist approach is most closely associated
with quantitative content analysis, surveys,
and experiments, techniques discussed in de-
tail in subsequent chapters. The interpretive
approach is most closely connected with the
specific research methods discussed in this
chapter. Research methods, however, are not
conscious of the philosophy that influenced
their selection. It is not unusual to find a posi-
tivist using focus groups or intensive inter-

viewing, two methods commonly categorized
as qualitative, in connection with a quantita-
tive study. Nor is it rare to find an interpretive
researcher using numbers trom a survey or
content analysis. Thus the guidelines for focus
groups that are discussed in this chapter, or the
discussion of survey research in a subsequent
chapter, are relevant to both paradigms. But
although the methods may be the same, the re-
search goal, the research question, and the way
the data are interpreted are quite different.

To use a concrete example, a positivist re-
searcher is interested in testing the hypothe-
sis that viewing negative political ads in-
creases political cynicism. The researcher
conducts a focus group to help develop a
questionnaire that measures cynicism and ex-
posure to what the researchers define as neg-
ative advertising. A statistical analysis is then
conducted to see if these two items are re-
lated and if the hypothesis is supported.

An interpretive researcher interested in
the same question might also conduct a focus
group, but the questions discussed in the
group concentrate on how group members
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interpret a political ad, what meanings they
derive from a negative ad, the context of their
viewing, and what makes them feel cynical
toward politics. The focus group or groups
stand alone as the source of data for the
analysis. The interpretive researcher uses in-
duction to try to find commonalities or gen-
eral themes in participants’ remarks. Thus
both researchers use focus groups, a method
traditionally defined as qualitative, but each
uses the method somewhat differently.

Despite their differences, many re-
searchers are now using a combination of the
quantitative and qualitative approaches in
order to understand fully the phenomenon
they are studying. As Miles and Huberman
(1994, p. 20) state:

It is getting harder to find any methodologists
solidly encamped in one epistemology or the
other. More and more “quantitative” method-
ologists. . . are using naturalistic and phenom-
enological approaches to complement tests,
surveys, and structured interviews. On the
other side, an increasing number of ethnogra-
phers and qualitative researchers are using
predesigned conceptual frameworks and pre-
structured instrumentation. . . . Most people
now see the world with more ecumenical eyes.

Cooper, Potter, and Dupagne (1994) doc-
ument the importance of qualitative methods
in the field. They report that although almost
60% of published mass communication re-
search studies conducted since 1971 have
used quantitative methods, qualitative tech-
niques were used either exclusively (33%) or
partially in the other 40%.

Although qualitative research can be an
excellent way to collect and analyze data, re-
searchers must keep in mind that the results
of such studies have interpretational limits.
Researchers interested in generalizing results
should consider other methods. In most
cases, qualitative research studies use small

samples—respondents or units that are not
representative of the population from which
they are drawn. Like quantitative research,
qualitative research is a useful mass media
research tool only when its limitations are
recognized. All too often, the results from
small-sample qualitative projects are inter-
preted as though they had been collected
with large-sample quantitative techniques.
This approach can only cause problems in
the long run. Decisions are highly likely to be
incorrect if they are based on small-sample
research.

Data Analysis in
Quadlitative Research

Before examining some specific types of
qualitative research, let’s discuss qualitative
data and methods of analysis in general.
Qualitative data come in a variety of forms,
such as notes made while observing in the
field, interview transcripts, documents, di-
aries, and journals. In addition, a researcher
accumulates a great deal of data during the
course of a study. Organizing, analyzing, and
making sense of all this information pose spe-
cial challenges for the researcher using quali-
tative methods.

Unlike the quantitative approach, which
waits until all the numbers are in before
analysis begins, data analysis in qualitative
studies is done early in the collection process
and continues throughout the project. In ad-
dition, quantitative researchers generally fol-
low a deductive model in data analysis: Hy-
potheses are derived prior to the study, and
relevant data are then collected and analyzed
to determine whether the hypotheses are con-
firmed or not confirmed. On the other hand,
qualitative researchers use an inductive
method: Data are collected relevant to some
topic and are grouped into appropriate and
meaningful categories; explanations emerge
from the data themselves.
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Preparing the Data

To facilitate working with the large amounts
of data generated by a qualitative analysis,
the researcher generally first organizes the in-
formation along a temporal dimension. In
other words, the data are arranged in chrono-
logical order according to the sequence of
events that occurred during the investigation.
Furthermore, each piece of information
should be coded to identify the source. Mul-
tiple photocopies of the notes, transcripts,
and other documents should be made.

The data are then organized into a pre-
liminary category system. These categories
might arise from the data themselves, or they
might be suggested by prior research or the-
ory. Many researchers prefer to do a prelimi-
nary run-through of the data and jot possible
category assignments in the margins. For ex-
ample, a qualitative study of teenage radio
listening might produce many pages of inter-
view transcripts. The researcher would read
the comments and might write “peer group
pressure” next to one section and “escape”
next to another. When the process is finished,
a preliminary category system may have
emerged from the data. Other researchers
prefer to make many multiple copies of the
data, cut them into coherent units of analysis,
and physically sort them into as many cate-
gories as might be relevant. Finally, several
software programs are available that help or-
ganize qualitative data.

Moreover, many qualitative researchers
like to have a particular room or other space
that is specially suited for the analysis of
qualitative data. Typically, this room has bul-
letin boards or other arrangements for the vi-
sual display of data. Photocopies of notes,
observations written on index cards, large
flowcharts, and marginal comments can then
be conveniently arrayed to simplify the
analysis task. This “analytical wallpaper”
approach is particularly helpful when several
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members of the research team are working
on the project because it is an efficient way to
display the data to several people at once.
Finally, since the researcher is the main
instrument in qualitative data collection and
analysis, he or she must do some preparation
before beginning the task of investigation.
Maykut and Morehouse (1994) describe this
preparation as epoche, the process by which
the researcher tries to remove or at least be-
come aware of prejudices, viewpoints, or as-
sumptions that might interfere with the
analysis. Epoche helps the researcher put
aside personal viewpoints so that the phe-
nomenon under study may be seen for itself.

Analysis Techniques

Many different analysis techniques can be
brought to bear on qualitative data. This sec-
tion discusses two of the best known: the
constant comparative technique and the ana-
lytical induction technique.

The constant comparative technique was
first articulated by Glaser and Strauss (1967)
and has been refined in recent years (Lincoln
& Guba, 1985). At a general level, the
process consists of four steps:

1. Comparative assignment of incidents
to categories

2. Elaboration and retinement of cate-
gories

3. Searching for relationships and themes
among categories

4. Simplifying and integrating data into a
coherent theoretical structure

Each step is discussed in turn.

After the data have been prepared for analy-
sis, the researcher groups each unit of analysis
into a set of provisional categories. As each
new unit is examined, it is compared to the
other units previously assigned to that category
to see whether its inclusion i appropriate. It is
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possible that some initial categories may have
only one or two incidents assigned to them
while others may have a large number. If some
units of analysis do not fit any preexisting cate-
gory, new classifications may have to be created.
Units that fit into more than one category
should be copied and included where relevant.
Throughout the process, the emphasis is on
comparing units and finding similarities among
the units that fit into the category.

For example, suppose aresearcher is doing
a qualitative study about why individuals sub-
scribe to on-line services such as America On-
line. Interviews are conducted with several
people and transcribed. The researcher then
defines each individual assertion as the unit of
analysis and writes each statement on an index
card. The first two cards selected for analysis
mention getting news faster from on-line serv-
ices. The researcher places both of these into a
category tentatively labeled “news.” The next
statement talks about e-mail; it does not seem
to belong to the first category and is set aside.
The next card mentions chat lines; the re-
searcher decides this reason is similar to the
one that mentioned e-mail and creates a new
category called “interpersonal communica-
tion.” The process is then repeated with every
unit of analysis, which can be a long and for-
midable task. At some point during the
process, however, the researcher begins to
fine-tune and refine the categories.

During the category refinement stage, the
researcher writes rules or propositions that
attempt to describe the underlying meaning
that defines the category. Some rules for in-
clusion might be rewritten and revised
throughout the study. These rules not only
help to focus the study but also allow the re-
searcher to start to explore the theoretical di-
mensions of the emerging category system.
The ultimate value of these rules, however, is
that they reveal what you are learning about
your chosen topic and help you determine
your research outcome.

After scanning all the data cards in the
“interpersonal communication” category, a
researcher might write a proposition such as
“People subscribe to on-line services in order
to expand their circle of casual friends.”
Similar statements are written for the other
categories.

The third phase of the method involves
searching for relationships and common pat-
terns across categories. The researcher exam-
ines the propositional statements and looks for
meaningful connections. Some propositions are
probably strong enough to stand alone; others
might be related in several important ways.
Whatever the situation, the goal of this phase is
to generate assertions that can explain and fur-
ther clarify the phenomenon under study.

In our on-line example, the researcher
might note that several propositions refer to
the notion of expansion. People use on-line
services to expand their shopping opportuni-
ties, to enlarge their pool of potential chess
opponents, or to have a greater number of
news sources. The analyst then generalizes
that the expansion of one’s informational
space is an essential reason for subscribing.

In the final phase of the process, the re-
port summarizing the research is written. All
the results of the foregoing analyses are inte-
grated into some coherent explanation of the
phenomenon. The researcher attempts to of-
fer a brief explanation but in sufficient detail
to convey an idea of the scope of the project.
The goal of this phase of the project is to ar-
rive at an understanding of the people and
events being studied.

The analytic induction strategy blends to-
gether hypothesis construction and data
analysis. It consists of the following steps
(adapted from Stainback & Stainback, 1988):

1. Define a topic of interest and develop
a hypothesis.

2. Study a case to see whether the hy-
pothesis works. If it doesn’t work, re-
formulate it.
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Personal Computers and Qualitative Research

Quantitative researchers have made extensivz use of personal ccmputers (PCs) in
compiling and summarizing statistics. Qualitative researchers have discovered that the PC
can aid them in their work as well. For inszance, before the use >f PCs became common-
place, field notes were either handwritten or typed and stored ir. file folders or boxxs.
Today, however, a researcher can store field notes as text with a text editing or word
processing program and can structure datz as text files. The availability of notebocx
computers enables researchers to process field notes on location. Without a computzr,
creating typologies and concepts from the text was a laborious process. Using a PC.
however, a researcher can cut and paste, move, scan, and search field notes for key words
and phrases. In addition, key items or sections of text in notes can be flagged or specially
coded for easy retrieval or indexing. When researchers worked without computers. the
number of times a particular event or theme occurred had to be counted manually 2nd
summarized. PCs can scan text for codes and count and display frequencies. Many
specific programs have been written for the qualitative research=r and many more are in
the works. For more specifics, see Brent and Anderson (1990). (Perform an Internet
search on “qualitative data analysis” to discover the many software programs that 2xist

to aid researchers.)

3. Study other cases until the hypothesis
is in refined form.

4. Look for “negative cases” that might
disprove the hypothesis. Reformu-
late again.

5. Continue until the hypothesis is ade-
quately tested.

Note that in this method, an explanation for
the phenomenon in the form of a hypothesis
is generated at the beginning of the study.
This is in contrast to the constant compara-
tive technique, in which an explanation is de-
rived as the end result of the research.
Perhaps the best way to demonstrate how
this approach works is with a simplified ex-
ample. Let’s suppose that a researcher is inter-
ested in explaining why people watch home
shopping channels. Colleagues tell the re-
searcher that the answer is obvious: People
watch because they want to buy the merchan-
dise. The researcher is not convinced of this
but decides to use this explanation as an initial

hypothesis. He or she seeks out a person who
is known to be a heavy viewer of these chan-
nels. During the interview the person says that
although she has ordered a couple of things
off the air, her primary reason for watching is
to find out about new and unusual products.

Armed with this information, the re-
searcher reformulates the hypothesis: People
watch the home shopping channels to buy and
find out about new products. Another viewer
is interviewed and reports essentially the same
reasons but also adds that he uses the prices
advertised on the channel to comparison
shop. Once again, the hypothesis is refined.
The researcher posits that the home shopping
channels are viewed for practical consumer-
related reasons: finding bargains, learning
about products, and comparing prices.

At this point, the researcher tries to find
cases that might not fit the new hypothesis. A
colleague points out that all of the people in-
terviewed so far have been affluent with sub-
stantial disposable income and that perhaps
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people who are less well-off economically
might watch the home shopping channels for
other reasons. The researcher interviews a
viewer from a different economic back-
ground and discovers that this person
watches because he finds the people who do
the selling entertaining to watch. Once again,
the initial hypothesis is modified to take this
finding into account.

The researcher then seeks out other
cases from different economic levels to
check the validity of this new hypothesis
and continues to gather data until no more
cases can be located that do not fit the re-
vised hypothesis.

Note that this process can be exhausting,
and it can be difficult for the researcher to
determine an exact stopping point. One
might always argue that there are still cases
in the environment that would not support
the hypothesis that the researcher simply did
not find.

Reliability and Validity
in Qualitative Data

The concepts of reliability and validity have
different connotations for qualitative data.
As we discuss later, quantitative methods use
distinct and precise ways to calculate indexes
of reliability and several articulated tech-
niques that help establish validity. These con-
cepts, however, do not translate well into the
interpretive paradigm. As Lindlof (1995)
points out, interpretive research recognizes
the changing nature of behavior and percep-
tion over time. Nonetheless, though envi-
sioned differently, reliability and validity are
no less important in qualitative research.
They help the reader determine how much
confidence can be placed in the outcomes of
the study and whether we can believe the re-
searcher’s conclusions. Or as Lindlof (1995,
p. 238) puts it: “Basically, we want to inspire
confidence in readers (and ourselves) that we
have achieved right interpretations.”

Rather than emphasizing reliability and
validity, Maykut and Morehouse (1994) ad-
dress the trustworthiness of a qualitative re-
search project. They summarize four factors
that help build credibility:

1. Multiple methods of data collection.
This is similar to the notion of trian-
gulation that was discussed in Chapter
3. The use of interviews along with
field observations and analysis of ex-
isting documents suggests that the
topic was examined from several dif-
ferent perspectives, which helps build
confidence in the findings.
Audit trail. This is essentially a perma-
nent record of the original data used
for analysis and the researcher’s com-
ments and analysis methods. The au-
dit trail allows others to examine the
thought processes involved in your
work and allows them to assess the ac-
curacy of your conclusions.

3. Member checks. In this technique, re-
search participants are asked to read
your notes and conclusions and tell
whether you have accurately described
what they told you.

4. Research team. This method assumes
that team members keep one another
honest and on target when describing
and interpreting their data. Sometimes
an outside person is asked to observe
the process and raise questions of pos-
sible bias or misinterpretation where
appropriate.

12

Creswell (1998) suggests another method to
aid verification. Debriefing consists of hav-
ing an individual external to the project ques-
tion the meanings, methods, and interpreta-
tions of the researcher.

The balance of this chapter discusses four
common qualitative techniques: field obser-
vations, focus groups, intensive interviews,
and case studies.
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Figure 6.1 Dimensions of Field Observation
Overt
1 2
Observer Participant
3 4
Covert
s Field is identified when the study begins and those
Obsorvations under observation are aware that they are be-

Field observation was rarely used in mass
media research before 1980. Lowry (1979)
reported that only 2%-3% of the articles
published in journalism and broadcasting
journals used this technique. Cooper, Potter,
and Dupagne (1994) found that about 2% of
all published studies from 1965 to 1989 re-
lied on observation. Recently, however, field
observations have become more common in
the research literature (Anderson, 1987;
Lindlof, 1987, 1991, 1995).

Field observation is useful for collecting
data and for generating hypotheses and theo-
ries. Like all qualitative techniques, it is con-
cerned more with description and explanation
than with measurement and quantification.
Figure 6.1 shows that field observations are
classified along two major dimensions: (1) the
degree to which the researcher participates in
the behavior under observation, and (2} the
degree to which the observation is concealed.

Quadrant 1 in Figure 6.1 represents overt
observation. In this situation, the researcher

ing studied. Furthermore, the researcher’s
role is only to observe, refraining from par-
ticipation in the process under observation.
Quadrant 2 represents overt participation. In
this arrangement, those being observed also
know the researcher, but unlike the situation
represented in Quadrant 1, the researcher
goes beyond the observer role and becomes a
participant in the situation. Quadrant 3 rep-
resents the situation where the researcher’s
role is limited to that of observer, but those
under observation are not aware they are be-
ing studied. Quadrant 4 represents a study in
which the researcher participates in the
process under investigation but is not identi-
fied as a researcher.

To illustrate the difference between the
various approaches, assume that a researcher
wants to observe and analyze the dynamics
of writing comedy for television. The re-
searcher could choose the covert observer
technique and pretend to be doing something
else (such as fixing a computer) while actu-
ally observing the TV writing team at work.
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Or the researcher could be introduced as
someone doing a study of comedy writing
and watch the team in action. If the research
question is best answered by active participa-
tion, the researcher might be introduced as a
researcher but still participates in the writing
process. If the covert participant strategy is
used, the researcher might be introduced as a
new writer just joining the group (such an
arrangement might be made with the head
writer, who would be the only person to
know the identity of the researcher). The
choice of technique depends upon the re-
search problem, the degree of cooperation
available from the group or individual ob-
served, and ethical considerations. On the
one hand, covert participation may affect
subjects’ behavior and raise the ethical ques-
tion of deception. On the other hand, the in-
formation gathered may be more valid if sub-
jects are unaware of being scrutinized.

Some examples of field observation stud-
les in mass media research include Gieber’s
(1956) classic study of gatekeeping (informa-
tion flow) in the newsroom and Epstein’s
(1974) description of network news opera-
tions. Browne (1991) observed the opera-
tions at 11 Swiss radio stations for his study
of localism in Swiss radio programming.
Pekurny (1980) was an overt participant in
his study of NBC’s “Saturday Night Live.”
He was given access to all phases of the pro-
gram, including discussions with writers
about joke structure and the suitability of
material for broadcast. Lemish (1987) used
overt observation in her study of television
viewing by infants and toddlers. Researchers
visited the homes of 16 families and observed
the viewing behavior of infants during 1- to
2-hour periods. Lull (1982) conducted a
mass observation study of the TV viewing
habits of more than 90 families. Observers
spent 2 days with the families and then re-
turned to conduct interviews with each per-
son they observed. By using the two data
sources (observations and interviews), Lull

was “triangulating” to gain additional per-
spective on his data. He found that the inter-
view data were only partially supported by
the observations. Observers noted that the
father was the primary controller of the TV
set, but the interviews suggested the father’s
influence was somewhat less. Similarly, Mo-
riarty and Everett (1994) conducted a study
where researchers observed family members
watching television and recorded their be-
haviors on a moment-to-moment basis dur-
ing several 45-minute viewing episodes.

Advantages of Field
Observations

Although field observation is not an appro-
priate technique for every research question,
it does have several unique advantages. For
one thing, many mass media problems and
questions cannot be studied using any other
methodology. Field observation often helps
the researcher to define basic background in-
formation necessary to frame a hypothesis
and to isolate independent and dependent
variables. For example, a researcher inter-
ested in how creative decisions in advertising
are made could observe several decision-
making sessions to see what happens. Field
observations often make excellent pilot stud-
ies because they identify important variables
and provide useful preliminary information.
In addition, since the data are gathered first-
hand, observation is not dependent on the
subjects’ ability or willingness to report their
behavior. For example, young children may
lack the reading or verbal skills necessary to
respond to a questionnaire concerning their
TV viewing behavior, but such data are eas-
ily gathered by the observational technique.

A field observation is not always used as
a preliminary step to other approaches.
Sometimes it alone is the only appropriate ap-
proach, especially when quantification is dif-
ficult. Field observation is particularly suit-
able for a study of the gatekeeping process in
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a network television news department be-
cause it is difficult to quantify gatekeeping.

Field observation may also provide access
to groups that would otherwise be difficult to
observe or examine. For example, a ques-
tionnaire sent to producers of X-rated movies
is not likely to have a high return rate. An ob-
server, however, may be able to establish mu-
tual trust with such a group to persuade them
to respond to rigorous questioning.

Field observation is usually inexpensive.
In most cases it requires only writing materi-
als or a small tape recorder. Expenses increase
if the problem under study requires several
observers, extensive travel, or special equip-
ment (such as video recording machines).

Perhaps the most noteworthy advantage
of field observation is that the study takes
place in the natural setting of the activity be-
ing observed and thus can provide data rich
in detail and subtlety. Many mass media sit-
uations, such as a family watching television,
are complex and constantly subjected to in-
tervening influences. Field observation, be-
cause of the opportunity for careful exami-
nation, allows observers to identify these
otherwise unknown variables.

Disadvantages of Field
Observations

On the negative side, field observation is a
poor choice if the researcher is concerned with
external validity. This difficulty is due partly to
the potentially questionable representative-
ness of the observations made and partly to
problems in sampling. Observing the TV view-
ing behavior of a group of children at a day
care center can provide valuable insights into
the social setting of television viewing, but it
probably has little correlation to what
preschoolers do in other places and under dif-
ferent circumstances. Besides, since field ob-
servation relies heavily on a researcher’s per-
ceptions and judgments and on preconceived
notions about the material under study, exper-
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imenter bias may favor specific preconceptions
of results, while observations to the contrary
are ignored or distorted. This, primarily, is
why it is rare to use only one observer in a field
observation study. Observations need to be
cross-validated by second or third observers.

Finally, field observations suffer from the
problem of reactivity. The very process of be-
ing observed may influence the behavior un-
der study. Of course, reactivity can be a prob-
lem with other research methods, but it is
most often mentioned as a criticism of field
observation (Chadwick, Bahr & Albrecht,
1984). Lull (1985) provides perspective on
observer effects using data taken from an ob-
servational study of families’ TV viewing be-
havior. He found that the presence of an ob-
server in the house did have some impact on
behavior. About 20% of parents and 25% of
children reported that their overall behavior
was affected by the presence of an observer.
Most of those who were affected thought
that they became nicer or more polite and
formal because of the observer’s presence. As
for differences in the key behavior under
study, 87% said that the observer’s presence
had no effect on their TV viewing activity.
Additionally, among those who reported an
observer effect, there were no systematic dif-
ferences in the distribution of changes. About
the same number said that they watched
more because of the obsarver as said they
watched less. Obviously, additional studies
of different groups in different settings are
needed before this problem is fully under-
stood, but Lull’s data suggest that, although
reactivity is a problem with observational
techniques, its impact may not be as drastic
as some suggest.

In any case, at least two strategies are
available to diminish the impact of selective
perception and reactivity. One is to use several
observers to cross-validate the results. A sec-
ond strategy is triangulation, or supplement-
ing observational data with data gathered by
other means (for example, questionnaires or



114 Part Two = Research Approaches

existing records). Accuracy is sought by using
multiple data collection methods.

Field Observation
Techniques

There are at least six stages in a typical field
observation study: choosing the research site,
gaining access, sampling, collecting data, an-
alyzing data, and exiting.

Choosing the Research Site. The nature
of the research question or area of inquiry
usually suggests a behavior or a phenomenon
of interest. Once it is identified, the next step
is to select a setting where the behavior or
phenomenon occurs with sufficient fre-
quency to make observation worthwhile.
The settings also should fit the recording
forms and instruments the observer plans to
use. For example, videotaping requires ade-
quate lighting for the camera to operate.
Possible research venues can be identified
from personal experience, from talking with
other researchers, from interviews with peo-
ple who frequent the site, or from newspaper
and magazine stories. Anderson (1987) sug-
gests that researchers select two or three re-
search sites and then “hang around” (Ander-
son’s terminology) each one to discover their
main advantages and disadvantages. He cau-
tions researchers that the site must be perma-
nent and stable enough to permit observa-
tions over a period of time. Lindlof (1995)
suggests a similar process that he labels “cas-
ing the scene.” He suggests that researchers
gain an understanding of what is possible
from a site and make sure that the site holds
the potential for fruitful data collection.
Qualitative researchers should avoid
choosing sites where they are well known or
have some involvement. Studying one’s own
workplace, for example, is difficult because
the researcher’s preconceptions may preclude
observations that are more objective. Fur-
thermore, at a site where the researcher is a

familiar figure, other individuals may find it
difficult to relate to a colleague or friend in
the new role of researcher.

Gaining Access. Once the site is selected,
the next step is to establish contact.
Williamson, Karp, and Dalphin (1977) note
that the degree of difficulty faced by re-
searchers in gaining access to settings de-
pends on two factors: (1) how public the set-
ting is and (2) the willingness of the subjects
in the setting to be observed. The easiest set-
ting to enter is one that is open to the public
and that gives people little reason to keep
their behavior secret (for example, a place in
which people are watching TV in public—an
airport, a bar, a dormitory viewing room).
The most difficult setting to enter is one in
which entry is restricted because participants
have good reason to keep their activities se-
cret (for example, a place in which one could
observe the behavior of hostage takers).

Observing a formal group (such as a film
production crew) often requires permission
from management and perhaps union offi-
cials. School systems and other bureaucracies
usually have a special unit to handle requests
from researchers and to help them obtain
necessary permissions.

Gaining permission to conduct field ob-
servation research requires persistence and
public relations skills. Researchers must de-
cide how much to disclose about the nature of
the research. Usually it is not necessary to pro-
vide a complete explanation of the hypothesis
and procedures unless there are objections to
sensitive areas. Researchers interested in ob-
serving which family member actually con-
trols the television set might explain that they
are studying patterns of family communica-
tion. After the contact is made, rapport must
be established with the subject(s). Bogdan and
Taylor (1984) suggest the following tech-
niques for building rapport: establish com-
mon interests with the participants; start rela-
tionships slowly; if appropriate, participate in
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common events and activities; and do not dis-
rupt participants’ normal routines.

Lindlof (1995) suggests these ways of
gaining access:

= Identify the scene’s gatekeeper and at-
tempt to persuade him or her of the pro-
ject’s relevance.

= Find a sponsor who can vouch for the
usefulness of the project and can help
locate participants.

» Negotiate an agreement with partici-
pants.

Neuman (1997) illustrates entry and ac-
cess as an access ladder. The bottom rung
represents the easiest situation in which the
researcher is looking for public information.
The highest rung on the ladder, which re-
quires the most time spent in the field site, in-
volves gaining access to sensitive events and
information.

Sampling. Sampling in field observation is
more ambiguous than in most other research
approaches. First, there is the problem of
how many individuals or groups to observe.
If the focus of the study is communication in
the newsroom, how many newsrooms should
be observed? If the topic is family viewing of
television, how many families should be in-
cluded? Unfortunately, there are no guide-
lines to help answer these questions. The re-
search problem and the goals of the study are
indicators of the appropriate sample size; for
example, if the results are intended for gen-
eralization to a population, studying one
subject or group is inadequate.

Another problem is deciding what behav-
ior episodes or segments to sample. The ob-
server cannot be everywhere and see every-
thing, so what is observed becomes a de facto
sample of what is not observed. If an ob-
server views one staff meeting in the news-
room, this meeting represents other unob-
served meetings; one conversation at the
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coffee machine represents all such conversa-
tions. Representativeness must be considered
even when researchers cannot follow the
principles of probability sampling.

Most field observations use purposive
sampling, where observers draw on their
knowledge of the subject(s) under study and
sample only from the relevant behaviors or
events. Sometimes previous experience and
study of the activity in question suggest what
needs to be examined. In a study of news-
room decision making, for example, re-
searchers would want to observe staff meet-
ings because they are an important part of
the process. However, restricting the sam-
pling to observations of staff meetings would
be a mistake because many decisions are
made at the water fountain, at lunch, and in
the hallways. Experienced observers tend not
to isolate a specific situation but instead to
consider even the most insignificant situation
for analysis. For most field observations, re-
searchers need to spend some time simply
getting the feel of the situation and absorbing
the pertinent aspects of the environment be-
fore beginning a detailed analysis.

Here are some sampling strategies that
might be used (Lindlof, 1995):

» Maximum variation sampling: Settings,
activities, events, and informants are
chosen purposefully to yield as many dif-
ferent and varied situations as possible.

» Snowball sampling: A participant refers
the researcher to another person who
can provide informarion. This person,
in turn, mentions another, and so forth.

» Typical case sampling: In contrast to
the maximum variation technique, the
researcher chooses cases that seem to
be most representative of the topic un-
der study.

A more extensive listing of 16 possible sam-
pling strategies is found in Miles and Huber-
man (1994), including extreme case sampling,
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which looks for highly unusual examples of the
phenomenon under study, and politically im-
portant case sampling, which examines cases
that have attracted major attention.

Collecting Data. The traditional data col-
lection tools—notebook and pencil—have
been supplemented if not supplanted by
other instruments in recent years. For exam-
ple, Bechtel, Achelpohl, and Akers (1972) in-
stalled television cameras in a small sample
of households to document families’ TV
viewing behavior. Two cameras, automati-
cally activated when the television set was
turned on, videotaped the scene in front of
the set. However, even though a camera can
record more information than an observer,
Bechtel reported that the project was difficult
because of problems in finding consenting
families, maintaining the equipment, and in-
terpreting tapes shot at low light levels.

Similarly, Anderson (1987) notes that,
even though the advantages offered by audio
and video recording are tempting, there are
five major drawbacks to their use:

1. Recording devices take time away
from the research process because they
need regular calibration and adjust-
ment to work properly.

2. The frame of the recording is different
from the frame of the observer; a hu-
man observer’s field of view is about
180°, whereas a camera’s is about 60°.

3. Recordings have to be cataloged, in-
dexed, and transcribed, adding extra
work to the project.

4. Recordings take behavior out of
context.

5. Recordings tend to fragment behavior
and distract attention from the overall
process.

Consequently, researchers must weigh the
pros and cons carefully before deciding to use
recording equipment for observations.

Note taking in the covert participant situ-
ation requires special attention. Continually
scribbling away on a notepad is certain to
draw attention and suspicion to the note taker
and might expose the study’s real purpose. In
this type of situation, researchers should
make mental notes and transcribe them at the
first opportunity. If a researcher’s identity is
known initially, the problem of note taking is
eliminated. Regardless of the situation, it is
not wise for a researcher to spend a lot of time
taking notes; subjects are already aware of be-
ing observed, and note taking can make them
uneasy. Brief notes jotted down during natu-
ral breaks in a situation attract a minimum of
attention and can be expanded later.

Field notes constitute the basic corpus of
data in any field study. In these notes, the ob-
servers record not only what happened and
what was said, but also personal impres-
sions, feelings, and interpretations of what
was observed. A useful procedure is to sepa-
rate personal opinions from the descriptive
narrative by enclosing the former in brackets.

How much should be recorded? It is always
better to record too much information than
too little. A seemingly irrelevant observation
made during the first viewing session might be-
come significant later on in the project. If the
material is sensitive or if the researcher does
not wish it known that research is taking place,
notes may be written in abbreviated form or in
code. (Search the Internet for “field notes” for
several examples of research documentation.)

In addition to firsthand observation,
three other data collection techniques are
available to field researchers: diary keeping,
unobtrusive measures, and document analy-
sis. With the first technique, an investigator
routinely supplements his or her field notes
by keeping a research diary. This diary con-
sists of personal feelings, sentiments, occa-
sional reflections, and other private thoughts
about the research process itself; the writings
augment and help interpret the raw data con-
tained in the field notes. Moreover, the re-
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searcher may ask the individuals under study
to keep a diary for a specified length of time.
This enables the researcher to learn about be-
haviors that take place out of his or her sight
and extends the horizontal dimension of the
observation. Individuals may be instructed to
track certain habits—such as the reading of
books or magazines during a specific time of
day—or to record general feelings and
thoughts—such as the way they felt while
watching commercials on TV.

One form of diary keeping actually pro-
vides researchers with a glimpse of the world
as seen through the eyes of the subject(s). The
researcher gives the subjects still cameras and
asks them to make photographic essays or to
keep photographic diaries. Analysis of these
photographs might help determine how the
subjects perceive reality and what they find
important. To illustrate, Ziller and Smith
(1977) asked current and former students of
the University of Florida to take photographs
that described the school. The perceptions of
the two groups were different: Current stu-
dents brought in pictures of buildings, and
former students brought in pictures of peo-
ple. (An Internet search for “field diary” pro-
vides many examples, including electronic di-
aries for research.)

A second data collection technique avail-
able to the field researcher is unobtrusive
measurement. This technique helps overcome
the problem of reactivity by searching out
naturally occurring phenomena relevant to
the research task. The people who provide
data through unobtrusive measurement are
unaware that they are providing information
for a research project. Covert observation, as
previously mentioned, is obviously a tech-
nique of this type, but there are also other very
subtle ways to collect data. It might be possi-
ble, for example, to determine the popularity
of radio stations in a given market by asking
auto mechanics to keep track of the dial posi-
tions of the radio pushbuttons of cars brought
in for repair. Or, in another case, an investiga-
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tor might use the parking lot at an auto race
to discover which brand of tires appears most
often on cars owned by people attending the
race. Such information might enable tire com-
panies to determine whether their sponsor-
ship of various races has an impact.

Webb, Campbell, Schwartz, and Sechrest
(1968) identify two general types of unob-
trusive measurements: erosion and accretion.
The first type, erosion, estimates wear and
tear on a specific object or material. For ex-
ample, to determine what textbooks are used
heavily by students, a researcher might note
how many passages in the text are high-
lighted, how many pages are dog-eared,
whether the book’s spine is creased, and so
on. Accretion, on the other hand, quantifies
deposits that have built up over time, such as
the amount of dust that has built up on the
cover of a textbook.

Accretion and erosion measurement meth-
ods, however, do have drawbacks. First, they
are passive measures and out of the control of
the researcher. Second, other factors might in-
fluence what is being observed. Compulsively
neat students, for example, might dust their
books every day, whether or not they open
them, thus providing a misleading accretion
measurement. For these reasons, unobtrusive
measurements are usually used to support or
corroborate findings from other observational
methods rather than to draw conclusions.

Finally, existing documents may represent
a fertile source of data for the qualitative re-
searcher. In general terms, two varieties of
documents are available for analysis: public
and private. Public documents include police
reports, newspaper stories, transcripts of TV
shows, data archives, and so on. Other items
may be less recognizable as public documents,
however; messages on computer bulletin
boards, company newsletters, tombstones,
posters, graffiti, and bumper stickers can all fit
into this category. Any of these messages may
represent a rich source of data for the qualita-
tive researcher. Shamp (1991), for example,
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analyzed messages that had been left on com-
puter bulletin boards to examine users’ per-
ceptions of their communication partners.
Priest (1992) used transcripts of the “Don-
ahue” TV program to structure in-depth inter-
views with people who appeared on the show.

Private documents, on the other hand, in-
clude personal letters, diaries, memos, faxes,
home movies and videos, telephone logs, ap-
pointment books, reports, and so on. For ex-
ample, a public relations researcher inter-
ested in examining the communication flow
among executives in an organization might
find copies of memos, faxes, appointments,
and telephone logs of special interest.

Much like unobtrusive measurements,
document analysis also has occasional disad-
vantages: missing documents, subjects un-
willing to make private documents available,
ethical problems with the use of private
records such as diaries and letters, and so on.
To reduce the possibility of error when
working with archival data, Berg (1997)
urges researchers to use several data collec-
tion methods.

Analyzing Data. We have discussed some
general considerations of qualitative data
analysis. Concerning the specific technique of
field observation, data analysis consists of
primarily filing the information and analyz-
ing its content. Constructing a filing system is
an important step in observation. The pur-
pose of the filing system is to arrange raw field
data in an orderly format that is amenable to
systematic retrieval later. (The precise filing
categories are determined by the data.) From
the hypothetical study of decision making in
the newsroom, filing categories might include
the headings “Relationships,” “Interaction—
Horizontal,” “Interaction—Vertical,” and
“Disputes.” An observation may be placed in
more than one category. It is a good idea to
make multiple copies of notes; periodic filing
of notes during the observation period will
save time and confusion later.

Once all the notes have been assigned to
their proper files, a rough content analysis is
performed to search for consistent patterns.
Perhaps, for example, most decisions in the
newsroom are made in informal settings such
as hallways rather than in formal settings such
as conference rooms. Perhaps most decisions
are made with little superior-subordinate con-
sultation. At the same time, deviations from
the norm should be investigated. Perhaps all
reporters except one are typically asked their
opinions on the newsworthiness of events;
why the exception?

The overall goal of data analysis in field
observation is to arrive at a general under-
standing of the phenomenon under study. In
this regard, the observer has the advantage of
flexibility. In laboratory and other research
approaches, investigators must at some point
commit themselves to a particular design or
questionnaire. If it subsequently becomes ap-
parent that a crucial variable was left out, lit-
tle can be done. In field observation, how-
ever, the researcher can analyze data during
the course of the study and change the re-
search design accordingly.

Exiting. A participant must have a plan for
leaving the setting or the group under study.
Of course, if everyone knows the participant,
exiting is not a problem. Exiting from a set-
ting that participants regularly enter and
leave is also not a problem. Exiting can be
difficult, however, when participation is
covert. In some instances, the group may
have become dependent on the researcher in
some way, and the departure may have a neg-
ative effect on the group as a whole. In other
cases, the sudden revelation that a group has
been infiltrated or duped by an outsider
might be unpleasant or distressing to some.
The researcher has an ethical obligation to do
everything possible to prevent psychological,
emotional, or physical injury to those being
studied. Consequently, leaving the scene
must be handled with diplomacy and tact.
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Examples of Field
Observation

Wolf (1987) and her research assistants ob-
served the television viewing behavior of
more than 100 children aged 4-12 in a day
care/summer camp for about 10 months. She
concluded that the ways children develop an
understanding of TV are not related to age.
Traudt and Lont (1987) concentrated their
efforts on the five members of one family.
They visited the home 14 times in 3 months
and observed the family members as they
watched TV. Their main finding was that TV
influences a person’s role as a family member
and their life outside the home.

®= Focus Groups

The focus group, or group interviewing, 1s a
research strategy for understanding audience
attitudes and behavior. From 6 to 12 people
are interviewed simultaneously, with a mod-
erator leading the respondents in a relatively
unstructured discussion about the focal
topic. The identifying characteristic of the fo-
cus group is controlled group discussion,
which is used to gather preliminary informa-
tion for a research project, to help develop
questionnaire items for survey research, to
understand the reasons behind a particular
phenomenon, to see how a group of people
interpret a certain phenomenon, or to test
preliminary ideas or plans. Appendix 2 1s a
brief guide for conducting focus groups. The
following discussion of advantages and dis-
advantages is generally from a positivist per-
spective. Lunt and Livingstone (1996) pro-
vide a discussion of the focus group method
with more of an interpretive perspective.

Advantages of Focus
Groups

Focus groups allow researchers to collect
preliminary information about a topic or a
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phenomenon. They may be used in pilot
studies to detect ideas that will be investi-
gated further using another research method,
such as a telephone survey, or another quali-
tative method. A second important advan-
tage is that focus groups can be conducted
very quickly. Most of the time is spent re-
cruiting the respondents. A field service that
specializes in recruiting focus groups can
usually recruit respondents in 7-10 days, de-
pending on the type of participant required.

The cost of focus groups also makes the
approach an attractive research method. In
the private sector, most sessions can be con-
ducted for about $1,000-54,500 per group,
depending on the type of respondent re-
quired, the part of the country in which the
group is conducted, and the moderator or
company used to conduct the group. When
respondents are difficult to recruit or when
the topic requires a specially trained modera-
tor, a focus group may cost much more.
However, the cost is not excessive if the
groups provide valuable data for further re-
search studies. Focus groups used in aca-
demic research, of course, cost much less.

Researchers also like focus groups be-
cause of the flexibility in question design
and follow-up. In convemional surveys, in-
terviewers work from a rigid series of ques-
tions and are instructed to follow explicit di-
rections in asking the questions. A
moderator in a focus group, however, works
from a list of broad questions as well as
more refined probe quesiions; hence, it is
easy to follow up on important points raised
by participants in the group. The ability to
clear up confusing responses from subjects
makes focus groups valuable in the research
process.

Most professional focus group moderators
use a procedure known as an extended focus
group, in which respondents are required
to complete a written questionnaire before
the group session begins. The pregroup ques-
tionnaire, which covers the material that will
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be discussed during the group session, forces
that respondents to “commit” to a particular
answer or position before entering the group.
This commitment eliminates one potential
problem created by group dynamics—
namely, the person who does not wish to
offer an opinion because he or she is in a
minority.

Finally, focus group responses are often
more complete and less inhibited than those
from individual interviews. One respondent’s
remarks tend to stimulate others to pursue
lines of thinking that might not have been
elicited in a situation involving just one indi-
vidual. With a competent moderator, the dis-
cussion can have a beneficial snowball effect,
as one respondent comments on the views of
another. A skilled moderator also can detect
the opinions and attitudes of those who are
less articulate by noting facial expressions
and other nonverbal behavior while others
are speaking,.

Disadvantages of
Focus Groups

Focus group research is not free of complica-
tions; the approach is far from perfect. Some
of the problems are discussed here; others are
addressed in Appendix 2.

A self-appointed group leader who mo-
nopolizes the conversation and attempts to
impose his or her opinion on other partici-
pants dominates some groups. Such a person
usually draws the resentment of the other
participants and may have an extremely ad-
verse effect on the performance of the group.
The moderator needs to control such situa-
tions tactfully before they get out of hand.

A focus group is an inappropriate tech-
nique for gathering quantitative data. If
quantification is important, it is wise to sup-
plement the focus group with other research
tools that permit more specific questions to
be addressed to a more representative sam-
ple. Many people unfamiliar with focus

group research incorrectly assume that the
method will answer the question “how
many” or “how much.” In fact, focus group
research is intended to gather qualitative
data to answer questions such as “why” or
“how.” Many times people who hire a per-
son or company to conduct a focus group are
disappointed with the results because they
expected exact numbers and percentages. Fo-
cus groups do not provide such information.
As suggested earlier, focus groups depend
heavily on the skills of the moderator, who
must know when to probe for further infor-
mation, when to stop respondents from dis-
cussing irrelevant topics, and how to involve
all respondents in the discussion. All these
things must be accomplished with profes-
sionalism, since one sarcastic or inappropri-
ate comment to a respondent may have a
chilling effect on the group’s performance.

Looked at from the positivist perspective,
focus groups have other drawbacks as well.
The small focus group samples are usually
composed of volunteers and do not necessar-
ily represent the population from which they
were drawn; the recording equipment or
other physical characteristics of the location
may inhibit respondents; and if the respon-
dents are allowed to stray too far from the
topic under consideration, the data produced
may not be useful.

Methodology of Focus
Groups

There are seven basic steps in focus group
research:

1. Define the problem. This step is similar
in all types of scientific research: A well-
defined problem is established based on pre-
vious investigation or out of curiosity. For
example, television production companies
that produce pilot programs for potential se-
ries often conduct 10-50 focus groups with
target viewers to determine the groups’ reac-
tions to each concept.
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2. Select a sample. Because focus groups
are small, researchers must define a narrow
audience for the study. The type of sample
depends on the purpose of the focus group;
the sample might consist of consumers who
watch a particular type of television pro-
gram, men aged 18-34 who listen to a certain
type of music, or teenagers who purchase
more than 10 record albums a year.

3. Determine the number of groups nec-
essary. To help eliminate part of the problem
of selecting a representative group, most re-
searchers conduct two or more focus groups
on the same topic. They can then compare re-
sults to determine whether any similarities or
differences exist; or one group may be used
as a basis for comparison with the other
group. A focus group study using only one
group is rare because there is no way to know
whether the results are group-specific or
characteristic of a wider audience.

4. Prepare the study mechanics. We pres-
ent a more detailed description of the me-
chanical aspects of focus groups in Appendix
2. Suffice it to say here that this step includes
arranging for the recruitment of respondents
(by telephone or possibly by shopping center
intercept), reserving the facilities at which the
groups will be conducted, and deciding what
type of recording (audio, video, or both) will
be used. The moderator must be selected and
briefed about the purpose of the group. In
addition, the researcher needs to determine
the amount of co-op money each respondent
will receive for participating. Respondents
usually receive between $25 and $50 for at-
tending, although professionals such as doc-
tors and lawyers may require up to $500 or
more for co-op.

S. Prepare the focus group materials. Each
aspect of a focus group must be planned in de-
tail; nothing should be left to chance—in par-
ticular, the moderator must not be allowed to
“wing it.” The screener questionnaire is de-
veloped to recruit the desired respondents;
recordings and other materials the subjects

Quadlitative Research Methods 121

will hear or see are prepared; any question-
naires the subjects will complete are produced
(including the presession questionnaire); and
a list of questions is developed for the preses-
sion questionnaire and the moderator’s guide.

Generally, a focus group session begins
with some type of shared experience, so that
the individuals have a common base from
which to start the discussion. The members
may listen to or view a tape or examine a new
product, or they may simply be asked how
they answered the first question on the pre-
session questionnaire.

The existence of a moderator’s guide (see
Appendix 2) does not mean that the modera-
tor cannot ask questions not contained in the
guide. Quite the opposite is true. The signifi-
cant quality of a focus group is that it allows
the moderator to probe respondents’ com-
ments during the session. A professional
moderator is able to develop a line of ques-
tioning that no one thought about before the
group began, and the questioning usually
provides important information. Profes-
sional moderators who have this skill receive
substantial fees for conducting focus groups.

6. Conduct the session. Focus groups may
be conducted in a variety of settings, from
professional conference rooms equipped
with one-way mirrors to hotel rooms rented
for the occasion. In most situations, a profes-
sional conference room is used. Hotel and
motel rooms are used when a focus facility is
not located close by.

7. Analyze the data and prepare a summary
report. The written summary of focus group
interviews depends on the needs of the study
and the amount of time and money available.
At one extreme, the moderator/researcher may
simply write a brief synopsis of what was said
and offer an interpretation of the subjects’ re-
sponses. For a more elaborate content analysis
or a more complete description of what hap-
pened, the sessions can be transcribed so that
the moderator or researcher can scan the com-
ments and develop a category system, coding
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each comment into the appropriate category.
Focus groups conducted in the private sector
rarely go beyond a summary of the groups;
clients also have access to the audiotapes and
videotapes if they desire.

Examples of Focus
Groups

Two examples are from the interpretive per-
spective. Schaefer and Avery (1993) con-
ducted focus groups to examine how late
night TV viewers interpreted the David Let-
terman show. Brown (1997) used focus
groups to determine how people negotiate the
construction of the image of Hilary Rodham
Clinton in broadcast TV news. (Do an Inter-
net search for “focus groups™ to discover the
different settings in which they are used. In
addition, see www.focusgroups.com for a na-
tional registry of focus group facilities.)

= Intensive
Interviews

Intensive interviews, or in-depth interviews,
are essentially a hybrid of the one-on-one in-
terview approach discussed in Chapter 8. In-
tensive interviews are unique for these reasons:

» They generally use smaller samples.

= They provide detailed background
about the reasons respondents give spe-
cific answers. Elaborate data concern-
ing respondents’ opinions, values, moti-
vations, recollections, experiences, and
feelings are obtained.

= Intensive interviews allow for lengthy
observation of respondents’ nonverbal
responses.

= They dre usually very long. Unlike per-

sonal interviews used in survey research

that may last only a few minutes, an in-

tensive interview may last several hours

and may take more than one session.

Intensive interviews are customized to

individual respondents. In a personal in-

terview, all respondents are usually asked
the same questions. Intensive interviews
allow interviewers to form questions
based on each respondent’s answers.

= They can be influenced by the interview
climate. To a greater extent than with
personal interviews, the success of in-
tensive interviews depends on the rap-
port established between the inter-
viewer and the respondent.

Advantages and
Disadvantages of
Intensive Interviews

The most important advantage of the in-depth
interview 1s the wealth of detail that it pro-
vides. Furthermore, when compared to more
traditional survey methods, intensive inter-
viewing provides more accurate responses on
sensitive issues. The rapport between respon-
dent and interviewer makes it easier to ap-
proach certain topics that might be taboo in
other approaches. In addition, there may be
certain groups for which intensive interviewing
is the only practical technique. For example, a
study of the media habits of U.S. senators
would be hard to carry out as an observational
study. Also, it would be difficult to get a sam-
ple of senators to take the time to respond to a
survey questionnaire. In some cases, however,
such persons might be willing to talk to an in-
terviewer.

On the negative side, generalizability is
sometimes a problem. Intensive interviewing
is typically done with a nonrandom sample.
Since interviews are usually nonstandard-
ized, each respondent may answer a slightly
different version of a question. In fact, it is
very likely that a particular respondent may
answer questions not asked of any other re-
spondent. Another disadvantage of in-depth
interviews is that they are especially sensitive
to interviewer bias. In a long interview, it is
possible for a respondent to learn a good
deal of information about the interviewer.
Despite practice and training, some inter-
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Locating Respondents

In most cases, identifying and contacting rzspondents for intensive interviewing are not
difficult. In a few cases, however, this can e a downright challenge. Consider the
problems faced by Priest (1992) in her study of self-disclosure cn television. She w shed
to recruit subjects who had appeared on TV talk shows and revealed sometking inzimate
and personal about themselves. For obvious reasons, the full names and addresses of
such people are rarely given when they apaear. In addition, executive producers of
“Oprah,” “Donahue,” and “Sally Jesse Rapaael” were unwillirg to assist Priest in
contacting guests. What to do?

Priest taped several months of “Donahue” for clues about how to reach the show’s
guests. On several occasions, a guest was ideatified by name anc a place of residence was
subsequently mentioned during the interview. One panel member mentioned the more
tolerant atmosphere in San Francisco. The researcher found her name in the San Francisco
phone book and called her. Some guests cam:z with their therapists; since the therapists
were usually identified, Priest was able to call them and ask that her request for an
interview be forwarded to their patients. Pt2ntial respondents were given a toll-fre
number they could call. One guest had ment:oned that she worked at a McDonald’s
restaurant in a certain town. The researcher :alled the various McDonald’s in that area
until the person was located. A couple was reached by addressirg a letter to them in care
of the show. Another man had mentioned “requenting a local bar in New York City. Priest
wrote him a letter in care of the bar, and h= called the toll-free number. Eventually the
researcher was able to locate and interview 24 informants, including a transszxual esbian,
a sex priestess, an incest survivor, and a “swinging” couple. Her experience suggests that

qualitative researchers need imagination and perseverance when building their sam>les.

viewers may inadvertently communicate
their attitudes through loaded questions,
nonverbal cues, or tone of voice. The effect
of this on the validity of a respondent’s an-
swers is difficult to gauge. Finally, intensive
interviewing presents problems in data
analysis. A researcher given the same body of
data taken from an interview may wind up
with interpretations significantly different
from the original investigator.

Procedures

The problem definition, respondent recruiting,
and data collection and analysis procedures for
intensive interviews are similar to those used in
personal interviews. The primary differences
with intensive interviews are listed here:

» Co-op payments are usually higher,
generally $100-$1,000.

= The amount of data collected is tremen-
dous. Analysis may take several weeks
to several months.

= Interviewees may become extremely
tired and bored. Interviews must be
scheduled several hours apart, which
lengthens the data collection effort.

= Because of the time required, it is very
difficult to arrange intensive interviews.
This is especially true for respondents
who are professionals.

» Small samples do not allow for general-
ization to the target population.

Berg (1995) provides further details con-
cerning the in-depth interview technique.
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Examples of Intensive
Interviews

Graber (1988) conducted intensive inter-
views with 21 registered voters about their
use of information media. The respondents
were drawn randomly from the voter regis-
tration list and then contacted by the re-
searchers. The final sample was selected to
represent a fourfold typology based on the
respondents’ interest in politics and access to
the media. Interviews averaged 2 hours in
length, and each respondent was interviewed
for a total of 20 hours.

Swenson (1989) recruited respondents
for her study of TV news viewers by placing
classified ads in the local newspapers. After
finding eight individuals who fit the study
criteria, the researcher conducted five inter-
view sessions averaging 2-3 hours in length
with each respondent.

Priest (1992), as previously mentioned,
personally interviewed people who had re-
vealed highly intimate information about
themselves on the “Donahue” TV show.
Each of her 24 semistructured interviews
lasted about 2 hours, and respondents were
provided with a toll-free number they could
call if they later wished to make further com-
ments on or add to their interview.

Pardun and Krugman (1994) reported the
results of a study that examined the influence
of the architectural style of the home on tele-
vision viewing. Two-hour interviews were
conducted with a purposive sample of 20
families, 10 living in traditional homes and
10 in transitional homes. In addition, photos
were taken of each room that contained a TV
set. The results suggested that a home’s ar-
chitecture influences the style of viewing that
takes place.

In her study of ethical sensitivity in TV
news, Lind (1997) did intensive interviews
with 27 television news viewers in Chicago.
She found that it was more accurate to de-
scribe ethical sensitivity in terms of type
rather than level.

» Case Studies

The case study method is another common
qualitative research technique. Simply put, a
case study uses as many data sources as pos-
sible to systematically investigate individuals,
groups, organizations, or events. Case stud-
ies are conducted when a researcher needs to
understand or explain a phenomenon. They
are frequently used in medicine, anthropol-
ogy, clinical psychology, management sci-
ence, and history. Sigmund Freud wrote case
studies of his patients; economists wrote case
studies of the cable TV industry for the FCC;
and the list goes on and on.

On a more formal level, Yin (1994) de-
fines a case study as an empirical inquiry that
uses multiple sources of evidence to investi-
gate a contemporary phenomenon within its
real-life context, in which the boundaries be-
tween the phenomenon and its context are
not clearly evident. This definition highlights
how a case study differs from other research
strategies. For example, an experiment sepa-
rates a phenomenon from its real-life con-
text. The laboratory environment controls
the context. The survey technique tries to de-
fine the phenomenon under study narrowly
enough to limit the number of variables to be
examined. Case study research includes both
single cases and multiple cases. Comparative
case study research, frequently used in polit-
ical science, is an example of the multiple
case study technique.

Merriam (1988) lists four essential char-
acteristics of case study research:

1. Particularistic. This means that the
case study focuses on a particular situ-
ation, event, program, or phenome-
non, making it a good method for
studying practical, real-life problems.

2. Descriptive. The final product of a
case study is a detailed description of
the topic under study.

3. Heuristic. A case study helps people to
understand what’s being studied. New
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interpretations, new perspectives, new
meaning, and fresh insights are all
goals of a case study.

4. Inductive. Most case studies depend
on inductive reasoning. Principles and
generalizations emerge from an exam-
ination of the data. Many case studies
attempt to discover new relationships
rather than verify existing hypotheses.

Advantages of Case
Studies

The case study method is most valuable when
the researcher wants to obtain a wealth of in-
formation about the research topic. Case
studies provide tremendous detail. Many
times researchers want such detail when they
do not know exactly what they are looking
for. The case study is particularly advanta-
geous to the researcher who is trying to find
clues and ideas for further research (Simon,
1985). This is not to suggest, however, that
case studies are to be used only at the ex-
ploratory stage of research. The method can
also be used to gather descriptive and ex-
planatory data.

The case study technique can suggest why
something has occurred. For example, in
many cities in the mid-1980s, cable compa-
nies asked to be released from certain prom-
ises made when negotiating for a franchise.
To learn why this occurred, a multiple case
study approach, examining several cities,
could have been used. Other research tech-
niques, such as the survey, might not be able
to reveal all the possible reasons behind this
phenomenon. Ideally, case studies should be
used in combination with theory to achieve
maximum understanding.

The case study method also affords the
researcher the ability to deal with a wide
spectrum of evidence. Documents, historical
artifacts, systematic interviews, direct obser-
vations, and even traditional surveys can all
be incorporated into a case study. In fact, the
more data sources that can be brought to
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bear in a case, the more likely it is that the
study will be valid.

Disadvantages of
Case Studies

There are three main criticisms. The first has
to do with a general lack of scientific rigor in
many case studies. Yin (1994) points out that
“too many times, the case study researcher
has been sloppy, and has allowed equivocal
evidence or biased views to influence the. . .
findings and conclusions” (p. 21). It is easy to
do a sloppy case study; rigorous case studies
require a good deal of time and effort.

The second criticism is that the case study
is not amenable to generalization. If the main
goal of the researcher is to make statistically
based normative statements about the fre-
quency of occurrence of a phenomenon in a
defined population, some other method may
be more appropriate. This is not to say that
the results of all case studies are idiosyncratic
and unique. In fact, if generalizing theoretic
propositions is the main goal, then the case
study method is perfectly suited to the task.

Finally, like participant observation, case
studies are often time-consuming and may
occasionally produce massive quantities of
data thar are hard to summarize. Conse-
quently, fellow researchers are forced to wait
years for the results of the research, which too
often are poorly presented. Some authors,
however, are experimenting with nontradi-
tional methods of reporting to overcome this
last criticism (see Peters & Waterman, 1982).

Conducting a Case
Study

The precise method of conducting a case
study has not been as well documented as the
more traditional techniques of the survey and
the experiment. Nonetheless, there appear to
be five distinct stages in carrying out a case
study: design, pilot study, data collection,
data analysis, and report writing.
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Design. The first concern in case study de-
sign is what to ask. The case study is most ap-
propriate for questions that begin with
“how” or “why.” A research question that is
clear and precise focuses the remainder of the
efforts in a case study. A second design con-
cern is what to analyze. What constitutes a
“case™? In many instances, a case is an indi-
vidual, several individuals, or an event or
events. If information is gathered about each
relevant individual, the results are reported
in the single or multiple case study format; in
other instances, however, the precise bound-
aries of the case are harder to pinpoint. A
case might be a specific decision, a particular
organization at a certain time, a program, or
some other discrete event. One rough guide
for determining what to use as the unit of
analysis is the available research literature.
Since researchers want to compare their find-
ings with the results of previous research, it is
sometimes a good idea not to stray too far
from what was done in past research.

Pilot Study. Before the pilot study is con-
ducted, the case study researcher must con-
struct a study protocol. This document de-
scribes the procedures to be used in the study
and also includes the data-gathering instru-
ment or instruments. A good case study pro-
tocol contains the procedures necessary for
gaining access to a particular person or or-
ganization and the methods for accessing
records. It also contains the schedule for data
collection and addresses logistical problems.
For example, the protocol should note
whether a copy machine is available in the
field to duplicate records, whether office
space is available to the researchers, and
what supplies are needed. The protocol
should also list the questions central to the in-
quiry and the possible sources of information
to be tapped in answering these questions. If
interviews are to be used in the case study, the

protocol should specify the questions to be
asked.

Once the protocol has been developed,
the researcher is ready to begin the pilot
study. A pilot study is used to refine both the
research design and the field procedures.
Variables that were not foreseen during the
design phase can crop up during the pilot
study, and problems with the protocol or
with study logistics can also be uncovered.
The pilot study also allows the researchers to
try different data-gathering approaches and
to observe different activities from several
trial perspectives. The results of the pilot
study are used to revise and polish the study
protocol.

Data Collection. At least four sources of
data can be used in case studies. Documents,
which represent a rich data source, may take
the form of letters, memos, minutes, agendas,
historical records, brochures, pamphlets,
posters, and so on. A second source is the in-
terview. Some case studies make use of sur-
vey research methods and ask respondents to
fill out questionnaires; others may use inten-
sive interviewing.

Observation/participation is the third
data collection technique. The general com-
ments made about this technique earlier in
this chapter apply to the case study method as
well. The fourth source of evidence used in
case studies is the physical artifact—a tool, a
piece of furniture, or even a computer print-
out. Although artifacts are commonly used as
a data source in anthropology and history,
they are seldom used in mass media case study
research. (They are, however, frequently used
in legal research concerning the media.)

Most case study researchers recommend
using multiple sources of data, thus permit-
ting triangulation of the phenomenon under
study (Rubin, 1984). In addition, multiple
sources help the case study researcher im-
prove the reliability and validity of the study.
Not surprisingly, a study of the case study
method found that the ones that used multi-
ple sources of evidence were rated higher
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than those that relied on a single source (Yin,
Bateman & Moore, 1983).

Data Analysis. Unlike more quanttative
research techniques, there are no specific for-
mulas or “cookbook” techniques to guide the
researcher in analyzing the data. Conse-
quently, this stage is probably the most diffi-
cult in the case study method. Although it is
impossible to generalize to all case study situ-
ations, Yin (1994) suggests three broad ana-
lytic strategies: pattern matching, explanation
building, and time series.

In the pattern-matching strategy, an em-
pirically based pattern is compared with one
or more predicted patterns. For instance,
suppose a newspaper is about to ininate a
new management tool: regular meetings be-
tween top management and reporters, ex-
cluding editors. Based on organizational the-
ory, a researcher might predict certain
outcomes—namely, more stress between edi-
tors and reporters, increased productivity,
and weakened supervisory links. If analysis
of the case study data indicates that these re-
sults do in fact occur, some conclusions
about the management change can be made.
If the predicted pattern does not match the
actual one, the initial study propositions
have to be questioned.

In the analytic strategy of explanation
building, the researcher tries to construct an
explanation about the case by making state-
ments about the cause or causes of the phe-
nomenon under study. This method can take
several forms. Typically, however, an investi-
gator drafts an initial theoretical statement
about some process or outcome, compares
the findings of an initial case study against
the statement, revises the statement, analyzes
a second comparable case, and repeats this
process as many times as necessary. Note that
this technique is similar to the general ap-
proach of analytical induction discussed ear-
lier. For example, to explain why some new
communication technologies are failing, a re-
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searcher might suggest lack of managerial ex-
pertise as an initial propesition. But an in-
vestigator who examined the subscription
television industry might find that lack of
management expertise is only part of the
problem, that inadequate market research is
also a factor. Armed with the revised version
of the explanatory statement, the researcher
next examines the direct broadcast satellite
industry to see whether this explanation
needs to be further refined, and so on, until a
full and satisfactory answer is achieved.

In time series analysis, the investigator
tries to compare a series of data points to
some theoretic trend that was predicted be-
fore the research, or to some alternative
trend. If, for instance, several cities have ex-
perienced newspaper strikes, a case study in-
vestigator might generate predictions about
the changes in information-seeking behaviors
of residents in these communities and con-
duct a case study to see whether these pre-
dictions are supported.

Report Writing. The case study report can
take several forms. The report can follow the
traditional research study format—problem,
methods, findings, and discussion—or it can
use a nontraditional technique. Some case
studies are best suited to a chronological
arrangement, whereas comparative case
studies can be reported from that perspec-
tive. No matter what form is chosen, the re-
searcher must consider the intended audience
of the report. A case study report for policy
makers is written in a style different from one
to be published in a scholarly journal.

Examples of Case
Studies

Kaplan and Houlberg’s (1990) case study in-
volved television advertising for condoms on
San Francisco’s KRON-TV. The research-
ers conducted personal interviews with the
executives involved in the decision to air the
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commercials, examined transcripts of the ac-
cepted ad, inspected station policy docu-
ments, and scrutinized local and national
newspaper accounts of the event. Walsh-
Childers (1994) conducted a case study of the
effect on state health policy of an Alabama
newspaper’s series on infant mortality. She
analyzed the relevant news reports and con-
ducted interviews with editors, reporters, and
health care officials as part of her analysis.

Ramirez and colleagues (1997) focused
on “Mirame,” a substance abuse prevention
program designed for Mexican-American
youth. The research team examined how the
satellite-delivered TV program was developed
and implemented and its impact in the target
community. Abelman, Atkin, and Rand
(1997) performed a case study that examined
how the uses and gratifications of television
are affected when local stations change net-
work affiliations. Viewers who watched TV
out of habit showed little interest in network
affiliation. On the other hand, goal-oriented
viewers, those who watched with a purpose,
were more sensitive to network changes.
Hindman’s {1998) case study examined how
an inner-city newspaper dealt with the con-
flict between its mission as a mainstream pa-
per and community pressure to become an al-
ternative, advocacy publication.

Qualitative Research and Ethnography.
This discussion on qualitative research neces-
sitates a brief explanation of terminology in
relation to ethnography. The term ethno-
graphic research is sometimes used as a syn-
onym for qualitative research (Lindlof,
1991). Ethnography, however, is in fact a
special kind of qualitative research. As first
practiced by anthropologists and sociolo-
gists, ethnography was the process in which
researchers spent long periods of time living
with and observing other cultures in a natu-
ral setting. This immersion in the other cul-
ture helped the researcher understand an-
other way of life as seen from the native

perspective. Recently, however, the notion of
ethnography has been adapted to other ar-
eas: political science, education, social work,
and communication. These disciplines were
less interested in describing the way of life of
an entire culture and more concerned with
analyzing smaller units: subgroups, organi-
zations, institutions, professions, audiences,
and so on. To reduce confusion, Berg (1997)
suggests referring to the traditional study of
entire cultures as macro-ethnography and to
the study of smaller units of analysis as
micro-ethnography. The latter approach is
the one most often used by mass communi-
cation researchers.

Regardless of whether it is focusing on an
entire culture or on a cultural subunit, ethnog-
raphy is characterized by four qualities:

1. It puts the researcher in the middle of
the topic under study; the researcher
goes to the data rather than the other
way around.

2. It emphasizes studying an issue or
topic from the participants’ frame of
reference.

3. It involves spending a considerable
amount of time in the field.

4. It uses a variety of research techniques
including observation, interviewing,
diary keeping, analysis of existing doc-
uments, photography, videotaping,
and so on.

Item 4 seems to distinguish ethnographic re-
search from other forms of qualitative re-
search; indeed, ethnographic research relies
upon an assortment of data collection tech-
niques.

Although other qualitative research proj-
ects can be conducted adequately using only
one method, ethnographic research generally
uses several of the four common qualitative
techniques discussed in this chapter; field ob-
servations, intensive interviewing, focus
groups, and case studies. For additional ex-
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amples of case studies, search the net for
“case studies media.”

REN Summary

Mass media research can be influenced by the
research paradigm that directs the researcher.
This chapter discussed the differences be-
tween the positivist approach, which gener-
ally favors quantitative methods, and the in-
terpretive approach, which favors qualitative
methods. We described four main qualitative
techniques: field observations, focus groups,
intensive interviews, and case studies.

Field observation is the study of a phe-
nomenon in natural settings. The researcher
may be a detached observer or a participant
in the process under study. The main advan-
tage of this technique is its flexibility; it can
be used to develop hypotheses, to gather pre-
liminary data, or to study groups that would
otherwise be inaccessible. Its biggest disad-
vantage is the difficulty in achieving external
validity.

The focus group, or group interviewing, is
used to gather preliminary information for a
research study or to gather qualitative data
concerning a research question. The advan-
tages of the focus group method are the ease
of data collection and the depth of informa-
tion that can be gathered. Among the disad-
vantages, the quality of information gathered
during focus groups depends heavily on the
group moderators’ skill, and focus groups can
only complement other research because they
provide qualitative, not quantitative, data.

Intensive interviewing is used to gather
extremely detailed information from a small
sample of respondents. The wealth of data
that can be gathered with this method is its
primary advantage. Because intensive inter-
viewing is usually done with small, nonran-
dom samples, however, generalizability is
sometimes a disadvantage. Interviewer bias
can also be a problem.
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The case study method draws from as
many data sources as possible to investigate
an event. Case studies are particularly helpful
when a researcher desires to explain or un-
derstand some phenomenon. Some problems
with case studies are that they can lack scien-
tific rigor, they can be time-consuming to
conduct, and the data they provide can be dif-
ficult to generalize from and to summarize.

Questions and
Problems for Further
Investigation

1. Develop a research topic that is appropriate for
a study by each of these methods:

Intensive interview
Field observation
Case study

2. Suggest three specific research topics that are
best studied by the technique of covert partici-
pation. Are any ethical problems involved?

3. Select a research topic that is suitable for study
using the focus group method; then assemble
six or eight of your classmates or friends and
conduct a sample interview. Select an appro-
priate method for analyzing the data.

4. Examine recent journals in the mass media re-
search field and identify instances where the
case study method was used. For each exam-
ple, specify the sources of data used in the
study, how the data were analyzed, and how
the study was reported.

5. What can a positivist researcher learn from an
interpretive researcher? What can the interpre-
tive research learn from the positivist research?

6. Some researchers claim that, excluding data
collection, there are no fundamental differences
between qualitative and quantitative research.
What is your opinion about this perspective?

7. If you are using InfoTrac College Edition, you
can discover the many disciplines that use qual-
itative research. Perform an advanced search
using the title option (ti). Find articles with the
word *“qualitative” in the title. Count how
many different research areas are represented.



130 Part Two = Research Approaches

References and
Suggested Readings

Abelman, R., Atkin, D., & Rand, M. (1997). What
viewers watch when they watch TV: Affilia-
tion change as case study. Journal of Broad-
casting and Electronic Media, 41(3), 360-379.

Anderson, J. A. (1987). Communication research:
Issues and methods. New York: McGraw-Hill.

Babbie, E. R. (1997). The practice of social re-
search (8th ed.). Belmont, CA: Wadsworth.

Baldwin, T., & Lewis, C. (1972). Violence in tele-
vision: The industry looks at itself. In E. Ru-
binstein, G. Comstock & J. Murray (Eds.),
Television and social bebavior (Vol. 1). Wash-
ington, DC: U.S. Government Printing Office.

Bechtel, R., Achelpohl, C., & Akers, R. (1972). Cor-
relates between observed behavior and ques-
tionnaire responses on television viewing. In E.
Rubinstein, G. Comstock & J. Murray (Eds.),
Television and social behavior (Vol. IV). Wash-
ington, DC: U.S. Government Printing Office.

Berg, B. (1997). Qualitative research methods
(2nd ed.). Boston: Allyn & Bacon.

Bickman, L., & Hency, T. (1972). Beyond the lab-
oratory: Field research in social psychology.
New York: McGraw-Hill.

Blaikie, N. W. (1993). Approaches to social en-
quiry. Cambridge, MA: Polity Press.

Bogdan, R., & Taylor, S. (1998). Introduction to
qualitative research methods (3rd ed.). New
York: John Wiley.

Brent, E. E., & Anderson, R. E. (1990). Computer
applications in the social sciences. Philadel-
phia: Temple University Press.

Brown, ]., Dykers, C., Steele, J., & White, A.
(1994). Teenage room culture. Communica-
tion Research, 21(6), 813-827.

Brown, M. E. (1997). Feminism and cultural poli-
tics. Political Communication, 14(2), 25-270.

Browne, D. (1983). The international news-
room. Journal of Broadcasting, 27(3),
205-231.

Browne, D. (1991). Local radio in Switzerland.
Journal of Broadcasting and Electronic Me-
dia, 35(4), 449-464.

Calder, B. J. (1977). Focus groups and the nature
of qualitative marketing research. Journal of
Marketing Research, 14, 353-364.

Chadwick, B., Bahr, H., & Albrecht, S. (1984).
Social science research methods. Englewood
Cliffs, NJ: Prentice-Hall.

Cooper, R., Potter, W., & Dupagne, M. (1994). A
status report on methods used in mass com-
munication research. Journalism Educator,
48(4), 54-61.

Cox, K. D., Higginbotham, J. B., & Burton, J.
(1976). Applications of focus group inter-
viewing in marketing. Journal of Marketing,
40, 77-8Q.

Creswell, J. W. (1998). Qualitative inquiry and re-
search design. Thousand Oaks, CA: Sage.
Dimmick, J., & Wallschlaeger, M. (1986). Measur-
ing corporate diversification. Journal of Broad-

casting and Electronic Media, 30(1), 1-14.

Elliot, S. C. (1980). Focus group research: A
workbook for broadcasters. Washington, DC:
National Association of Broadcasters.

Epstein, E. J. (1974). News from nowhere. New
York: Vintage.

Erickson, F (1986). Qualitative methods in re-
search on teaching. In M. C. Wittrock (Ed.),
Handbook of research on teaching. New
York: Macmillan.

Fletcher, A., & Bowers, T. (1991). Fundamentals
of advertising research (4th ed.). Belmont, CA:
Wadsworth.

Fletcher, J. E., & Wimmer, R. D. (1981). Focus
group interviews in radio research. Washing-
ton, DC: National Association of Broadcasters.

Gieber, W. (1956). Across the desk: A study of 16
telegraph editors. Journalism Quarterly, 33,
423-432.

Glaser, B., & Strauss, A. (1967). The discovery of
grounded theory. Chicago: Aldine.

Graber, D. A. (1988). Processing the news (2nd
ed.). White Plains, NY: Longman.

Hall, S. (1982). The rediscovery of ideology. In M.
Gurevitch, T. Bennett, J. Curran & J. Woolla-
cott (Eds.), Culture, society and the media
(pp- 56-90). New York: Methuen.

Hindman, E. B. (1998). Spectacles of the poor:
Conventions of alternative news. Journalism
and Mass Communication Quarterly, 75(1),
177-193.

Kaplan, H., & Houlberg, R. (1990). Broadcast
condom advertising: A case study. Journalism
Quarterly, 67(1), 171-176.



Chopter 6 =

Lemish, D. (1987). Viewers in diapers: The early
development of television viewing. In T. R.
Lindlof (Ed.), Natural audiences. Norwood,
NJ: Ablex.

Lincoln, Y., & Guba, E. (1985). Naturalistic in-
quiry. Beverly Hills, CA: Sage.

Lind, R. A. (1997). Ethical sensitivity in viewer
evaluations of a TV news investigative report.
Human Communication Research, 23(4),
535-561.

Lindlof, T. R. (1987). Natural audiences: Qualita-
tive research of media uses and effects. Nor-
wood, NJ: Ablex.

Lindlof, T. R. (1991). The qualitative study of me-
dia audiences. Journal of Broadcasting and
Electronic Media, 35(1), 23-42.

Lindlof, T. R. (1995). Qualitative communication
research methods. Thousand Oaks, CA: Sage.

Lowry, D. (1979). An evaluation of empirical
studies reported in seven journals in the *70s.
Journalism Quarterly, 56, 262-268.

Lull, J. (1982). How families select television pro-
grams. Journal of Broadcasting, 26(4),
801-812.

Lull, J. (1985). Ethnographic studies of broadcast
media audiences. In J. Dominick & J. Fletcher
(Eds.), Broadcasting research methods.
Boston: Allyn & Bacon.

Lunt, P, & Livingstone, S. (1996). Rethinking
the focus group in media and communica-
tions research. Journal of Communication,
46(2), 79-89.

Maykut, P., & Morehouse, R. (1994). Beginning
qualitative research. Bristol, PA: The Falmer
Press.

Merriam, S. B. (1988). Case study research in ed-
ucation. San Francisco: Jossey-Bass.

Miles, M. B., & Huberman, A. M. (1994). Qual-
itative data analysis (2nd ed.). Beverly Hills,
CA: Sage Publications.

Moriarty, S., & Everett, S. (1994). Commercial
breaks: A viewing behavior study. Journalism
Quarterly, 71(2), 346-355.

Neuman, W. L. (1997). Social research methods.
Boston: Allyn & Bacon.

Pardun, C., & Krugman, D. (1994). How the ar-
chitectural style of the home relates to family
television viewing. Journal of Broadcasting
and Electronic Media, 38(2), 145-162.

Quadlitative Research Methods 131

Pekurny, R. (1980). The production process and
environment of NBC’s Saturday Night Live.
Journal of Broadcasting, 24, 91-100.

Peters, J. J., & Waterman, R. (1982). In search of
excellence. New York: Harper & Row.

Pfaffenberger, B. (1988). Microcomputer applica-
tions in qualitative research. Beverly Hills,
CA: Sage Publications.

Potter, W. J. (1996). An analysis of thinking and
research about qualitative methods. Mahwah,
NJ: Lawrence Erlbaum.

Priest, P. J. (1992). Self disclosure on television.
Unpublished doctoral dissertation, University
of Georgia, Athens.

Ramirez, A. G., Gallion, K. J., Espinoza, R,
McAlister, A., & Chalela, P. (1997). Develop-
ing a media and school-based program for
substance abuse prevention among Hispanic
youth. Health Education and Behavior, 24(S),
602-612.

Reid, L. N., Soley, L. C.,; & Wimmer, R. D.
(1981). Replication in advertising research:
1977, 1978, 1979. Journal of Advertising,
10, 3-13.

Reynolds, E. D., & Johnson, D. K. (1978). Valid-
ity of focus group findings. Journal of Adver-
tising Research, 18, 21-24.

Robertson, L., Kelley, A. B., O’Neill, B., Wixom,
C. W., Elswirth, R. S., & Haddon, W. (1974).
A controlled study of the effect of television
messages of safety belt use. American Journal
of Public Health, 64, 1074-1084.

Rubin, H. (1984). Applied social research.
Columbus, OH: Charles E. Merrill.

Schaefer, R. J., & Avery, R. K. (1993). Audience
conceptualization of “Late Night with David
Letterman.” Journal of Broadcasting and
Electronic Media, 37(3), 253-274.

Shamp, S. A. (1991). Mechanomorphism in per-
ception of computer communication partners.
Computers in Human Bebavior, 17, 147-161.

Simon, J. (1985). Basic research methods in social
science (3rd ed.). New York: Random House.

Stainback, S., & Stainback, W. (1988). Under-
standing and conducting qualitative research.
Dubugque, IA: Kendall/Hunt.

Swenson, J. D. (1989). TV news viewers: Making
sense out of Iran-Contra. Unpublished doc-
toral dissertation, University of Chicago.



132 Part Two = Research Approaches

Szybillo, G., & Berger, R. (1979). What advertis-
ing agencies think of focus groups. Journal of
Advertising Research, 19(3), 29-33.

Traudt, P. J., & Lont, C. M. (1987). Media-logic
in use: The family as locus of study. In T. R.
Lindlof (Ed.), Natural audiences: Qualitative
research of media wuses and effects
(pp. 139-160). Norwood, NJ: Ablex.

Tull, D., & Hawkins, D. (1990). Marketing re-
search (5th ed.). New York: Macmillan.

Walsh-Childers, K. (1994). A death in the family:
A case study of newspaper influence on health
policy development. Journalism Quarterly,
71(4), 820-829.

Webb, E. J., Campbell, D. T,, Schwartz, R. D., &
Sechrest, L. (1968). Unobtrusive measures.
Chicago: Rand McNally.

Westley, B. H. (1989). The controlled experi-
ment. In G. H. Stempel & B. H. Westley
(Eds.), Research methods in mass communi-
cation (2nd ed.). Englewood Cliffs, NJ:
Prentice-Hall.

Williamson, J. B., Karp, D. A., & Dalphin, J. R.
(1992). The research craft (2nd ed.). Boston:
Little, Brown.

Wimmer, R. D., & Reid, L. N. (1982). Re-
searchers’ response to replication requests.
Journalism Quarterly, 59(2), 317-320.

Wolf, M. (1987). How children negotiate televi-
sion. In T. R. Lindlof (Ed.), Natural audiences:
Qualitative research of media uses and effects
(pp. $8-94). Norwood, NJ: Ablex.

Woodside, A., & Fleck, R. (1979). The case ap-
proach to understanding brand choice. Jour-
nal of Advertising Research, 19(2), 23-30.

Woodward, B., & Bernstein, C. (1974). All the
president’s men. New York: Simon & Schuster.

Yin, R. (1994). Case study research (3rd ed.).
Newbury Park, CA: Sage Publications.

Yin, R., Bateman, P, & Moore, G. (1983). Case
studies and organizational innovation. Wash-
ington, DC: Cosmos Corporation.

Ziller, R. C., & Smith, D. C. (1977). A phenome-
nological utilization of photographs. Journal
of Phenomenological Psychology, 7, 172-18S.



Chapter /

Content
Analysis

«  Definition of Content Analysis

© Uses of Content Anclysis

« Limitations of Content Analysis

w  Steps in Content Analysis

©  Reliability

w Validity

= Examples of Conten* Analysis
Summary

Questions and Problems for Further
Investigation

References and Suggested Readings




134

This chapter discusses content analysis, a
specific research approach used frequently in
all areas of the media. The method is popular
with mass media researchers because it is an
efficient way to investigate the content of the
media, such as the number and types of com-
mercials or advertisements in broadcasting
or the print media. The beginning researcher
will find content analysis a valuable tool in
answering many mass media questions.
(Search the Internet for “content analysis” to
find more than 10,500 references.)

Modern content analysis can be traced
back to World War II, when Allied intelli-
gence units painstakingly monitored the
number and types of popular songs played on
European radio stations. By comparing the
music played on German stations with that
on other stations in occupied Europe, the Al-
lies were able to measure with some degree of
certainty the changes in troop concentration
on the continent. In the Pacific theater, com-
munications between Japan and various is-
land bases were carefully tabulated; an in-
crease in message volume to and from a
particular base usually indicated some new
operation involving that base.

At about the same time, content analysis
was used in attempts to verify the authorship
of historical documents. These studies (Yule,
1944) were concerned primarily with counting
words in documents of questionable authen-
ticity and comparing their frequencies with the
same words in documents whose authors were
known. More recently, this technique was used
to attribute the authorship of 12 disputed
“Federalist Papers” to James Madison (Mar-
tindale & McKenzie, 1995). These literary de-

tective cases demonstrated the usefulness of
quantification in content analysis.

After the war, researchers used content
analysis to study propaganda in newspapers
and radio. In 1952 Bernard Berelson pub-
lished Content Analysis in Communication
Research, which signaled that the technique
had gained recognition as a tool for media
scholars.

In 1968 Tannenbaum and Greenberg re-
ported that content analysis of newspapers
was the largest single subject of master’s the-
ses in mass communication. A later publica-
tion (Comstock, 1975) listed more than 225
content analyses of television programming.
Concern over the portrayal of violence on tel-
evision and the treatment of women and mi-
nority groups in print and television adver-
tising and in music videos further
popularized the content analysis technique
among mass media researchers. From 1977
to 1985, 21% of the quantitative studies
published in the Journal of Broadcasting and
Electronic Media were content analyses
(Moffett & Dominick, 1987). A study by
Cooper, Potter, and Dupagne (1994) found
that 25% of all quantitative studies in mass
communication from 1965 to 1989 were
content analyses. Riffe and Freitag (1997)
found that about 25% of the 1,977 fuli-
length research articles published in Journal-
ism and Mass Communication Quarterly
from 1971 to 1995 were content analyses.
This popularity shows no signs of decreasing.
Communication Abstracts listed more than
60 content analytic studies for 1996 and
1997, indicating that it is still a favored re-
search technique.



Content analysis has figured prominently
in broadcasting and cable regulation. In
1994, in response to congressional pressure,
the four major TV networks commissioned a
$1.5-million research project that included a
content analysis of network entertainment
programs. The results of the content analysis,
released in 1995, found that only 10 network
shows were rated as highly violent (Littleton,
1995). A 3-year content analysis sponsored
by the National Cable Television Association
found that pay cable programs contained the
most violence (Brown, 1998).

These analyses figured in the passage of
the Telecommunications Act of 1996, which
required that newly manufactured TV sets be
equipped with a V-chip that blocks violent
and sexually explicit programming. The bill
gave the broadcasting and cable industries a
year in which to devise a measurement sys-
tem, presumably based on some method of
content analysis, that assigns ratings to pro-
grams that can trigger the V-chip. After
much discussion, the industry came up with
an age-based system that cautioned parents
when TV content is unsuitable for younger
children. After several public interest groups
voiced complaints, the age-based system was
modified to include information about the
specific content (sexual situations, mature
language, violence, etc.) that is considered
problematical.

s Definition of
Content
Analysis

There are many definitions of content analy-
sis. Walizer and Wienir (1978) define it as
any systematic procedure devised to examine
the content of recorded information; Krip-
pendorf (1980) defines it as a research tech-
nique for making replicable and valid refer-
ences from data to their context. Kerlinger’s
(1986) definition is fairly typical: Content
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analysis is a method of studying and analyz-
ing communication in a systematic, objec-
tive, and quantitative manner for the purpose
of measuring variables.

Kerlinger’s definition involves three con-
cepts that require elaboration. First, content
analysis is systematic. This means that the
content to be analyzed is selected according
to explicit and consistently applied rules:
Sample selection must follow proper proce-
dures, and each item must have an equal
chance of being included in the analysis.
Moreover, the evaluation process must be
systematic: All content under consideration
is to be treated in exactly the same manner.
There must be uniformity in the coding and
analysis procedures and in the length of time
coders are exposed to the material. System-
atic evaluation simply means that one and
only one set of guidelines is used for evalua-
tion throughout the study. Alternating proce-
dures in an analysis is a sure way to confound
the results.

Second, content analysis is objective; that
is, the researcher’s personal idiosyncrasies
and biases should not enter into the findings.
If replicated by another researcher, the analy-
sis should yield the same results. Operational
definitions and rules for the classification of
variables should be sufficiently explicit and
comprehensive that other researchers who
repeat the process will arrive at the same de-
cisions. Unless a clear set of criteria and pro-
cedures is established that fully explains the
sampling and categorization methods, the re-
searcher does not meet the requirement of
objectivity and the reliability of the results
may be called into question. Perfect objectiv-
ity, however, is seldom achieved in a content
analysis. The specification of the unit of
analysis and the precise makeup and defini-
tion of relevant categories are areas in which
individual researchers must exercise subjec-
tive choice. (Reliability, as it applies to con-
tent analysis, is discussed at length later in
the chapter.)
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Third, content analysis is quantitative.
The goal of content analysis is the accurate
representation of a body of messages. Quan-
tification is important in fulfilling that objec-
tive, because it aids researchers in the quest
for precision. The statement “Seventy per-
cent of all prime-time programs contain at
least one act of violence” is more precise than
“Most shows are violent.” Additionally,
quantification allows researchers to summa-
rize results and to report them succinctly. If
measurements are to be made over intervals
of time, comparisons of the numerical data
from one time period to another can help
simplify and standardize the evaluation pro-
cedure. Finally, quantification gives re-
searchers additional statistical tools that can
aid in interpretation and analysis.

Note, however, that quantification
should not blind the researcher to other ways
of assessing the potential impact or effects of
the content. The fact that some item or be-
havior was the most frequently occurring el-
ement in a body of content does not neces-
sarily make that element the most important.
For example, a content analysis of the news
coverage of the urban violence in Los Ange-
les in 1992 might disclose that 90% of the
coverage showed nonviolent scenes. The
other 10% that contained violence, however,
might have been so powerful and so sensa-
tional that its impact on the audience was far
greater than the nonviolent coverage.

= Uses of Content
Analysis

Over the past decade, the symbols and mes-
sages contained in the mass media have be-
come increasingly popular research topics in
both the academic sector and the private sec-
tor. The American Broadcasting Company
(ABC) conducts systematic comparative stud-
ies of the three networks’ evening newscasts
to determine how ABC’s news coverage com-

pares to its competitors’. The national Parent
Teachers Association has offered do-it-your-
self training in rough forms of content analy-
sis so that local members can monitor televi-
sion violence levels in their viewing areas.
Citizens groups, such as the National Coali-
tion on Television Violence, keep track of TV
content. Public relations firms use content
analysis to monitor the subject matter of com-
pany publications, and some labor unions
now conduct content analyses of the mass
media to examine their images. The Media
Monitor publishes periodic studies of how the
media treat social and political issues.

Although it is difficult to classify and cat-
egorize studies as varied and diverse as those
using content analysis, the studies are gener-
ally done for one of five purposes. The fol-
lowing discussion of these aims illustrates
some ways in which this technique can be
applied.

Describing
Communication
Content

Several recent studies have cataloged the
characteristics of a given body of communi-
cation content at one or more points in time.
These studies exemplify content analysis used
in the traditional, descriptive manner: to
identify what exists. For example, Glascock
and LaRose (1993) described the sexual con-
tent of 82 dial-a-porn numbers. Similarly, Bo-
gaert, Turkovich, and Hafer (1993) analyzed
the sexual explicitness and age of the models
in Playboy centerfolds from 1953 to 1990.
Note that one of the advantages of content
analysis is its potential to identify trends over
long periods of time. Gross and Sheth (1989),
for example, analyzed magazine ads from
1890 to 1988, and Siegelman and Bullock
(1991) studied the newspaper coverage of
election campaigns from 1888 to 1988.
These descriptive studies also can be used
to study societal change. For example,



changing public opinion on various contro-
versial issues could be gauged with a longitu-
dinal study (see Chapter 9) of letters to the
editor or newspaper editorials. Statements
about what values are judged to be important
by a society could be inferred from a study of
the nonfiction books on the bestseller list at
different points in time. Greenberg and Col-
lette (1997), for example, analyzed changes
in the demographic makeup of new charac-
ters added to the broadcast networks’ new
programs from 1966 to 1992.

Testing Hypotheses of
Message
Characteristics

A number of analyses attempt to relate cer-
tain characteristics of the source of a given
body of message content to the characteris-
tics of the messages that are produced. As
Holsti (1969) points out, this category of
content analysis has been used in many stud-
ies that test hypotheses of form: “If the
source has characteristic A, then messages
containing elements x and y will be pro-
duced; if the source has characteristic B, then
messages with elements w and z will be pro-
duced.” Busby and Leichty (1993), for ex-
ample, found that traditional women’s mag-
azines were more likely to portray women in
decorative roles than were nontraditional
magazines. Kenney and Simpson (1993) con-
tent analyzed the coverage of the 1988 presi-
dential race and found that the Washington
Post’s coverage was balanced and neutral but
the Washington Times’ coverage favored the
Republicans.  Hollifield (1997) compared
coverage of the proposal for a National In-
formation Infrastructure by the communica-
tion industry trade press, the general trade
press, and newspapers. She found that the
trade press was less likely to cover the social
implications of policy proposals. Finally,
Liebler and Smith (1997) discovered that
male and female network news correspon-
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dents both used male sources more often
than female sources in their reporting.

Comparing Media
Content to the “Real
World”

Many content analyses are reality checks in
which the portrayal of a certain group, phe-
nomenon, trait, or characteristic is assessed
against a standard taken from real life. The
congruence of the media presentation and
the actual situation is then discussed. Proba-
bly the earliest study of this type was by
Davis (1951), who found that crime cover-
age in Colorado newspapers bore no rela-
tionship to changes in state crime rates. The
National Commission oo the Causes and
Prevention of Violence used content analysis
data collected by Gerbner (1969) to compare
the world of television violence with real-life
violence. Lester (1994) analyzed African-
American photo coverage in four major U.S.
newspapers from 1937 to 1990 and found
that although the overall percentage of pho-
tos containing African-Americans increased,
it was still less than national or statewide
population percentages. Gilens (1996) com-
pared news media coverage of the poor with
census data and concluded that the elderly
poor and the working poor were underrep-
resented while unemployed, working-age
adults were overrepresented. Finally, Taylor
and Bang (1997) compared the portrayal of
three minority groups in magazine ads with
their incidence in the general population and
found that Latino-Americans were the most
underrepresented group in U.S. magazine
advertising.

Assessing the Image
of Particular Groups
in Society

Ever-growing numbers of content analyses
have focused on exploring the media image
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of certain minority or otherwise notable
groups. In many instances these studies are
conducted to assess changes in media policy
toward these groups, to make inferences
about the media’s responsiveness to demands
for better coverage, or to document social
trends. For example, as part of a license re-
newal challenge, Hennessee and Nicholson
(1972) performed an extensive analysis of
the image presented of women by a New
York television station, and Greenberg
(1983) completed a lengthy content analysis
of the image of Mexican-Americans in the
mass media. More recently, Barber and
Gandy (1990) studied the representation of
African-American U.S. newsmakers in daily
newspapers, and Greenwald (1990) analyzed
the coverage of women in the business
sections of two metropolitan newspapers.
She found that women were the main sub-
jects in only 5 of 180 stories. Taylor and
Stern (1997) traced the portrayals of Asian-
Americans in television ads during the mid-
1990s and reported that only 10% of the
ads featured an Asian-American model.
Dupagne, Potter, and Couper (1993) and
Roy and Harwood (1997) found that the eld-
erly were underrepresented but portrayed
positively in TV commercials.

Establishing a Starting
Point for Studies of
Media Effects

The use of content analysis as a starting point
for subsequent studies is relatively new. The
best known example is cultivation analysis,
in which the dominant message and themes
in media content are documented by system-
atic procedures and a separate study of the
audience is conducted to see whether these
messages are fostering similar attitudes
among heavy media users. Gerbner, Gross,
Signorielli, Morgan, and Jackson-Beeck
(1979) discovered that heavy viewers of tele-
vision tend to be more fearful of the world

around them. In other words, television
content—in this case, large doses of crime
and violence—may cultivate attitudes more
consistent with its messages than with reality.
Other work that has used a similar frame-
work includes Morgan and Shanahan’s
(1991) analysis of television programming
and the cultivation of political attitudes in
Argentina, and Pfau, Mullen, Deidrich, and
Garrow’s (1995) study of public perception
of attorneys and the viewing of prime-
time television programs featuring lawyers.
Cultivation analysis is discussed further in
Chapter 17.

s Limitations
of Content
Analysis

Content analysis alone cannot serve as a basis
for making statements about the effects of
content on an audience. A study of Saturday
morning cartoon programs on television
might reveal that 80% of these programs con-
tain commercials for sugared cereal, but this
finding alone does not allow researchers to
claim that children who watch these programs
will want to purchase sugared cereals. To
make such an assertion, an additional study of
the viewers is necessary (as in cultivation
analysis). Content analysis cannot serve as the
sole basis for claims about media effects.
Also, the findings of a particular content
analysis are limited to the framework of the
categories and the definitions used in that
analysis. Different researchers may use vary-
ing definitions and category systems to meas-
ure a single concept. In mass media research,
this problem is most evident in studies of tel-
evised violence. Some researchers rule out
comic or slapstick violence in their studies,
whereas others consider it an important di-
mension. Obviously, great care should be ex-
ercised in comparing the results of different
content analysis studies. Researchers who
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Coder Perception Versus Audience Perception

One problem with using content analysis as a starting point for studies of audience
effects is the possibility of falsely assuming that what trained coders see in a dody ¢
content is the same as what audience mem»ers perceive. For example, a study of the
cultivation effects of TV content on viewers’ attitudes toward sexual practices migh: start
with an analysis of the sexual content of specific television prog-ams. Coders migh- be
trained to count how many provocatively dressed characters appear; how many instances
of kissing, embracing, caressing, and other forms of sexual behavior occur; and so zn.
When the coders are finished with this aspac- of the study, they zould rank-order a kst of
TV programs with regard to their sexual content. Audience viewings of these shows
could then be correlated with audience attxtudes toward sexual matters. The troubk is
that the researchers do not know whether -he audience defines the term sexual con*znt in
the same way the coders do. For example, many in the audience might not define al.
forms of kissing as sexual. Or perhaps programs such as MTV’s “Loveline” or “Tke New
Newlywed Game,” where sexual activity is cnly talked about and implied rather than
acted out, are also influential in shaping aid ence attitudes. Since these shows wou 1
probably score low on most of the measures used by coders to gauge sexual conter, the

influence of these shows might be overlooked.

use different tools of measurement naturally
arrive at different conclusions.

Another potential limitation of content
analysis is a lack of messages relevant to the re-
search. Many topics or characters receive little
exposure in the mass media. For example, a
study of how Asians are portrayed in U.S. tel-
evision commercials would be difficult because
such characters are rarely seen (of course, this
fact in itself might be a significant finding). A
researcher interested in this topic must be pre-
pared to examine a large body of media con-
tent to find sufficient quantities for analysis.

Finally, content analysis is frequently time-
consuming and expensive. The task of examin-
ing and categorizing large volumes of content is
often laborious and tedious. Plowing through
100 copies of the New York Times or 50 issues
of Newstveek takes time and patience. In addi-
tion, if television content is selected for analysis,
there must be some means of preserving the
programs for detailed examination. Typically,
researchers videotape programs for analysis,
but this requires access to one or more VCRs

and large supplies of videotape—materials not
all researchers can afford.

= Steps in Content
Analysis

In general, a content analysis is conducted in
several discrete stages. Although the steps are
listed here in sequence, they need not be fol-
lowed in the order given. In fact, the initial
stages of analysis can easily be combined.
Nonetheless, the following steps may be used
as a rough outline:

1. Formulate the research question or
hypothesis.

2. Define the population in question.

3. Select an appropriate sample from
the population.

4. Select and define a unit of analysis.

5. Construct the categories of content
to be analyzed.

6. Establish a quantitication system.
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7. Train coders and conduct a pilot study.
8. Code the content according to estab-
lished definitions.
9. Analyze the collected data.
10. Draw conclusions and search for
indications.

Formulating a
Research Question

One problem to avoid in content analysis is
the “counting for the sake of counting” syn-
drome. The ultimate goal of the analysis must
be clearly articulated to avoid aimless exer-
cises in data collection that have little utility
for mass media research. For example, after
counting the punctuation marks that are used
in the New York Times and Esquire, one
might make a statement such as “Esquire
used 45% more commas but 23% fewer
semicolons than the New York Times.” The
value of such information for mass media the-
ory or policy making is dubious. Content
analysis should not be conducted simply be-
cause the material exists and can be tabulated.

As with other methods of mass media re-
search, content analyses should be guided by
well-formulated research questions or hy-
potheses. A basic review of the literature is a
required step. The sources for hypotheses are
the same as for other areas of media research.
It is possible to generate a research question
based on existing theory, prior research, or
practical problems, or as a response to
changing social conditions. For example, a
research question might ask whether the
growing visibility of the women’s movement
has produced a change in the way women are
depicted in advertisements. Or a content
analysis might be conducted to determine
whether the public affairs programming of
group-owned television stations differs from
that of other stations. Well-defined research
questions or hypotheses lead to the develop-
ment of accurate and sensitive content cate-
gories, which in turn helps to produce data
that are more valuable.

Defining the Universe

This stage is not as grandiose as it sounds. To
“define the universe” is to specify the bound-
aries of the body of content to be considered,
which requires an appropriate operational
definition of the relevant population. If re-
searchers are interested in analyzing the con-
tent of popular songs, they must define what
is meant by a “popular song”: All songs
listed in Billboard’s “Hot 100” chart or on
the back page of Radio & Records? The top
50 songs? The top 10? They must also ask
what time period will be considered: The past
6 months? This month only? A researcher
who intends to study the image of minority
groups on television must first define what
the term television means. Does it include
broadcast and cable networks? Pay televi-
sion? Videocassettes? Is it evening program-
ming, or does it also include daytime shows?
Will the study examine news content or con-
fine itself to dramatic offerings?

Basically, two dimensions are used to de-
termine the appropriate universe for a con-
tent analysis—the topic area and the time pe-
riod. The topic area should be logically
consistent with the research question and re-
lated to the goals of the study. For example,
if a researcher plans a study of U.S. involve-
ment in Bosnia, should the sample period ex-
tend back to the time when Bosnia was part
of Yugoslavia? Finally, the time period to be
examined should be sufficiently long so that
the phenomenon under study has ample
chance to occur.

By clearly specifying the topic area and
the time period, the researcher is meeting a
basic requirement of content analysis: a con-
cise statement that spells out the parameters
of the investigation. For example:

This study considers TV commercials broad-
cast in prime time in the New York City area
from September 1, 1997, to October 1, 1999.

Or



This study considers the news content on the
front pages of the Washington Post and the
New York Times, excluding Sundays, from
January 1 to December 31 of the past year.

Selecting a Sample

Once the universe has been defined, a sample
is selected. Although many of the guidelines
and procedures discussed in Chapter 5 are
applicable here, the sampling of content in-
volves some special considerations. On one
hand, some analyses are concerned with a rel-
atively finite amount of data, and it may be
possible to conduct a census of the content.
For example, Skill and Robinson {1994) ana-
lyzed a census of all television series that fea-
tured families from 1950 to 1989, a total of
497 different series, and Greenberg and Col-
lette (1997) performed a census of all new
major characters added to the broadcast net-
works’ program lineup from 1966 to 1992, a
total of 1,757 characters. On the other hand,
in the more typical situation, the researcher
has such a vast amount of content available
that a census is not practical. Thus a sample
must be selected.

Most content analysis in mass media in-
volves multistage sampling. This process typ-
ically consists of two stages (although it may
entail three). The first stage is usually to take
a sampling of content sources. For example, a
researcher interested in the treatment of the
environmental movement by American news-
papers would first need to sample from
among the 1,650 or so newspapers published
each day. The researcher may decide to focus
primarily on the way big-city dailies covered
the story and opt to analyze only the leading
circulation newspapers in the 10 largest
American cities. To take another example, a
researcher interested in the changing por-
trayal of elderly people in magazine advertise-
ments would first need to sample from among
the thousands of publications available. In
this instance, the researcher might select only
the top 10, 15, or 25 mass-circulation maga-
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zines. Of course, it is also possible to sample
randomly if the task of analyzing all the titles
is too overwhelming. A further possibility is
to use the technique of stratified sampling dis-
cussed in Chapter 5. A researcher studying the
environmental movement might wish tostrat-
ify the sample by circulation size and sample
from within the strata composed of big-city
newspapers, medium-city newspapers, and
small-city newspapers. The magazine re-
searcher might stratify by type of magazine:
news, women’s interests, men’s interests, and
so on. A researcher interested in television
content might stratify by network or by pro-
gram type.

Once the sources have been identified, the
second step is to select the dates. In many
studies, the time period from which the issues
are to be selected is determined by the goal of
the project. If the goal is to assess the nature
of news coverage of the 2000 election cam-
paign, the sampling period is fairly well de-
fined by the actual duration of the story. If
the research question is about changes in the
media image of President Bill Clinton follow-
ing allegations of improper fund raising, con-
tent should be sampled before, at the time of,
and after the allegations. But within this pe-
riod, what editions of newspapers and maga-
zines and which television programs should
be selected for analysis? It would be a
tremendous amount of work to analyze each
issue of Time, Newsiwveek, and U.S. News &
World Report over a §5-year period. It is pos-
sible to sample from within that time period
and obtain a representative group of issues. A
simple random sample of the calendar dates
involved is one possibility: After a random
start, every nth issue of a publication is se-
lected for the sample. This method cannot be
used without planning, however. For in-
stance, if the goal is 50 edition dates and an
interval of 7 is used, the sample might include
50 Saturday editions (periodicity). Since
news content is not distributed randomly
over the days of the week, such a sample will
not be representative.
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Another technique for sampling edition
dates is stratification by week of the month
and by day of the week. A sampling rule that
no more than two days from one week can be
chosen is one way to ensure a balanced dis-
tribution across the month. Another proce-
dure is to construct a composite week for
each month in the sample. For example, a
study might use a sample of one Monday
(drawn at random from the four or five pos-
sible Mondays in the month), one Tuesday
(drawn from the available Tuesdays), and so
on, until all weekdays have been included.
How many edition dates should be selected?
Obviously, this depends on the topic under
study. If an investigator is trying to describe
the portrayal of Mexican-Americans on
prime-time television, several dates have to
be sampled to ensure a representative analy-
sis. If there is an interest in analyzing the ge-
ographic sources of news stories, a smaller
number of dates is needed because almost
every story is relevant. The number of dates
should be a function of the incidence of the
phenomenon in question: The lower the inci-
dence, the more dates must be sampled.

There are some rough guidelines for sam-
pling in the media. Stempel (1952) drew sep-
arate samples of 6, 12, 18, 24, and 48 issues
of a newspaper and compared the average
content of each sample size in a single subject
category against the total for the entire year.
He found that each of the five sample sizes
was adequate and that increasing the sample
beyond 12 issues did not significantly im-
prove sampling accuracy. More recently,
Riffe, Aust, and Lacy (1993) demonstrated
that a composite week sampling technique
was superior to both a random sample and a
consecutive day sample when dealing with
newspaper content. Similarly, Riffe, Lacy,
and Drager (1996) studied the optimum sam-
ple sizes for an analysis of weekly news-
magazines, while Lacy, Robinson, and Riffe
{1995) did the same for weekly newspapers.
They found that a monthly stratified sample

of 12 issues was the most efficient sample for
both magazines and newspapers. The next
most efficient method was a simple random
sample of 14 issues.

In television, Gerbner, Gross, Jackson-
Beeck, Jeffries-Fox, and Signorielli (1977)
demonstrated that, at least for the purpose of
measuring violent behavior, a sample of one
week of fall programming and various sam-
ple dates drawn throughout the year pro-
duced comparable results. Riffe, Lacy, Nago-
van, and Burkum (1996) examined sample
sizes for content analysis of broadcast news
and found that two days per month chosen at
random proved to be the most efficient
method. As a general rule, however, the
larger the sample, the better—within reason,
of course. If too few dates are selected for
analysis, the possibility of an unrepresenta-
tive sample is increased. Larger samples, if
chosen randomly, usually run less risk of be-
ing atypical.

There may be times, however, when pur-
posive sampling is useful. As Stempel (1989)
points out, a researcher might learn more
about newspaper coverage of South Africa
by examining a small sample of carefully se-
lected papers (for example, those that sub-
scribe to the international/national wire ser-
vices or have correspondents in South Africa)
than by studying a random sample of 100
newspapers. Riffe and Freitag (1997) con-
firm the importance of purposive sampling in
content analysis. They found that 68% of all
the content analyses in Journalism Quarterly
from 1971 to 1995 used a purposive sample.

Another problem that can arise during
the sampling phase is systematic bias in the
content itself. For example, a study of the
amount of sports news in a daily paper might
yield inflated results if the sampling was done
only in April, when three or more profes-
sional sports are simultaneously in season. A
study of marriage announcements in the Sun-
day New York Times for the month of June
from 1932 to 1942 revealed no announce-
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Figure 7.1

Multistage Sampling in a Hypo'hetical Analysis Study

Research Question: Have there been changes in the types of products advertised in men’s magazines

from 1980 to 19992
Sampling Stage 1: Selection of Titles

Men’s magazines are defined as those magazines whose circulation figures shcw tha- 80% or more of
their readers are men. These magazines will be divided into two groups: large and rredium circulation.
Large circulation: reaches more than 1,003,000 men.
Medium circulation: reaches between 500,000 and 999,999 men.
From all the magazines that fall into these -wo groups, three will be selected at random from each

division, for a total of six titles.

Sampling Stage 2: Selection of Dates

Three issues from each year will be chosen at random from clusters of four months. One magazine
will be selected from the January, February. March, and April issues, and so on. This procedure will
be followed for each magazine, yielding a final sample of 30 issies per magazine, or a total of 180

issues.

Sampling Stage 3: Selection of Content

Every other display ad will be tabulated, regzrdless of its size.

ment of a marriage in a synagogue (Hatch &
Hatch, 1947). It was later pointed out that
the month of June usually falls within a pe-
riod during which traditional Jewish mar-
riages are prohibited. Researchers familiar
with their topics can generally discover and
guard against this type of distortion.

Once the sources and the dates have been
determined, there may be a third stage of
sampling. A researcher might wish to confine
his or her attention to the specific content
within an edition. For example, an analysis of
the front page of a newspaper is valid for a
study of general reporting trends but is prob-
ably inadequate for a study of social news
coverage. Figure 7.1 provides an example of
multistage sampling in content analysis.

Selecting a Unit
of Analysis

The next step is to select the unit of analysis,
which is the smallest element of a content

analysis but also one of the most important.
In written content, the unit of analysis might
be a single word or symbol, a theme (a single
assertion about one subject), or an entire ar-
ticle or story. In television and film analyses,
units of analysis can be characters, acts, or
entire programs. Specific rules and defini-
tions are required for determining these units
to ensure closer agreement among coders and
fewer judgment calls.

Certain units of analysis are simpler to
count than others. It is easier to determine
the number of stories on the “CBS Evening
News” that deal with international news
than the number of acts of violence in a week
of network television because a story is a
more readily distinguishable unit of analysis.
The beginning and ending of a news story are
fairly easy to discern, but suppose that a re-
searcher trying to catalog violent content is
faced with a long fistfight among three char-
acters? [s the whole sequence one act of vio-
lence, or is every blow considered an act?
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Table 7.1 Operational Definitions of Units of Analysis

Researcher(s) Topic Universe

Sample Unit of Analysis

Leslie (1995) Advertising in

Ebony magazine,

All issues of
Ebony, 1957-1989

All full and one-
quarter page ads

Randomly chosen
magazines from

1957-1989 the 1950s, 1970s,
and 1980s
Lowry and Shidler Network TV news All weeknight 99 newscasts Statements made
(1995) bias in the 1992 newscasts on chosen at random  on air by news
campaign Aug. 24-Oct. 30, source
1992, on ABC,
CBS, NBC, and
CNN
Oliver (1994) Portrayal of crime  All episodes of five 76 programs Characters

and aggression in
reality-based TV
police shows

shows in

Smith (1994) Gender differences

in children’s ads

reality-based police

1991-1992

Network children’s
programming in

recorded in Fall
1991-January
1992

portrayed as
either a police
officer or a
criminal suspect

All ads broadcast
in one week of

Gender-positioned
ads

1991 Feb. 1991 on
ABC, Fox, CBS,
and Nickelodeon
Vest (1992) Gender TV pilots Shooting scripts Each character
representation in  .appearing during  provided by with a name and

prime time pilots

1986-1987 season

producers speaking role

What if a fourth character joins in? Does it
then become a different act?

Operational definitions of the unit of
analysis should be clear-cut and thorough;
the criteria for inclusion should be apparent
and easily observed. These goals cannot be
met without effort and some trial and error.
As a preliminary step, researchers must form
a rough draft of a definition and then sample
representative content to look for problems.
This procedure usually results in further re-
finement and modification of the operational
definition. Table 7.1 presents typical opera-

tional definitions of units of analysis taken
from mass media research.

Constructing Content
Categories

At the heart of any content analysis is the
category system used to classify media con-
tent. The precise makeup of this system, of
course, varies with the topic under study. As
Berelson (1952, p. 147) points out, “Particu-
lar studies have been productive to the extent
that the categories were clearly formulated



and well-adapted to the problem and the
content.”

To be serviceable, all category systems
should be mutually exclusive, exhaustive, and
reliable. A category system is mutually exclu-
sive if a unit of analysis can be placed in one
and only one category. If the researcher dis-
covers that certain units fall simultaneously
into two categories, then the definitions of
those categories must be revised. For exam-
ple, suppose researchers attempt to describe
the ethnic makeup of prime-time television
characters using the following category sys-
tem: (1) African-American, (2) Jewish,
(3) white, (4) Native American, and (5) other.
Obviously, a Jewish person falls into two cat-
egories at once, thus violating the exclusivity
rule. Or, to take another example, a re-
searcher might start with these categories in
an attempt to describe the types of program-
ming on network television: (1) situation
comedies, (2) children’s shows, (3) movies,
(4) documentaries, (5) action/adventure pro-
grams, (6) quiz and talk shows, and (7) gen-
eral drama. This list might look acceptable at
first glance, but a program such as “NYPD
Blue” raises questions. Does it belong in the
action/adventure category or in the general
drama category? Definitions must be highly
specific to ensure accurate categorization.

In addition to exclusivity, content analy-
sis categories must have the property of ex-
haustivity: There must be an existing slot into
which every unit of analysis can be placed. If
investigators suddenly find a unit of analysis
that does not logically fit into a predefined
category, they have a problem with their cat-
egory system. Taken as a whole, the category
system should account for every unit of
analysis. Achieving exhaustivity is usually
not difficult in mass media content analysis.
If one or two unusual instances are detected,
they can be put into a category labeled
“other” or “miscellaneous.” (If too many
items fall into this category, however, a reex-
amination of the original category definitions
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is called for; a study with 10% or more of its
content in the “other” category is probably
overlooking some relevant content character-
istic.) An additional way to assure exhaustiv-
ity is to dichotomize or trichotomize the con-
tent: Attempts at problem solving might be
defined as aggressive and nonaggressive, or
statements might be placed in positive, neu-
tral, and negative categories. The most prac-
tical way to determine whether a proposed
categorization system is exhaustive is to
pretest it on a sample of content. If unantici-
pated items appear, the original scheme re-
quires changes before the primary analysis
can begin.

The categorization system should also be
reliable; that is, different coders should agree
in the great majority of instances about the
proper category for each unit of analysis.
This agreement is usually quantified in con-
tent analysis and is called intercoder reliabil-
ity. Precise category definitions generally in-
crease reliability, whereas sloppily defined
categories tend to lower it. Pretesting the cat-
egory system for reliability is highly recom-
mended before researchers begin to process
the main body of content. Reliability is cru-
cial in content analysis, as discussed in more
detail later in this chapter.

Researchers may face the question of how
many categories to include in constructing
category systems. Commorn sense, pretesting,
and practice with the coding system are valu-
able guides to aid the researcher in steering
between the two extremes of developing a
system with too few categories (so that es-
sential differences are obscured) and defining
too many categories (so that only a small per-
centage falls into each, thus limiting general-
izations). As an illustration of too few cate-
gories, consider Wurtzel’s (1975) study of
programming on public access television.
One of the preliminary categories was “in-
formational,” and the dacta indicated that
more than 70% of the content fell into this
classification. As a result, Wurtzel subdivided
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the category into seven informational head-
ings (ethnic, community, health, consumer,
and so on). An example of the opposite ex-
treme is the attempt made by Dominick,
Richman, and Wurtzel {(1979) to describe the
types of problems encountered by characters
in prime-time television shows popular with
children. They originally developed seven
categories, including problems that dealt
with romance, problems between friends,
and other emotional problems arising out of
relationships (with siblings, coworkers, or
others). Preliminary analysis, however, indi-
cated that only a small fraction of the prob-
lems fell into the “friendship” and “other
emotional” slots. Consequently, these three
categories were combined into a single classi-
fication labeled “problems dealing with ro-
mance, sentiment, and other emotions.” As a
general rule, many researchers suggest that
too many initial categories are preferable to
too few, since it is usually easier to combine
several categories than it is to subdivide a
large one after the units have been coded.

Establishing a
Quantification System

Quantification in content analysis can in-
volve all four of the levels of data measure-
ment discussed in Chapter 3, although usu-
ally only nominal, interval, and ratio data are
used. At the nominal level, researchers sim-
ply count the frequency of occurrence of the
units in each category. Thus Signorielli,
McLeod, and Healy (1994) analyzed com-
mercials on MTV and found that 6.5% of the
male characters were coded as wearing some-
what sexy clothing and none were coded as
being dressed in very sexy outfits; among the
female characters, however, the correspon-
ding percentages were 24% and 29%. The
topics of conversation on daytime television,
the themes of newspaper editorials, and the
occupation of prime-time television charac-
ters can all be quantified by means of nomi-
nal measurement.

At the interval level, it is possible to de-
velop scales for coders to use to rate certain
attributes of characters or situations. For ex-
ample, in a study dealing with the images of
women in commercials, each character might
be rated by coders on several scales like these:

Independent __ :
Dominant __ :

__:__Dependent
__:__ Submissive

Scales such as these add depth and texture to
a content analysis and are perhaps more in-
teresting than the surface data obtained
through nominal measurement. However,
rating scales inject subjectivity into the analy-
sis and may jeopardize intercoder reliability
unless careful training is undertaken. Chang
(1975), for example, constructed an interval
scale based on the degree of movie critics’
like or dislike of certain films.

At the ratio level, measurements in mass
media research are generally applied to space
and time. In the print media, column-inch
measurements are used to analyze editorials,
advertisements, and stories about particular
events or phenomena. In television and ra-
dio, ratio-level measurements are made con-
cerning time: the number of commercial min-
utes, the types of programs on the air, the
amount of the program day devoted to pro-
grams of various types, and so on. Interval
and ratio data permit the researcher to use
some powerful statistical techniques. For ex-
ample, Gurian (1993) counted the number of
column inches of news coverage devoted to
the 1988 presidential primaries and devel-
oped a regression equation (see Chapter 13)
to explain variations in coverage.

Training Coders and
Doing a Pilot Study

Placing a unit of analysis into a content cate-
gory is called coding. It is the most time-
consuming and least glamorous part of a
content analysis. Individuals who do the cod-
ing are called coders. The number of coders



involved in a content analysis is typically
small; a brief examination of a sampling of
recent content analyses indicated that typi-
cally two to six coders are used.

Careful training of coders is an integral
step in any content analysis and usually re-
sults in a more reliable analysis. Although the
investigator may have a firm grasp of the op-
erational definitions and the category
schemes, coders may not share this close
knowledge. Consequently, they must become
thoroughly familiar with the study’s mechan-
ics and peculiarities. To this end, researchers
should plan several lengthy training sessions
in which sample content is examined and
coded. These sessions are used to revise defi-
nitions, clarify category boundaries, and re-
vamp coding sheets until the coders are com-
fortable with the materials and procedure.
Detailed instruction sheets should also be
provided to coders.

Next, a pilot study is done to check inter-
coder reliability. The pilot study should be
conducted with a fresh set of coders who are
given some initial training to impart famil-
iarity with the instructions and the methods
of the study. Some argue that fresh coders are
preferred for this task because intercoder re-
liability (among coders who have workead for
long periods of time developing the coding
scheme) might be artificially high. As Lorr
and McNair (1966, p. 133) suggest, “Inter-
rater agreement for a new set of judges given
a reasonable but practical amount of training
... would represent a more realistic index of
reliability.”

Coding the Content

To facilitate coding, standardized sheets are
generally used. These sheets allow coders to
classify the data by simply placing check
marks or slashes in predetermined spaces. Fig-
ure 7.2 is an example of a standardized cod-
ing sheet, and Figure 7.3 is the coder instruc-
tion sheet that accompanies it. If data are to be
tabulated by hand, the coding sheets should

Chapter 7 = Content Analysis 147

be constructed to allow for rapid tabulation.
Some studies code data on 4-by-6-inch index
cards, with information recorded across the
top of the card. This enables researchers to
quickly sort the information into categories.
Templates are available to speed the measure-
ment of newspaper space. Researchers who
work with television generally videotape the
programs and allow coders to stop and start
the tape at their own pace while coding data.
When a computer is used in tabulating
data, the data are usually transferred directly
to a spreadsheet or data file or perhaps to
mark-sense forms or optical scan sheets (an-
swer sheets scored by computer). These
forms save time and reduce data errors.
Computers are useful not only in the
data-tabulation phase of a content analysis
but also in the actual coding process. Com-
puters perform with unerring accuracy any
coding task in which the classification rules
are unambiguous. Computers can do simple
tasks rapidly, such as recognizing words or
even syllables as they occur in a sample of
text. Dyer, Miller, and Boone (1991), for ex-
ample, instructed a computer to recognize
the name “Exxon” whenever it appeared in
wire service copy. Simonton (1990) used a
computer to analyze 154 of Shakespeare’s
sonnets to detect what lexical choices were
related to the aesthetic success of the sonnet.
The computer recorded the number of
words, the number of different words, and
the unique words, and it categorized the im-
agery used. Only a few years ago, this ap-
proach was laborious and tiring because the
material had to be input by hand into a com-
puter. Recent developments in computer
technology, however, have eased this prob-
lem. Many documents and publications in
on-line databases such as Vu/Text or Nexis
can be searched for key topics and phrases in
a matter of seconds. This ease of searching
comes with a price, however. As Kaufman,
Dykers, and Caldwell (1993) discovered, an
on-line content analysis conducted with
Nexis and Vu/Text produced different results
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Figure 7.2 Standardized Coding Sheet for Studying TV Cartoons

Character Description Code Sheet

Program name

A. Character number

B. Character name or description

C. Role 1-Major
2-Minor
D. Species
1-Human 4-Robot
2-Animal 5-Animated object

3-Monster/Ghost 6-Indeterminate
E. Sex
1-Male 2-Female
FE. Race
1-White 4-Robot

2-African-American

3-Animal 6-Indeterminate
G. Age

1-Child 3-Adult

2-Teenager 4-Mature adult

3-Indeterminate

5-Native American

3-Other (individual)
4-Other (group)

7-Other (specify):

4-Mixed (group)

7-Other (specify)s

S-Indeterminate

6-Mixed {group)

from a conventional hand-count content
analysis of the same sources.

Several software programs are available
to aid researchers. Catpac, for example, is a
content analysis program developed for
those who study qualitative data—such as re-
sponses to open-ended questions, focus
group transcripts, or text from a database.
The program reads every word in a text file
and detects patterns of word usage and asso-
ciation. WinMAX97 is a similar program
whose data can be exported to statistical pro-
grams such as SPSS. The Observer Video-Pro

Is a program that aids in the computerized
analysis of video material using predeter-
mined codes for actors, behaviors, or events.
A list of other available content analysis soft-
ware can be found at bttp:/fwww.gsu.edu/
~wwwcom/content/csoftware_menu.btml
and others are listed in a search for “content
analysis computers.”

Analyzing the Data

The descriptive statistics discussed in Chap-
ters 11-13, such as percentages, means,
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Figure 7.3 Coder Instruction Sheet That Acccmpanies Form Shown in Figure 7.2

Character Description Code Sheet Instructions

Code all characters that appear on the screzn for at least 90 seccnds and/or soeak more than 15
words (include cartoon narrator when app.icable). Complete onz sheet for each chzracter to be
coded.

A. Character number, code two-digit programr number first (listed on page 12 of this instruction book),
followed by two-digit character number randomly assigned to each character (starting with 01).

B. Character name: list all formal names, nicknames, or dual identity names (code d.al identity
behavior as one charac-er’s actions). List description of character if name is not izentifiable.

C. Role

1-Major: major characters share the ma ority of dialogue during the program, p ay the largest role
in the dramatic action, and appear on the screen for the longest period of time during the
program.

2-Minor: all codeable characters that ar=z not identified as major characters.

3-Other (individual): one character that does not meet coding requirements but is involved in a
behavioral act that is coded.

4-Other (group): two or more characters that are simultaneo isly involved in a tehavioral act but
do not meet coding requirements.

D. Species

1-Human: any character resembling man, even ghost or apparition if it appears 11 human form
{e.g., the Ghostbusters)

2-Animal: any character resembling bird, fish, beast, or insect; may or may not e capable of
human speech (e.g., muppets, smurfs, T2ddy Ruxpin)

3-Monster/Ghost: any supernatural creature (e.g., my pet mcnster, ghosts

4-Robot: mechanical creature (e.g., trarsformers)

S-Animated object: any inanimate object ‘e.g., car, telephone that acts like a semient being
(speaks, thinks, etc.). Do not include okjects that “speak” rhrough programm=d mechanical
means (e.g., recorded voice playback :h-ough computer).

6-Indeterminate

7-Otbher: if species is mixed within group, code as mixed here and specify which of the species are
represented.

E. 1-Male 2-Fema.e 3-Indeterminate: use this category 4-M.ixed (group only)
sparingly (if animal has low
maszuline voice, code as male)

Note: The remainder of the instructions continue in this format.
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modes, and medians, are appropriate for
content analysis. If hypothesis tests are
planned, then common inferential statistics
(whereby results are generalized to the popu-
lation) are acceptable. The chi-square test is
the most commonly used because content
analysis data tend to be nominal in form;
however, if the data meet the requirements of
interval or ratio levels, then a ¢-test, ANOVA,
or Pearson’s r may be appropriate. Krippen-
dorf (1980) discusses other statistical analy-
ses, such as discriminant analysis, cluster
analysis, and contextual analysis.

Interpreting the Results

If an investigator is testing specific hypothe-
ses concerning the relationships between
variables, the interpretation will be fairly ev-
ident. If the study is descriptive, however,
questions may arise about the meaning or im-
portance of the results. Researchers are often
faced with a “fully/only” dilemma. Suppose,
for example, that a content analysis of chil-
dren’s television programs reveals that 30%
of the commercials are for snacks and candy.
What is the researcher to conclude? Is this a
high amount or a low amount? Should the re-
searcher report, “Fully 30% of the commer-
cials fell into this category,” or should the
same percentage be presented as “Only 30%
of the commercials fell into this category”?
Clearly, the investigator needs some bench-
mark for comparison; 30% may indeed be a
high figure when compared to commercials
for other products or for those shown during
adult programs.

In a study done by one of the authors, the
amount of network news time devoted to the
various states was tabulated. It was determined
that California and New York receive 19%
and 18%, respectively, of non-Washington,
DC, national news coverage. By themselves,
these numbers are interesting, but their signifi-
cance is somewhat unclear. In an attempt to aid
interpretation, each state’s relative news time
was compared to its population, and an “at-

tention index” was created by subtracting the
ratio of each state’s population to the national
population from its percentage of news cover-
age. This provided a listing of states that were
either “overcovered” or “undercovered” (Do-
minick, 1977). To aid in their interpretation,
Whitney, Fritzler, Jones, Mazzarella, and
Rakow (1989) created a sophisticated “atten-
tion ratio” in their replication of this study.

= Reliability

The concept of reliability is crucial to content
analysis. If a content analysis is to be objec-
tive, its measures and procedures must be re-
liable. A study is reliable when repeated
measurement of the same material results in
similar decisions or conclusions. Intercoder
reliability refers to levels of agreement
among independent coders who code the
same content using the same coding instru-
ment. If the results fail to achieve reliability,
something is amiss with the coders, the cod-
ing instructions, the category definitions, the
unit of analysis, or some combination of
these. To achieve acceptable levels of reliabil-
ity, the following steps are recommended:

1. Define category boundaries with maxi-
mum detail. A group of vague or am-
biguously defined categories makes reli-
ability extremely difficult to achieve.
Coders should receive examples of units
of analysis and a brief explanation of
each to fully understand the procedure.

2. Train the coders. Before the data are
collected, training sessions in using the
coding instrument and the category sys-
tem must be conducted. These sessions
help eliminate methodological prob-
lems. During the sessions, the group as
a whole should code sample material;
afterward, they should discuss the re-
sults and the purpose of the study. Dis-
agreements should be analyzed as they
occur. The end result of the training ses-



sions is a “bible” of detailed instruc-
tions and coding examples, and each
coder should receive a copy.

3. Conduct a pilot study. Researchers
should select a subsample of the content
universe under consideration and let in-
dependent coders categorize it. These
data are useful for two reasons: Poorly
defined categories can be detected, and
chronically dissenting coders can be
identified. To illustrate these problems,
consider Tables 7.2 and 7.3.

In Table 7.2, the definitions for Cate-
gories [ and IV appear to be satisfactory. All
four coders placed Units 1, 3,7, and 11 in the
first category; in Category IV, Item 14 is clas-
sified consistently by three of the four coders
and Items 4 and 9 by all four coders. The
confusion apparently lies in the boundaries
between Categories II and III. Three coders
put Items 2, 6, and/or 13 in Category II, and
three placed some or all of these numbers in
Category III. The definitions of these two cat-
egories require reexamination and perhaps
revision because of this ambiguity.

Table 7.3 illustrates the problem of the
chronic dissenter. Although Coders A and B
agree 7 of 8 times, Coders B and C agree only
2 of 8 times and Coders A and C agree only
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once. Obviously, Coder C is going to be a
problem. As a rule, the investigator would
carefully reexplain to this coder the rules
used in categorization and examine the rea-
sons for his or her consistent deviation. If the
problem persists, it may be necessary to dis-
miss the coder from the analysis.

When the initial test of reliability yields
satisfactory results, the main body of data is
coded. After the coding is complete, it is rec-
ommended that a subsample of the data,
probably between 10% and 25%, be reana-
lyzed by independent coders to calculate an
overall intercoder reliability coefficient. Lacy
and Riffe (1996) note that a reliability check
based on a probability sample may contain
sampling error. They present a formula for
calculating the size of the intercoder reliabil-
ity sample that takes this error into account.

Intercoder reliability can be calculated by
several methods. Holsti (1969) reports this
formula for determining the reliability of nom-
inal data in terms of percentage of agreement:

2M

Reliability =
eliability N, + N,
where M is the number of coding decisions
on which two coders agree, and N; and N,
are the total number of coding decisions by
the first and second coder, respectively. Thus,

Table 7.2  Detecting Poorly Defined Categories from Pilot Study Data®

Categories
Coders I I III v
A 1,3,7,11  2,5,6,8,12,13 10 4,9,14
B 1,3,7,11 5,8,10,12 2,6,13 4,9,14
C 1,3,7,11 2,8,12,13 5,6,10 4,9,14
D 1,3,7,11 5.6 2,8,10,12,13,14 4,9

* Arabic numerals refer to items.
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Table 7.3  Identifying a Chronic Dissenter from
Pilot Study Data®

Coders

Items 1; B ©
1 I I II
2 I I I
8 11 1 Il
4 v v I
S I II Il
6 v v I
7 I I I
8 II 11 I

*Roman numerals refer to categories.

if two coders judge a subsample of 50 units
and agree on 35 of them, the calculation is

. 2(35)

Reliability 50 + 50 .70
This method is straightforward and easy to ap-
ply, but it is criticized because it does not take
into account some coder agreement that oc-
curs strictly by chance, an amount that is a
function of the number of categories in the
analysis. For example, a two-category system
has 50% reliability simply by chance, a five-
category system generates a 20% agreement
by chance, and so on. To take this into account,
Scott (1955) developed the pi index, which
corrects for the number of categories used and
also for the probable frequency of use:

% observed
agreement

% expected

o - agreement
Reliability = .
Y = 1 — % expected agreement

A hypothetical example demonstrates the
use of this index. Suppose that two coders are

assigning magazine advertisements to the five
categories shown and obtain the following
matrix of agreement:

Coder A
Marginal
Categories 1 2 3 4 5§ Totals
1 42 2 1 3 0 48
2 112 2 0 0 15
Coder B 3 0 010 0 2 12
4 0 2 1 8 1 12
5 2 01 2 8 13

Marginal Totals 45 16 15 13 11 100
The percentage of observed agreement is found
by adding the numbers in the diagonals (42 +
12 + 10 + 8 + 8 = 80) and dividing by N
(80/100 = .80). The percentage of agreement
expected by chance is a little more complicated.
It is found by multiplying the marginal totals
for each cell of the diagonal, dividing by the to-
tal N, summing across the cells, and converting
the result to a percentage. For example, for the
cell in row 1 and column 1: 45 X 48/100 =
21.6, or .216. For the cell in row 2 and column
2:16 X 15/100 = 2.4, or .024, and so on for all
the five cells along the diagonal of the matrix.
This calculation yields an expected proportion
of .288. Now we can calculate Scott’s pi:

Reliability = '%0__ 2%888 =.719

This same technique can be used to cal-
culate reliability when there are more than
two coders. In this instance, the statistic is
called Cohen’s kappa (Cohen, 1960; Fleiss,
1971), and the formula is slightly modified:

% observed — % expected

K — -
e N X M — % expected

where N is the total number of objects coded
and M is the number of coders.
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Table 7.4  False Equivalence As a Reliability Measure When r Is Used
Situation 1 Situation 11
Items Coder 1 Coder 2 Items Coder 1 Coder 2
1 1 1 1 1 4
2, 2 Z 2 2 5
5 3 3 3 3 6
4 3 3 4 3 6
5 4 4 5 4 7
6 5 5 6 5 8
7 6 6 7 6 9
8 6 6 8 6 9
9 o T J // 10
10 Z “ 10 7 10
r=1.00 r=1.00

Estimating reliability with interval data
requires care. Several studies have used the
correlation method called the Pearson 7, a
method that investigates the relationship be-
tween two items. The Pearson r can range
from —1.00 to +1.00. In estimates of relia-
bility in content analysis, however, if this
measure has a high value, it may indicate ei-
ther that the coders were in agreement or that
their ratings were associated in some system-
atic manner.

For example, suppose an interval scale
ranging from 1 to 10 is used to score the de-
gree of favorableness of a news item to some
person or topic. (A score of 1 represents very
positive; 10 represents very negative.) As-
sume that two coders are independently scor-
ing the same 10 items. Table 7.4 shows two
possible outcomes. In Situation I, the coders
agree on every item, and r equals 1.00. In Sit-
uation II, the coders disagree on every item
by three scale positions, yet r still equals

1.00. Clearly, the uses of this estimate are not
equally reliable in the two situations.
Krippendorf (1980) circumvents this
dilemma by presenting what might be termed
an “all-purpose reliability measure,” alpha,
which can be used for nominal, ordinal, inter-
val, and ratio scales and for more than one
coder. Though somewhat difficult to calculate,
alpha is the equivalent of Scott’s pi at the nom-
inal level with two coders and represents an
improvement over 7 in the interval situation.
What is an acceptable level of intercoder
reliability? The answer depends on the re-
search context and the type of information
coded. In some instances, little coder judg-
ment is needed to place units into categories
(for example, counting the number of words
per sentence in a newspaper story or tabulat-
ing the number of times a network corre-
spondent contributes a story to the evening
news), and coding becomes a mechanical or
clerical task. In this case, one expects a fairly
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high degree of reliability, perhaps approach-
ing 100%, since coder disagreements proba-
bly result from only carelessness or fatigue. If
a certain amount of interpretation is in-
volved, however, reliability estimates are typ-
ically lower. In general, the greater the
amount of judgmental leeway given to
coders, the lower the reliability coefficients
are. As a rule of thumb, most published con-
tent analyses typically report a minimum re-
liability coefficient of about 90% or above
when using Holsti’s formula, and about .75
or above when using pi or alpha.

Note that the previous discussion as-
sumed that at least two independent coders
categorized the same content. In some situa-
tions, however, intracoder reliability also
might be assessed. These circumstances occur
most frequently when only a few coders are
used because extensive training must be
given to ensure the detection of subtle mes-
sage elements. To test intracoder reliability,
the same individual codes a set of data twice,
at different times, and the reliability statistics
are computed using the two sets of results.

= Validity

In addition to being reliable, a content analy-
sis must yield valid results. As indicated in
Chapter 3, validity is usually defined as the
degree to which an instrument actually meas-
ures what it sets out to measure. This raises
special concerns in content analysis. In the
first place, validity is intimately connected
with the procedures used in the analysis. If
the sampling design is faulty, if categories
overlap, or if reliability is low, the results of
the study probably possess little validity. Ad-
ditionally, the adequacy of the definitions
used in a content analysis bears directly on
the question of validity. For example, a great
deal of content analysis has focused on the
depiction of televised violence; different in-
vestigators have offered different definitions

of what constitutes a violent act. The ques-
tion of validity emerges when one tries to de-
cide whether each of the various definitions
actually encompasses what one might logi-
cally refer to as violence. The debate between
Gerbner and the television networks vividly
illustrates this problem. The definition of vi-
olence propounded by Gerbner and his asso-
ciates in 1977 included accidents, acts of na-
ture, or violence that might occur in a fantasy
or a humorous setting. However, network
analysts do not consider these phenomena to
be acts of violence (Blank, 1977). Both Gerb-
ner and the networks offered arguments in
support of their decisions. Which analysis is
more valid? The answer depends in part on
the plausibility of the rationale that underlies
the definitions.

This discussion relates closely to a tech-
nique traditionally called face validity. This
validation technique assumes that an instru-
ment adequately measures what it purports
to measure if the categories are rigidly and
satisfactorily defined and if the procedures of
the analysis have been adequately conducted.
Most descriptive content analyses rely on face
validity, but other techniques are available.

The use of concurrent validity in content
analysis is exemplified in a study by Clarke
and Blankenburg (1972). These investigators
attempted a longitudinal study of violence in
TV shows dating back to 1952. Unfortu-
nately, few copies of the early programs were
available, and the authors were forced to use
program summaries in TV Guide. To estab-
lish that such summaries would indeed dis-
close the presence of violence, the authors
compared the results of a subsample of cur-
rent programs coded from these synopses to
the results obtained from a direct viewing of
the same programs. The results were suffi-
ciently related to convince the authors that
their measurement technique was valid. How-
ever, this method of checking validity is only
as good as the criterion measurement: If the
direct-viewing technique is itself invalid, then
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Table 7.5  Summaries of Content Analysis Studies
Purpose of Units of Representative
Researcher(s)  Study Sample Analysis Categories Statistics
Kahn and To examine Newspaper Any item Paragraphs of  #-tests
Goldberg differences in coverzge of mentioning coverage px
(1991) coverage of 26 Senaze either candidate  candidate, type
male and female races in 17 of coverage
U.S. Senate states
candidates
Molitor and To examine 10 most Violent, Violence F-test
Sapolsky violence and successful sexually outcome,
(1993) victimization “slasher” violent, or duration of
in “slasher” films in 1980, sexual fear, subjec-
films 1985, and behavior tive camera
1989 shots
Olson (1994)  To describe 105 hours of ~ Scenes Suggestive- Percentages
health issues network containing ness, erotic
in daytime daytime soap  explicit or touching,
serials opera implicit aggressive
programming  sexual sexual
in behavior contact
1989-1990
Reid, King, To describe Cigarette and  All 1/2-page Ad themes, Percentages,
and Kreshel portrayals of alcohol ads or larger activity of '
(1995) Black and published in  cigarette o: mocels
White models 11 consamer  alcohol ads

in cigarette
and alcohol
ads

magazires
during one
year

there is little value in showing that synopsis
coding is related to it.

Only a few studies have attempted to doc-
ument construct validity. One instance in-
volves the use of sensationalism in news sto-
ries. This construct has been measured by
semantic differentials and factor analysis in
an attempt to isolate its underlying dimen-
sions, and it is related to relevant message
characteristics (Tannenbaum, 1962; Tannen-

baum & Lynch, 1960). Another technique
that investigators occasionally use is predic-
tive validity. For example, certain content at-
tributes from wire stories might allow a re-
searcher to predict which items a newspaper
will carry.

In summary, several different methods are
used in content analysis to assess validity. The
most common is face validity, which is appro-
priate for some studies. It is recommended,
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however, that the content analyst also exam-
ine other methods to establish the validity of a
given study.

= Examples
of Content
Analysis

Table 7.5, which summarizes four content
analyses, lists the purpose of the analysis, the
sample, the unit of analysis, illustrative cat-
egories, and the type of statistic used for
each study.

smm Summary

Content analysis is a popular technique in mass
media research. Many of the steps followed in
laboratory and survey studies are also involved
in content analysis; in particular, sampling pro-
cedures need to be objective and detailed, and
operational definitions are mandatory.
Coders must be carefully trained to
gather accurate data. Interpreting a content
analysis, however, requires more caution: No
claims about the impact of the content can be
drawn from an analysis of the message in the
absence of a study that examines the audi-
ence. A content analysis should demonstrate
acceptable intercoder reliability and validity.

Questions and
Problems for Further
Investigation

1. Define a unit of analysis that could be used in
each of these content analyses:

a. Problem solving on television

b. News empbhasis in a daily newspaper and a
weekly newspaper

c. Changes in the values expressed by popu-
lar songs

d. The role of women in editorial cartoons

e. Content of personal web pages on the Internet

2. Using the topics in question 1, define a sample
selection procedure appropriate for each.

3. Generate two content analyses that could be
used as preliminary tests for an audience study.

4. Conduct a brief content analysis of one of the
topics listed next. (Train a second individual in
the use of the category system that you de-
velop, and have this person independently code
a subsample of the content.)

Similarities and differences between local
newscasts on two television stations

Changes in the subject matter of movies from
1990 to 1998

The treatment of the elderly on network
television

5. Using the topic you selected in question 4,
compute a reliability coefficient for the items
that were scored by both coders.

6. If you are using InfoTrac College Edition, con-
duct a search for articles that examined violent
content on television. What operational defini-
tion of “violence” was used by each re-
searcher? Were they similar?
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Audience and consumer surveys are now
commonplace in all areas of life. This is im-
mediately evident by searching the Internet
for “audience surveys” or “consumer sur-
veys.” Decision makers in businesses, con-
sumer and activist groups, politics, and the
media use survey results as part of their daily
routine. The increased use of surveys has cre-
ated changes in the way they are conducted
and reported. More attention is now given to
sample selection, questtonnaire design, and
error rates. This means that surveys require
careful planning and execution; mass media
studies using survey research must take into
account a wide variety of decisions and
problems. This chapter is designed to ac-
quaint the beginning researcher with the ba-
sic steps of survey methodology. For addi-
tional information, search the Internet for
“survey methods.”

= Descriptive and
Analytical
Surveys

Researchers use at least two major types of
surveys: descriptive and analytical. A de-
scriptive survey attempts to picture or docu-
ment current conditions or attitudes—that is,
to describe what exists at the moment. For
example, the Department of Labor regularly
conducts surveys on the rate of unemploy-
ment in the United States. Professional poll-
sters survey the electorate to learn its opin-
ions of candidates or issues. Broadcast
stations and networks continually survey
their audiences to determine programming
tastes, changing values, and lifestyle varia-

tions that might affect programming. In de-
scriptive surveys of this type, researchers are
interested in discovering the current situation
in a given area.

Analytical surveys attempt to describe
and explain why certain situations exist. In
this approach, two or more variables are usu-
ally examined to test research hypotheses.
The results allow researchers to examine the
interrelationships among variables and to
draw explanatory inferences. For example,
television station owners survey the market
to determine how lifestyles affect viewing
habits or to determine whether viewers’
lifestyles can be used to predict the success of
syndicated programming. On a broader
scale, television networks conduct yearly sur-
veys to determine how the public’s tastes and
desires are changing and how these attitudes
relate to viewers’ perceptions of the three
commercial networks.

= Advantages
and
Disadvantages
of Survey
Research

Surveys have certain well-defined advan-
tages. First, they can be used to investigate
problems in realistic setrings. Newspaper
reading, television viewing, and consumer
behavior patterns can be examined where
they happen rather than in a laboratory or
screening room under artificial conditions.
Second, the cost of surveys is reason-
able considering the amount of information
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gathered. In addition, researchers can control
expenses by selecting from four major types
of surveys: mail, telephone, personal inter-
view, and group administration.

A third advantage is that a large amount
of data can be collected with relative ease
from a variety of people. The survey tech-
nique allows researchers to examine many
variables (demographic and lifestyle infor-
mation, attitudes, motives, intentions, and so
on) and to use multivariate statistics to ana-
lyze the data. Also, geographic boundaries
do not limit most surveys.

Finally, data helpful to survey research al-
ready exist. Data archives, government doc-
uments, census materials, radio and televi-
sion rating books, and voter registration lists
can be used as primary sources (main sources
of data) or as secondary sources (supportive
data) of information. With archive data, it is
possible to conduct an entire survey study
without ever developing a questionnaire or
contacting a single respondent.

Survey research, however, is not a perfect
research methodology. The first and most im-
portant disadvantage is that independent
variables cannot be manipulated the way
they are in laboratory experiments. Without
control over independent variables, the re-
searcher cannot be certain whether the rela-
tionships between independent variables and
dependent variables are causal or noncausal.
That is, a survey may establish that A and B
are related, but it is impossible to determine
solely from the survey results that A causes B.
Causality is difficult to establish because
many intervening and extraneous variables
are involved. Time series studies can some-
times help correct this problem.

A second disadvantage is that inappropri-
ate wording or placement of questions within
a questionnaire can bias results. The ques-
tions must be worded and placed unambigu-
ously to elicit the desired information. This
problem is discussed later in the chapter.

A third disadvantage of survey research,
especially in telephone studies, is the poten-

tial problem of talking to the wrong people.
For example, a respondent may claim to be
18 to 24 years old but may in fact be well
over 30 years old.

Finally, some survey research is becoming
difficult to conduct. This is especially true
with telephone surveys, where answering
machines and respondents unwilling to par-
ticipate are lowering the incidence rates.
Telemarketers (telephone salespeople) are de-
stroying mass media research; more and
more people refuse to participate in legiti-
mate studies for fear of attempts by the in-
terviewer to try to sell something.

Despite these problems, however, surveys
can produce reliable and useful information.
They are especially useful for collecting in-
formation on audiences and readership.

=  Constructing
Questions

There are two basic considerations in the con-
struction of good survey questions: (1) the
questions must clearly and unambiguously
communicate the desired information to the
respondent; and (2) the questions should be
worded to allow accurate transmission of re-
spondents’ answers to researchers.

Questionnaire design depends on the
choice of data collection technique. Ques-
tions written for a mail survey must be easy
to read and understand because respondents
are unable to obtain explanations. Telephone
surveys cannot use questions with long lists
of response options; the respondent may for-
get the first few responses by the time the last
ones are read. Questions written for group
administration must be concise and easy for
the respondents to answer. In a personal in-
terview, an interviewer must tread lightly
with sensitive and personal questions be-
cause his or her physical presence might
make the respondent less willing to answer.
(These procedures are discussed in greater
detail later in this chapter.)



The design of a questionnaire must al-
ways reflect the basic purpose of the re-
search. A complex research topic such as me-
dia use during a political campaign requires
more detailed questions than does a survey to
determine a favorite radio station or maga-
zine. Nonetheless, there are several general
guidelines to follow regarding wording of
questions and question order and length. In
addition, search the Internet for “construct-
ing questions” for numerous examples and
software programs about the topic.

Types of Questions

Surveys can consist of two basic types of ques-
tions: open-ended and closed-ended. An open-
ended question requires respondents to gener-
ate their own answers. Here is an example:

What could your favorite radio station
change so that you would listen more often?

What type of television program do you
prefer to watch?

Why do you subscribe to the Daily Record?

Open-ended questions give respondents
freedom in answering questions and an op-
portunity to provide in-depth responses. Fur-
thermore, they give researchers the opportu-
nity to ask, “Why did you say that?” or
“Could you explain your answer in maore de-
tail?” The flexibility to follow up on, or
probe, certain questions enables the inter-
viewers to gather information about the re-
spondents’ feelings and the motives behind
their answers.

Also, open-ended questions allow for an-
swers that researchers did not foresee in de-
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signing the questionnaire—answers that may
suggest possible relationships with other an-
swers or variables. For example, in response
to the question, “Which radio stations do
you have programmed on the buttons in the
vehicle you drive most often?” the manager
of a local radio station might expect to re-
ceive a list of the local radio stations. How-
ever, a subject may give an unexpected re-
sponse, such as, “I have no idea. I thought
the stations were programmed by the car
dealer.” This forces the manager to recon-
sider his or her perceptions of radio listeners.

Finally, open-ended questions are partic-
ularly useful in a pilot version of a study. Re-
searchers may not know what types of re-
sponses to expect from subjects, so
open-ended questions are used to allow sub-
jects to answer in any way they wish. From
the list of responses provided by the subjects,
the researcher may select the most often men-
tioned items and include them in multiple-
choice or forced-choice questions. Using
open-ended questions in a pilot study gener-
ally saves time and resources, since all possi-
ble responses are more likely to be included
on the final measurement instrument, avoid-
ing the need to reconduct the analysis.

The major disadvantage associated with
open-ended questions is the amount of time
needed to collect and analyze the responses.
Open-ended responses require that inter-
viewers spend time writing down answers. In
addition, because there are so many types of
responses, a content analysis of each open-
ended question must be completed to pro-
duce data that can be tabulated (see Chapter
7). A content analysis groups common re-
sponses into categories, essentially making
the question closed-ended. The content analy-
sis results are then used to produce a code-
book to code the open-ended responses. A
codebook is a menu or list of quantified re-
sponses. For example, “I hate television” may
be coded as a 5 for input into the computer.

In the case of closed-ended questions,
respondents select an answer from a list
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provided by the researcher. These questions
are popular because they provide greater uni-
formity of response and the answers are eas-
ily quantified. The major disadvantage is that
researchers often fail to include some impor-
tant responses. Respondents may have an an-
swer different from those that are supplied.
One way to solve the problem is to include an
“Other” response followed by a blank space
to give respondents an opportunity to supply
their own answer. The “Other” responses are
then handled just like an open-ended ques-
tion; a content analysis of the responses is
completed to develop a codebook. A pilot
study or pretest of a questionnaire usually
solves most problems with closed-ended
questions.

Problems in Interpreting Open-ended
Questions. Open-ended questions often
cause a great deal of frustration. In many
cases, respondents’ answers are bizarre.
Sometimes respondents do not understand a
question and provide answers that are not
relevant to anything. Sometimes interviewers
have difficulty understanding respondents,
or they may have problems spelling what the
respondents say. In these cases, researchers
must interpret the answers and determine
which code is appropriate.

The following examples are actual com-
ments (called “verbatims”) from telephone
surveys and self-administered surveys con-
ducted by the senior author. They show that
even the best-planned survey questionnaire
can produce a wide range of responses. The
survey question asked, “How do you de-
scribe the programming on your favorite ra-
dio station?”

= The station is OK, but it’s geared to
Jerry Atrics.

= [ only listen to the station because my
poodle likes it.

= It sounds like it is run by people who
don’t know what they’re doing.

= I don’t listen to that station because I
live on Chinese time.

= It’s great. It has the best floormat in
the city.

= The station is good, but sometimes it
makes me want to vomit.

= It’s my favorite, but I really don’t like it
since my mother does.

= My parrot is just learning to talk, and
the station teaches him a lot of words.

* My kids hate it, so I turn it up real loud.

» It sounds great with my car trunk open.

* There is no way for me to answer that
question before I eat dinner.

And then there was a woman who, when
asked what her spouse does for a living,
wrote “Arrow Space Engeneer.” Research
is not always easy to conduct, especially
when trying to decipher comments made by
respondents.

General Guidelines

Before we examine specific types of ques-
tions appropriate in survey research, here are
some general dos and don’ts about writing
questions:

1. Make questions clear. This should go
without saying, but many researchers be-
come so closely associated with a problem
that they can no longer put themselves in the
respondents’ position. What might be per-
fectly clear to researchers might not be nearly
so clear to persons answering the question.
For example, after finding out which radio
stations a respondent has been listening to
more lately, the researcher might ask, “Why
have you been listening to WXXX more
lately?” and expect to receive an answer such
as “I like the music a lot more.” But the re-
spondents might say, “It’s the only station my
radio can pick up.” The question would be
much clearer to a respondent if asked in this
form: “Which radio station, or stations, if
any, do you enjoy listening to more lately as



compared to a few months ago?” Question-
naire items must be phrased precisely so that
respondents know what is being asked.

Making questions clear also requires
avoiding difficult or specialized words,
acronyms, and stilted language. In general,
the level of vocabulary commonly found in
newspapers or popular magazines is appro-
priate for a survey. Questions should be
phrased in everyday speech, and social sci-
ence jargon and technical words should be
eliminated. For example, “If you didn’t have
a premium channel, would you consider
PPV?” might be better phrased, “If you
didn’t have a pay channel like Home Box Of-
fice or Showtime, would you consider a serv-
ice where you pay a small amount for indi-
vidual movies or specials you watch?”

The item “Should the city council ap-
prove the construction of an interactive cable
TV system?” assumes that respondents know
what “interactive cable TV systems” are. A
preferable option is “An interactive cable tel-
evision system is one in which viewers can
send messages back to the cable company as
well as receive normal television. Do you
think the city council should approve such a
system for this community?”

The clarity of a questionnaire item can be
affected by double or hidden meanings in the
words that are not apparent to investigators.
For example, the question “How many tele-
vision shows do you think are a little too vi-
olent—most, some, few, or none?” contains
such a problem. Some respondents who feel
that all TV shows are extremely violent will
answer “none” based on the question’s
wording. These subjects reason that all
shows are more than “a little too violent”;
therefore the most appropriate answer to the
question is “none.” (Deleting the phrase “a
little” from the question helps avoid this pit-
fall.) In addition, the question inadvertently
establishes the idea that at least some shows
are violent. The question should read, “How
many television shows, if any, do you think
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are too violent—most, some, few, or none?”
Questions should be written so they are fair
to all types of respondents.

2. Keep questions short. To be precise and
unambiguous, researchers sometimes write
long and complicated questions. Yet respon-
dents who are in a hurry to complete a ques-
tionnaire are unlikely to take the time to fig-
ure out the precise intent of the person who
drafted the items. Short, concise items that
will not be misunderstood are best. A good
question should not contzin more than two
short sentences.

3. Remember the purposes of the re-
search. It is important to include in a ques-
tionnaire only items that relate directly to
what is being studied. For example, if the oc-
cupational level of the respondents is not rel-
evant to the purpose of the survey, the ques-
tionnaire should not ask about it. Beginning
researchers often add questions for the sake
of developing a longer questionnaire, or be-
cause the information “will be interesting to
find out.”

4. Do not ask double-barreled questions.
A double-barreled question is one that asks
two or more questions in the same sentence.
Whenever the word and appears in a ques-
tion, the sentence structure should be exam-
ined to see whether more than one question is
being asked. Consider “The ABC network
has programs that are funny and sexually ex-
plicit. Do you agree or disagree?” Since a pro-
gram may be funny but not necessarily sexu-
ally explicit, a respondent could agree with
the second part of the question even though
he or she disagrees with the first part. This
question should be divided into two items.

S. Avoid biased words or terms. Consider
the following item: “In your free time, would
you rather read a book or just watch televi-
sion?” The word just in this example injects
a pro-book bias into the question because it
implies that there is something less desirable
about watching television. In like manner,
“Where did you hear the news about the
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president’s new economic program?” is
mildly biased against newspapers; the word
hear suggests that “radio,” “television,” or
“other people” is a more appropriate answer.
Items that start with “Do you agree or dis-
agree with so-and-so’s proposal to . . . ” al-
most always bias a question. If the name
“Adolf Hitler” is inserted for “so-and-so,”
the item becomes overwhelmingly negative.
Inserting “the president” creates a potential
for both positive bias and negative bias. Any
time a specific person or source is mentioned
in a question, the possibility of bias arises.

6. Avoid leading questions. A leading
question is one that suggests a certain re-
sponse (either literally or by implication) or
contains a hidden premise. For example,
“Like most Americans, do you read a news-
paper every day?” suggests that the respon-
dent should answer in the affirmative or run
the risk of being unlike most Americans. The
question “Do you still use marijuana?” con-
tains a hidden premise. This type of question
is called a double bind: Regardless of how the
respondent answers, an affirmative response
to the hidden premise is implied—in this
case, that he or she has used marijuana at
some point.

7. Do not use questions that ask for
highly detailed information. The question
“In the past 30 days, how many hours of tel-
evision have you viewed with your family?”
is unrealistic. Few respondents could answer
it. A more realistic approach is to ask, “How
many hours did you spend watching televi-
sion with your family yesterday?” A re-
searcher interested in a 30-day period should
ask respondents to keep a log or diary of
family viewing habits.

8. Avoid potentially embarrassing ques-
tions unless they are absolutely necessary.
Most surveys need to collect data of a confi-
dential or personal nature, but an overly per-
sonal question may cause embarrassment
and inhibit respondents from answering hon-

estly. One common area with high potential
for embarrassment is income. Many individ-
uals are reluctant to tell their income to
strangers doing a survey. A straightforward
“What is your annual income?” often
prompts the reply “None of your business.”
It 1s more prudent to preface a reading of the
following list with the question, “Which of
these categories includes your household’s
total annual income?”

____ More than $50,000
____$25,000-%$50,000
__$20,000-$24,999
__ $15,000-%19,999
___$10,000-$14,999
___ Under $10,000

The categories are broad enough to allow re-
spondents some privacy, but narrow enough
for statistical analysis. Moreover, the bottom
category, “Under $10,000,” is artificially
low so that individuals who fall into the
$10,000-%$14,999 slot will not be embar-
rassed by giving the lowest choice. (In 1997,
the average household income in the United
States was $18,100.) The income classifica-
tions depend on the purpose of the question-
naire and the geographic and demographic
distribution of the subjects. The $50,000 up-
per level in the example is much too low in
several parts of the country.

Other potentially sensitive areas are peo-
ple’s sex lives, drug use, religion, business
practices, and trustworthiness. In all these ar-
eas, care should be taken to ensure respon-
dents’ confidentiality and anonymity, when
possible.

The simplest type of closed-ended ques-
tion is one that provides a dichotomous re-
sponse, usually “agree/disagree” or “yes/no.”
For example:



Local television stations should have
longer weather reports in the late
evening news.

_ Agree

__ Disagree

__ No opinion

Although such questions provide little sensi-
tivity to different degrees of conviction, they
are the easiest to tabulate of all question
forms. Whether they provide enough sensi-
tivity or information about the purpose of
the research project are questions the re-
searcher must seriously consider.

The multiple-choice question allows re-
spondents to choose an answer from several
options. Here is an example:

In general, television commercials tell the
truth . . .

__ All of the time
_ Most of the time
___ Some of the time
____ Rarely

_ Never

Multiple-choice questions should include all
possible responses. A question that excludes
any significant response usually creates prob-
lems. For example:

What is your favorite television network?
ABC
CBS
NBC

Subjects who prefer PBS, Turner, UPN, WB,
Fox, or any other network cannot answer the
question as presented.

Additionally, multiple-choice responses
must be mutually exclusive: There should be
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only one response option per question for
each respondent. For instance:

How many years have you been working
in the newspaper industry?

Less than 1 year
1-5 years
5-10 years

Which blank would a person with exactly 5
years of experience check? One way to cor-
rect this problem is to reword the responses,
such as in the following item:

How many years have you been working
in the newspaper indusiry?

Less than 1 year
Between 1 and 5 years

More than § years

Rating scales are also used widely in mass
media research (see Chapter 3). They can be
arranged horizontally or vertically:

There are too many commercials on TV.

(coded as a 5
for analysis)

Strongly agree

_ Agree (coded as a 4)
_ Neutral (coded as a 3)
__ Disagree (coded as a 2)
______ Strongly disagree  (coded asa 1)

What is your opinion of the local news on
Channel 9?

Fair Unfair

5 @ 3 @ (@

Semantic differential scales are another
form of rating scale frequently used to rate
persons, concepts, or objects (see Chapter 3).
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These scales use bipolar adjectives with seven
scale points:

How do you perceive the term public television?

Uninteresting Interesting
Good Bad

Dull Exciting
Happy Sad

Researchers are often interested in the rel-
ative perception of several concepts or items.
In such cases, the rank-ordering technique is
appropriate:

Here are several common occupations.
Please rank them in terms of their pres-
tige. Put a 1 next to the profession that
has the most prestige, a 2 next to the one
with the second most, and so on.

____Newspaper reporter
Banker

___ Dentist
Lawyer

__ Police officer

______ Politician

_ Newspaper writer
Teacher

Television news reporter

Asking respondents to rank more than a
dozen objects is not recommended because
the process can become tedious and the dis-
criminations exceedingly fine. Furthermore,
ranking data imposes limitations on the sta-
tistical analysis that can be performed.

The checklist question is often used in pi-
lot studies to refine questions for the final
project. For example:

What things do you look for in a new tel-
evision set? (Check as many as apply.)

Automatic fine-tuning

Picture within a picture (the abil-
ity to view more than one channel
at a time)

Remote control

Cable ready

Portable

Stereo sound

Other

In this case, the most frequently checked an-
swers may be used to develop a multiple-
choice question; the unchecked responses are
dropped.

Forced-choice questions are frequently
used in media studies designed to gather in-
formation about lifestyles, and they are al-
ways listed in pairs. Forced-choice question-
naires are usually very long—sometimes
containing dozens of questions—and repeat
questions (in a different form) on the same
topic. The answers for each topic are analyzed
for patterns, and a respondent’s interest in that
topic is scored. A typical forced-choice ques-
tionnaire might contain the following pairs:

Select one statement from each of the fol-
lowing pairs of statements:

Adpvertising of any kind is a waste
of rime and money.

I learn a lot from all types of ad-
vertising.



The government should regulate
television program content.

The government should not regu-
late television program content.

I listen to the radio every day.

I only listen to the radio when I'm
alone.

Respondents generally complain that neither
of the responses to a forced-choice question is
satisfactory, but they have to select one or the
other. From a series of questions on the same
topic (violence, lifestyles, career goals), a pat-
tern of behavior or attitude usually develops.

Fill-in-the-blank questions are used infre-
quently by survey researchers; however, some
studies are particularly suited for them. In
advertising copy testing, for example, they
are often used to test subjects’ recall of a
commercial. After seeing, hearing, or reading
a commercial, subjects receive a script of the
commercial in which a number of words
have been randomly omitted (often every
fifth or seventh word). Subjects are required
to fill in the missing words to complete the
commercial. Fill-in-the-blank questions also
can be used in information tests—for exam-
ple, “The local news anchors on Channel 4
are ” or “The headline story on the
front page was about ”

Tables, graphs, and figures are also used in
survey research. Some ingenious questioning
devices have been developed to help respon-
dents more accurately describe how they think
and feel. For example, the University of Michi-
gan Survey Research Center developed the
feeling thermometer, with which subjects can
rate an idea or object. The thermometer, which
is patterned after a normal mercury ther-
mometer, offers an easy way for respondents to
rate their degree of like or dislike in terms of
“hot” or “cold” (see Figure 8.1). For example:

How would you rate the coverage your local
newspaper provided on the recent school
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board campaign? (Place an X near the number
on the thermometer that most accurately re-
flects your feelings; 100 indicates strong ap-
proval, and 0 reflects strong disapproval.)

For other examples of the use of the “feel-
ing thermometer,” search the Internet. Note
the diverse use of the procedure.

Some questionnaires designed for children
use other methods to collect information.
Since young children have difficulty assigning
numbers to values, one logical alternative is
to use pictures. For example, the interviewer
might read the question “How do you feel
about Saturday morning cartoons on televi-
sion?” and present the faces in Figure 8.2 to
elicit a response from a S-year-old. Zillmann
and Bryant (1975) present a similar approach
with their “Yucky” scale.

= Questionnaire
Design

The approach used in asking questions as
well as the physical appearance (in a self-
administered questionnaire) can affect the re-
sponse rate. Time and effort invested in de-
veloping a good questionnaire always pay off
with more usable data. The following section
offers some useful suggestions. [Note: Many
of the suggestions about questionnaire design
and layout discussed here are intended for
paper questionnaires, not CATI (computer-
aided telephone interviewing), which pre-
cludes problems such as skip patterns and ro-
tation of questions. However, all researchers
must understand all of the idiosyncrasies of
questionnaire design in order to work with
paper questionnaires or review a CATI-
designed questionnaire.]

Introduction

One way to increase the response rate in any
survey is to prepare a persuasive introduction
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Figure 8.1 A “Feeling Thermometer” for Recording a Subject’s Degree of Like or Dislike
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Figure 8.2 A Simple Picture Scale for Use with Young Children




to the survey. Backstrom and Hursh-Cesar
(1986) suggest six characteristics of a suc-
cessful introduction to a questionnaire;
namely, the introduction should be short, re-
alistically worded, nonthreatening, serious,
neutral, and pleasant but firm.

Generally speaking, there is no need 10 ex-
plain the purpose or value of a survey to re-
spondents, or to tell them how long the sur-
vey will take to complete. In a telephone
survey, telling the respondents that “the sur-
vey will take only a few minutes” gives them
the opportunity to say they do not have that
long to talk. The introduction should be short
so that the respondent can begin writing an-
swers or the interviewer can start asking ques-
tions. This is an effective introduction for a
telephone survey conducted by a field service:

Hi, we’re conducting an opinion survey about
radio in the Chicago area and I'd like to ask
you a few questions. My name is with
[INSERT COMPANY NAME]. We’re not try-
ing to sell anything, and this is not a coniest or
promotion. We’re interested only in your
opinions. Please tell me which of these age
groups you belong to—under 18, 18 to 24, 25
to 34, 35 to 44, 45 to 54, or over 54? [TER-
MINATE IF UNDER 18 OR OVER 54.]

With some modifications, the same introduc-
tion is appropriate for a self-administered
questionnaire. The introduction would in-
clude the first, third, and fourth sentences
along with a final sentence that says, “Please
answer the questions as completely and hon-
estly as possible.”

The goal of the introduction in telephone
surveys is to get into the interview as quickly
as possible so the respondent does not have a
chance to say “no” and hang up. This may
sound overly aggressive, but it works. (Note,
however, that many IRBs would not approve
such an approach and would require that a
statement such as “May [ continue?” be in-
cluded before going on with the interview.)
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The introduction in self-administered ques-
tionnaires should be as simple as possible.
Regardless of the survey approach used, a
well-constructed introduction usually gener-
ates higher response rates than a simple
“Please answer the following questions. . . .”

Instructions

All instructions necessary to complete the ques-
tionnaire should be clearly stated for respon-
dents or interviewers. These instructions vary
depending on the type of survey conducted
(search the Internet for “questionnaire instruc-
tions” for a variety of suggestions). Mail surveys
and self-administered questionnaires usually re-
quire the most specific instractions because re-
spondents are not able to ask questions about
the survey. Respondents and interviewers
should understand whether the correct response
consists of circling or checking an item, placing
items in a specific order, or skipping an item.

Procedural instructions for respondents
are often highlighted with a different type-
face, capital letters, or some graphic device,
perhaps arrows or lines. The following is an
example from a mail survey:

Do you have a favorite radio station that
you listen to most of the time?

If yes, please briefly explain why on the lines below.

Some questionnaires require respondents
to rank a list of items. In this case, the in-
structions must clearly describe which re-
sponse represents the highest value:

Please rate the following magazines in or-
der of importance to you. Place a 1 next
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to the magazine you prefer most, a 2 next
to the magazine in second place, and so
onuptoS.

_ Better Homes and Gardens
_ Consumer Reports
_____Hot Rod Bikes
_____Popular Science

American Iron Magazine

Fowler (1993) offers these suggestions
for putting together a self-administered
questionnaire:

= Make the questionnaire self-explanatory.

= Limit the questions to closed-ended
items. Checking a box or circling an an-
swer should be the only task required.

= Use only a limited number of question
forms.

= Lay out and type the questionnaire in a
clear and uncluttered way.

= Limit the amount of instructions. Re-
spondents can be confused easily by
elaborate instructions.

Fowler’s second suggestion is too strict.
Respondents of most ages are usually able to
answer open-ended questions with the same
ease (or complication) as closed-ended ques-
tions. Whether open-ended or closed-ended,
all questions should be tested in a pretest to
determine whether the directions for answer-
ing them are clear.

Instructions for interviewers are usually
typed in capital letters and enclosed in paren-
theses, brackets, or boxes. For example, in-

structions for a telephone survey might look
like this:

We’d like to start by asking you some
things about television. First, what are
your favorite TV shows? [RECORD)]

1. 22
3. 4.

RECORD ALL NAMES OF TV SHOWS. PROBE WITH
“ARE THERE ANY MORE?” TO GET AT LEAST
THREE SHOWS.

Screener questions, or filter questions, are
used to eliminate unwanted respondents or
to include anly respondents who have spe-
cific characteristics or who answer questions
in a specific manner. These questions often
require respondents or interviewers to skip
one or more questions. Skips must be clearly
specified (recall that a CATI-designed ques-
tionnaire will automatically skip to the next
question). Here is an example:

In a typical week, do you listen to radio
stations on the AM dial?

_ Yes [ASK Q.16]
No [SKIP TO Q.17]

A survey using this question might be de-
signed to question only respondents who lis-
ten to AM radio. The screener question im-
mediately determines whether the subject
falls into this group. If the respondent says
“no,” the interviewer (or respondent if the
survey is self-administered) may skip a cer-
tain number of questions or terminate the
survey immediately.

When interviewers are used, as is the case
in telephone and one-on-one interviews, the
questionnaires must have easy-to-follow in-
structions (including how many responses to
take for open-ended questions), simple skip
patterns, and enough space to record answers
(if survey responses are written). Telephone
questionnaires must include everything an in-
terviewer will say, including introductions,
explanations, definitions, transitions, and
pronunciations. The last point is particularly
important because interviewers should sound
like they know the topic. For example, the
name of the rock singer Sade should have a
phonetic spelling in parentheses (“Sha-Day”)



following its first appearance in the question-
naire. Otherwise an interviewer is sure to say
something like, “Do you think music by the
singer ‘Say-dee’ should be played on your fa-
vorite radio station?”

All instructions should be clear and sim-
ple. A confusing questionnaire impairs the ef-
fectiveness of the interviewer, lowers the
number of respondents who complete the
test, and in the long run increases costs.

Question Order

All surveys flow better when the early ques-
tions are simple and easy to answer. Re-
searchers often include one or two “warm-
up” questions about the topic under
investigation so respondents become accus-
tomed to answering questions and begin
thinking about the survey topic. Preliminary
questions can also serve as motivation to cre-
ate interest in the questionnaire. Demo-
graphic data, personal questions, and other
sensitive items should be placed at the end of
the questionnaire to allow the interviewer to
establish a rapport with each respondent or,
for a self-administered questionnaire, to allay
any suspicions. Although some respondents
may still refuse to answer personal items or
may hang up the telephone, at least the main
body of data is already collected. Age and
gender information are usually included in
the first part of a questionnaire, so at least
some respondent identification is possible.

The questionnaire should be organized in
a logical sequence, proceeding from the gen-
eral to the specific. Questions on similar top-
ics should be grouped together, and the tran-
sitions between question sections should be
clear and logical.

Poor question order may bias a respon-
dent’s answers. For example, suppose that,
after several questions about the presence of
violence in society, the respondent is asked to
rank the major problems facing the country
today from the following list:
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Corrupt government
War

Communism
Violence on TV
High prices

Violence on TV might receive a higher rank-
ing than it would if the ranking question had
been asked before the series of questions on
violence. Or, to take another example, sup-
pose a public relations researcher is attempt-
ing to discover the public’s attitudes toward
a large oil company. If the questionnaire that
begins with attitudinal questions concerning
oil spills and inflated profits asks respon-
dents to rate certain oil companies, it is likely
that the ratings of all the companies will be
lower because of general impressions created
by the earlier questions.

There is no easy solution to the problem
of question “contamination.” Obviously,
some questions have to be asked before oth-
ers. Perhaps the best approach for researchers
is to be sensitive to the problem and check for
it in a pretest. If they think question order A,
B, C may have biasing effects, then they
should test another version using the order C,
B, A. Completely neutral positioning is not al-
ways possible, however, and when bias may
enter because of how respanses are ordered,
the list of items should be rotated. The com-
mand [ROTATE] after a guestion indicates
that the interviewer must alter the order of
responses for each subject (performed auto-
matically by a CATI-designed questionnaire).
Different question orders can be printed on
self-administered questionnaires.

Layout

The physical design of the questionnaire is an-
other important factor in survey research. A
badly typed, poorly reproduced questionnaire
is not likely to attract many responses in a
mail survey. Nor does a cramped questionnaire
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with 40 questions to a page create a positive at-
titude in respondents. Response categories
should be adequately spaced and presented in
a nonconfusing manner. For example, the fol-
lowing format might lead to problems:

There are too many commercials on tele-

vision.
Do you strongly agree Agree
Have no opinion Disagree

Strongly disagree?

A more effective and less confusing method is
to provide a vertical ordering of the response
choices:

There are too many commercials on tele-
vision.

_ Strongly agree

__ Agree

__ No opinion

__ Disagree

Strongly disagree

Some researchers recommend avoiding
blanks altogether because respondents and in-
terviewers tend to make large check marks or
Xs that cover more than one blank, making in-
terpretation difficult. If blanks are perceived as
a problem, boxes to check or numbers to circle
are satisfactory. In any case, the response form
should be consistent throughout the question-
naire. Format changes generally create confu-
sion for both respondents and interviewers. Fi-
nally, each question must have enough space
for answers. This is especially true for open-
ended questions. Nothing is more discouraging
to respondents and interviewers than to be
confronted with a presentation like this:

What would you change on your favorite
radio station?

Why do you go to the movies?

Who are your favorite movie stars?

What are your favorite television shows?

If a research budget limits the amount of pa-
per for questionnaires, subjects can be
asked to add further comments on the back
of the survey.

Questionnaire Length

Questionnaire length is an important concern
in any survey because it is directly related to
the completion rate. Long questionnaires
cause fatigue, respondent mortality, and low
completion rates. Shorter questionnaires
guarantee higher completion rates. Search
the Internet for “questionnaire length” for
many excellent discussions on the topic, es-
pecially wwiw.busreslab.com/tips/tipS.htm.

Unfortunately, there are no strict guide-
lines to help in deciding how long a ques-
tionnaire should be. The length depends on a
variety of factors:

* Amount of money in the research budget

= Purpose of the survey

= Type of problems or questions to be
investigated

= Age of respondents involved in the
survey

» Type and complexity of questions in the
questionnaire

= Location in the country where the study
is conducted

= Specific setting of the testing situation

= Time of year

= Time of day

= Type of interviewer (professional or
amateur)

In most cases, questionnaire length is de-
termined by trial and error. A survey that has
significantly less than 100% respondent
completion is too long. Our experience dur-



ing the past 20 years has shown the follow-
ing time limits as maximum:

Type of Survey Maximum
Time Limit

Self-administered mail 60 min.

Self-administered in a group 60 min.

situation supervised by

a researcher

One-on-one interviews 60 min.

Telephone 20 min.

Shopping center intercept 10 min.

Telephone interviewing can be a difficult
approach to use because it takes talent to
keep respondents answering questions on the
telephone. Professional interviewers can usu-
ally hold respondents’ attention for about 20
minutes. There is a severe dropoff in inci-
dence after that (due to breakoffs, where the
respondent hangs up).

Two hints to researchers can make the ques-
tionnaire development process go much more
smoothly: (1) read the questionnaire out loud or
call up a friend and conduct the interview—
errors are easier to detect; and (2) if possible, put
the questionnaire aside for a day or two and
come back to it—sometimes researchers be-
come too deeply involved in questionnaire de-
velopment and overlook a simple problem.

= Pretesting

Without a doubt, the best way to discover
whether a research instrument is adequately
designed is to pretest it—that is, conduct a
ministudy with a small sample to determine
whether the study approach is correct and to
help refine the questions. Areas of misunder-
standing or confusion can be easily corrected
without wasting time or money.

There are several ways to pretest a ques-
tionnaire. When an acceptable draft of the
questionnaire is completed, a focus group can
be used to discuss the questionnaire with po-
tential respondents (see Chapter 6). However,
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this is usually too expensive. The best pretest
in telephone surveys is for interviewers to call
10-20 people and do a run-through. Any
problems quickly emerge. Self-administered
questionnaires should be pretested with the
type of respondent who will participate in the
actual study. Once again, any problems
should be noted immediately.

In any type of pretesting situation, it is ap-
propriate to discuss the project with respon-
dents after they complete the questionnaire.
They can be asked whether they understood
the questions, whether the questions were
simple to answer, and so on. Respondents are
almost always willing to help researchers.

= Gathering
Survey Data

Once a questionnaire is developed and one or
more pretests or pilot studies have been con-
ducted, the next step is ta gather data from
an appropriate group of respondents. The
four basic methods for doing this are mail
survey, telephone survey, personal interview,
and group administration. Researchers can
also use variations and combinations of these
four methods, such as disk-by-mail surveys
and mall interviews. Each procedure has def-
inite advantages and disadvantages that must
be considered before a choice is made. The
remainder of this chapter highlights the char-
acteristics of each method.

Mail Surveys

Mail surveys involve mailing self-adminis-
tered questionnaires to a sample of respon-
dents. Stamped reply envelopes are enclosed
to encourage respondents to mail their com-
pleted questionnaires back to the researcher.
Mail surveys are papular in some types of
businesses because they can secure a great
deal of data with a minimum expenditure of
time and money. At the outset, however, re-
searchers should be aware that respondents
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are often busy people with many demands on
their time. Consequently, many people do not
share the researcher’s enthusiasm for ques-
tionnaires and often simply throw them away.

The general stages of a mail survey are dis-
cussed next. Although the steps are listed in nu-
merical sequence, many of them are often done
in a different order or even simultaneously.

1. Select a sample. Sampling is generally
done from a prepared frame that con-
tains the names and addresses of po-
tential respondents (see Chapter 5).
The most common sampling frame is
the mailing list, a compilation of
names and addresses in narrowly de-
fined groupings that commercial sam-
pling firms can prepare.

2. Construct the questionnaire. As dis-
cussed earlier, mail survey question-
naires must be concise and specific be-
cause no interviewer is present to
correct misunderstandings, answer
questions, or give directions.

3. Write a cover letter. A brief note ex-
plaining the purpose and importance
of the questionnaire usually increases
the response rate.

4. Assemble the package. The question-
naire, cover letter, and return envelope
are stuffed into mailing envelopes. Re-
searchers sometimes choose to use bulk
mail with first-class return envelopes.
An alternative method is to send ques-
tionnaires via first-class mail and use
business reply envelopes for responses.
This method allows researchers to pay
postage only for the questionnaires ac-
tually returned. Postal options always
depend on the research budget.

5. Mail the surveys. Bulk mail regula-
tions require sorting envelopes into zip
code areas.

6. Closely monitor the return rates.

7. Send follow-up mailings. The first fol-
low-up should be sent 2 weeks after

the initial mailing, and a second (if
necessary) 2 weeks after the first. The
follow-up letter can be sent to the en-
tire sample or to only the subjects who
fail to answer.

8. Tabulate and analyze the data.

Advantages. Mail surveys cover a wide ge-
ographic area for a rather reasonable cost.
They are often the only way to gather infor-
mation from people who live in hard-to-
reach areas of the country (or in other coun-
tries). Mail surveys also allow for selective
sampling through the use of specialized mail-
ing lists. In addition to those mentioned, lists
are available that include only people with
annual incomes exceeding $50,000, con-
sumers who have bought a car within the
past year, subscribers to a particular maga-
zine, or residents of a specific zip code area.
If researchers need to collect information
from a highly specialized audience, mail sur-
veys are excellent.

Another advantage of the mail survey is
that it provides anonymity; some respon-
dents are more likely to answer sensitive
questions candidly. Questionnaires can be
completed at home or in the office, which af-
fords respondents a sense of privacy. People
can answer questions at their own pace, and
they have an opportunity to look up facts or
check past information. Mail surveys also
eliminate interviewer bias because there is no
personal contact.

Probably the biggest advantage of this
method is its relatively low cost. Mail surveys
do not require a large staff of trained work-
ers. The only costs are for printing, mailing
lists, envelopes, and postage. If the cost per
completed questionnaire were computed, it is
likely that the mail survey would prove to be
the most inexpensive of all the survey meth-
ods. Researchers who are willing to spend
the necessary time and money on a mail sur-
vey can usually ensure an above-average re-
turn rate.



Disadvantages. First, mail questionnaires
must be self-explanatory. No interviewer is
present to answer questions or to clear up
misunderstandings. Mail surveys are also the
slowest form of data collection. Returns start
to trickle in a week or so after the initial mail-
ing and continue to arrive for several weeks
thereafter. It may even be months before
some responses are returned. Many re-
searchers simply set a cutoff date, after which
returns are not included in the analysis.
Another problem with mail surveys is that
researchers never know exactly who answers
the questions. Assistants, for example, may
complete a survey sent to corporate execu-
tives. Furthermore, replies are often received
only from people who are interested in the
survey, and this injects bias into the results.
Most researchers agree, however, that the
biggest disadvantage of the mail survey is the
low return rate. A typical survey (depending
on area and type of survey) will achieve a re-
sponse rate of 10%—40%. This low return
casts doubt on the reliability of the findings.

Increasing Response Rates. Survey re-
searchers have investigated a number of ways
to improve return rates, but there are no hard
and fast guarantees. In a meta-analysis (in
which the findings of several studies are
treated as independent observations and
combined to calculate an overall or average
effect) of numerous studies concerning mail
surveys, Fox, Crask, and Kim (1989) found
that, on the average, response rates can be in-
creased in a variety of ways. In descending
order of importance, the following proce-
dures increase mail survey response rates:
university sponsorship, stamped rerurn
postage as opposed to business reply, written
prenotification of the survey sent to the re-
spondent, postcard follow-up, first-class out-
going postage, questionnaire color (green pa-
per as opposed to white), notification of
cutoff date, and stamped outgoing postage
rather than metered stamping.

Chapter 8 = Survey Research 177

In addition, The Eagle Group in 1995
found these ideas to be very successful in in-
creasing response rates in mail surveys (as
much as 50%):

* A drawing of some type that offers a
prize of a color TV, stereo, or CD player

» Telephone calling cards with 30 min-
utes of time (activated when the ques-
tionnaire is returned)

= A $10 bill

An Internet search of “mail surveys” pro-
vides hundreds of excellent articles and dis-
cussions on the methodology.

Telephone Surveys

Telephone surveys and personal interviews
use trained interviewers who ask questions
orally and record the responses. The respon-
dents generally do not see the actual ques-
tionnaire. Since telephone and personal inter-
viewing techniques have certain similarities,
much of what follows applies to both.

Telephone surveys fill a middle ground
between mail surveys and personal inter-
views. They offer more control and higher re-
sponse rates than most mail surveys, but they
are limited in the types of questions that can
be used. Telephone interviews are generally
more expensive than mail surveys but less
expensive than face-to-face interviews. Be-
cause of these factors, telephone surveys
seem to represent a compromise between the
other two techniques, and this may account
for their enormous popularity in mass media
research.

Interviewers are extremely important to
both telephone surveys and personal surveys.
An interviewer ideally should function as a
neutral medium through which the respon-
dents’ answers are communicated to the re-
searcher. The interviewer’s presence and
manner of speaking should not influence re-
spondents’ answers in any way. Adequate
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training and instruction can minimize the
bias that the interviewer might inject into the
data. For example, if the interviewer shows
disdain or shock over an answer, it is unlikely
that the respondent will continue to answer
questions in a totally honest manner. Show-
ing agreement with certain responses might
prompt similar answers to other questions.
Skipping questions, carelessly asking ques-
tions, and being impatient with the respon-
dent might also cause problems.

As an aid to minimizing interviewer bias,
the National Association of Broadcasters has
published the following recommendations
for interviewers:*

» Read the questions exactly as worded.
Ask them in the exact order listed. Skip
questions only when the instructions on
the questionnaire tell you to. There are
no exceptions to this.

= Never suggest an answer, try to explain
a question, or imply what kind of reply
is wanted. Don’t prompt in any way.

« If a question is not understood, say “Let
me read it again,” and repeat it slowly
and clearly. If it is still not understood,
report a “no answer.”

= Report answers and comments exactly
as given, writing them out fully. If an
answer seems vague oOr incomplete,
probe with neutral questions, such as
“Will you explain that?” or “How do
you mean that?” Sometimes just wait-
ing a bit will tell the respondent you
want more information.

« Actinterested, alert, and appreciative of
the respondent’s cooperation, but never
comment on his or her replies. Never
express approval, disapproval, or sur-
prise. Even an “Oh” can cause a re-
spondent to hesitate or refuse to answer

“From A Broadcast Research Primer, 1976, pp. 37-38.
Reprinted with permission {edited).

further questions. Never talk up or
down to a respondent.

» Follow all instructions carefully,
whether you agree with them or not.

« Thank each respondent. Leave a good
impression for the next interviewer.

= Discuss any communication problems
immediately with the researcher in
charge.

A general procedure for conducting a
telephone survey follows. Again, the steps are
presented in numerical order, but it is possi-
ble to address many tasks simultaneously.

1. Select a sample. Telephone surveys re-
quire researchers to specify clearly the geo-
graphic area to be covered and to identify the
type of respondent to be interviewed in each
household contacted. Many surveys are re-
stricted to people over 18, heads of house-
holds, and so forth. The sampling procedure
used depends on the purpose of the study (see
Chapter 6).

2. Construct the questionnaire. Tele-
phone surveys require straightforward and
uncomplicated response options. Ranking a
long list of items is especially difficult over
the telephone, and this should be avoided. In
addition, the length of the survey should not
exceed 10 minutes for nonprofessional inter-
viewers. Longer interviews require profes-
sionals who are capable of keeping people on
the telephone.

3. Prepare an interviewer instruction
manual. This document should cover the ba-
sic mechanics of the survey (what numbers to
call; when to call, how to record times, and
so on). It should also specify which house-
hold member to interview and provide gen-
eral guidelines on how to ask the questions
and how to record the responses.

4. Train the interviewers. Interviewers
need to practice going through the question-
naire to become familiar with all the items, re-
sponse options, and instructions. It is best to
train interviewers in a group using interview



simulations that allow each person to practice
asking questions. It is advisable to pretest in-
terviewers as well as the questionnaire.

5. Collect the data. Data collection is
most efficient when conducted from one cen-
tral location (assuming enough telephone
lines are available). Problems that develop
are easier to remedy, and important ques-
tions raised by one interviewer can easily be
communicated to the rest of the group. A
central location also makes it easier for re-
searchers to check (validate) the interviewers’
work. The completion rate should be moni-
tored during this stage.

6. Make necessary callbacks. Additional
calls (usually no more than two) should be
made to respondents whose lines were busy
or who did not answer during the first ses-
sion. Callbacks on a different day or evening
tend to have a greater chance of reaching
someone willing to be interviewed.

Backstrom and Hursh-Cesar (1986,
p- 134) offer the following advice about
callbacks:

About 95% of all telephone interviews are
successfully completed within three calls.
However, we have rules for the number of
callbacks to make if the first call results in a
busy signal or a no answer. . . . We generally
permit only three calls—one original and two
callbacks—but if any of these calls produce
busy signals or [future interview] appeint-
ments, we allow up to five calls total. . . .

Backstrom and Hursh-Cesar’s comment that
about 95% of the interviews are successfully
completed with three calls is a bit optimistic.
Generally speaking, three callbacks produce
a contact about 75% of the time. In some
cases, to achieve 95%, as Backstrom and
Hursh-Cesar said, six or more callbacks are
required.

When the first call produces a busy signal,
the rule is to wait one-half hour before calling
again. If the first call produced a “no answer,”
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wait 2 to 3 hours before calling again, assum-
ing it is still a reasonable hour to call. If evening
calls produce no answer, call the following day.

In addition, interviewers should keep
track of the disposition or status of their sam-
ple numbers. Figure 8.3 shows a sample dis-
position sheet.

7. Verify the results. When all question-
naires have been completed, a small subsam-
ple of each interviewer’s respondents should
be called again to check that the information
they provided was accurately recorded. Re-
spondents should be told during the initial
survey that they may receive an additional call
at a later date. This tends to eliminate any con-
fusion when subjects receive a second call. A
typical procedure is to ask the subject’s first
name in the interview so that it can be used
later. The interviewer should ask, “Were you
called a few days ago and asked questions
about television viewing?” The verification
can begin from there and need consist of only
two or three of the original questions (prefer-
ably open-ended and sensitive questions, since
interviewers are most likely to omit these).

8. Tabulate the data. Along with the nor-
mal data analysis, telephone researchers gen-
erally compute response rates for the follow-
ing items: completed interviews, initial
refusals, unqualified respondents, busy sig-
nals, language barriers, no answers, termi-
nates, breakoffs, and disconnects.

Advantages. The cost of telephone surveys
tends to be reasonable. The sampling in-
volves minimal expense, and there are no sig-
nificant transportation costs. Callbacks are
simple and economical. The variety of tele-
phone plans from AT&T, MCI, Sprint, and
others enable researchers to conduct tele-
phone surveys from any location.

Compared to mail surveys, telephone sur-
veys can include more detailed questions,
and, as stated earlier, interviewers can clarify
misunderstandings that might arise during
the administration of the questionnaire.
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Figure 8.3 Sample Telephone Interview Disposition Sheet

Phone number

Call #1 . #2 . #3 g
Date Date Date
Time Time ST R
Code

1 Completed interview
2 Answering machine
3 Busy

4 No answer

5 Refusal

6 Appointment to call again
(when

#4 #5
Date Date
Time Time

)

7 Nonworking number (out of order, disconnected, nonexistent)

8 Nonresidential number

9 Reached but respondent not available (out of town, hospital, etc.)

10 Reached but not interviewed (ineligible household, speech or physical problem,

age disqualification)

3 s ;

The response rates of telephone surveys
about the media (once a qualified respondent
is contacted) are generally high, especially
when multiple callbacks are used. In addition,
phone surveys are much faster than mail. A
large staff of interviewers can collect the data
from the designated sample in a relatively
short time. In summary, telephone surveys
tend to be fast, easy, and relatively inexpensive.

Disadvantages. First of all, researchers
must recognize that much of what is called
survey “research” by telephone is not re-
search at all but an attempt to sell people
something. Unfortunately, many companies
disguise their sales pitch as a “survey.” This
has made respondents suspicious and even

prompts some to terminate an interview be-
fore it has started. Additionally, it is impossi-
ble to include questions that involve visual
demonstrations. A researcher cannot, for ex-
ample, hold up a picture of a product and ask
whether the respondent remembers seeing it
advertised. A potentially severe problem is
that not everyone in a community is listed in
the telephone directory, the most often used
sampling frame. Not everyone has a tele-
phone, and many people have unlisted phone
numbers; also, some numbers are listed in-
correctly, and others are too new to be listed.
These problems would not be serious if the
people with no telephones or with unlisted
numbers were just like those listed in the
phone book. Unfortunately, researchers gen-



erally have no way of checking for such sim-
ilarities or differences, so it is possible that a
sample obtained from a telephone directory
may be significantly different from the popu-
lation. (See Chapter 5 concerning random
digit dialing.)

Finally, telephone surveys require a large
number of “dialings” and contacts in order to
successfully interview the number of respon-
dents required for a study. To demonstrate this,
the accompanying table shows a summary of
the telephone call “disposition sheets” from 75
randomly selected telephone studies con-
ducted by The Eagle Group in Denver in 1995.
The studies included respondents between the
ages of 18 and 54 and investigated topics such
as radio listening, television viewing, automo-
tive purchases, and other nonmedia topics.

Percent
Call Breakdown Number of Total
Noncontact 231,694 48.5%
Ineligible 65,621 13.7%
Initial refusal 57,221 11.9%
Disconnect/business 51,431 10.8%
Answering machine 48,666 10.2%
Qualified refusal 12,526 2.6%
Language barrier 949 0.2%
Completed 9,562 2.0%
Total 477,670 100.0%

The data show what a professional inter-
viewer faces during a working day. Of nearly
half a million dialings, only 2% were com-
pleted interviews; thus, of every 100 dialings
made, only 2 will achieve success. There aren’t
many other jobs with a “success rate” this low.

Personal Interviews

Personal interviews usually involve inviting a
respondent to a field service location or a re-
search office (called a one-on-one interview).
Sometimes interviews are conducted at a per-
son’s place of work or at home. There are
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two basic types of interviews—structured
and unstructured. In a structured interview,
standardized questions are asked in a prede-
termined order; relatively little freedom is
given to interviewers. In an unstructured in-
terview, broad questions are asked, which al-
lows interviewers freedom in determining
what further questions to ask to obtain the
required information. Structured interviews
are easy to tabulate and analyze but do not
achieve the depth or expanse of unstructured
interviews. Conversely, the unstructured type
elicits more detail but takes a great deal of
time to score and analyze.

The steps in constructing a personal inter-
view survey are similar to those for a tele-
phone survey. The following list discusses in-
stances in which the personal interview differs
substantially from the telephone method:

1. Select a sample. Drawing a sample for a
personal interview is essentially the same as se-
lecting a sample in any other research method.
In one-on-one interviews, respondents are se-
lected based on a predetermined set of screen-
ing requirements. In door-to-door interviews,
a multistage sample is used to select first a gen-
eral area, then a block or a neighborhood, and
finally a random household from which a per-
son will be chosen (see Figure 5.2 on page 91).

2. Construct the questionnaire. Personal
interviews are flexible: Detailed questions are
easy to ask, and the time taken to complete
the survey can be greatly extended. (Many
personal interviews last 30-60 minutes.) Re-
searchers can also make use of visual ex-
hibits, lists, and photographs to ask ques-
tions, and respondents can be asked to sort
photos or materials into categories, or to
point to their answers on printed cards. Re-
spondents can have privacy and anonymity
by marking ballots, which can then be
slipped into envelopes and sealed.

3. Prepare an interviewer instruction
guide. The detail needed in an instruction
guide depends on the type of interview. One-
on-one interviewer guides are not very detailed
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because there is only one location, respondents
are prerecruited by a field service, and inter-
viewing times are prearranged. Door-to-door
interviewer guides contain information about
the household to select, the respondent to se-
lect, and an alternative action to take in the
event the target respondent is not at home. In-
terviewer guides often have instructions on
how to conduct the interview, how to dress,
how to record data, and how to ask questions.

4. Train the interviewers. Training is im-
portant because the questionnaires in a per-
sonal interview are longer and more detailed.
Interviewers should receive instructions on
establishing a rapport with subjects, on ad-
ministrative details (for example, time and
length of interviews and interviewer salaries),
and on asking follow-up questions. Several
practice sessions are necessary to ensure that
the project’s goal is met and that interviewers
follow the established guidelines.

S. Collect the data. Personal interviews
are both labor- and cost-intensive. These
problems are why most researchers prefer to
use telephone or mail surveys. A personal in-
terview project can take several days to sev-
eral weeks to complete because turnaround is
slow. One interviewer can complete only a
handful of surveys each day. In addition, costs
for salaries and expenses escalate quickly. It is
not uncommon for some research companies
to charge as much as $1,000 per respondent
in a one-on-one situation.

Interviewers gather data either by writing
down answers or by audiotaping or video-
taping the respondents’ answers. Both meth-
ods are slow, and detailed transcriptions and
editing are often necessary.

6. Make necessary callbacks. Each call-
back requires an interviewer to return to a
household originally selected or to the loca-
tion used for the original interview. Addi-
tional salary, expenses, and time are required.

7. Verify the results. As with telephone
surveys, a subsample of each interviewer’s
completed questionnaires is selected for veri-

fication. Respondents can be called on the
phone or reinterviewed in person.

8. Tabulate the data. Data tabulation pro-
cedures for personal interviews are essentially
the same as with any other research method.
A codebook must be designed, questionnaires
coded, and data input into a computer.

Advantages. Many advantages of the per-
sonal interview technique have already been
mentioned. It is the most flexible means of ob-
taining information because the face-to-face
situation lends itself easily to questioning in
greater depth and detail. Also, some informa-
tion can be observed by the interviewer during
the interview without adding to the length of
the questionnaire. Additionally, the inter-
viewer can develop a rapport with the respon-
dents and may be able to elicit replies to sensi-
tive questions that would remain unanswered
in a mail or telephone survey. The identity of
the respondent is known or can be controlled
in the personal interview survey. Whereas in a
mail survey all members of a family might con-
fer on an answer, this can usually be avoided in
a face-to-face interview. Finally, once an inter-
view has begun, it is harder for respondents to
terminate the interview before all the questions
have been asked. In a telephone survey, the re-
spondent can simply hang up the telephone.

Disadvantages. As mentioned, time and
costs are the major drawbacks to the personal
interview technique. Another major disad-
vantage is the problem of interviewer bias.
The physical appearance, age, race, gender,
dress, nonverbal behavior, and comments of
the interviewer may prompt respondents to
answer questions untruthfully. Moreover, the
organization necessary for recruiting, train-
ing, and administering a field staff of inter-
viewers is much greater than that required for
other data collection procedures. If large
numbers of interviewers are needed, it is usu-
ally necessary to employ field supervisors to
coordinate their work, which makes the sur-



vey even more expensive. Finally, if personal
interviews are conducted during the day, most
of the respondents will not be employed out-
side the home. If it is desirable to interview re-
spondents who have jobs outside the home,
interviews must be scheduled on the week-
ends or during the evening.

One alternative now used in personal in-
terviews is a self-administered interview that
respondents answer on a personal computer.
Respondents are usually invited to the re-
search company or field service to participate
in the project by answering questions pre-
sented to them on the computer.

A hybrid of personal interviewing is in-
tensive, or in-depth, interviewing, which is
discussed in Chapter 6.

Mall Interviews

Although mall interviews are essentially a
form of the personal interviews just dis-
cussed, their recent popularity and wide-
spread use warrant individual consideration.

During the late 1980s, mall intercepts be-
came one of the most popular research ap-
proaches among marketing and consumer re-
searchers. Schleifer (1986) found that of all
the people who participated in a survey in
1984, 33% were mall intercepts. In addition,
Marketing News (1983) stated that 90% of
the market researchers it surveyed in the
United States use mall intercepts. Both figures
have risen since those studies were conducted.

Although mall intercepts use convenience
samples and sampling error cannot be deter-
mined, the method has become the standard
for many researchers. It is rare to enter a
shopping mall without seeing a man or a
woman with a clipboard trying to interview a
shopper. The method has become common-
place, and some shoppers resent the intrusion.
In fact, shoppers often take paths to avoid the
interviewers they can so easily detect.

The procedures involved in conducting
mall intercepts are the same as those for per-
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sonal interviews. The only major difference is
that it is necessary to locate the field service
that conducts research in the particular mall
of interest. Field services pay license fees to
mall owners to allow them to conduct re-
search on the premises. Not just any field
service can conduct research in any mall.

One recent trend in mall intercept re-
search is the use of a personal computer for
data collection. As with one-on-one inter-
views conducted in a field service, the re-
spondents simply answer questions posed to
them on the computer monitor.

Advantages. Mall intercepts are a quick
and inexpensive way to collect personal data.

Disadvantages. Most of the disadvan-
tages of mall intercepts have been discussed
in other sections of this book. The three ma-
jor problems are that convenience sampling
restricts the generalizability of the results (not
all people in a given area shop at the same
mall); the interviews must be short (no more
than about 10 minutes); and there is no con-
trol over data collection (researchers are at
the mercy of the field service to conduct a
proper interview).

Disk-By-Mail Surveys

During the late 1980s, a high-tech form of
mail surveys appeared that offers great
promise. The procedure is called disk-by-
mail surveys, or DBM. The name of the sur-
vey approach essentially explains the proce-
dure: Respondents are sent computer disks
that contain a self-administered question-
naire, and they are asked to complete it by
using a personal computer. This method ob-
viously involves several new areas to con-
sider when conducting a research project.
DBM surveys are essentially the same as a
typical self-administered mail survey. The
normal steps involved in problem definition,
questionnaire design, and pretesting are
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used. However, researchers must address sev-
eral unique considerations when using DBM.

Type of Study. Most DBM surveys are
conducted with professionals or other busi-
ness-related samples. The reason is simple:
Only about 40% of American households
have personal computers. Sample selection
could be time-consuming and costly; how-
ever, computer ownership will certainly in-
crease in the future, and in-home DBM sur-
veys may become commonplace. For the time
being, DBM surveys are conducted with pro-
fessionals who generally have access to per-
sonal computers in their workplace.

Sample Selection. Locating qualified re-
spondents for DBM surveys is the same as for
any other research project, except that in ad-
dition to the other screener questions, there
must be one about the availability of a per-
sonal computer.

Computer Hardware. A typical self-ad-
ministered mail survey requires only that the
respondent have a writing instrument. DBM
surveys complicate the process in several
ways. First, computers can use one of several
different operating systems (DOS), or lan-
guages that run the computer. Fortunately,
the IBM and Apple systems are the most
widely used. The problem with having two
operating systems can be solved by preparing
two different DBM disks, or by asking one of
the groups of users to try to locate the other
type of computer to complete the survey.

A second problem with the DBM method
is whether to use a color or monochrome dis-
play to present the questionnaire. Not all
color monitors are equal, and the color ap-
pearance may be drastically different from
one monitor to another. A monochrome dis-
play is best to avoid problems.

The size of the disk drive presents a third
problem. The screener must include ques-
tions about the size of the respondent’s disk

drive (that is, §%-inch or 3%-inch) to ensure
that the respondent receives the correct type
of disk.

Another problem, and not necessarily the
last, is the physical risk to the floppy disks.
Disks may be accidentally erased; they are
also fragile and may be damaged in the disk-
duplication process, in shipment, or by the
respondent. Thus replacement disks may
have to be sent to some respondents.

Support. Because computer problems may
occur or respondents may be unable to com-
plete the survey, most DBM surveys offer re-
spondents a toll-free number to call for assis-
tance. This service adds further costs to the
project.

Reliability and Validity. Significant ques-
tions are raised about these two areas in re-
lation to DBM surveys. Who actually com-
pletes the surveys? Are responses more or less
accurate than those provided to interviewers
or in typical mail interviews? How does the
novelty of the approach affect respondents?
As mentioned earlier, DBM surveys are a
totally new approach in research and the In-
ternet contains numerous articles and de-
scriptions.  For example, see www.
researchspectrum.com/data-disk.html.

Internet Surveys

During the late 1990s, researchers naturally
capitalized on the popularity of the Internet,
and collecting questionnaire data via the In-
ternet is now commonplace. The process is
very simple: A respondent is recruited by tele-
phone, letter, or e-mail and is sent a ques-
tionnaire to complete. When finished, the re-
spondent simply transmits the questionnaire
back to the research company or the business
that is conducting the study.

Advantages. Internet research is generally
inexpensive and is very easy to conduct be-



cause the researchers never have to leave
their office. Respondents can be shown al-
most any type of visual aid or played almost
any type of audio material. The data can be
collected very quickly.

Disadvantages. The primary disadvantage
of Internet research is that there is no way (as
yet) to ensure that the person recruited for the
study is actually the person who completes
the questionnaire. For example, an adult may
be recruited for a study, but the adult may ask
a child in the house to answer the questions.
Internet research, like any electronic gather-
ing procedure, has no control over data-gath-
ering procedures. This lack of control may
have a profound negative effect on the results
gathered and the decisions made.

Another major problem is that the sample
universe includes only those people who have
access to a computer and access to the Inter-
net. If the question or problem under investi-
gation is general in nature, every respondent
does not have an equal chance of being in-
cluded. Be very careful with Internet research.

For the most current information about
Internet surveys, search the web under the
term “Internet surveys.” Also see Chapter 18.

Group Administration

Group administration combines some of the
features of mail surveys and personal inter-
views. In the group-administered survey, a
group of respondents is gathered together
(prerecruited by a field service) and given in-
dividual copies of a questionnaire or asked to
participate in a group interview (a large focus
group). The session can take place in a natu-
ral setting, but it is usually held at a field serv-
ice location or a hotel ballroom. For exam-
ple, respondents may be recruited to
complete questionnaires about radio or tele-
vision stations; students in a classroom may
complete questionnaires about their newspa-
per reading habits; or an audience may be
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asked to answer questions after viewing a
sneak preview of a new film.

The interviewer in charge of the session
may or may not read questions to respon-
dents. Reading questions aloud may help re-
spondents who have reading problems, but
this is not always necessary. (It is possible to
screen respondents for reading or language
skills.) The best approach is for several inter-
viewers to be present in the room so that in-
dividual problems can be resolved without
disturbing the other respondents.

Some group-administered sessions include
audio and video materials for respondents to
analyze. The session allows respondents to
proceed at their own pace, and in most cases
interviewers allow respondents to ask ques-
tions, although this is not a requirement.

Advantages. The group administration
technique has certain advantages. For exam-
ple, a group-administered questionnaire can
be longer than the typical questionnaire used
in a mail survey. Since the respondents are
usually assembled for the sole purpose of
completing the questionnaire, the response
rates are almost always quite high. The op-
portunity for researchers to answer questions
and handle problems that might arise gener-
ally means that fewer items are left blank or
answered incorrectly.

Disadventages. On the negative side, if a
group-administered survey leads to the per-
ception that some authority sanctions the
study, respondents may become suspicious or
uneasy. For example, if a group of teachers is
brought together to fill out a questionnaire,
some might think that the survey has the ap-
proval of the local school administration and
that the results will be made available to their
superiors. Also, the group environment
makes interaction possible among the re-
spondents; this can make the situation more
difficult for the researcher to control. In ad-
dition, not all surveys can use samples that



186 Part Two = Research Approaches

can be tested together in a group. Surveys of-
ten require responses from a wide variety of
people, and mixing respondents together
may bias the results.

Finally, group administration can be ex-
pensive. Costs usually include recruiting fees,
co-op payments, hotel rental, refreshments,
and salaries for interviewers. These are the
typical costs for group sessions:

CPI $25-$1,000 per person
Co-op $25-$150 per person
Hotel $200-$1,000 per night
Refreshments $0-$50 per person
Audio/video $0-thousands of dollars
materials and rental

Hosts $0-$100 per host
Parking fees $0-$10 per person
Interviewers/ $0-thousands of dollars
assistants

Travel expenses $0-thousands of dollars

for researchers

= Achieving a
Reasonable
Response Rate

No matter what type of survey is conducted, it
is virtually impossible to obtain a 100% re-
sponse rate. Researchers have more control
with some types of surveys (such as the personal
interview) and less with others (such as the mail
survey). But no matter what the situation, not
all respondents will be available for interviews
and not all will cooperate. Consequently, the re-
searcher must try to achieve the highest re-
sponse rate possible under the circumstances.
What constitutes an acceptable response
rate? Obviously, the higher the response rate,
the better: As more respondents are sampled,
response bias is less likely. But is there a min-
imum rate that should be achieved? Not
everyone agrees on an answer to this ques-
tion, but some helpful data are available. Sev-
eral studies have calculated the average re-

sponse rates for surveys of various kinds. A
comparison with these figures can at least tell
a researcher whether a given response rate is
above or below the norm. For example, Dill-
man (1978) noted that response rates for
face-to-face interviews have dropped sharply
in recent years. In the 1960s, the average rate
was 80%-85%. More recently, the comple-
tion rates of general population samples in-
terviewed by the face-to-face technique are
about 60%-65%. Yu and Cooper (1983)
studied the completion rates reported in 93
social science journal articles from 1965 to
1981. They found the completion rate for
personal interviews to be 82% and for tele-
phone surveys about 72%. Mail surveys had
an average completion rate of about 47%.
(Note that many of the personal interviews
included in the Yu and Cooper study were
done in the 1960s and early 1970s. This
should be kept in mind when comparing their
figures to Dillman’s.)

Regardless of the res