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Please read this preface. The information is important to help make your experience with this book

more rewarding.

Introduction

When we began teaching mass media research
in the late 1970s, there were no texts devoted
to the topic and we were forced to usc research
texts from psychology and sociology. As you
might expect, it didn’t take us very long to
realize that journalism and mass media stu-
dents did not relate well to research examples
using rats running in a maze and other such
non-media discussions. In the early 1980s, we
decided to write the first mass media research
text, and over the years we have maintained
and expanded that focus as new technologies
have reshaped the mass media.

As we have stated in previous editions,
things change constantly in all areas of life,
and it is sometimes difficult to keep up with
alt the changes. In every edition of this text, we
have faced several new technologies and
research approaches that didn’t exist in previ-
ous editions. It has been interesting to watch
the development of such things as satellite tele-
vision and radio, CDs, the Internet, MP3
players, DVDs, and Blu-ray. But the techno-
logical leaps of the past few years have been
staggering, particularly smartphones, smart
TVs, and computer tablets. Each new technol-
ogy offers a wealth of new research topics and
opportunities, and it has been fun to observe
how mass communication has changed.

As mass media teachers and professional
researchers, we want to provide you with the

most detailed and most current information
possible. Accomplishing that rask with a
textbook is difficult, however, because
changes in mass media research happen fre-
quently. Our best alternative, therefore, is to
provide basic information and help you find
the most current information about the
topics we discuss in this text. As in our pre-
vious editions, the text is designed for under-
graduate students taking their first course in
research and for media professionals who
need a basic reference book to guide them
in conducting or interpreting research.
Therefore, throughout this text we pro-
vide many Internet searches to help you
find more information about the topics we
discuss in the book; we urge you to use
these search suggestions. We use a specific
format for the searches we suggest. Enter
the search exactly as we suggest, and feel
free to go beyond the searches we provide.
The format we usc for Internet searches is
italics. That is, whenever we suggest an Internet
search, the search is shown in italics. If you see
quotation marks with the search, be sure to
include those: they are important in refining
the search and eliminating useless information.
For example, if we recommend that you search
the Internet for more information about this text
and suggest “mass media research” Winmer
Dominick, then input your search exactly as
written, including the quotation marks.



If you are new to using Internet search
engines, please go to our book’s website at
www.wimmerdominick.com and read the
article about using search engines in the
“Readings™ section.

Approach and Organization

As in the previous editions, our goal is to pro-
vide you with the tools you need to use mass
media research in the professional world
through simplified explanations of goals, proce-
dures, and uses of information in mass media
research. We want you to be comfortable with
research and to recognize its unlimited value, so
we use extensive practical applications to illus-
trate its use in the world today.

The book is divided into four parts. In
Part One, we begin with an overview of mass
communication research, including elements,
ethics, and sampling. Part Two explores each
major approach to research, including qualita-
tive research, content analysis, survey research,
longitudinal research, and experimental
research. In Part Three, we continue with a
section on data analysis, covering statistics
and hypothesis testing. Part Four concludes
the book with a forward-looking section on
research applications—including those for
newspapers and magazines, electronic media,
advertising, and public relations—that provide
additional information and enhance learning
and understanding of concepts.

Each chapter opens with a chapter out-
line and ends with a list of key terms, ques-
tions for discussion, suggested Internet
exercises and references. A comprehensive
glossary is also included.

New to This Edition

We have made substantial changes to most of
the chapters in this edition. The changes were
made based on comments from teachers, stu-
dents, and media professionals who have used
our book, as well as in response to changes in

Preface xi

the media industries. The Internet and social
media have greatly affected mass media
research, and we have tried to document their
impact in the appropriate chapters. Specific
changes and additions include:

* Chapter 1 (Science and Research)
includes a new definition of mass
media with a new subcategory of mass
media (smart media) and new discus-
sions of the new mass media.

* Chapter 2 (Elements of Research)
includes updated examples and
updated discussions of various
measurement instruments.

* Chapter 3 (Research Ethics) now con-
tains updated information on federal
rules concerning the use of human
subjects as well as a discussion about
the ethics of doing research involving
social media such as Facebook and
Twitter.

* Chapter 4 (Sampling) includes updates
to most of the types of sampling
methods and problems that can occur
with sampling.

* Chapter 5 (Qualitative Research
Methods) includes new sections on the
mixed methods technique and on
“netnography.”

* Chapter 6 (Content Analysis) now
includes a section on framing analysis.

® Chapter 7 (Survey Research) includes
updates in most discussions of the
types of survey research, with
expanded sections on Internet (online)
research and identifying outliers in all
types of research.

* Chapter 9 (Experimental Research)
contains a new discussion of how to
minimize dropouts in online
experiments,

* Chapter 11 (Hypothesis Testing)
includes updated examples and
discussions.
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e Chapter 12 (Basic Statistical Proce-
dures) includes a new definition for
degrees of freedom that eliminates the
usual confusion with the concept.

o Chapter 13 (Newspaper and Magazine
Research) looks at current research con-
cerning the impact of tablet computers
(such as the iPad) on newspaper and
magazine readership.

e Chapter 14 (Research in the Electronic
Media) includes new information
about Arbitron’s Portable People
Meter and other new research consid-
erations related to audience ratings,
and an expanded discussion on
respondent verification for all research
methods.

e Chapter 15 (Research in Advertising)
includes an expanded and updated
discussion about new advertising
channels, such as search engines and
social media.

o Chapter 16 (Research in Public Rela-
tions) now contains a section on social
media message analytics, a group of
measures becoming more important in
public relations research.

¢ Finally, this tenth edition contains
many new or expanded boxed inserts

labeled “A Closer Look” that highlight

topics in the text. References and
examples have also been updated.

In addition to the sixteen chapters in the
tenth edition, you will find two chapters on
the text’s companion website: “Research in
Media Effects” and “Writing Reports.” The
website also now includes the sample ratings
book pages from Arbitron and Nielsen that
were used in the eighth edition.

Additional Resources

Please make use of the website we con-
structed as a companion for our text
(www.wimmerdominick.com). The website

includes a variety of information, including
Supplemental Information, Readings, Chap-
ter Questions & Exercises, Research Ideas,
Information Sources, Statistics Sources,
Student Resources prepared by Cengage,
sampling calculators, and a link to The
Research Doctor Archive (Roger Wimmer’s
column on AllAccess.com).

We update the website whenever we find
something of interest to mass media
researchers, so visit often. If you have any
suggestions for additional content on the
site, please contact one of us.

In addition, Cengage Learning has a
book companion website that offers a vari-
ety of information to help in learning about
and teaching mass media research. Students
can prepare for quizzes and exams with
chapter-level tutorial quizzes, an online ver-
sion of the glossary, flashcards, and Internet
exercises. A helpful, password-protected
Online Instructor’s Manual includes chapter
overviews, class-tested activities and exer-
cises, technology resources, test items, and
assessment tests. Each chapter includes an
overview and a test bank. The website can
be found at www.cengagebrain.com (a link
is on our text website).
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2 Part One The Research Process

INTRODUCTION

When hearing the words mass media
research for the first time, many people ask
two questions: (1) What are the mass media?
and (2) What types of things do mass media
researchers investigate? Let’s address these
questions before getting to the specifics of
research.

What are the mass media? In order to
answer this question, we must first back up
and define mass communication, which is
any form of communication transmitted
through a medium (channel) that simulta-
neously reaches a large number of people.
Mass media are the channels that carry mass
communication. However, categorizing what
a mass medium is has become complicated
during the past several years. Our previous
definition of the mass media has been any com-
munication channel used to simultaneously
reach a large number of people, including
radio, TV, newspapers, magazines, billboards,
films, recordings, books, and the Internet.

Our traditional definition of mass media
is no longer applicable to the new high-tech
communication channels, and we now add a
new category to the list. We call the new
category smart mass media, which include
smartphones, smart TVs, and tablets—three
media that are essentially computers. As
stand-alone devices, each of these media
can function as an individual mass medium.
For example, using these smart media, one
person or one organization can now commu-
nicate simultaneously with hundreds of
thousands or even millions of people via
tweets, text messages, social media posts,
and email. However, smart media can access
the Internet and additionally serve the func-
tion of all other mass media. For example, a
person can watch TV and movies; listen to
radio and recordings; or read a magazine,
book, or newspaper, all using a smart
media device. In short, smart media represent
yet another form of mass communication,

and our revised definition of mass media is
therefore any communication channel used
to simultaneously reach a large number of
people, including radio, TV, newspapers,
magazines, billboards, films, recordings,
books, the Internet, and smart media.

What types of things do mass media re-
searchers investigate? Here are a few examples:

e Which format should a radio station
adopr?
e Which songs should a radio station play?

e What type of hosts do listeners want
on a radio station’s morning show?

e How do viewers evaluate a pilot for a
new TV show?

e What do viewers like most and like
least about their favorite local TV news
program?

o How effective is advertising on TV, radio,
the Internet, and in all types of print?

¢ Which ads do readers see most often in
their local newspaper?

e How many people regularly read
newspapers?

e How are cell phones affecting people’s
use of the other mass media?

e Who should be the spokesperson for a
new consumer product?

e Who should be the host of a new TV
game show?

e Are there more violent acts on TV now
than five years ago?

o What are the characteristics of success-
ful websites?

o Is there a way to predict the success of
a smartphone app before it is released?

e How many employees read their com-
pany’s internal newspaper or newsletter?

e What kinds of people watch TV online?

¢ Why do some people prefer Internet radio
stations to broadcast radio stations?




The types of questions investigated in
mass media research are virtually unlimited.
However, even this short list demonstrates
why it’s necessary to understand mass
media research—because literally every area
of the mass media uses research, and anyone
who works in the media (or plans to) will be
exposed to or will be involved in research.

Our goal in this book is to introduce you
to mass media research and dispel many
of the negative thoughts people may have
about research, especially a fear of having
to use math and statistics. You will find
that you do not have to be a math or statis-
tics wizard. The only thing you need is an
inquiring mind.

WHAT IS RESEARCH?

Regardless of how the word research is used,
it essentially means one thing: an attempt to
discover something. We all do this every day.
This book discusses many of the different
approaches used to discover something in
the mass media.

Research can be very informal, with only
a few (or no) specific plans or steps, or it can
be formal, where a researcher follows highly
defined and exacting procedures. The lack of
exacting procedures in informal research
does not mean the approach is incorrect,
and the use of exacting procedures does not
guarantee that formal research is correct.
Both procedures can be good or bad—it
depends on how the research is conducted.
The important thing for all researchers to
understand is the correct methods to follow
to ensure the best results.

Most people who conduct research are
not paid for their efforts. Although the
research industry is an excellent field to
enter, our approach in this book is to assume
that most readers will not become (or are
not now) paid professional researchers. We
assume that most of you will work for, or are
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already working for, companies and busi-
nesses that use research, or that you are sim-
ply interested in finding out more about the
field. With these ideas in mind, our approach
is to explain what research is all about—to
show you how to use it to discover some-
thing. We also hope our discussions will
make your life easier when a research report
is put on your desk for you to read or when
you face a question that needs to be
answered.

Now, back to the idea that all of us are
researchers and conduct research every day,
remember that we define research as an
attempt to discover something. Every day we
all conduct numerous “research projects.”
We're not being facetious here. Just consider
the number of things you must analyze, test, or
evaluate, to perform daily tasks:

1. Set the water temperature in the
shower so you do not freeze or burn.

2. Decide which clothes to put on
that are appropriate for the day’s
activities.

3. Select something to eat for breakfast
that will stay with you until
lunchtime.

4. Decide when to leave the house to
reach your destination on time.

5. Figure out the easiest way to accom-
plish a task.

6. Decide when to move to the side of
the road if you hear an emergency
siren.

7. Determine how loudly to talk to
someone.

8. Estimate how fast you need to walk
to get across the street so you won’t
be hit.

9. Evaluate the best way to tell a friend
about a problem you have.

10. Determine when i’s time to go
home.
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The list may seem mundane and boring,
but the fact is that when we make any of
these decisions, we have to conduct a count-
less number of tests or rely on information
from previous tests. We all make many
attempts to discover things to reach a deci-
sion about any event. In essence, we are all
researchers from a very young age.

The simplicity of research begs the ques-
tion: Why read this book? The reason is that
there are good ways to attempt to discover
something and there are not-so-good ways to
attempt to discover something. This book
discusses both the good and the bad so that
you will be able to distinguish between the
two. Even if you do not plan to become a
professional researcher, it is important to
learn the best way to collect information
and analyze it because research results are
so widely used in all areas of life.

The underlying theme presented in this
book highlights the Three-Step Philosophy
of Success followed by the senior author of
this book for the past 35+ years as a paid
professional researcher. There are three basic
steps to success in business and, for that
matter, almost every facet of life:

1. Find out what the target audience
wants (one or more customers,
friends, family, colleagues, etc.).

2. Give it to them.
3. Tell them that you gave it to them.

Failure is virtually impossible if you
follow this three-step philosophy. How can
you fail when you give people what they
ask for? The way to find out what people
want is through research, and that is what
this book is all about.

GETTING STARTED

Keep in mind that the focus of this book is to
discuss attempts to discover something in the
mass media. Although it would be valuable
to address other fields of endeavor, this

chapter contains discussions of the develop-
ment of mass media research during the past
several decades and the methods used to col-
lect and analyze information. It also includes
a discussion of the scientific method of
research. The purpose of this chapter is to
provide a foundation for the topics discussed
in detail in later chapters.

Two basic questions a beginning researcher
must learn to answer are (1) how to use
research methods and statistical procedures
and (2) when to use research methods and
statistical procedures. Although developing
methods and procedures is a valuable task,
the focus for most researchers should be on
applications.

This book supports the tasks and res-
ponsibilities of the applied data analyst
(researcher), not the statistician; it does not
concentrate on the role of the statistician
because the “real world” of mass media
research usually does not require an exten-
sive knowledge of statistics. Instead, the real
world requires an understanding of what
the statistics produce, how to interpret
results, and how to use the results in decision
making. After conducting thousands of
mass media research studies for many years,
we have concluded that those who wish
to become mass media researchers should
spend time learning what to do with the
research methods, not how they work.

Both statisticians and researchers are
involved in producing research results, but
their functions are quite different, even
though one person may sometimes serve in
both capacities. What do statisticians do?
Among other complex activities, they gener-
ate statistical procedures, or formulas, called
algorithms. Researchers use these algorithms
to investigate research questions and hypoth-
eses. The results of this cooperative effort are
used to advance our understanding of the
mass media.

For example, users of radio and television
ratings, produced by Arbitron and A. C.



Searching the Internet

Throughout this book, we suggest a variety of
Internet searches to help you find more informo-
tion about specific topics. The searches we sug-
gest often include quote marks, such as “mass
media research” examples. When you conduct

Nielsen, continually analyze the instability of
ratings information. The audience infor-
mation (ratings and shares) for radio and tele-
vision stations in a given market sometimes
vary dramatically from one survey period to
the next without any logical explanation (see
Chapter 14). Users of media ratings fre-
quently ask statisticians and the ratings com-
panies to help determine why this problem
occurs and to offer suggestions for making
syndicated media audience information more
reliable, a demonstration of how statisticians
and researchers can work together.

During the early part of the twentieth
century, there was no interest in the size of
a media audience or in the types of people
who make up the audience. Since then,
mass media operators have come to rely on
research results for nearly every major deci-
sion they make. The increased demand for
information has created a need for more
researchers, both public and private. In addi-
tion, within the research field are many spe-
cializations. Research directors plan and
supervise studies and act as liaisons to man-
agement, methodological specialists provide
statistical support, research analysts design
and interpret studies, and computer specia-
lists provide hardware and software support
in data analysis.

Research in mass media is used to verify
or refute opinions or intuitions for decision
makers. Although common sense is some-
times accurate, media decision makers need
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your search, type the search exactly as shown,
including the quote marks, because the search
looks for those words in that specific order. For
more information about Internet searching, go
to www.wimmerdominick.com.

additional objective information to evaluate
problems, especially when they make deci-
sions that involve large sums of money. The
past 50 years have witnessed the evolution of
a decision-making approach that combines
research and intuition to produce a higher
probability of success.

Research is not limited only to decision-
making situations. It is also widely used in
theoretical areas to attempt to describe the
media, to analyze media effects on consu-
mers, to understand audience behavior, and
so on. Every day there are references in the
media to audience surveys, public opinion
polls, growth projections, status reports of
one medium or another, or advertising or
public relations campaigns. As philosopher
Suzanne Langer (1967) said, “Most new dis-
coveries are suddenly-seen things that were
always there.” Mass media researchers have
a great deal to see, and virtually everyone is
exposed to this information every day.

Finally, there are two additional points
before we get into media research. First,
media research and the need for qualified
researchers will continue to grow, but it is
difficult to find qualified researchers who
can work in the public and private sectors.
Second, we urge you to search the Internet
for additional information on every topic dis-
cussed in this book. We have identified some
areas for further investigation, but do not
limit your searching to only our suggestions.
Internet searches are not good for primary
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research, but they are useful as a starting
point for information gathering.

THE DEVELOPMENT OF MASS
MEDIA RESEARCH

Mass media research has evolved in defin-
able steps, and similar patterns have been
followed in each medium’s needs for research
(see Figure 1.1). As you read the following
paragraphs about the development of mass
media research, consider the smart media
(the newest mass media) as examples. In
Phase 1 of the research, there is an interest
in the medium itself. What is it? How does it
work? What technology does it involve?
How is it similar to or different from what
is already available? What functions or ser-
vices does it provide? Who will have access
to the new medium? How much will it cost?

Phase 2 research begins once the medium
is developed. In this phase, specific informa-
tion is accumulated about the uses and the
users of the medium. How do people use the
medium in real life? Do they use it for infor-
mation only, to save time, for entertainment,
or for some other reason? Do children use it?
Do adults use it? Why? What gratifications

does the new medium provide? What other
types of information and entertainment does
the new medium replace? Were original pro-
jections about the use of the medium correct?
What uses are evident other than those that
were predicted from initial research?

Phase 3 includes investigations of the
social, psychological, and physical effects of
the medium. How much time do people
spend with the medium? Does it change peo-
ple’s perspectives about anything? What do
the users of the medium want and expect to
hear or see? Are there any harmful effects
related to using the medium? In what way,
if any, does the medium help people? Can the
medium be combined with other media or
technology to make it even more useful?

In Phase 4, research is conducted to deter-
mine how the medium can be improved,
either in its use or through technological
developments. Can the medium provide
information or entertainment to more types
of people? How can new technology be used
to perfect or enhance the sight and/or sound
of the medium? Is there a way to change the
content to be more valuable or entertaining?

The design of Figure 1.1 is not intended
to suggest that the research phases are

Figure 1.1 Research Phases in Mass Media
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linear—that when a phase is over, it is never
considered again. In reality, once a medium
is developed and established, research may
be conducted simultaneously in all four
phases. For example, although television
has been around for decades, researchers
continue to investigate the medium itself (sat-
ellite or online-delivered digital audio and
video), the uses of TV (pay-per-view pro-
gramming, TV on computers and handheld
devices), effects (violent programming), and
improvements (3DTV).

Research is a never-ending process. In
most instances, a research project designed
to answer one series of questions produces
a new set of questions no one thought of
before. This failure to reach closure may be
troublesome to some people, but it is the
essential nature of research.

Figure 1.1 depicts four phases of
research. However, in some instances, as in
private sector research, an additional element
permeates every phase: How can the medium
make money? The largest percentage of
research conducted in the private sector
relates in some way to money—how to save
it, make more of it, or take it away from
others. This may not “sit well” with people
who view the media as products of artistic
endeavor, but this is how the real world
operates.

At least four major events or social forces
encouraged the growth of mass media
research. The first was World War I, which
prompted a need to understand the nature of
propaganda. Researchers working from a
stimulus—response point of view attempted
to uncover the effects of the media on people
(Lasswell, 1927). The media at that time
were thought to exert a powerful influence
over their audiences, and several assump-
tions were made about what the media
could and could not do. One theory of mass
media, later named the hypodermic needle
model of communication, suggested that
mass - communicators need only “shoot™
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messages at an audience and those messages
would produce preplanned and almost
universal effects. The belief then was that all
people behave in similar ways when they
encounter media messages. We know now
that individual differences among people
rule out this overly simplistic view. As
DeFleur and Ball-Rokeach (1989) note:

These assumptions may not have been
explicitly formulated at the time, but they
were drawn from fairly elaborate theories
of human nature, as well as the nature of
the social order.... It was these theories that
guided the thinking of those who saw the
media as powerful.

A second contributor to the development
of mass media research was the realization
by advertisers in the 1950s and 1960s that
research data are useful in developing ways
to persuade potential customers to buy pro-
ducts and services. Consequently, advertisers
encouraged studies of message effectiveness,
audience demographics and size, placement
of advertising to achieve the highest level of
exposure (efficiency), frequency of advertis-
ing necessary to persuade potential custo-
mers, and selection of the medium that
offered the best chance of reaching the target
audience.

A third contributing social force was the
increasing interest of citizens in the effects of
the media on the public, especially on
children. The direct result was an interest
in research related to violence and sexual
content in television programs and in com-
mercials aired during children’s programs.
Researchers have expanded their focus to
include the positive (prosocial) as well as
the negative (antisocial) effects of television.
Investigating violence on television is still an
important endeavor, and new research is
published every year.

Increased competition among the media
for advertising dollars was a fourth contrib-
utor to the growth of research. Most media
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managers are now sophisticated and use
long-range plans, management by objectives,
and an increasing dependency on data to
support the decisions they make. Even
program producers seek relevant research
data, a task usually assigned to the creative
side of program development. In addition,
the mass media now focus on audience frag-
mentation, which means that the mass of
people is divided into small groups, or niches
(technically referred to as the “demassifica-
tion” of the mass media). Researchers need
information about these smaller groups of
people.

The competition among the media for
audiences and advertising dollars continues
to reach new levels of complexity. The
media “survival kit” today includes informa-
tion about consumers’ changing values and
tastes, shifts in demographic patterns, and
developing trends in lifestyles. Audience frag-
mentation increases the need for trend stud-
ies (fads, new behavior patterns), image
studies (people’s perceptions of the media
and their environment), and segmentation
studies (explanations of behavior by types
or groups of people). Large research organi-
zations, consultants, and media owners and
operators conduct research that was previ-
ously considered the sole property of the
marketing, psychology, and sociology disci-
plines. With the advent of increased compe-
tition and audience fragmentation, media
managers more frequently use marketing
strategies in an attempt to discover their
position in the marketplace. When this posi-
tion is identified, the medium is packaged as
an image rather than a product. Similarly,
the producers of consumer goods such as
soap and toothpaste try to sell the image of
these products because the products them-
selves are similar, if not the same, from com-
pany to company.

The packaging strategy involves deter-
mining what the members of the audience

think, how they use language, how they
spend their spare time, and so on. Informa-
tion on these ideas and behaviors is then used
in the merchandising effort to make the
medium seem to be part of the audience.
Positioning thus involves taking information
from the audience and interpreting the data
to use in marketing the medium. For more
information about positioning companies
and products in the business and consumer
worlds, search the Internet for corporate
imaging, corporate positioning, and product
branding.

Much of the media research before the
early 1960s originated in psychology and
sociology departments at colleges and uni-
versities. Researchers with backgrounds in
the media were rare because the mass
media were young, but this situation chan-
ged. Media departments in colleges and uni-
versities grew rapidly in the 1960s and
1970s, and media researchers entered the
scene. Today mass media researchers domi-
nate the mass media research field, and now
the trend is to encourage cross-disciplinary
studies in which media researchers invite par-
ticipation from researchers in sociology, psy-
chology, political ~science, and others.
Because of the pervasiveness of the mass
media, researchers from all areas of science
are now actively involved in attempting to
answer media-related questions.

Modern mass media research includes a
variety of psychological and sociological
investigations, such as physiological and
emotional responses to television programs,
commercials, or music played on radio sta-
tions. In addition, computer modeling and
other sophisticated computer analyses are
now commonplace in media research to
determine such things as the potential success
of television programs (local, network, or
syndicated). Once considered eccentric by
some, mass media research is now a legiti-
mate and esteemed field.



MEDIA RESEARCH AND THE
SCIENTIFIC METHOD

Scientific research is an organized, objective,
controlled, qualitative or quantitative empir-
ical analysis of one or more variables. The
terms that define the scientific research
method describe a procedure that has been
accepted for centuries. In the sixteenth cen-
tury, for example, Tycho Brahe (pronounced
TEE-koh BRAH-hee) conducted years of
organized and controlled observation to
refute many of Aristotle’s theories of the
solar system and the universe.

As mentioned earlier, we all conduct
research every day. We do this whenever
we test a question about anything. Children
conduct “research studies” to determine
which items are hot and which are cold,
how to ride a bicycle or a skateboard, and
which persuasive methods work best with
parents. Teenagers “test” ideas about driv-
ing, dating, and working; adults “test”
ideas about family, finance, and survival.

All research, whether formal or informal,
begins with a basic question or proposition
about a specific phenomenon. For example,
why do viewers select one television program
over another? Which sections of the newspaper
do people read most often? Which types of
magazine covers attract the most readers?
What type of radio format will attract the larg-
est number of listeners? Which websites attract
the most visitors? Which types of advertising
are most effective in communicating messages
to consumers? These questions can be answered
to some degree with well-designed research
studies. However, the task is to determine
which data collection method can most appro-
priately provide answers to specific questions.

THE METHODS OF KNOWING

There are several possible approaches to
answering research questions. Kerlinger and
Lee (2000), using definitions provided nearly
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a century ago by C. S. Peirce, discuss four
approaches to finding answers, or methods of
knowing: tenacity, intuition, authority, and
science. To this list, we add self-discovery.

A user of the method of tenacity follows
the logic that something is true because it has
always been true. An example is the store-
owner who says, “I don’t advertise because
my parents did not believe in advertising.”
The idea is that nothing changes—what
was good, bad, or successful before will con-
tinue to be so in the future.

In the method of intuition, or the a priori
approach, a person assumes that something
is true because it is “self-evident” or “stands
to reason.” Some creative people in advertis-
ing agencies resist efforts to test their adver-
tising methods because they believe they
know what will attract customers. To these
people, scientific research is a waste of time,
and their advertising effectiveness usually
suffers as a consequence.

The method of authority promotes a
belief in something because a trusted source,
such as a parent, a news correspondent, or a
teacher, says it is true. The emphasis is on the
source, not on the methods the source may
have used to gain the information. For exam-
ple, the claim that “consumers will spend
money to receive news updates via fax
machine because producers of the informa-
tion say so” is based on the method of
authority. During the late 1990s, this was
shown not to be true. Only a handful of con-
sumers signed up to receive the new product,
and research was conducted to find out what
failed. The research indicated that very few
people had fax machines at home, and they
were not interested in the material being sent
to their workplace—a simple answer that
wasn’t perceived by the product’s producers.

The self-discovery method refers to things
we learn and know without intervention
from an outside source. While we may use
information gathered from other sources to
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provide an answer to a question or problem,
self-discovery is evident when a person
synthesizes a variety of information to come
to a decision about something, or maybe
even to invent a new product or service.
Self-discovery involves using one or more of
the other methods of knowing, but the differ-
ence is that the discovery was made alone.
In essence, the method of self-discovery is
similar to the scientific method, without the
characteristic of being public, and it may be
considered a subset of the method of author-
ity, where a person becomes his or her own
authority based on knowledge gained from
personal experience.

The scientific method approaches learn-
ing as a series of small steps, and unlike the
other methods of knowing, it has several
definable characteristics. These are discussed
in the next section.

CHARACTERISTICS OF THE
SCIENTIFIC METHOD

Six basic characteristics, or tenets, dis-
tinguish the scientific method from other
methods of knowing. A research approach
that does not follow each of these tenets is
not a scientific approach.

1. Scientific research is public. Advances
in science require freely available informa-
tion. Researchers (especially in the academic
sector) cannot plead private knowledge,
methods, or data in arguing for the accuracy
of their findings; scientific research informa-
tion must be freely communicated from one
researcher to another. As Nunnally and
Bernstein (1994) note:

Science is a highly public enterprise in
which efficient communication among
scientists is essential. Each scientist builds
on what has been learned in the past; day-
by-day his or her findings must be com-
pared with those of other scientists working
on the same types of problems.... The rate

of scientific progress in a particular area is
limited by the efficiency and fidelity with
which scientists can communicate their
results to one another.

Researchers, therefore, must take great
care in their published reports to include
information on sampling methods, measure-
ments, and data-gathering procedures. Such
information allows other researchers to inde-
pendently verify a given study and support
or refute the initial research findings. This
process of replication allows for correction
and verification of previous research find-
ings. Though not related to media research,
the importance of replication in scientific
research was highlighted in two areas, one
where physicists were unable to duplicate
the fantastic claim made by two University
of Utah chemists who said they had
produced fusion at room temperature, and
the second involving the discrediting of
research in 2009 about the link between
autism and vaccinations by British physician
Dr.. Andrew Wakefield. (See “Writing a
Research Report™ in the Readings section
on www.wimmerdominick.con.)

Researchers need to save their descrip-
tions of observations (data) and their
research materials so that information not
included in a formal report is available to
other researchers on request. Nunnally and
Bernstein (1994) say, “A key principle of sci-
ence is that any statement of fact made by
one scientist should be independently verifi-
able by other scientists.” Researchers can
verify results only if they have access to the
original data. It is common practice to keep
all raw research materials for at least five
years, and in many cases, the materials are
kept forever. The materials are usually pro-
vided free as a courtesy to other researchers,
or for a nominal fee if copying or additional
materials are required.

2. Science is objective. Science tries to rule
out eccentricities of judgment by researchers.



When a study is conducted, explicit rules and
procedures are developed and the researcher
is bound to follow them, letting the chips fall
where they may. Rules for classifying behav-
ior are used so that two or more independent
observers can classify behavior patterns or
other elements in the same manner. For
example, to measure the appeal of a televi-
sion commercial, researchers might count the
number of times a viewer changes channels
during a commercial. This is an objective
measure because any competent observer
would report a channel change. On the
other hand, to measure appeal by observing
how many viewers make negative facial
expressions during a commercial would be
a subjective approach because different
observers may have different ideas of what
constitutes a negative expression. An explicit
operational definition of “negative facial
expression”  would reduce or eliminate
potential coding errors.

Objectivity also requires that scientific
research deal with facts rather than interpre-
tations of facts. Science rejects its own
authorities if statements conflict with direct
observation. As the noted psychologist B. F.
Skinner (1953) wrote, “Research projects do
not always come out as one expects, but the
facts must stand and the expectations fall.
The subject matter, not the scientist, knows
best.” Mass media researchers have often
encountered situations where media decision
makers reject the results of a research project
because the study did not produce the antici-
pated results. (In these cases, we wonder why
the research was conducted.)

3. Science is empirical. Researchers are
concerned with a world that is knowable and
potentially measurable. (Empiricism comes
from the Greek word for “experience.”)
Researchers must be able to perceive and clas-
sify what they study and reject metaphysical
and nonsensical explanations of events. For
example, scientists would reject a newspaper
publisher’s claim that a decline in the number
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of subscribers is “God’s will” because such a
statement cannot be perceived, classified, or
measured. (People whose areas of research
rely on superstition and other nonscientific
methods of knowing, such as astrology, are
said to practice “bad science.”) This does not
mean that scientists avoid abstract ideas and
notions; they encounter them every day.
However, they recognize that concepts must
be strictly defined to allow for objective
observation and measurement. Scientists
must link abstract concepts to the empirical
world through observations, which may be
made either directly or indirectly via various
measurement instruments. Typically, this
linkage is accomplished by framing an
operational definition.

Operational definitions are important in
science, and a brief introduction requires
some backtracking. There are two basic
kinds of definitions. A constitutive definition
defines a word by substituting other words
or concepts for it. For example, here is a
constitutive  definition of the concept
“artichoke™: An artichoke is a green leafy
vegetable, a rtall composite herb of the
Cynara scolymus family. In contrast, an
operational definition specifies procedures
that allow one to experience or measure a
concept. For example: Go to the grocery
store and find the produce aisle; look for a
sign that says “Artichokes”; what’s under-
neath the sign is an artichoke. Although an
operational definition assures precision, it
does not guarantee validity; a stock clerk
may mistakenly stack lettuce under the
artichoke sign. This possibility for error
underscores the importance of considering
both the constitutive definition and the oper-
ational definition of a concept to evaluate the
trustworthiness of any measurement. Care-
fully examining the constitutive definition
of artichoke indicates that the operational
definition might be faulty.

Operational definitions can help dispel
some of the strange questions raised in
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philosophical discussions. For instance, if
vou have taken a philosophy course, you
may have encountered the question, “How
many angels can stand on the head of a
pin2” The debate ends quickly when the
retort is, “Give me an operational definition
of an angel, and I'll give you the answer.”
Any question can be answered as long as
there are operational definitions for the inde-
pendent or dependent variables. For further
discussions of operational definitions, see
Psychometric Theory (Nunnally & Bernstein,
1994) and The Practice of Social Research
(Babbie, 2010), and search the Internet for
“operational definition.”

4. Science is systematic and cumulative.
No single research study stands alone, nor
does it rise or fall by itself. Astute researchers
always use previous studies as building
blocks for their own work. One of the first
steps in conducting research is to review the
available scientific literature on the topic so
that the current study will draw on the heri-
tage of past research. This review is valuable
for identifying problem areas and important
factors that might be relevant to the current
study. (Please read Timothy Ferris’s preface
in The Whole Shebang, 1998.)

In addition, scientists attempt to search
for order and consistency among their
findings. In its ideal form, scientific research
begins with a single carefully observed event
and progresses ultimately to the formulation
of theories and laws. A theory is a set of
related propositions that presents a system-
atic view of phenomena by specifying
relationships among concepts. Researchers
develop theories by searching for partterns
of uniformity to explain their data. When
relationships among variables are invariant
under given conditions, researchers may for-
mulate a law. A law is a statement of fact
meant to explain, in concise terms, an action
or set of actions that is generally accepted to
be true and universal. Both theories and laws
help researchers search for and explain

consistency in behavior, situations, and
phenomena.

5. Science is predictive. Science is con-
cerned with relating the present to the future.
in fact, scientists strive to develop theories
because, among other reasons, they are
useful in predicting behavior. A theory’s ade-
quacy lies in its ability to predict a phenome-
non or event successfully. A theory that
offers predictions that are not borne out by
data analysis must be carefully reexamined
and perhaps discarded. Conversely, a theory
that generates predictions that are supported
by the data can be used to make predictions
in other situations.

6. Science is self-correcting. As mentioned
earlier, the scientific method approaches
learning in a series of small steps. That is,
one study or one source provides only an
indication of what may or may not be true;
the “truth” is found only through a series of
objective analyses. This means that the scien-
tific method is self-correcting in that changes
in thoughts, theories, or laws are appropriate
when errors in previous research are uncov-
ered. A non-media example is when in 1984
Barry Marshall, a medical resident in Perth,
Australia, identified a bacterium (Helicobac-
ter pylori) as the cause of stomach ulcers (not
an increase in stomach acid due to stress or
anxiety). After several years, hundreds of
independent studies proved that Marshall
was correct, and in 1996 the U.S. Food and
Drug Administration (FDA) approved a
combination of drugs to fight ulcers—an ant-
acid and an antibiotic.

Another example of how the scientific
method is self-correcting was the preliminary
finding in late 2011 that neutrinos travel faster
than the speed of light. However, in early
2012 the initial results were found to have
been created by a loose cable (measurement
error), and further analysis verified that neutri-
nos do not travel faster than the speed of light.

In communications, researchers discovered
that the early ideas of the power of the media
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Although the Internet is a valuable information
source, it is also a source for misunderstanding,
incorrect information, and perpetuation of
falsehoods and urban legends. Look at some
of the information passed along on the Internet

(the hypodermic needle theory) were incorrect
and after numerous studies concluded that
behavior and ideas are changed by a combina-
tion of communication sources and that peo-
ple react differently to the same message. Isaac
Asimov (1990) said, “One of the glories of
scientific endeavor is that any scientific belief,
however firmly established, is constantly being
tested to see if it is truly universally valid.”
However, the scientific method may be inap-
propriate in many areas of life—for instance,
in evaluating works of art, choosing a religion,
or forming friendships—but it has been valu-
able in producing accurate and useful data in
mass media research. The next section pro-
vides a more detailed look at this method of
knowing,.

RESEARCH PROCEDURES

The purpose of the scientific method of
research is to provide an objective, unbiased
collection and evaluation of data. To inves-
tigate research questions and hypotheses
systematically, both academic and private-
sector researchers follow a basic eight-step
procedure. However, simply following the
eight research steps does not guarantee that
the research is good, valid, reliable, or useful.
An almost countless number of intervening
variables (influences) can destroy even the
best-planned research project. The situation
is similar to someone assuming he or she can
bake a cake by just following the recipe. The
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by conducting a search for urban legends.
Why do you think these legends are so
popular? In which method of knowing do
these urban legends belong?

cake may be ruined by an oven that doesn’t
work properly, spoiled ingredients, altitude,
or numerous other variables. The typical
research process consists of these eight steps:

1. Select a problem.

2. Review existing research and theory
(when relevant).

3. Develop hypotheses or research

questions.

4, Determine an appropriate method-
ology/research design.

5. Collect relevant data.
6. Analyze and interpret the results.

7. Present the results in an appropriate
form.

8. Replicate the study (when necessary).

Step 4 includes deciding whether to use
qualitative research, such as focus groups or
one-on-one interviews that usually use small
samples, or quantitative rescarch, such as
telephone interviews, where large samples
are usually used to allow results to be gener-
alized to the population under study (see
Chapter 5 for a discussion of qualitative
research).

Steps 2 and 8 are optional in the private
sector, where some research is conducted to
answer a specific and unique question related
to a future decision, such as whether to invest
a large sum of money in a developing
medium. In this type of project, there
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generally is no previous research to consult,
and there seldom is a reason to replicate the
study because a decision is made based on
the first analysis. However, if the research
produces inconclusive results, the study is
revised and replicated.

Each step in the eight-step process
depends on all the others to produce a maxi-
mally efficient research study. For example,
before a literature search is possible, the
researcher must have a clearly stated research
problem; to design the most efficient method
of investigating a problem, the researcher
must know what types of studies have been
conducted; and so on. In addition, all the
steps are interactive—a literature search
may refine and even alter the initial research
problem, or a study conducted previously by
another company or business in the private
sector might expedite (or complicate) the
current research effort.

TWO SECTORS OF RESEARCH:
ACADEMIC AND PRIVATE

Research is divided into two major sectors,
academic and private, which are sometimes
called “basic” and “applied,” respectively,
although we do not use these terms in this
text because research in both sectors can be
basic or applied. The two sectors are equally
important and in many cases work together
to answer mass media questions.

Scholars from colleges and universities
conduct public sector research. Generally,
this research has a theoretical or scholarly
approach; that is, the results are intended to
help explain the mass media and their effects
on individuals. Some popular research topics
in the theoretical area are the use of media
and various media-related items, such as
smartphones and multiple-channel cable
systems, differences in consumer lifestyles,
effects of media “overload” on consumers,
and effects of various types of programming
on children.

Nongovernmental companies or theic
research consultants conduct private-sector
research. It is generally applied research;
that is, the results are intended to facilitate
decision making. Typical research topics in
the private sector include media content
and consumer preferences, acquisitions of
additional businesses or facilities, analysis of
on-air talent, advertising and promotional
campaigns, public relations approaches to
solving specific informational problems,
sales forecasting, and image studies of the
properties owned by the company. Private-
sector research has recently become more
important as media companies cope with
shrinking audiences and declining advertis-
ing revenue.

There are other differences between aca-
demic research and private-sector research.
For instance, academic research is public.
Any other researcher or research organiza-
tion that wishes to use the information
gathered by academic researchers should be
able to do so by asking the original
researcher for the raw data. Most private sec-
tor research, on the other hand, generates
proprietary data that are the sole property
of the sponsoring agency and usually cannot
be obtained by other researchers. Some
private-sector research is released to the pub-
lic soon after it has been conducted, such as
public opinion polls and projections concern-
ing the future of the media. Other studies
may be released only after several years,
although this practice is the exception rather
than the rule.

Another difference between academic
research and private-sector research involves
the amount of time allowed to conduct the
work. Academic researchers generally do not
have specific deadlines for their research pro-
jects (except when they receive research
grants). Academicians usually conduct their
research at a pace that accommodates their
teaching schedules. Private-sector researchers
nearly always operate under some type of



deadline. The time frame may be imposed by
management or by an outside agency or a
client that needs to make a decision.

Academic research is generally less
expensive to conduct than research in the
private sector. This is not to say that aca-
demic research is “cheap,” because in many
cases it is not. But academicians usually do
not need to cover overhead costs for office
rent, equipment, facilities, computer analysis,
subcontractors, and personnel. Private-sector
research must consider such expenses, regard-
less of whether the research is conducted
within the company or with a research sup-
plier. The lower cost of academic researchers
sometimes motivates large media companies
and groups to use them rather than profes-
sional research firms.

Despite  these differences, beginning
researchers must understand that academic
research and private-sector research are not
independent of each other. Academicians
perform many studies for industry, and
private-sector groups conduct research that
can be classified as theoretical. (For example,
the television networks have departments
that conduct social research.) Similarly,
many college and university professors act
as consultants to, and often conduct private
sector research for, the media industry.

It is important for all researchers to
refrain  from attaching to academic or
private-sector research stereotypical labels
such as “unrealistic,” “pedantic,” and “lim-
ited in scope.” Research in both sectors,
though occasionally differing in cost and
scope, uses similar methodologies and statis-
tical analyses. In addition, the two sectors
have common research goals: to understand
problems and/or predict the future. When
conducting a study according to the scientific
method, researchers must have a clear under-
standing of what they are investigating,
how the phenomenon can be measured or
observed, and what procedures are required
to test the observations or measurements.
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Answering a research question or hypothesis
requires a conceptualization of the research
problem and a logical development of the
procedural steps. These steps are discussed
in greater detail in the following sections of
this chapter.

RESEARCH PROCEDURES

The scientific evaluation of any problem
must follow a sequence of steps to increase
the probability that it will produce relevant
data. Researchers who do not follow a pre-
scribed set of steps do not subscribe to the
scientific method of inquiry and simply
increase the amount of error present in a
study. This chapter describes the process of
scientific resecarch—from identifying and
developing a topic for investigation to repli-
cating the results. The first section briefly
introduces the steps in the development of a
research topic.

Objective, rigorous observation and anal-
ysis characterize the scientific method. To
meet this goal, researchers must follow the
prescribed steps shown in Figure 1.2. This
research model is appropriate to all areas of
scientific research.

Selecting a Research Topic

Not all researchers are concerned with select-
ing a topic to study; some are able to choose
and concentrate on a research area that is
interesting to them. Many researchers come
to be identified with studies of specific types,
such as those concerning children and media
violence, newspaper readership, advertising,
or communications law. These researchers
investigate small pieces of a puzzle to obtain
a broad picture of their research area. In
addition, some researchers become identified
with specific approaches to research, such as
focus groups or historical analysis. In the pri-
vate sector, researchers generally do not have
the flexibility to select topics or questions to
investigate. Instead, they conduct studies to
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Figure 1.2 Steps in the Development of a Research Project

Selection of problem

Review of existing
research and theory

Statement of hypothesis
or research question

Determination of
appropriate methodology
and research design

Data collection

Analysis and
interpretation of data

Presentation of results

Replication

answer questions raised by management, or
they address the problems and questions for
which they are hired, as is the case with tull-
service research companies.

Although some private-sector researchers
are occasionally limited in selecting a topic,
they are usually given total control over how
the question should be addressed (that is,
which methodology should be used). The
goal of private-sector researchers in every
research study is to develop a method that
is fast, inexpensive, reliable, and valid. If all
these criteria are met, the researcher has
performed a vaiuable task.

Selecting a topic is a concern for many
beginning researchers, especially those writ-
ing term papers, theses, and dissertations.
The problem is knowing where to start.
Fortunately, many sources are available for
research topics; academic journals, periodi-
cals, newsweeklies, and everyday encounters
provide a wealth of ideas. This section high-
lights some primary sources.

Professional Journals

Academic communication journals, such as
the Journal of Broadcasting & Electronic
Media, Journalism & Mass Conumunication



Quarterly, and others listed in this section, are
excellent sources of information. Although
academic journals tend to publish research
that is 12 to 24 months old {(due to review
procedures and the backlog of articles), the
articles may provide ideas for research topics.
Most authors conclude their research by dis-
cussing problems they encountered during the
study and suggesting topics that need further
investigation. In addition, some journal editors
build issues around specific research themes,
which often can help in formulating research
plans. Many high-quality journals cover vari-
ous aspects of research; some specialize in
mass media, and others include media research
occasionally. The journals listed here provide a
starting point in using academic journals for
research ideas.

In addition to academic journals, profes-
sional trade publications offer a wealth of
information relevant to mass media research.
These include Broadcasting & Cable,
Advertising Age, Media Week, and Editor &
Publisher. Other excellent sources for identi-
fying current topics in mass media are weekly
newsletters such as MinOnline and many
others that can be found via a search for
“media newsletters.”

Most college and university libraries offer
access to research literature databases. These
listings provide the full text or summaries of
research articles and can be valuable sources
for research topics. Some of the most useful
for mass media researchers are Academic
Search Complete, Communication and Mass
Media Complete, Lexis/Nexis Academic, and
Sociological Collection.

Magazines and Periodicals

Although some educators feel that publica-
tions other than professional journals con-
tain only “watered-down” articles written
for the public, these articles tend to eliminate
tedious technical jargon and are often good
sources for identifying problems and hypoth-
eses. In addition, more and more articles
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written by highly trained communications
professionals appear in weekly and monthly
publications such as Time and Newsweek.
These sources often provide interesting
perspectives on complex problems in com-
munication and raise interesting questions
that media researchers can pursue. For a
current list of mass media journals, search
the Internet for “media journals.”

Research Summaries

Professional research organizations periodi-
cally publish summaries that provide a close
look at the major research areas in various
fields. These summaries are often useful for
obtaining information about research topics
because they survey a wide variety of studies.
Good examples of summary research (also
known as “meta-research”) in communication
are Television and Human Behavior by George
Comstock and others (1978); Media Effects
and Society by Perse (2001); Milestones in
Mass Communication Research by Shearon,
Lowery, and Melvin DeFleur (1995); Media
Effects Research: A Basic Overview by Sparks
(2009); and Media Effects: Advances in The-
ory and Research by Bryant and Oliver (2008).

The Internet

The Internet brings the world to a researcher’s
fingertips and must be considered whenever
the goal is to find a topic to investigate. Search
engines make it easy to find informartion on
almost any topic. For example, assume that
you have an interest in 3DTV. A search for
that term on Google produces several million
matches, although not all may be relevant to
your specific research. That’s a lot of material
to consider, but suppose you wonder about
mobile 3DTV. A search for “mobile 3DTV”
produces far fewer items, many of which
provide interesting information about the
new technology.

A great exercise on the Internet is to search
for broad categories. For example, to see the
variety of questions that can be answered,
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search for “What was the first,” “How is,”
“How does,” “Why is,” or “Why does.” In
addition, conduct a search for “research topic
ideas.” You’ll find an incredible list of items to
use for preliminary information.

Everyday Situations

Each day, people are confronted with various
types of communication via radio, television,
newspapers, magazines, movies, personal
discussions, and so on. These are excellent
sources for researchers who take an active
role in analyzing them. With this in mind,
consider the following questions:

* How do smartphones change people’s
use of the media?

* Why do advertisers use specific types of
messages in the mass media?

® Why are Entertainment Tonight, Jeop-
ardy, and Wheel of Fortune so popular?

* Why do so many TV commercials use
only video to deliver a message when
many people don’t always watch
TV—they just listen?

e How effective are billboards in com-
municating information about pro-
ducts and services?

* What types of people listen to radio
talk shows?

* How many commercials in a row can
people watch on television or hear on
the radio before the commercials lose
their effect?

¢ Why do commercials on radio and
television always sound louder than
the regular programming? (Search the
Internet for “Calin Act.”)

® What is the appeal of “reality” pro-
grams on TV?

* How many people listen to the music
channels on cable or satellite TV?

¢ Why are Facebook and Twitter so
popular?

* Does anyone really watch the Weather
Channel?

These and other questions may become a
research idea. Significant studies based on
questions arising from everyday encounters
with the media and other forms of mass com-
munication have covered investigations of
television violence, the layout of newspaper
advertisements, advisory warnings on televi-
sion programs, and approaches to public
relations campaigns. Pay attention to things
around you and to conversations with others
because these contacts can produce a wealth
of questions to investigate.

Archive Data

Data archives, such as the Inter-University
Consortium for Political and Social Research
(ICPSR) at the University of Michigan, the
Simmons Target Group Index (TGI), the
Gallup and Roper organizations, and the col-
lections of Arbitron and Nielsen ratings data
(see Chapter 15), are valuable sources of
ideas for rescarchers. Historical data may
be used to investigate questions different
from those that the data were originally
intended to address. For example, ratings
books provide information about audience
size and composition for a particular period
in time, but other researchers may use the
data for historical tracking, prediction of
audiences in the future, changes in the popu-
larity of types of stations and programs, and
the relationship between audience ratings
and advertising revenue generated by indi-
vidual stations or an entire market. This pro-
cess, known as secondary analysis, is a
marvelous research approach because it
saves time and resources.

Secondary analysis provides an opportu-
nity for researchers to evaluate otherwise
unavailable data. Becker (1981, p. 240)
defines secondary analysis as:

[the] reuse of social science data after they
have been put aside by the researcher who



gathered them. The reuse of the data can be
by the original researcher or someone unin-
volved in any way in the initial research
project. The research questions examined
in the secondary analysis can be related to
the original research endeavor or quite dis-
tinct from it.

Advantages of Secondary
Analysis
Ideally, every researcher should conduct a
research project of some magnitude to learn
about design, data collection, and analysis.
Unfortunately, this ideal situation does not
exist—research is too expensive. In addition,
because survey methodology has become so
complex, it is rare to find one researcher who
is an expert in all phases of large studies.
Secondary analysis is one research alter-
native that overcomes some of these pro-
blems. Using available data is inexpensive.
There are no questionnaires or measurement
instruments to construct and validate, inter-
viewers and other personnel do not need to
be paid, and there are no costs for subjects and
special equipment. The only expenses entailed
in secondary analysis are those for duplicating
materials (some organizations provide their
data free of charge) and usually some fee to
cover postage and handling. Data archives
are valuable sources for empirical data. In
many cases, archive data provide researchers
with information that can be used to address
significant media problems and questions.
Although novice researchers can learn
much from developing questionnaires and
conducting a research project using a small
and often unrepresentative sample of sub-
jects, this type of analysis rarely produces
results that are externally valid. (External
validity is discussed later in this chapter.)
Instead of conducting a small study that has
limited value to other situations, these people
can benefit from using previously collected
data. Researchers then have more time to
understand and analyze the data (Tukey,
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1969). All too often, researchers collect
data that are quickly analyzed for publica-
tion or reported to management and never
touched again. It is difficult to completely
analyze all data from any research study in
just one analysis, yet researchers in both the
academic and private sectors are guilty of
ignoring data gathered earlier.

Many years ago, Tukey (1969, p. 89)
argued for data reanalysis, especially for
graduate students, but his statement applies
to all researchers:

There is merit in having a Ph.D. thesis
encompass all the admitted steps of the
research process. Once we recognize that
research is a continuing, more or less cyclic
process, however, we see that we can seg-
ment it in many places. Why should not at
least a fair proportion of theses start with a
careful analysis of previously collected and
presumably already lightly analyzed data, a
process usefully spread out over consider-
able time? Instant data analysis is—and
will remain—an illusion.

Arguments for secondary analysis come
from a variety of researchers (Glenn, 1972;
Hinds, Vogel, & Clarke-Steffen, 1997;
Hyman, 1972; Tukey, 1969). While secondary
analysis provides excellent opportunities to
produce valuable knowledge, the procedure
is not universally accepted—an unfortunate
myopic perspective that limits the advance-
ment of knowledge.

Disadvantages of Secondary
Analysis
Rescarchers who use secondary analysis are
limited in the types of hypotheses or research
questions that can be investigated. The data
already exist, and because there is no way to
go back for more information, researchers
must keep their analyses within the bound-
aries of the data originally collected.

In addition, there is no guarantee that the
data are good. It may be that the data were
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poorly collected, inaccurate, fabricated, or
flawed. Many studies do not include infor-
mation about research design, sampling
procedures, weighting of subjects’ responses,
or other peculiarities. Although individual
researchers in mass media have made their
data more readily available, not all follow
adequate scientific procedures. This drawback
may seriously affect a secondary analysis.
Despite the criticisms of using secondary
analysis, the methodology is an acceptable
research approach, and detailed justifications
for using it should no longer be required.

DETERMINING TOPIC RELEVANCE

Once a basic research idea has been chosen
or assigned, the next step is to ensure that the
topic has merit. This is accomplished by
answering eight basic questions.

Question 1: Is the Topic
Too Broad?

Most research studies concentrate on one
small area of a field; researchers do not
attempt to analyze an entire field in one
study. However, beginning researchers fre-
quently choose topics that are too broad to
cover in one study—for example, “the effects
of television violence on children” or “the
effects of mass media information on voters
in a presidential election.” To avoid this
problem, researchers usually write down
their proposed title as a visual starting
point and attempt to dissect the topic into a
series of questions.

For example, a University of Colorado
master’s degree student was interested in
why viewers like the television shows they
watch and how viewers’ analyses of pro-
grams compare to analyses by paid TV
critics. This is a broad topic. First of all,
what types of programs will be analyzed?
After a great deal of thought about the ques-
tions involved, the student settled on the
topic of “program element importance” in

television soap operas. She asked viewers to
identify what is important to them when they
watch a soap opera, and she developed a
“model” for a successful program.

Question 2: Can the Problem
Really Be Investigated?

Aside from being too broad, a topic might
prove unsuitable for investigation simply
because the question being asked has no
answer or at least cannot be answered with
the facilities and information available. For
example, a researcher who wants to know
how people who have no television set react
to everyday interpersonal communication
situations must consider the problem of find-
ing subjects without a TV set in the home. A
few such subjects may exist in remote parts
of the country, but the question is virtually
unanswerable due to the current market sat-
uration of television. Thus, the researcher
must attempt to reanalyze the original idea
to conform with practical considerations.
A. S. Tan (1977) solved this particular
dilemma by choosing to investigate what peo-
ple do when their television sets are turned off
for a period of time. He persuaded subjects
not to watch television for one week and to
record their use of other media, their interac-
tions with their family and friends, and so on.
(Subjects involved in these types of media-
deprivation studies usually cheat and use the
medium before the end of the project.)

Another point to consider is whether all
the terms of the proposed study can be
defined. Remember that all measured vari-
ables must have operational definitions. A
researcher interested in examining young-
sters’ use of the media must develop a work-
ing definition of the word youngsters to
avoid confusion.

Problems can be eliminated if an opera-
tional definition is stated: “Youngsters are
children between the ages of three and seven
years.” One final consideration is to review
available literature to determine whether the



topic has been previously investigated. Were
there any problems in previous studies? What
methods were used to answer the research
questions? What conclusions were drawn?

Question 3: Can the Data
Be Analyzed?

A topic does not lend itself to productive
research if it requires collecting data that
cannot be measured in a reliable and valid
fashion. In other words, a researcher who
wants to measure the effects of not watching
television should consider whether the infor-
mation about the subjects’ behavior will be
adequate and reliable, whether the subjects
will answer truthfully, what value the data
will have once gathered, and so forth.
Researchers also need to have enough data
to make the study worthwhile. It would be
unacceptable to analyze only 10 subjects in
the “television turn-off” example because the
results could not be generalized to the entire
population. (A sample of 10 may be used
for a pilot study—a test of the research
procedures.)

Another consideration is the researcher’s
previous experience with the statistical
method selected to analyze the data: that is,
does the researcher really understand the
proposed statistical analysis?> Researchers
need to know how the statistics work and
how to interpret the results. All too often,
researchers design studies that involve
advanced statistical procedures they have
never used. This tactic usually creates errors
in computation and interpretation. Research
methods and statistics should not be selected
because they happen to be popular or
because a research director suggests a given
method but because they are appropriate for
a given study and are understood by the per-
son conducting the analysis. A common error
made by beginning researchers—selecting a
statistical method without understanding
what the method produces—is called the
law of the instrument.
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It is much wiser to use simple frequencies
and percentages and understand the results
than to try to use a misunderstood high-
level statistic and end up confused.

Question 4: Is the Problem
Significant?
It is important to determine whether a study
has merit before the research is started; that
is, to determine whether the study has prac-
tical or theoretical value. The first question
to ask is this: Will the results add knowledge
to information already available in the field?
The goal of research is to help further the
understanding of the problems and questions
in a field of study. If a study does not do this,
it has little value beyond the experience the
researcher acquires from conducting it. Of
course, not all research has to produce
earth-shattering results. Many researchers
waste valuable time trying to address monu-
mental questions when in fact the smaller
problems or questions are more important.
A second question is: What is the real
purpose of the study? This question is impor-
tant because it helps focus ideas. Is the study
intended for a class paper, a thesis, a journal
article, or a management decision? Each
of these projects requires different amounts
of background information, levels of expla-
nation, and details about the results gener-
ated. For example, applied researchers must
consider whether any useful action based on
the data will be possible, as well as whether
the study will answer the question(s) posed
by management.

Question 5: Can the Results of
the Study Be Generalized?

If a research project is to have practical value
beyond the immediate analysis, it must have
external validity; that is, it must be possible
to generalize the results to other situations.
For example, a study of the effects of a small-
town public relations campaign might be
appropriate if plans are made to analyze
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Occam or Ockham?

In previous editions of this book, the authors
used the spelling “Occam” as the name of the
fourteenthcentury English philosopher. How-
ever, following the selfcorrecting aspect of
the scientific method, the authors investigated

such effects in several small towns, or if itis a
case study not intended for generalization;
however, such an analysis has little external
validity and cannot be related to other
situations.

Question 6: What Costs and Time
Are Involved in the Analysis?

In many cases, the cost of a research study
alone determines whether the study is feasi-
ble. A researcher may have an excellent idea,
but if costs would be prohibitive, the project
is abandoned. A cost analysis must be com-
pleted early on. It does not make sense to
develop the specific designs and the data-
gathering instrument for a project that will
be canceled because of lack of funds. Sophis-
ticated research is particularly expensive; the
cost of one project can easily exceed $50,000.
A carefully itemized list of all materials,
equipment, and other facilities required is
necessary before beginning a research project.
if the costs seem prohibitive, the researcher
must determine whether the same goal can be
achieved if costs are shaved in some areas.
Another possibility to consider is financial
aid from graduate schools, funding agencies,
local governments, or other groups that sub-
sidize research projects. In general, private-
sector researchers are not severely constrained
by expenses; however, they must adhere to
budget specifications set by management.
Time is also an important consideration
in research planning. Research studies must

the question. After learning that William was
from the town in England spelled “Ockham,”
it was decided to use the spelling of his birth-
place and no longer use “Occam.”

be designed so that they can be completed in
the time available. Many studies fail because
the researchers do not allot enough time for
each research step, and in many cases, the
pressure of deadlines creates problems in pro-
ducing reliable and valid results (for example,
failure to provide alternatives if the correct
sample of people cannot be found).

Question 7: Is the Planned
Approach Appropriate

to the Project?

The best research idea may be needlessly hin-
dered by a poorly planned approach. For
example, a researcher might want to measure
changes in television viewing habits that may
accompany an increase in time spent on the
internet. The researcher could mail question-
naires to a large sample to determine how
their television habits have changed during
the past several months. However, the costs
of printing and mailing questionnaires, plus
follow-up letters and possibly phone calls to
increase the response rate, might prove
prohibitive.

Could the study be planned differently to
eliminate some of the expense? Possibly,
depending on its purpose and the types of
questions planned. For example, the
researcher could collect the data by tele-
phone interviews or even via email to elimi-
nate printing and postage costs.

Although some questions might need
reworking to fit the telephone or email



Ockham’s Razor

Although Ockham’s razor is mentioned only
briefly here, it is an enormously important concept
to remember and is mentioned many times in this
book. Itis important in research and in every facet
of people’s lives. If you are stumped with a sam-
pling problem, a questionnaire design problem,
a data analysis problem, or a report problem,

methods, the essential information could be
collected. A close look at every study is
required to plan the best approach. Every
procedure in a research study should be con-
sidered from the standpoint of the parsimony
principle, or Ockham’s razor. The principle,
attributed to fourteenth-century philosopher
William of Ockham, states that a person
should not increase beyond what is necessary
the number of entities required to explain
anything or make more assumptions than
the minimum needed. Applying this principle
to media research says that the simplest
research approach is always the best.

Question 8: Is There Any Potential
Harm to the Subjects?

Researchers must carefully analyze whether
their project may cause physical or psycho-
logical harm to the subjects under evalua-
tion. Will respondents be frightened in any
way? Will they be required to answer embar-
rassing questions or perform embarrassing
acts that may create adverse reactions? Is
there a chance that exposure to the research
conditions will have lasting effects? Before
the start of most public-sector research
projects involving humans, subjects are
given derailed statements explaining the
exact procedures involved in the research to
ensure that they will not be injured in any
way. These statements protect unsuspecting
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always ask yourself, “Is this the easiest way to
approach the problem?” In most cases, you'll
find the difficulty is that you're making the prob-
lem too complex. The same situation often occurs
in your everyday life. Always look for the simplest
approach to any problem you encounter. It will
always be the best approach to follow.

subjects from exposure to harmful research
methods.

Underlying the eight steps in the research
topic selection process is the necessity for
validity (discussed later in this chapter). In
other words, are all the steps (from the initial
idea to data analysis and interpretation) the
correct ones to follow in trying to answer the
question(s)?

Suppose that after you carefully select a
research project and convince yourself that it
is something you want to do, someone con-
fronts you with this reaction: “It’s a good
idea, but it can’t be done. The topic is too
broad, the problem cannot really be investi-
gated, the data cannot be analyzed, the prob-
lem is not significant, the results cannot be
generalized, it will cost too much, and the
approach is wrong.” How should you
respond? First, consider the criticisms care-
fully to make sure that you have not over-
looked anything. If you are convinced
you’re on the right track and no harm will
come to any subject or respondent, go ahead
with the project. It is better to do the study
and find nothing than to back off because of
someone’s misguided criticism.

Literature Review

Researchers who conduct studies under the
guidelines of scientific research never begin
a research project without first consulting
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available literature to learn what has been
done, how it was done, and what results
were found. Experienced researchers con-
sider the literature review to be one of the
most important steps in the research process.
It allows them to learn from (and eventually
add to) previous research and saves time,
effort, and money. Failing to conduct a liter-
ature review is as detrimental to a project as
failing to address any of the other steps in the
research process.

Before they attempt any project, researchers
should ask these questions:

e What type of research has been done in
the area?

¢ What has been found in previous
studies?

e What suggestions do other researchers
make for further study?

e What has not been investigated?

e How can the proposed study add to
our knowledge of the area?

¢ What research methods were used in
previous studies?

Answers to these questions will usually
help define a specific hypothesis or research
question.

STATING A HYPOTHESIS OR
RESEARCH QUESTION

After identifying a general research area and
reviewing the existing literature, the researcher
must state the problem as a workable hypoth-
esis or research question. A hypothesis is a
formal statement regarding the relationship
between variables and is tested directly. The
predicted relationship between the variables
is either true or false. On the other hand, a
research question is a formally stated question
intended to provide indications about sonte-
thing; it is not limited to investigating relation-
ships between variables. Research questions
are appropriate when a researcher is unsure

about the nature of the problem under investi-
gation. Although the intent is merely to gather
preliminary data, testable hypotheses are often
developed from information gathered during
the research question phase of a study.

Singer and Singer (1981) provide an
example of how a topic is narrowed, devel-
oped, and stated in simple terms. Interested
in whether television material enhances or
inhibits a child’s capacity for symbolic
behavior, Singer and Singer reviewed avail-
able literature and then narrowed their
study to three basic research questions:

1. Does television content enrich a
child’s imaginative capacities by offer-
ing materials and ideas for make-
believe play?

2. Does television lead to distortions of
reality for children?

3. Canintervention and mediation by an
adult while a child views a program,
or immediately afterward, evoke
changes in make-believe play or stim-
ulate make-believe play?

The information collected from this type
of study could provide data to create testable
hypotheses. For example, Singer and Singer
might have collected enough valuable infor-
mation from their preliminary study to test
these hypotheses:

1. The amount of time a child spends in
make-believe play is directly related
to the amount of time spent viewing
make-believe play on television.

2. A child’s level of distortion of reality
is directly related to the amount and
types of television programs the child
views.

3. Parental discussions with children
about make-believe play before,
during, and after a child watches tele-
vision programs involving make-
believe play increase the child’s time
involved in make-believe play.



The difference between the two sets of
statements is that the research questions
pose only general areas of investigation,
whereas the hypotheses are testable state-
ments about the relationship(s) between the
variables. The only intent in the research
question phase is to gather information to
help the researchers define and test hypo-
theses in- later projects.

DATA ANALYSIS AND
INTERPRETATION

The time and effort required for data analysis
and interpretation depend on the study’s pur-
pose and the methodology used. Analysis
and interpretation may take from several
days to several months. In many private-
sector research studies involving only a single
question, data analysis and interpretation
may be completed in a few minutes. For
example, a radio station may be interested
in finding out its listeners’ perceptions of the
morning show team. After a survey is con-
ducted, that question may be answered by
summarizing only one or two items on the
questionnaire. The summary may then deter-
mine the fate of the morning show team.

Every research study must be carefully
planned and performed according to specific
guidelines. When the analysis is completed,
the researcher must step back and consider
what has been discovered. The researcher
must ask two questions: Are the results inter-
nally and externally valid? Are the results
accurate?

For example, here is an excerpt from the
conclusion drawn by Singer and Singer
(1981, p. 385):

Television by its very nature is a medium
that emphasizes those very elements that
are generally found in imagination: visual
fluidity, time and space flexibility and
make-believe.... Very little effort has
emerged from producers or educators to
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develop age-specific programming.... It is
evident that more research for the develop-
ment of programming and adult mediation
is urgently needed.

Researchers must determine through
analysis whether their work is both internally
and externally valid. This chapter has
touched briefly on the concept of external
validity: An externally valid study is one
whose results can be generalized to the pop-
ulation. To assess internal validity, on the
other hand, one asks: Does the study really
investigate the proposed research question?

INTERNAL VALIDITY

Control over research conditions is necessary
to enable researchers to rule out plausible but
incorrect explanations of results. For exam-
ple, if a researcher is interested in verifying
that “y is a function of x,” or y = f(x), con-
trol over the research conditions is necessary
to eliminate the possibility of finding that
y = f(b), where b is an extraneous variable.
Any such variable that creates a possible but
incorrect explanation of results is called an
artifact (also referred to as a confounding
variable). The presence of an artifact indi-
cates a lack of internal validity; that is, the
study has failed to investigate its hypothesis.

For example, suppose that researchers
discover through a study that children who
view television for extended periods have
lower grade point averages in school than
children who watch only a limited amount
of television. Could an artifact have created
this finding? It may be that children who
view fewer hours of television also receive
parental help with their schoolwork; paren-
tal help (the artifact), not hours of television
viewed, may be the reason for the difference
in grade point averages between the two
groups.

Artifacts in research may arise from several
sources. Those most trequently encountered
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are described next. Researchers should be
familiar with these sources to achieve internal
validity in the experiments they conduct
(Campbell & Stanley, 1963; Cook &
Campbell, 1979).

1. History. Various events that occur
during a study may affect the subjects’ atti-
tudes, opinions, and behavior. For example,
to analyze an oil company’s public relations
campaign for a new product, researchers first
pretest subjects’ attitudes toward the
company. The subjects are next exposed to
an experimental promotional campaign (the
experimental treatment); then a posttest is
administered to determine whether changes
in attitude occur because of the campaign.
Suppose the results indicate that the public
relations campaign was a complete failure,
that the subjects display a poor perception
of the oil company in the posttest. Before
the results are reported, the researchers
must determine whether an intervening vari-
able could have caused the poor perception.
An investigation discloses that during the
period between tests, subjects learned from
a television news story that a tanker owned
by the oil company spilled millions of gallons
of crude oil into the North Atlantic. News
of the oil spill—not the public relations
campaign—may have acted as an artifact to
create the poor perception. The potential to
confound a study is compounded as the time
increases between a pretest and a posttest.

The effects of history in a study can be
devastating, as was shown during the late
1970s and early 1980s when several broad-
cast companies and other private businesses
perceived a need to develop subscription tele-
vision (STV) in various markets throughout
the country where cable television penetra-
tion was thought to be very low. An STV
service allows a household, using a special
antenna, to receive pay television services
similar to Home Box Office or Showtime.
Several cities became prime targets for STV

because both Arbitron and A. C. Nielsen
reported low cable penetration. Research
conducted in these cities supported the
Arbitron and Nielsen data. In addition, the
research found that people who did not have
access to cable television were receptive to
the idea of STV. However, it was discovered
later that even as some studies were being
conducted, cable companies in the target
areas were expanding rapidly and had
wired many previously nonwired neighbor-
hoods. What were once prime targets for
STV soon became accessible to cable televi-
sion. The major problem was that research-
ers attempting to determine the feasibility of
STV failed to consider historical changes
(wiring of the cities) that could affect the
results of their research. The result was that
many companies lost millions of dollars and
STV quickly faded away.

2. Maturation. Subjects’ biological and
psychological characteristics change during
the course of a study. Growing hungry or
tired or becoming older may influence how
subjects respond in a research study. An
example of how maturation can affect a
research project was seen in the early
1980s, when radio stations around the coun-
try began to test their music playlist in audi-
torium sessions (see Chapter 14). Some
unskilled research companies tested as
many as 800 songs in one session and won-
dered why the songs after about 600 tested
differently from the others. With only a few
studies, it was discovered that the res-
pondents were physically and emotionally
drained once they reached 600 songs (about
100 minutes of testing time), and they merely
wrote down any number just to complete the
project.

Technology and experience have changed
the approach in auditorium music testing. In
several studies during 2001, the senior
author of this book tested a variety of audi-
torium music testing methods and found
that, among other things, if a professional



production company is used to produce con-
sistent hooks (song segments) and sufficient
breaks are given for the respondents, it is
possible to test as many as 600 songs in
one session without compromising the data.

3. Testing. Testing itself may be an arti-
fact, particularly when subjects are given
similar pretests and posttests. A pretest may
sensitize subjects to the material and improve
their posttest scores regardless of the type of
experimental treatment given. This is espe-
cially true when the same test is used for
both situations. Subjects learn how to answer
questions and to anticipate researchers’
demands. To guard against the effects of test-
ing, different pretests and posttests are
required. Or, instead of administering a pre-
test, subjects can be tested for similarity
(homogeneity) by means of a variable or set
of variables that differs from the experimen-
tal variable. The pretest is not the only way
to establish a point of prior equivalency (the
point at which the groups were equal before
the experiment) between groups—it also can
be accomplished through sampling (random-
ization and matching). For further discussion
on controlling confounding variables within
the context of an experiment, see Chapter 9.

4. Instrumentation. Also known as
instrument decay, this term refers to the dete-
rioration of research instruments or methods
over the course of a study. Equipment may
wear out, observers may become more casual
in recording their observations, and inter-
viewers who memorize frequently asked
questions might fail to present them in the
proper order. Some college entrance tests,
such as the SAT and ACT, are targets of
debate by many researchers and statisticians.
The complaints mainly address the concern
that the current tests do not adequately
measure knowledge of today, but rather
what was once considered necessary and
important.

5. Statistical regression. Subjects who
achieve either very high or very low scores
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on a test tend to regress to (move toward)
the sample or population mean during subse-
quent testing sessions. Often outliers (sub-
jects whose pretest scores are far from the
mean) are selected for further testing or eval-
uation. Suppose, for example, that research-
ers develop a series of television programs
designed to teach simple mathematical con-
cepts, and they select only subjects who score
very low on a mathematical aptitude pretest.
An experimental treatment is designed to
expose these subjects to the new television
series, and a posttest is given to determine
whether the programs increased the subjects’
knowledge of simple math concepts. The
experimental study may show that, indeed,
after only one or two exposures to the new
programs, math scores increased. But the
higher scores on the posttest may not be
due to the television programs. They may
be a function of learning from the pretest,
or they may be a function of statistical
regression (or regression toward the mean).
That is, regardless of whether the subjects
viewed the programs, the scores in the sam-
ple may have increased merely because of
statistical regression. (Statistical regression
is a phenomenon that may occur in situa-
tions where subjects or elements are tested
more than once. In subsequent testing, sub-
jects or elements that scored high or low in
the first test may score lower or higher in a
subsequent test, and this causes the subjects
or elements to move closer to the mean of the
group or items tested or measured.)

With regard to the TV math programs,
the programs should be tested with a variety
of subjects, not just those who score low on a
pretest.

6. Experimental mortality. All research
studies face the possibility that subjects will
drop out for one reason or another. Espe-
cially in long-term studies, subjects may
refuse to continue with the project, become
ill, move away, drop out of school, or quit
work. This mortality, or loss of subjects, is
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Data Analysis—The Wimmer-Dominick Data Analysis Principle

One thing beginning researchers always find
interesting is the ability of seasoned researchers
to look at data and say something like, “This
looks wrong.” The beginners wonder how the
veteran knows that. The reason the veteran
researcher knows that something is wrong is
based on experience, a process we refer to
as the Wimmer-Dominick Data Analysis Princi-
ple, which states: If something looks wrong in a
research study, it probably is.

sure to have an effect on the results of a study
because most research methods and statisti-
cal analyses make assumptions about the
number of subjects used. It is always better
to select more subjects than are actually
required—within the budget limits of the
study. It is common to lose 50% or more
of the subjects from one testing period to
another (Wimmer, 1995).

7. Sample selection. Most research designs
compare two or more groups of subjects to
determine whether differences exist on the
dependent measurement. These groups must
be selected randomly and tested for homoge-
neity to ensure that results are not due to the
type of sample used (see Chapter 4).

8. Demand characteristics. The term
demand characteristics is used to describe
subjects’ reactions to experimental situa-
tions. Orne (1969) suggests that under
some circumstances subjects’ awareness of
the experimental purpose may be the sole
determinant of how they behave; that is, sub-
jects who recognize the purpose of a study
may produce only “good” data for
researchers.

Novice researchers quickly learn about
the many variations of demand characteris-
tics. For example, research studies seeking to

Here's a real example. In a research study
using rating scales from 1 to 10, a few
responses had mean scores above 10. The
data looked wrong and, of course, they were
because it’s impossible to have a mean greater
than 10 on a 1-10 scale. Experience in
research will allow you to locate these types
of errors. Trust your judgment—if something
looks wrong, it probably is.

find out about respondents’ listening and
viewing habits always find subjects who
report high levels of NPR and PBS listening
and viewing. However, when the same sub-
jects are asked to name their favorite NPR or
PBS programs, many cannot recall even one.
(In other words, the respondents are not
telling the truth.)

Cross-validating questions is often neces-
sary to verify subjects’ responses; by giving
subjects the opportunity to answer the same
question phrased in different ways, the
researcher can spot discrepancies, which are
generally error-producing responses. In addi-
tion, researchers can help control demand
characteristics by disguising the real purpose
of the study; however, special attention is
necessary when using this technique (see
Chapter 4).

Finally, most respondents who partici-
pate in research projects are eager to provide
the information the researcher requests and
are flattered to be asked for their opinions.
Unfortunately, this means that they will
answer any type of question, even if the
question is ambiguous, misleading, vague,
or uninterpretable. For example, this book’s
senior author once conducted a telephone
study with respondents in area code 717 in



Pennsylvania. An interviewer mistakenly
called area code 714 (Orange County, Cali-
fornia). For nearly 20 minutes, the respon-
dent in California answered questions about
radio stations with W call letters—stations
impossible for her to receive on any normal
radio. The problem was discovered during
questionnaire validation.

9. Experimenter bias. Rosenthal (1969)
discusses a variety of ways in which a
researcher may influence the results of a
study. Bias can enter through mistakes
made in observation, data recording, mathe-
matical computations, and interpretation.
Whether experimenter errors are intentional
or unintentional, they usually support the
researcher’s hypothesis and are biased
(Walizer & Wienir, 1978).

Expcerimenter bias can also enter into any
phase of a project if the researcher becomes
swaved by a client’s wishes for a project’s
results. Such a situation can cause significant
problems for researchers if they do not remain
totally objective throughout the entire project,
especially when they are hired by individuals
or companies to “prove a point™ or to provide
“supporting information” for a decision (this
is usually unknown to the researcher). For
example, the news director at a local televi-
sion station may dislike a particular news
anchor and want information to justify the
dislike (to fire the anchor). A researcher is
hired under the guise of finding out whether
the audience likes or dislikes the anchor. In
this case, it is easy for the news director
to intentionally or unintentionally influence
the results through conversations with the
researcher in the planning stages of the
study. It is possible for a researcher, either
intentionally or unintentionally, to interpret
the results in a way that supports the program
director’s desire to eliminate the anchor. The
researcher may have like/dislike numbers
that are very close but may give the “edge”
to dislike because of the news director’s
influence.
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Experimenter bias is a potential problem
in all phases of research, and researchers
must be aware of problems caused by outside
influences. Several procedures can help to
reduce experimenter bias. For example, indi-
viduals who provide instructions to subjects
and make observations should not be
informed of the purpose of the study. Experi-
menters and others involved in the research
should not know whether subjects belong to
the experimental group or the control group
(called a double-blind experiment), and pre-
recorded audio or video information should
be used whenever possible to provide uni-
form instructions to subjects.

Researchers can also ask clients not to
discuss the intent of a research project
beyond what type of information is desired.
In the news anchor example, the program
director should say only that information is
desired about the like/dislike of the program
and should not discuss what decisions will be
made following the research. In cases where
researchers must be told about the purpose
of the project, or where the researcher is
conducting the study independently, experi-
menter bias must be repressed at every phase.

10. Evaluation apprebension. Rosenberg’s
(1965) concept of evaluation apprehension is
similar to demand characteristics, but it
emphasizes that subjects are essentially afraid
of being measured or tested. They are inter-
ested in receiving only positive evaluations
from the researcher and from the other sub-
jects involved in the study. Most people are
hesitant to exhibit behavior that differs from
the norm and tend to follow the group even
though they may totally disagree with the
others. The researcher’s task is to try to elimi-
nate this passivity by letting subjects know that
their individual responses are important.

11. Causal time order. The organization
of an experiment may create problems with
data collection and interpretation. It may
be that an experiment’s results are due not
to the stimulus (independent) variable but
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rather to the effect of the dependent variable.
For example, respondents in an experiment
that is attempting to determine how maga-
zine advertising layouts influence their pur-
chasing behavior may change their opinions
when they read or complete a questionnaire
after viewing several ads.

12. Diffusion or imitation of treatments.
In situations where respondents participate
at different times during one day or over sev-
eral days, or where groups of respondents
are studied one after another, respondents
may have the opportunity to discuss the proj-
ect with someone from another session and
contaminate the research project. This is a
special problem with focus groups when
one group leaves the focus room at the
same time a new group enters. (Professional
field services and experienced researchers
prevent this situation.)

13. Compensation. Sometimes indivi-
duals who work with a control group (the
one that receives no experimental treatment)
may unknowingly treat the group differently
because the group is “deprived” of some-
thing. In this case, the control group is no
longer legitimate.

14. Compensatory rivalry. Occasionally,
subjects who know they are in a control
group may work harder or perform differ-
ently to outperform the experimental group.

15. Demoralization. Control group sub-
jects may literally lose interest in a project
because they are not experimental subjects.
These people may give up or fail to perform
normally because they may feel demoralized
or angry that they are not in the experimen-
tal group.

The sources of internal invalidity are com-
plex and may arise in all phases of research.
For this reason, it is easy to see why the results
from a single study cannot be used to refute or
support a theory or hypothesis. In attempting
to control these artifacts, researchers use a
variety of experimental designs and try to

keep strict control over the research process
so that subjects and researchers do not inten-
tionally or uaintentionally influence the
results. As Hyman (1954) recognized:

All scientific inquiry is subject to error, and
it is far better to be aware of this, to study
the sources in an attempt to reduce it, and
to estimate the magnitude of such errors in
our findings, than to be ignorant of the
errors concealed in our data.

EXTERNAL VALIDITY

External validity refers to how well the
results of a study can be generalized across
populations, settings, and time (Cook &
Campbell, 1979). The external validity of a
study can be severely affected by the interac-
tion in an analysis of variables such as subject
selection, instrumentation, and experimental
conditions (Campbell & Stanley, 1963). A
study that lacks external validity cannot be
projected to other situations; it is valid only
for the sample tested.

Most procedures used to guard against
external invalidity relate to sample selection.
Cook and Campbell (1979) make three
suggestions:

1. Use random samples.

2. Use heterogeneous samples and repli-
cate (repeat) the study several times.

3. Select a sample that is representative
of the group to which the results will
be generalized.

Using random samples rather than conve-
nience or available samples allows research-
ers to gather information from a variety of
subjects rather than from those who may
share similar attitudes, opinions, and life-
styles. As discussed in Chapter 4, a random
sample means that everyone (within the
guidelines of the project) has an equal chance
of being selected for the research study.



Several replicated research projects using
'samples with a variety of characteristics (het-
erogeneous) allow researchers to test hypoth-
eses and research questions and not worry
that the results will apply to only one type
of subject. Selecting a sample that is repre-
sentative of the group to which the results
will be generalized is basic common sense.
For example, the results from a study of a
group of high school students cannot be gen-
eralized to a group of college students.

A fourth way to increase external validity
is to conduct research over a long period of
time. Mass media research is often designed as
short-term projects that expose subjects to an
experimental treatment and then immediartely
test or measure them. In many cases, however,
the immediate effects of a treatment are negli-
gible. In advertising, for example, research
studies designed to measure brand awareness
are generally based on only one exposure to a
commercial or advertisement. It is well known
that persuasion and attitude change rarely take
place after only one exposure; they require
multiple exposures over time. Logically, then,
such measurements should be made over
weeks or months to take into account the
“sleeper” effect—that attitude change may be
minimal or nonexistent in the short run and
still prove significant in the end.

PRESENTING RESULTS )

The format used to present results depends
on the purpose of the study. Research
intended for publication in academic jour-
nals follows a format prescribed by each
journal; research conducted for management
in the private sector tends to be reported
in simpler terms, often excluding detailed
explanations of sampling, methodology,
and review of literature. However, all results
must be presented in a clear and concise
manner appropriate to both the research
question and the individuals who will read
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the report. (See *Writing a Research Report”
in the Readings section of www.wimmer
dominick.com.)

Replication

One important point mentioned throughout
this book is that the results of any single
study are, by themselves, only indications of
what might exist. A study provides informa-
tion that says, in effect, “This is what may be
the case.” For others to be relatively certain
of the results of any study, the research
must be replicated, or repeated. Too often,
researchers conduct one study and report
the results as if they are providing the basis
for a theory or a law. The information pre-
sented in this chapter, and in other chapters
that deal with internal and external validity,
argues that this cannot be true.

A research question or hypothesis must
be investigated from many different perspec-
tives before any significance can be attrib-
uted to the results of one study. Research
methods and designs must be altered to elim-
inate design-specific results—results based
on, and hence specific to, the design used.
Similarly, subjects with a variety of charac-
teristics should be studied from many angles
to eliminate sample-specific results, and
statistical analyses need to be varied to elim-
inate method-specific results. In other words,
every effort must be made to ensure that the
results of any single study are not created by
or dependent on a methodological factor;
studies must be replicated.

Researchers overwhelmingly advocate
the use of replication to establish scientific
fact. Lykken (1968) and Kelly, Chase, and
Tucker (1979) identify four basic types of
replication that can be used to help validate
a scientific test:

1. Literal replication involves the exact
duplication of a previous analysis,
including the sampling procedures,
experimental conditions, measuring
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techniques, and methods of data
analysis.

2. Operational replication attempts to
duplicate only the sampling and
experimental procedures of a previ-
ous analysis, to test whether the pro-
cedures will produce similar results.

3. Instrumental replication attempts to
duplicate the dependent measures
used in a previous study and to
vary the experimental conditions of
the original study.

4. Constructive replication tests the
validity of methods used previously
by deliberately not imitating the ear-
lier study; both the manipulations
and the measures differ from those
used in the first study. The researcher
simply begins with a statement of
empirical “fact” uncovered in a pre-
vious study and attempts to find the
same “fact.”

Despite the obvious need to replicate
research, mass media researchers’ generally
ignore this important step, probably because
many feel that replications are not as glam-
orous or important as original research. The
wise researcher recognizes that even though
replications may lack glamour, they most
certainly do not lack importance.

RESEARCH SUPPLIERS AND
FIELD SERVICES

Most media researchers do not conduct every
phase of every project they supervise.
Although they wusually design research
projects, determine the sample to study,
and prepare the measurement instruments,
researchers generally do not actually make
telephone calls or interview respondents in
on-site locations. Instead, the researchers
contract with a research supplier or a field
service to perform these tasks.

Research suppliers provide a variety of
services. A full-service supplier participates
in the design of a study, supervises data col-
lection, tabulates the data, and analyzes the
results. The company may work in any field
(such as mass media, medical and hospital, or
banking) or specialize in only one type of
research work. In addition, some companies
can execute any type of research method—
telephone surveys, one-on-one interviews,
shopping center interviews (intercepts), or
focus groups—whereas others concentrate
on only one method.

Field services usually specialize in con-
ducting telephone interviews, mall intercepts,
and one-on-one interviews and in recruiting
respondents for group administration (cen-
tral location testing, or CLT) projects and
focus groups. The latter projects are called
prerecruits (the company prerecruits respon-
dents to attend a research session). Although
some field services offer help in questionnaire
design and data tabulation, most concentrate
on telephone interviews, mall interviews, and
prerecruiting.

Field services usually have focus group
rooms available (with one-way mirrors to
allow clients to view the session) and test
kitchens for projects involving food and
cooking. Although some field service facili-
ties are gorgeous and elaborate, others look
as though the company just filed for bank-
ruptcy protection. Many field services lease
space, or lease the right to conduct research,
in shopping malls to conduct intercepts.
Some field services are actually based in
shopping malls.

Hiring a research supplier or field service
is a simple process. The researcher calls the
company, explains the project, and is given a
price quote. A contract or project confirma-
tion letter is usually signed. In some cases,
the price quote is a flat fee for the total proj-
ect, or a fee plus or minus about 10%,
depending on the difficulty of the project.



Sometimes costs are based on the cost per
interview (CPI), which is discussed shortly.

One term that plays an important role in
the research process is incidence, which
describes how easy it is to find qualified
respondents or subjects for a research proj-
ect. Incidence is expressed as a percentage of
100—the lower the incidence, the more diffi-
cult it is to find a qualified respondent or
group of respondents. Gross incidence is the
percentage of qualified respondents reached
of all contacts made (such as telephone calls),
and net incidence is the number of respon-
dents or subjects who actually participate in
a project.

For example, assume that a telephone
research study requires 100 female respon-
dents between the ages of 18 and 49 who
listen to the radio at least 1 hour per day.
The estimated gross incidence is 10%.
(Radio and television incidence figures can
be estimated by using Arbitron and Nielsen
ratings books; in many cases, however, an
incidence is merely a guess on the part of the
researcher.) A total of about 1,818 calls will
have to be made to recruit the 100 females,
not 1,000 calls, as some people may think.
The number of calls required is not com-
puted as the target sample size (100 in this
example) divided by the incidence (.10), or
1,000. The number of calls computed for
gross incidence (1,000) must then be divided
by the acceptance rate, or the percentage of
the target sample that agrees to participate in
the study.

The total number of calls required is
1,000 divided by .55 (a generally used accep-
tance rate), or 1,818. Of the 1,818 telephone
calls made, 10% (182) will qualify for the
interview, but only 55% of those (100) will
actually agree to complete the interview (net
incidence).

Field services and research suppliers base
their charges on net incidence, not gross
incidence. Many novice researchers fail to
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consider this when they plan the financial
budger for a project.

There is no “average” incidence rate in
research. The actual rate depends on the
complexity of the sample desired, the length
of the research project, the time of year the
study is conducted, and a variety of other
factors. The lower the incidence, the higher
the cost of a research project. In addition,
prices quoted by field services and research
suppliers are based on an estimated incidence
rate. Costs are adjusted after the project is
completed and the actual incidence rate is
known. As mentioned earlier, a quote from
a field service is usually given with a plus or
minus 10% “warning.” Some people may
think that understanding how a CPI is com-
puted is unnecessary, but the concept is
vitally important to any researcher who sub-
contracts work to a field service or research
supplier.

Returning to the CPI discussion, let’s
assume that a researcher wants to conduct a
400-person telephone study with adults who
are between the ages of 18 and 49. A repre-
sentative of the company first asks for
the researcher’s estimated incidence and the
length of the interview (in minutes). The two
figures determine the CPIL Most field services
and research suppliers use a chart to com-
pute the CPI, such as the hypothetical one
shown in Table 1.1.

The table is easy to use. To find a CPI,
first read across the top of the table for the
length of the interview and then scan down
the left side for the incidence. For example,
the CPI for a 20-minute interview with an
incidence of 10% is $30. A researcher con-
ducting a 400-person telephone study with
these “specs” will owe the field service or
research supplier $12,000 (400 x $30) plus
any costs for photocopying the question-
naire, mailing, and tabulating the data
(if requested). If the company analyzes
the data and writes a final report, the
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Table 1.1 Hypothetical CP! Chart {shows cost per completed interview or recruit}

Minutes
Incidence% 5 10 15 20 25 30

5 44.25 45.50 46.50 47.75 49.00 50.00

6 38.00 39.25 40.50 41.75 42.75 44.00

7 34.00 35.00 36.25 37.50 38.50 39.75

8 30.75 32.00 33.00 34.25 35.50 36.50

9 28.50 29.50 30.75 32.00 33.00 34.25
10 26.50 27.75 29.00 30.00 31.25 32.50
20 14.25 15.50 16.75 17.75 19.00 20.25
30 10.25 11.50 12.50 13.75 15.00 16.25
40 8.25 9.50 10.50 11.75 13.00 14.25
50 7.00 8.25 9.50 10.50 11.75 13.00
60 6.50 7.75 9.00 10.00 11.25 12.50
70 6.00 7.25 8.50 9.50 10.75 11.75
80 5.75 7.00 8.00 9.25 10.50 11.50
90 5.50 6.75 8.00 9.00 10.25 11.00
100 5.00 6.50 7.75 9.00 10.00 10.50

total cost will be between $20,000 and
$30,000.

Research projects involving prerecruits,
such as focus groups and group administra-
tion, involve an additional cost—respondent
co-op fees, or incentives. A telephone study
respondent generally receives no payment
for answering questions. However, when
respondents are asked to leave their homes
to participate in a project, they are usually
paid between $25 and $100.

Costs rise quickly in a prerecruit project.
For example, assume that a researcher wants
to conduct a group session with 400 respon-
dents instead of using a telephone approach.
Rather than paying a field service or a

research supplier a CPI to conduct a tele-
phone interview, the payment is for recruiting
respondents to attend a session conducted at a
specific location. Although most companies
have separate rate cards for prerecruiting
(the rates are usually a bit higher than the
rates used for telephone interviewing), we
will assume that the costs are the same.
Recruiting costs, then, are $12,000 (400 x
$30 CPI), with another $10,000 (minimum)
for respondent co-op (400 x $25). Total costs
so far are $22,000, about twice as much as
those for a telephone study. In addition,
other costs must be added to this figure: a
rental fee for the room where the study will
be conducted, refreshments for respondents,
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Incidence and Phone Calls Required

Although the example described shows that
about 1,818 calls would be required to com-
plete the study, the actual number of dialings
is much higher. The term dialings includes
wrong numbers, busy signals, fax machines,

fees for assistants to check in respondents,
and travel expenses (another $1,000-
$4,000).

Finally, to ensure that 400 people show up
{four sessions of 100 each), it is necessary to
overrecruit, since not every respondent will
show up. In prerecruit projects, field services
and research suppliers overrecruit 25% to
100%. In other words, for a 400 “show
rate,” a company must prerecruit between
500 and 800 people. However, rarely does a
prerecruit session hit the target sample size
exactly. In many cases, the show rate falls
short and a “make-good” session is required
(the project is repeated at a later date with
another group of respondents to meet the tar-
get sample size). In some cases, more respon-
dents than required show for the study, which
means that projected research costs may sky-
rocket over the planned budget.

In most prerecruit projects, field services
and research suppliers are paid on a “show
basis” only; that is, they receive payment
only for respondents who show up, not for
the number who are recruited. If the compa-
nies were paid on a recruit basis, they could
recruit thousands of respondents for each
project. The show-basis payment procedure
also adds incentive for the companies to
ensure that those who are recruited actually
show up for the research session.

Although various problems related to hir-
ing and working with research suppliers and
field services are discussed in Chapter 4, we

computer modems, disconnected numbers,
and so on. In redlity, most telephone studies
conducted today require about 40 dialings for
each completed survey.

present two important points here to help
novice researchers when they begin to use
these support companies.

1. All suppliers and field services are not
equal. Regardless of qualifications, any
person or group can form a research supply
company or field service. There are no
formal requirements; no tests to take; and
no national, state, or regional licenses to
acquire. All that is required are a “shingle
on the door,” advertising in marketing and
research trade publications, and (optional)
membership in one or more of the voluntary
research organizations. It is thus the sole
responsibility of researchers to determine
which of the hundreds of suppliers available
are capable of conducting a professional, sci-
entifically based research project. Over time,
experienced researchers develop a list of
qualified, trustworthy companies. This list
comes from experience with a company or
from the recommendations of other research-
ers. In any event, it is important to check the
credentials of a research supplier or field ser-
vice. The senior author of this book has
encountered several instances of research
supplier and field service fraud during the
past 35+ years in the industry.

2. The researcher must maintain close
supervision over the project. This is true
even with very good companies, not because
their professionalism cannot be trusted but
rather to be sure that the project is answering
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Research Costs

Fees charged by field services and research sup-
pliers are negofiable, and this process becomes
much easier once a researcher has a few years
of experience. For example, a researcher may
conduct a certain type of study and know that
the usual CPI is around $30. If a quote is given

the questions that were posed. Because of
security considerations, a research supplier
may never completely understand why a
particular project is being conducted, and
the researcher needs to be sure that the
project will provide the exact information
required.

for the same type of project, that is, say, $50
CPl, the researcher already knows the price is
too high. What should the researcher do? It's
very simple: Just tell the field service or supplier
that the price is too high. The quote will be
reduced.

Supplement on Incidence
Rates and CPI

Incidence is an important concept in research
because it determines both the difficulty and
the cost of a research project. Table 1.2 illus-
trates a standard CPI rate chart. The specific

Table 1.2 Computing a CPI

Explanation

Step
1. Gross incidence 1,000
2. Acceptance rate 55%
3. Actual contacts necessary 1,818
4. Minutes per contact 4
5. Tortal contact minutes 7,272
6. Productive minutes per 40
hour
7. Total contact hours 182
8. Toral interview hours 33
9. Total hours 21§
10. Hourly rate $15
11. Total cost $3,225
12. CPI $32.25

100 + .10

Standard figure used to determine how many calls
are needed

1,000 + .55

Number of minutes to find correct respondent
(bad numbers, busy lines, etc.)

4 x 1,818

Average number of minutes interviewers usually
work in 1 hour (net of breaks, etc.)

7,272 + 40

(100 x 20 minutes) ~ 60
Contact hours + interview hours
Industry standard

215 x $15

$3,225 + 100 interviews




rates shown on the chart are computed
through a complicated series of steps. Without
exact detail, this supplement explains the gen-
eral procedure of how each CPI is computed.

As mentioned earlier, CPl is based on the
incidence rate and interview length. In pre-
recruiting, only incidence is considered, but
the CPIs are basically the same as those for
telephone interviews. To determine a CPI, let
us assume we wish to conduct a 100-person
telephone study, with an incidence rate of
10% and an interview length of 20 minutes.
The computation and an explanation of each
step are shown in Table 1.2. As shown in the
table, 1,818 contacts must be made. Of
these, 10% will qualify for the interview
(182) and 55% of these will accept (100).
The total number of hours required to con-
duct the 100-person survey is 215, with a
CPI of $32.25.

SUMMARY

Media research evolved from the fields of
psychology and sociology and is now a
well-established field in its own right. It is
not necessary to be a statistician to be a suc-
cessful researcher; it is more important to
know how to conduct research and what
research procedures can do.

In an effort to understand any phenome-
non, researchers can follow one of several
methods of inquiry. Of the procedures dis-
cussed in this chapter, the scientific approach
is most applicable to the mass media because
it involves a systematic, objective evaluation
of information.

Researchers first identify a problem and
then investigate it using a prescribed set of pro-
cedures known as the scientific method. The
scientific method is the only learning approach
that allows for self-correction of research find-
ings; one study does not stand alone but must
be supported or refuted by others.

The explosion of mass media research is
mainly attributable to the rapidly developing
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technology of the media industry. Because of
this growth in research, both applied and
theoretical approaches have taken on more
significance in the decision-making process
of the mass media and in our understanding
of the media. At the same time, there con-
tinues to be a severe shortage of good
researchers in both the academic and private
sectors,

This chapter described the processes
involved in identifying and developing a
topic for research investigation. It was sug-
gested that researchers consider several
sources for potential ideas, including a criti-
cal analysis of everyday situations. The steps
in developing a topic for investigation natu-
rally become easier with experience; the
beginning researcher needs to pay particular
attention to material already available. He or
she should not attempt to tackle broad
research questions but should try to isolate
a smaller, more practical subtopic for study.
The researcher should develop an appropri-
ate method of analysis and then proceed,
through data analysis and interpretation, to
a clear and concise presentation of results.

The chapter stressed that the results of a
single survey or other research approach pro-
vide only indications of what may or may not
exist. Before the researcher can claim support
for a research question or hypothesis, the study
must be replicated a number of times to elimi-
nate dependence on extraneous factors.

While conducting research studies, the
investigator must be constantly aware of
potential sources of error that may create
spurious results. Phenomena that affect an
experiment in this way are sources of break-
down in internal validity. Only if differing
and rival hypotheses are ruled out can
researchers validly say that the treatment
was influential in creating differences
between the experimental group and the con-
trol group. A good explanation of research
results rules out intervening variables; every
plausible alternative cxplanation should be
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considered. However, even when this is
accomplished, the results of one study can
be considered only as an indication of what
may or may not exist. Support for a theory
or hypothesis is gained only after several
other studies produce similar results.

In addition, if a study is to be helpful in
understanding mass media, its results must
be generalizable to subjects and groups
other than those involved in the experiment.
External validity can be best achieved
through random sampling (see Chapter 4).
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¥w¥ Using the Internet
“

1.

Finding information on the Internet is easy with
a search engine. See “Search Engine Tips”
in the Readings section on www.wimmer
dominick.com for additional information.

Search the Internet for:

¢ “research methods” mass media
¢ mass media research questions
¢ “methods of knowing”

» “hypodermic needle theory” of communi-
cation, validity, and reliability

e “statisticians” for more information about
the tasks these people perform

”

e “violence on TV,” “violence on television,”
and “television violence” research examples
e “research discoveries” science

» “secondary analysis”

For a list of research suppliers, go to
wiww.greenbook.org.

Visit www.snopes.com for research topics
and to find out what is true and false about
information you hear and see.

Questions and Problems
for Further Investigation

1.

Obtain a recent issue of a mass media journal
and investigate how many articles fit into the
research phases depicted in Figure 1.1.

. In what ways, if any, is the term research

abused in advertising?

. Theories are used as springboards to develop

bodies of information, yet there are only a few
universally recognized theories in mass media
research. Why do you think this is true?

Some citizens groups have claimed that music
lyrics have a significant effect on listeners,
especially young listeners. How might these
groups collect data to support their claims?
Which method of knowing can such groups
use to support their claims?

. Investigate how research is used to support or

refute an argument outside the field of mass



media. For example, how do various groups
use research to support or refute the idea that
motorcycle riders should be required to wear
protective helmets? (Refer to publications
such as Motorcycle Consumer News.)

6. Investigate the world of pseudoscience or
“bad science.” What common beliefs or per-
ceptions are based on such information?

7. Replication has long been a topic of debate in
scientific research, but mass media research-
ers have not paid much attention to it. Why
do you think this is true?

8. An analysis of the effects of television viewing
revealed that the fewer hours of television
students watched per week, the higher their
scores in school. What alternative explana-
tions or artifacts might explain such differ-
ences> How could these variables be
controlled?

9. The fact that some respondents will answer
any type of question, whether it is a legiti-
mate question Or not, may surprise some nov-
ice researchers until they encounter it
firsthand. Try posing the following question
to a friend in another class or ar a party:
What effects do you think the sinking of
Greenland into the Labrador Sea will have
on the country’s fishing industry?

10. Conduct a small study with about 10 respon-
dents (for example, members of a class or
organization). Find out how much time they
spend using their cell phones during a typical
day. How does that compare to their use of
the other mass media?

For additional resources go to www.wimmer
dominick.com and www.cengagebrain.com.
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Chapter 1 presented an overview of the
research process. In this chapter, we define
and discuss four basic elements of this pro-
cess: concepts and constructs, measurement,
variables, and scales. A clear understanding
of these elements is essential to conduct pre-
cise and meaningful research.

CONCEPTS AND CONSTRUCTS

A concept is a term that expresses an abstract
idea formed by generalizing from particulars
and summarizing related observations. For
example, a researcher might observe that a
public speaker becomes restless, starts to per-
spire, and fidgets with a pencil just before
giving a speech. The researcher might sum-
marize these observed patterns of behavior
and label them “speech anxiety.” On a
more ordinary level, the word table is a con-
cept that represents a wide variety of observ-
able objects, ranging from a plank supported
by concrete blocks to a piece of furniture
commonly found in dining rooms. Typical
concepts in mass media research include
terms such as advertising effectiveness, mes-
sage length, media usage, and readability.

Concepts are important for at least two
reasons. First, they simplify the research pro-
cess by combining particular characteristics,
objects, or people into general categories. For
example, a researcher may study families
that own computers, modems, MP3 players,
cell phones, and DVD or Blu-Ray machines.
To make it easier to describe these families,
the researcher calls them “Taffies” and cate-
gorizes them under the concept of “techno-
logically advanced families.” Instead of
describing each of the characteristics that
make these families unique, the researcher
has a general term that is more inclusive
and convenient to use.

Second, concepts simplify communication
among those who have a shared understand-
ing of them. Researchers use concepts to orga-
nize their observations intvo meaningful
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summaries and to transmit this information
to others. Researchers who use the concept
of “agenda setting” to describe a complicated
set of audience and media activities find that
their colleagues understand what is being dis-
cussed. Note that people must share an under-
standing of a concept for the concept to be
useful. For example, when teenagers use the
word emo to describe a person, most of their
peers understand perfectly what is meant by
the concept, although adults may not.

A construct is a concept that has three
distinct characteristics: First, it is an abstract
idea that is usually broken down into dimen-
sions represented by lower-level concepts; a
construct is a combination of concepts. Sec-
ond, because of its abstraction, a construct
usually cannot be observed directly. Third,
a construct is usually designed for a specific
research purpose so that its exact meaning
relates only to the context in which it is
found. For example, the construct “involve-
ment” has been used in many advertising
studies (search the Internet for “advertising
involvement”). Advertising involvement is a
construct that is difficult to see directly, and
it includes the concepts of attention, interest,
and arousal. Researchers can observe only its
likely or presumed manifestations. In some
contexts, involvement means a subject’s
involvement with the product; in others, it
refers to involvement with the message or
even with the medium. Its precise meaning
depends on the research context.

Another example in mass communica-
tion research is the term authoritarianism,
which represents a construct defined to
describe a certain type of personality; it
involves nine different concepts, including
conventionalism, submission, superstition,
and cynicism. Authoritarianism itself cannot
be seen, so some type of questionnaire or
standardized test is used to determine its
presence. The results of such tests indicate
what authoritarianism might be and whether
it is present under given conditions, but the
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tests do not provide exact definitions for the
construct itself.

The empirical counterpart of a construct
or concept is called a variable. Variables are
important because they link the empirical
world with the theoretical; they are the phe-
nomena and events that are measured or
manipulated in research. Variables can have
more than one value along a continuum. For
example, the variable “satisfaction with pay-
per-view TV programs” can take on different
values—a person can be satisfied a lot, a lit-
tle, or not at all—reflecting in the empirical
world what the concept “satisfaction with
pay-per-view TV programs” represents in
the theoretical world.

Researchers try to test a number of associ-
ated variables to develop an underlying mean-
ing or relationship among them. After suitable
analysis, the most important variables are
kept and the others are discarded. These
important variables are labeled marker vari-
ables because they tend to define or highlight
the construct under study. After additional
studies, new marker variables may be added
to increase understanding of the construct and
to allow for more reliable predictions.

Concepts and constructs are valuable
tools in theoretical research, but, as noted
in Chapter 1, researchers also function at
the observational, or empirical, level. To
understand how this is done, it is necessary
to understand variables and how they are
measured.

INDEPENDENT AND DEPENDENT
VARIABLES

Variables are classified in terms of their rela-
tionship with one another. It is customary to
talk about independent and dependent
variables.

Independent variables are systematically
varied by the researcher; dependent variables
are observed, and their values are presumed
to depend on the effects (influence) of the

independent variables. In other words, the
dependent variable is what the researcher
wishes to explain. For example, assume a
researcher is interested in determining how
the angle of a camera shot affects an audi-
ence’s perception of the credibility of a tele-
vision newscaster. Three versions of a
newscast are recorded: one shot from a very
low angle, another from a high angle, and a
third from eye level. Groups of subjects are
randomly assigned to view one of the three
versions and complete a questionnaire to
measure the newscaster’s credibility. In this
experiment, the camera angle is the indepen-
dent variable. The experimenter, who selects
only three of the camera angles possible, sys-
tematically varies its values. The dependent
variable is the perceived credibility of the
newscaster as measured by the questionnaire.
If the researcher’s assumption is correct, the
newscaster’s credibility will vary according
to the camera angle. (The values of the
dependent variable are not manipulated;
they are simply observed or measured.)

The distinction between types of variables
depends on the purposes of the research.
An independent variable in one study may
be a dependent variable in another. Also, a
research task may involve examining the
relationship of more than one independent
variable to a single dependent variable. For
example, the researcher in the previous exam-
ple could investigate the effects of camera
angles and of how the newscaster’s manner,
or style, in closing the program affects his or
her credibility, as perceived by the viewers. In
many instances, multiple dependent variables
are measured in a single study, which is called
a multivariate analysis.

Discrete and Continuous Variables

Two forms of variables are used in mass
media investigation. A discrete variable
includes only a finite set of values; it cannot
be divided into subparts. For instance, the



Mass Media Variables

Analysis of why people like certain movies,
magazines, newspapers, or radio or television
shows has historically been difficult because of
the number of variables to consider. Even when
researchers develop a relatively stable set of

number of children in a family is a discrete
variable because the unit is a person. It does
not make much sense to talk about a family
size of 2.24 because it is hard to conceptualize
0.24 of a person. Political affiliation, popula-
tion, and gender are other discrete variables.

A continuous variable can take on any
value, including fractions, and can be mean-
ingfully broken into smaller subsections.
Height is a continuous variable. If the mea-
surement tool is sophisticated enough, it is
possible to distinguish between one person
72.12 inches tall and another 72.13 inches
tall. Time spent wartching television is
another example; it is perfectly meaningful
to say that Person A spent 3.12 hours view-
ing while Person B watched 3.13 hours. The
average number of children in a family is a
continuous variable; thus, in this context, it
may be perfectly meaningful to refer to 0.24
of a person.

When dealing with continuous variables,
researchers should keep in mind the distinction
between the variable and the measure of the
variable. If a child’s attitude toward television
violence is measured by counting his or her
positive responses to six questions, then there
are only seven possible scores: 0, 1, 2, 3, 4, 5,
and 6. However, it is entirely likely that the
underlying variable is continuous even though
the measure is discrete. In fact, even if a frac-
tionalized scale were developed, it would still
be limited to a finite number of scores. As a
generalization, most of the measures in mass
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variables to measure, assessing popularity of
the media is difficult because respondents say
something like, “It depends on my mood.” As a
media researcher, how would you address this
problem?

media research tend to be discrete approxima-
tions of continuous variables.

Variables measured at the nominal level
are always discrete variables. Variables mea-
sured at the ordinal level are generally dis-
crete, although some underlying continuous
measurement dimension may exist. (Nominal
and ordinal levels are discussed later in this
chapter.) Variables measured at the interval
or ratio level can be either discrete (number
of magazine subscriptions in a household) or
continuous (number of minutes per day spent
reading magazines). Both the level of mea-
surement and the type of variable under con-
sideration are important in developing useful
measurement scales.

Other Types of Variables

In nonexperimental research, where there is
no active manipulation of variables, different
terms are sometimes substituted for indepen-
dent and dependent variables. The variable
that is used for predictions or is assumed to
be causal (analogous to the independent var-
iable) is sometimes called the predictor, or
antecedent, variable. The variable that is pre-
dicted or assumed to be affected (analogous
to the dependent variable) is sometimes
called the criterion variable.

Researchers often wish to control certain
variables to eliminate unwanted influences.
These control variables are used to ensure
that the results of the study are due to the
independent variables, not to another source.
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However, a control variable need not always
be used to eliminate an unwanted influence.
On occasion, researchers use a control vari-
able such as age, gender, or socioeconomic
status to divide subjects into specific, relevant
categories. For example, in studying the rela-
tionship between newspaper readership and
reading ability, researchers know that 1Q will
affect the relationship and must be con-
trolled; thus, subjects may be selected based
on I1Q scores or placed in groups with similar
IQ scores.

One of the most difficult steps in any type
of research is to identify all the variables that
may create spurious or misleading results.
Some researchers refer to this problem as
noise. Noise can occur in even simple research
projects. For example, a researcher might
design a telephone survey to ask respondents
to name the local radio station they listened
to most during the past week. The researcher
uses an open-ended question—that is, pro-
vides no specific response choices—and the
interviewer writes down each respondent’s
answer. When the completed surveys are
tabulated, the researcher notices that several
people mentioned radio station WAAA.
However, if the city has a WAAA-AM and a
WAAA-FM, which station gets the credit?
The researcher cannot arbitrarily assign
credit to the AM station or to the FM station,
nor can credit be split because this may dis-
tort the description of the actual listening
habits.

Interviewers could attempt callbacks to
everyone who said “WAAA,” but this is
not suggested for two reasons: (1) the likeli-
hood of reaching all the people who gave
that response is low; and (2) even if the first
condition is met, some respondents may not
recall which station they originally men-
tioned. The researcher is therefore unable to
provide a reliable analysis of the data
because not all possible intervening variables
were considered. (The researcher should
have anticipated this problem and instructed

the interviewers to find out in each case
whether “WAAA” meant WAAA-AM or
WAAA-FM.)

People who unknowingly provide false
information create another type of research
noise. For example, people who keep diaries
for radio and television surveys may err in
recording the station or channel they tune
in to; that is, they may listen to or watch
station KAAA but incorrectly record
“KBBB.” (This problem is solved by the use
of Nielsen’s people meters and Arbitron’s
portable people meters; see Chapter 14.) In
addition, respondents/subjects often answer
a multiple-choice or yes/no research question
at random (they make up answers) because
they do not wish to appear ignorant or unin-
formed. To minimize this problem, research-
ers must take great care in constructing
measurement instruments. Noise is always
present, but a large and representative sam-
ple should decrease the effects of some
research noise. (In later chapters, noise is
referred to as “error.”)

With experience, researchers learn to
solve many simple problems in their studies.
In many situations, however, researchers
understand that total control over all aspects
of the research is impossible, and they
account for the impossibility of achieving
perfect control in the interpretation of their
results.

Defining Variables Operationally
In Chapter 1, we stated that an operational
definition specifies the procedures to be fol-
lowed to experience or measure a concept.
Research depends on observations, and
observations cannot be made without a
clear statement of what is to be observed.
An operational definition is such a statement.
Operational definitions are indispensable in
scientific research because they enable inves-
tigators to measure relevant variables. In any
study, it is necessary to provide operational
definitions for both independent variables



and dependent variables. Table 2.1 lists
examples of such definitions taken from
research studies in mass communication.

Kerlinger (2010) identifies two types of
operational definitions: measured and exper-
imental. A measured operational definition
specifies how to measure a variable. For
instance, a researcher investigating dogma-
tism and media use might operationally
define the term dogmatism as a subject’s
score on the Twenty-Item Short Form Dog-
matism Scale. An experimental operational
definition explains how an investigator has
manipulated a variable. Obviously, this type
of definition is used when the independent
variable is defined in a laboratory setting.
For example, in a study on the impact of
television violence, the researcher might
manipulate media violence by constructing
two 8-minute films. The first film, labeled
“the violent condition,” could contain scenes
from a boxing match. The second film,
labeled “the nonviolent condition,” could
depict a swimming race. Similarly, source
credibility might be manipulated by alter-
nately attributing an arricle on health to the
New England Journal of Medicine and to the
National Enquirer.
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Operationally defining a variable forces a
researcher to express abstract concepts in
concrete terms. Occasionally, after unsuc-
cessfully struggling with the task of making
a key variable operational, the researcher
may conclude that the variable as originally
conceived is too vague or ambiguous and
must be redefined. Because operational defi-
nitions are expressed so concretely, they can
communicate exactly what the terms repre-
sent. For instance, a researcher might define
“political knowledge” as the number of cor-
rect answers on a 20-item true/false test.
Although it is possible to argue about the
validity (does the test actually measure polit-
ical knowledge) of the definition, there is no
confusion as to what the statement “Women
possess more political knowledge than men”
actually means.

Finally, there is no single foolproof method
for operationally defining a variable.

No operational definition satisfies every-
body. The investigator must decide which
method is best suited for the research prob-
lem at hand. The numerous articles and
examples available from an Internet search
of “operational definition” illustrate the var-
ious methods.

Table 2.1 Examples of Operational Definitions

Operational Definition

Study Variable

Henning and Vorderer Need for cognition
(2001)

Wu (2000) Press freedom

Angelini (2008) Arousal

Buijen and Valkenburg
(2000)

Kamhawi and Grabe (2008)
stories

Children’s gift ideas

Appreciation of news

Summated scores on a five-point Likert
Scale to eight cognition items

Scale of press freedom ranging from 1 to
100 raken from yearly evaluations by the
Freedom House organization

Measure of galvanic skin response

Children were asked to write down their
two most favorite Christmas wishes

Semantic differential scale with six bipolar
adjective pairs
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QUALITATIVE AND QUANTITATIVE
RESEARCH

Mass media research, like all research, can be
qualitative or quantitative. Qualitative
research involves several methods of data
collection, such as focus groups, field obser-
vation, in-depth interviews, and case studies.
In all of these methods, the questioning
approach is varied. In other words, although
the researcher enters the project with a spe-
cific set of questions, follow-up questions are
developed as needed. The variables in quali-
tative research may or may not be measured
or quantified.

In some cases, qualitative research has cer-
tain advantages. The methods allow a
researcher to view behavior in a natural setting
without the artificiality that sometimes sur-
rounds experimental or survey research. In
addition, qualitative techniques can increase a
researcher’s depth of understanding of the phe-
nomenon under investigation. This is especially
true when the phenomenon has not been inves-
tigated previously. Finally, qualitative methods
are flexible and allow the researcher to pursue
new areas of interest. A questionnaire is
unlikely to provide data about questions that
were not asked, but a person conducting a field
observation or focus group might discover
facets of a subject that were not considered
before the study began.

However, some disadvantages are associ-
ated with qualitative methods. First, sample
sizes are sometimes too small (sometimes as
small as one) to allow the researcher to gen-
eralize the data beyond the sample selected
for the particular study. For this reason,
qualitative research is often the preliminary
step to further investigation rather than the
final phase of a project. The information col-
lected from qualitative methods is often used
to prepare a more elaborate quantitative
analysis, although the qualitative data may
in fact be all the information needed for a
particular study.

Data reliability can also be a problem,
since single observers are describing unique
events. Because a person conducting qualita-
tive research must become closely involved
with the respondents, it is possible to lose
objectivity when collecting data. A researcher
who becomes too close to the study may lose
the necessary professional detachment.

Finally, if qualitative research is not
properly planned, the project may produce
nothing of value. Qualitative research
appears to be easy to conduct, but projects
must be carefully designed to ensure that
they focus on key issues. Although this
book is primarily concerned with quantita-
tive research, we discuss several qualitative
methods in Chapter 5.

Quantitative research also involves sev-
eral methods of data collection, such as tele-
phone surveys, mail surveys, and Internet
surveys. In these methods, the questioning
is static or standardized—all respondents
are asked the same questions and there is
no opportunity for follow-up questions.

in the past, some researchers claimed that
the difference between qualitative and quan-
titative research related to only two things:

1. Qualitative research uses smaller
samples of subjects or respondents.

2. Because of the small sample size,
results from qualitative research
could not be generalized to the pop-
ulation from which the samples were
drawn.

While these two points may affect some
qualitative research, the fact is that sample
sizes in both qualitative and quantitative
research can be the same.

Quantitative research requires that the
variables under consideration be measured.
This form of research is concerned with how
often a variable is present and generally uses
numbers to communicate this amount. Quan-
titative research has certain advantages.



One is that the use of numbers allows grea-
ter precision in reporting results. For ex-
ample, the Violence Index (Gerbner, Gross,
Morgan & Signorielli, 1980), a quantitative
measuring device, makes it possible to report
the exact increase or decrease in violence from
one television season to another, whereas
qualitative research could report only whether
there was more or less violence.

For the past several years, some friction
has existed in the mass media field and in
other disciplines between those who favor
quantitative methods and those who prefer
qualitative methods. Most researchers have
now come to realize that both methods are
important in understanding any phenomenon.
In fact, the term triangulation, commonly used
by marine navigators, frequently emerges in
conversations about communication research.
If a ship picks up signals from only one navi-
gational aid, it is impossible to know the ves-
sel’s precise location. However, if signals from
more than one source are detected, elementary
geometry can be used to pinpoint the ship’s
location. In this book, the term triangulation
refers to the use of both qualitative methods
and quantitative methods to fully understand
the nature of a research problem.

Although most of this book is concerned
with skills relevant to quantitative research,
we do not imply that quantitative research is
in any sense better than qualitative research.
It is not. Each approach has value, and the
decision to use one or the other depends on
the goals of the research.

THE NATURE OF MEASUREMENT

The importance of mathematics to mass
media research is difficult to overemphasize.
As pointed out by measurement expert J. P.
Guilford (1954, p. 1):

The progress and maturity of a science are
often judged by the extent to which it has
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succeeded in the use of mathematics....
Mathematics is a universal language that
any science or technology may use with
great power and convenience. Its vocabu-
lary of terms is unlimited.... Its rules of
operation are unexcelled for logical
precision.

The idea behind measurement is simple:
A researcher assigns numerals to objects,
events, or properties according to certain
rules. Examples of measurement are every-
where: “She or he is a 10” or “Unemploy-
ment increased by 1%” or “The earthquake
measured 5.5 on the Richter scale.” Note
that the definition contains three central con-
cepts: numerals, assignment, and rules. A
numeral is a symbol, such as V, X, C, or §,
10, 100. A numeral has no implicit quantita-
tive meaning. When it is given quantitative
meaning, it becomes a number and can be
used in mathematical and statistical compu-
tations. Assignment is the designation of
numerals or numbers to certain objects or
events. A simple measurement system might
entail assigning the numeral 1 to the people
who obtain most of their news from televi-
sion, the numeral 2 to those who get most of
their news from a newspaper, and the
numeral 3 to those who receive most of
their news from some other source.

Rules specify the way that numerals or
numbers are to be assigned. Rules are at the
heart of any measurement system; if they
are faulty, the system will be flawed. In
some situations, the rules are obvious and
straightforward. To measure reading speed,
a stopwatch and a standardized message may
be sufficient. In other instances, the rules are
not so apparent. Measuring certain psycho-
logical traits, such as “source credibility” or
“attitude toward violence,” calls for carefully
explicated measurement techniques.

Additionally, in mass media research and
in much of social science research, investiga-
tors usually measurc indicators of the
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Qualitative and Quantitative Research

The only difference between qualitative and
quantitative research is the style of questioning.
Qualitative research uses flexible questioning;
quantitative uses standardized  questions.
Assuming that the sample sizes are large

properties of individuals or objects rather
than the individuals or objects themselves.
Concepts such as “authoritarianism” or
“motivation for reading the newspaper” can-
not be observed directly; they must be
inferred from presumed indicators. Thus, if
a person endorses statements such as
«Orders from a superior should always be
followed without question” and “Law and
order are the most important things in soci-
ety,” it can be deduced that he or she is more
authoritarian than someone who disagrees
with the same statements.

Measurement systems strive to be iso-
morphic to reality. Isomorphism means iden-
tity or similarity of form or structure. In
some research areas, such as the physical
sciences, isomorphism is not a problem
because the objects being measured and the
numbers assigned to them usually have a
direct relationship. For example, if an electric
current travels through Substance A with less
resistance than it does through Substance B,
it can be deduced that A is a better conductor
than B. Testing more substances can lead to a
ranking of conductors, where the numbers
assigned indicate the degrees of conductivity.
The measurement system is isomorphic to
reality.

In mass media research, the correspon-
dence is seldom that obvious. For example,
imagine that a researcher is trying to develop
a scale to measure the “persuasibility” of
people in connection with a certain type of

enough and that the samples are properly
selected, the results from both methods can be
generalized to the population from which the
sample was drawn.

advertisement. A test is developed and given
to five people. The scores are displayed in
Table 2.2. Now imagine that an omniscient
being is able to disclose the “true” persuasi-
bility of the same five people. These scores
are also shown in Table 2.2. For two people,
the test scores correspond exactly to the
“true” scores. The other three scores miss
the true scores, but there is a correspondence
between the rank orders. Also note that the
true persuasibility scores range from 0 to 12,
and the measurement scale ranges from
1 to 8. To summarize, there is a general cor-
respondence between the test and reality, but
the test is far from an exact measure of what
actually exists.

Unfortunately, the degree of correspon-
dence between measurement and reality is
rarely known in research. In some cases,
researchers are not even sure they are actu-
ally measuring what they are trying to

Table 2.2 llustration of Isomorphism

Person Test Score “True” Score
A 1 0
B 3 1
@ 6 6
D 7 7
E 8 12




measure (validity). In any event, researchers
must carefully consider the degree of isomor-
phism between measurement and reality. This
topic is discussed in detail later in the chapter.

LEVELS OF MEASUREMENT

Scientists have distinguished four different
ways to measure things, or four different
levels of measurement, depending on the
rules that are used to assign numbers to
objects or events. The operations that can be
performed with a given set of scores depend
on the level of measurement achieved. The
four levels of measurement are nominal, ordi-
nal, interval, and ratio.

The nominal level is the weakest form
of measurement. In nominal measurement,
numerals or other symbols are used to classify
people, objects, or characteristics. For exam-
ple, in the physical sciences, rocks can gen-
erally be classified into three categories:
igneous, sedimentary, and metamorphic. A
geologist who assigns a 1 to igneous, a 2
to sedimentary, and a 3 to metamorphic
has formed a nominal scale. Note that the
numerals are simply labels that stand for the
respective categories; they have no mathemat-
ical significance. A rock that is placed in Cat-
egory 3 does not have more “rockness” than
those in Categories 1 and 2. Other examples
of nominal measurement are the numbers on
football jerseys and license plates, and Social
Security numbers. An example of nominal
measurement in mass media is classifying
respondents according to the medium they
depend on most for news. Those depending
most on TV may be in Category 1, those
depending most on the Internet in Category
2, those depending on newspapers in Cate-
gory 3, and so on.

The nominal level, like ali levels, pos-
sesses certain formal properties. Its basic
property is equivalence. If an object is placed
in Category 1, it is considered equal to alil
other objects in that category. Suppose a
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researcher is attempting to classify all the
advertisements in a magazine according to
primary appeal. If an ad has economic
appeal, it is placed in Category 1; if it uses
an appeal to fear, it is placed in Category 2;
and so on. Note that ail ads using “fear
appeal” are equal even though they may dif-
fer on other dimensions such as product type
or size, or use of illustrations.

Another property of nominal measure-
ment is that all categories are exhaustive and
mutually exclusive. This means that each
measure accounts for every possible option
and that each measurement is appropriate
to only one category. For instance, in the
example of primary appeals in magazine
advertisements, all possible appeals need to
be included in the analysis (exhaustive): eco-
nomic, fear, morality, religion, and so on.
Each advertisement is placed in one and only
one category (mutually exclusive). Nominal
measurement is frequently used in mass
media research, and several are available on
the Internet by searching for “nominal mea-
surement” examples.

Even a variable measured at the nominal
level may be used in higher-order statistics if
it is converted into another form. The results
of this conversion process are known as
dummy variables. For example, political
party affiliation could be coded as follows:

Republican
Democrat

Independent
Other

H W N =

This measurement scheme could be inter-
preted incorrectly to imply that a person classi-
fied as “Other” is three units “better” than a
person classified as a “Republican.” To mea-
sure political party affiliation and use the data
in higher-order statistics, a researcher must con-
vert the variable into a more neutral form.

One way to convert the variable to give
equivalent value to each option is to recode it
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as a dummy variable that creates an “either/
or” situation for each option; in this exam-
ple, a person is either a “Republican” or
something else. For example, a binary coding
scheme could be used:

Republican 001
Democrat 010
Independent 100
Other 000

This scheme treats each affiliation equiv-
alently and allows the variable to be used in
higher-order statistical procedures. Note that
the final category “Other” is coded using all
zeros. A complete explanation for this prac-
tice is beyond the scope of this book; basi-
cally, however, its purpose is to avoid
redundancy, because the number of indivi-
duals classified as “Other” can be found
from the data on the first three options. If,
in a sample of 100 subjects, 75 belong in
each of the first three options, then it is obvi-
ous that there are 25 in the “Other” option.

Obijects measured at the ordinal level are
usually ranked along some dimension, such
as from smallest to largest. For example, one
might measure the variable “socioeconomic
status” by categorizing families according to
class: lower, lower middle, middle, upper
middle, or upper. A rank of 1 is assigned to
lower, 2 to lower middle, 3 to middle, and so
forth. In this situation, the numbers have
some mathematical meaning: Families in
Category 3 have a higher socioeconomic sta-
tus than families in Category 2. Note that
nothing is specified with regard to the dis-
tance between any two rankings. Ordinal
measurement often has been compared to a
horse race without a stopwatch. The order in
which the horses finish is relatively easy to
determine, but it is difficult to calculate the
difference in time between the winner and
the runner-up.

An ordinal scale possesses the property of
equivalence. Thus, in the previous example,

all families placed in a category are treated
equally, even though some might have
greater incomes than others. It also possesses
the property of order among the categories.
Any given category can be defined as being
higher or lower than any other category.
Common examples of ordinal scales are
rankings of football or basketball teams, mil-
itary ranks, restaurant ratings, and beauty
pageant results.

Ordinal scales are frequently used in mass
communication research, and several can be
found on the Internet by searching for “ordi-
nal scales” communication examples.

When a scale has all the properties of an
ordinal scale and the intervals between adja-
cent points on the scale are of equal value,
the scale is at the interval level. The most
obvious example of an interval scale is tem-
perature. The same amount of heat is
required to warm an object from 30 to 40
degrees as to warm it from 50 to 60 degrees.
Interval scales incorporate the formal prop-
erty of equal differences; that is, numbers are
assigned to the positions of objects on an
interval scale in such a way that one may
carry out arithmetic operations on the differ-
ences between them.

One disadvantage of an interval scale is
that it lacks a true zero point, or a condition
of nothingness. For example, it is difficult to
conceive of a person having zero intelligence
or zero personality. The absence of a true
zero point means that a researcher cannot
make statements of a proportional nature;
for example, someone with an IQ of 100 is
not twice as smart as someone with an IQ of
50, and a person who scores 30 on a test of
aggression is not three times as aggressive as
a person who scores 10. Despite this disad-
vantage, interval scales are frequently used in
mass communication research.

Scales at the ratio level of measurement
have all the properties of interval scales
plus one more: the existence of a true zero
point. With the introduction of this fixed




zero point, ratio judgments can be made. For
example, because time and distance are ratio
measures, one can say that a car traveling at
50 miles per hour is going twice as fast as a
car traveling at 25 miles per hour. Ratio
scales are relatively rare in mass media
research, although some variables, such as
time spent watching television or number of
words per story, are ratio measurements.

As discussed in Chapter 12, researchers
who use interval or ratio data can use para-
metric statistics, which are specifically designed
for these data. Procedures designed for use
with “lower” levels of measurement can
also be used with data at a higher level of
measurement. Statistical procedures designed
for higher-level data, however, are generally
more powerful than those designed for use
with nominal or ordinal levels of measurement.
Thus, if an investigator has achieved the
interval level of measurement, parametric sta-
tistics should generally be used. Statisticians
disagree about the importance of the distinc-
tion between ordinal scales and interval scales
and about the legitimacy of using interval sta-
tistics with data that may in fact be ordinal.
Without delving too deeply into these argu-
ments, we suggest that the safest procedure is
to assume interval measurement unless there is
clear evidence to the contrary, in which case
ordinal statistics should be used. For example,
ordinal statistics should be used for a research
task in which a group of subjects ranks a set of
objects. On the other hand, parametric proce-
dures are justified if subjects are given an atti-
tude score constructed by rating responses to
various questions.

Most  statisticians  feel that statistical
analysis is performed on the numbers yielded
by the measures, not on the measures them-
selves, and that the properties of interval scales
belong to the number system (Nunnally &
Bernstein, 1994; Roscoe, 1975). Additionally,
there have been several studies in which various
types of data have been subjected to different
statistical anulyses. These studies suggest that
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the distinction between ordinal data and inter-
val data is not particularly crucial in selecting
an analysis method (McNemar, 1969).

MEASUREMENT SCALES

A scale represents a composite measure of a
variable; it is based on more than one item.
Scales are generally used with complex vari-
ables that do not easily lend themselves to
single-item or single-indicator measurements.
Some items, such as age, newspaper circula-
tion, or number of radios in the house, can
be adequately measured without scaling
techniques. Measurement of other variables,
such as attitude toward TV news or gratifi-
cation received from going to a movie the-
ater, generally requires the use of scales.
Several scaling techniques have been devel-
oped over the years. This section discusses
only the better-known methods. Search the
Internet for additional information about
all types of measurement scales.

Simple Rating Scales

Rating scales are common in mass media
research. Researchers frequently ask respon-
dents to rate a list of items such as a list of
programming elements that can be included
in a radio station’s weekday morning show,
or to rate how much respondents like radio
or TV on-air personalities.

The researcher’s decision is to decide which
type of scale to use: 1-3? 1-5? 1-7? 1-10?
1-100? Or even a 0-9 scale, which is com-
monly used by researchers who don’t have
computer software to accept double-digit num-
bers (like 10). Selecting a type of scale is largely
a matter of personal preference, but there are a
few things to consider:

1. A scale with more points rather than
fewer points allows for greater differ-
entiation on the item or items being
rated. For example, assume we are rat-
ing the importance of programming
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elements contained in a radio station’s
weekday morning show. Let’s say the
respondents are told, “The higher the
number, the more important the ele-
ment is to you.” Will a 1-3 scale or
1-10 scale provide more information?
Obviously, the 1-10 scale provides the
broadest differentiation.

Broad differentiation in opinions,
perceptions, and feelings is important
because it gives the researcher more
information. Artificially restricting
the range of ratings is called factor
fusion, which means that opinions,
perceptions, and feelings are squeezed
into a smaller space. It’s better for the
respondents and the researcher to
have more rating points than fewer
rating points. Restricting respon-
dents’ responses by using too few
scale points always hides the range
of potential responses and restricts
the potential of any research study.

. Our experience shows that males and

females of all age groups, races, and
nationalities like to use a 1-10 scale.
This is true because the 1-10 scale is
universally used, particularly in sport-
ing events such as the Olympics. Vir-
tually everyone understands the 1-10
rating scale. A 10 is best or perfect, a
1 is worst or imperfect. Our experi-
ence also shows that researchers
should not use a 0-9 or 1-9 rating
scale because, quite frankly, respon-
dents do not associate well with a 9
as the highest number.

. When using simple rating scales, it is

best to tell respondents, “The higher
the number, the more you agree,” or
“The higher the number, the more
you like.” Over thousands of
research studies, we have found this
approach better than telling respon-
dents, “Use a scale of 1-10, where

‘1> means Dislike and ‘10’ means
Like a lot.”

Transforming Scales
On occasion, a researcher will conduct a study
using one scale and then later want to compare
those data to other data using a different rating
scale. For example, let’s say that a researcher
uses a 1-7 rating scale and wants to convert
the results to a 1-100 scale. What can be done?
The procedure is always the same: Divide
the smaller rating scale into the larger to pro-
duce a multiplier to transform the scale. To
transform a 1-7 scale to a 1-100 scale, first
divide 100 by 7, which is 14.2857, and then
multiply this number times each of the 1-7 ele-
ments to compute the converted 1-100 scale
numbers. The new, transformed (rounded)
ratings are:

1 =14
2=129
3 =43
4 =57
5=71
6 = 86
7 = 100

What about transforming a 5-point scale
to a 7-point scale? The procedure is the same:
Divide 7 by 5, which produces a multiplier of
1.4. This number is multiplied by each of the
numbers in the 5-point scale to produce a
transformed scale:

1=14
2=28
3 =42
4=56
5=70

If you transform scores the other way,
such as a 10-point scale to a 5-point scale,
simply divide each of the numbers in the
scale by the multiplier,
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Thurstone Scales

Thurstone scales are also called equal-
appearing interval scales because of the tech-
nique used to develop them and are typically
used to measure the attitude toward a given
concept or construct. To develop a Thur-
stone scale, a researcher first collects a large
number of statements {Thurstone recom-
mends at least 100) that relate to the concept
or construct to be measured.

Next, judges rate these statements along an
I1-category scale in which each category
expresses a different degree of favorableness
toward the concept. The items are then ranked
according to the mean or median ratings
assigned by the judges and are used to con-
struct a questionnaire of 20 to 30 items that
are chosen more or less evenly from across the
range of ratings. The statements are worded so
that a person can agree or disagree with them.
The scale is then administered to a sample of
respondents whose scores are determined by
computing the mean or median value of the
items agreed with. A person who disagrees
with all the items has a score of zero.

One advantage of the Thurstone method is
that it is an interval measurement scale. On the
downside, this method is time consuming and
labor intensive. Thurstone scales are not often
used in mass media research, but they are com-
mon in psychology and education research.

Guttman Scaling

Guttman scaling, also called scalogram anal-
ysis, is based on the idea that items can be
arranged along a continuum in such a way
that a person who agrees with an item or
finds an item acceptable will also agree
with or find acceptable all other items
expressing a less extreme position. For exam-
ple, here is a hypothetical four-item Guttman
scale:

1. Indecent programming on TV is
harmful to society.
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2. Children should not be allowed to
watch indecent TV shows.

3. Television station managers should
not allow indecent programs on
their stations.

4. The government should ban inde-
cent programming from TV.

Presumably, a person who agrees with
Statement 4 will also agree with Statements
1-3. Furthermore, if we assume the scale is
valid, a person who agrees with Statement 2
will also agree with Statement 1 but will not
necessarily agree with Statements 3 and 4.
Because each score represents a unique set
of responses, the number of items a person
agrees with is the person’s total score on a
Guttman scale.

A Guttman scale requires a great deal of
time and energy to develop. Although they
do not appear often in mass media research,
Guttman scales are common in political sci-
ence, sociology, public opinion research, and
anthropology.

Likert Scales

Perhaps the most commonly used scale in mass
media research is the Likert scale, also called
the summated rating approach, was developed
by psychologist Rensis Likert (LICK-ert) in
1932. A number of statements are developed
with respect to a topic, and respondents can
strongly agree, agree, be neutral, disagree, or
strongly disagree with the statements (see
Figure 2.1). Each response option is weighted,
and each subject’s responses are added to pro-
duce a single score on the topic.

The basic procedure for developing a
Likert scale is as follows:

1. Compile a large number of statements
that relate to a specific dimension.
Some statements are positively
worded; some are negatively worded.

(S8

Administer the scale to a randomly
selected sample of respondents.
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Figure 2.1 Sample of Likert Scale Items

1. Only U.S. citizens should be allowed to own broadcasting stations.

Response

Strongly agree
Agree

Neutral

Disagrec
Strongly disagree

Score Assigned

v W

—

2. Prohibiting foreign ownership of broadcasting stations is bad for business.

Response

Strongly agree
Agree

Neutral
Disagree

Strongly disagree

Score Assigned

“vn bW

Note: To maintain attitude measurement consistency, the scores are reversed for a negatively worded item. Ques-

tion 1 is a positive item; Question 2 is a negative item.

3. Code the responses consistently so that
high scores indicate stronger agree-
ment with the attitude in question.

4. Analyze the responses and select for
the final scale those statements that
most clearly differentiate the highest
from the lowest scorers.

Semantic Differential Scales
Another commonly used scaling procedure
is the semantic differential technique. As
originally conceived by Osgood, Suci, and
Tannenbaum (1957), this technique is used
to measure the meaning an item has for an
individual. Research indicated that three
general factors—activity, potency, and eval-
uation—were measured by the semantic dif-
ferential. Communication researchers were
quick to adapt the evaluative dimension of
the semantic differential for use as a measure
of attitude.

To use the technique, a name or a con-
cept is placed at the top of a series of seven-
point scales anchored by bipolar attitudes.
Figure 2.2 shows an example of this tech-
nique as used to measure attitudes toward
Time magazine.

The bipolar adjectives that typically
“anchor” such evaluative scales are pleas-
ant/unpleasant, valuablehvorthless, honest/
dishonest, nice/awful, clean/dirty, fairlunfair,
and good/bad. However, we recommend that
a unique set of anchoring adjectives be devel-
oped for each particular measurement
situation.

Strictly speaking, the semantic differential
technique attempts to place a concept in
semantic space using an advanced multivariate
statistical procedure called factor analysis.
When researchers borrow parts of the tech-
nique to measure attitudes—images or percep-
tions of objects, pcople, or concepts—they
are not using the technique as originally
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Figure 2.2 Sample Form for Applying the Semantic Differential Technique

Time Magazine

Biased Unbiased
Trustworthy Untrustworthy
Valuable Worthless
Unfair Fair

developed. Consequently, perhaps a more
appropriate name for this technique is bipolar
rating scales,

RELIABILITY AND VALIDITY B

Using any scale without preliminary testing is
poor research. At least one pilot study should
be conducted for any newly developed scale
to ensure its reliability and validity. To be
useful, a measurement must possess these
two related qualities. A measure is reliable
if it consistently gives the same answer. Reli-
ability in measurement is the same as reliabil-
ity in any other context. For example, a
reliable person is one who is dependable, sta-
ble, and consistent over time. An unreliable
person is unstable and unpredictable and
may act one way today and another way

tomorrow. Similarly, if measurements are
consistent from one session to another, they
are reliable and can be believed to some
degree.

In understanding measurement reliability,
you may think of a measure as containing two
components. The first represents an indivi-
dual’s “true” score on the measuring instru-
ment. The second represents random error
and does not provide an accurate assessment
of what is being measured. Error can slip
into the measurement process from several
sources. Perhaps a question was worded
ambiguously or a person’s pencil slipped
when completing a measuring instrument.

Whatever the cause, all measurements are
subject to some degree of random error, as
shown in Figure 2.3. As is evident, Measure-
ment Instrument 1 is highly reliable because

Figure 2.3

Nustration of “True” and “Error” Components of a Scale

Measurement Instrument 1: Obtained Score = 50

True

Error

46

4

Measurement instrument 2: Obtained Score = 50

True

Error

30

20
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the ratio of the true component of the score
to the total score is high. Measurement
Instrument 2 is unreliable because the ratio
of the true component to the total is low.

A completely unreliable measurement
measures nothing at all. If a measure is
repeatedly given to individuals and each per-
son’s responses at a later session are unre-
lated to his or her earlier responses, the
measure is useless. If the responses are iden-
tical or nearly identical each time the mea-
sure is given, the measure is reliable; it at
least measures something, though not neces-
sarily what the researcher intended. (This
problem is discussed later in this chapter.)

The importance of reliability should be
obvious now. Unreliable measures cannot
be used to detect relationships between vari-
ables. When the measurement of a variable is
unreliable, it is composed mainly of random
error, and random error is seldom related to
anything else. Reliability is not a unidimen-
sional concept. It consists of three different
components: stability, internal consistency,
and equivalency.

Stability refers to the consistency of a
result or of a measure at different points in
time. For example, suppose that a test
designed to measure proofreading ability is
administered during the first week of an edit-
ing class and again during the second week.
The test possesses stability if the two results
are consistent.

Caution should be exercised whenever
stability is used as a measure of reliability,
since people and things can change over
time. In the proofreading example, it is pos-
sible for a person to score higher the second
time because some people might actually
improve their ability from Week 1 to Week
2. In this case, the measure is not unstable—
actual change occurred.

An assessment of reliability is necessary
in all mass media research and should be
reported along with other facets of the
research as an aid in interpretation and

evaluation. One commonly used statistic for
assessing reliability is the correlation coeffi-
cient, denoted as r,,. Chapter 12 provides a
more detailed examination of the correlation
coefficient.

For now let’s say only that r,, is a num-
ber ranging from —1.00 to +1.00 and is used
to gauge the strength of a relationship
between two variables. When r,, is a high
positive—that is, approaching +1.00—the
relationship is strong. A negative number
indicates a negative relationship (high scores
on one variable are associated with low
scores on the other), and a positive number
indicates a positive relationship (a high score
goes with another high score). In measuring
rehability, a high positive r,, is desired.

One method that uses correlation coeffi-
cients to compute reliability is the test-retest
method. This procedure measures the stabil-
ity component of reliability. The same people
are measured at two different points in time,
and a coefficient between the two scores is
computed. An r,, that approaches +1.00
indicates that a person’s score at Time A
was similar to his or her score at Time B,
showing consistency over time. There are
two limitations to the test-retest technique.
First, the initial administration of the
measure might affect scores on the second
testing. If the measuring device is a question-
naire, a person might remember responses
from session to session, thus falsely inflating
reliability. Second, the concept measured
may change from Time A to Time B, thus
lowering the reliability estimate.

Internal consistency involves examining
the consistency of performance among the
items that compose a scale. If separate items
on a scale assign the same values to the con-
cept being measured, the scale possesses
internal consistency. For instance, suppose a
researcher designs a 20-item scale to measure
attitudes toward newspaper reading. For the
scale to be internally consistent, the total
score on the first half of the test should



correlate highly with the score on the second
half of the test. This method of determining
reliability is called the split-half technique.
Only one administration of the measuring
instrument is made, burt the test is split into
halves and scored separately. For example, if
the test is in the form of a questionnaire, the
even-numbered items might constitute onc
half and the odd-numbered items the other
half. A correlation coefficient is then com-
puted between the two sets of scores. Since
this coefficient is computed from a test that is
only half as long as the final form, it is cor-
rected by using the following formula:

2(75e)

T 141y,

rx X

where 7,, is the correlation between the odd
items and the even items.

Another common reliability coefficient is
alpha (sometimes referred to as Cronbach’s
alpha), which uses the analysis of variance
approach to assess the internal consistency
of a measure (see Chapter 12).

The equivalency component of reliability,
sometimes referred to as cross-test reliability,
assesses the relative correlation between two
parallel forms of a test. Two instruments that
use different scale items or different measure-
ment techniques are developed to measure
the same concept. The two versions are
then administered to the same group of peo-
ple during a single time period, and the cor-
relation between the scores on the two forms
of the test is taken as a measure of the reli-
ability. The major problem with this method,
of course, is developing two forms of a scale
that are perfectly equivalent. The less parallel
the two forms, the lower the reliability.

A special case of the equivalency compo-
nent occurs when two or more observers
judge the same phenomenon, as is the case
in content analysis (see Chapter 6). This
type of reliability is called intercoder reliabil-
ity and is used to assess the degree to which a
result can be achieved or reproduced by
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other observers. Ideally, two individuals
who use the same operational measure and
the same measuring instrument should reach
the same results. For example, if two
researchers try to identify acts of violence in
television content based on a given opera-
tional definition of violence, the degree to
which their results are consistent is a measure
of intercoder reliability. Disagreements
reflect a difference either in perception or in
the way the original definition was inter-
preted. Special formulas for computing inter-
coder reliability are discussed in Chapter 6.

In addition to being reliable, a measure-
ment must have validity if it is to be of use in
studying variables. A valid measuring device
measures what it is supposed to measure. Or,
to put it another way, determining validity
requires an evaluation of the congruence
between the operational definition of a
variable and its conceptual or constitutive
definition. Assessing validity requires some
judgment on the part of the researcher. In
the following discussion of the major types
of measurement validity, note that each one
depends at least in part on the judgment of
the researcher. Also, validity is almost never
an all-or-none proposition; it is usually a
matter of degree. A measurement rarely
turns out to be totally valid or invalid. Typi-
cally it winds up somewhere in the middle.

Concerning measurement, there are four
major types of validity, and each has a cor-
responding technique for evaluating the mea-
surement method: face validity, predictive
validity, concurrent validity, and construct
validity.

The simplest and most basic kind of
validity, face validity, is achieved by examin-
ing the measurement device to see whether,
on the face of it, it measures what it appears
to measure. For example, a test designed to
measure proofreading ability could include
accounting problems, but this measure
would lack face validity. A test that asks peo-
ple to read and correct certain paragraphs
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has more face validity as a measure of proof-
reading skill. Whether a measure possesses
face validity depends to some degree on sub-
jective judgment. To minimize subjectivity,
the relevance of a given measurement should
be judged independently by several experts.

Checking a measurement instrument
against some future outcome assesses predic-
tive validity. For example, scores on a test to
predict whether a person will vote in an
upcoming election can be checked against
actual voting behavior. If the test scores
allow the researcher to predict, with a high
degree of accuracy, which people will actu-
ally vote and which will not, then the test has
predictive validity. Note that it is possible for
a measure to have predictive validity and at
the same time lack face validity. The sole fac-
tor in determining validity in the predictive
method is the measurement’s ability to fore-
cast future behavior or events correctly. The
concern is not with what is being measured
but with whether the measurement instru-
ment can predict something. Thus, a test to
determine whether a person will become a
successful mass media researcher could con-
ceivably consist of geometry problems. If it
predicts the ultimate success of a researcher
reasonably well, the test has predictive valid-
ity but little face validity. The biggest prob-
lem associated with predictive validity is
determining the criteria against which test
scores are to be checked. What, for example,
constitutes a  “successful mass media
researcher”? One who obtains an advanced
degree? One who publishes research articles?
One who writes a book?

Concurrent validity is closely related to
predictive validity. In this method, however,
the measuring instrument is checked against
some present criterion. For example, it is
possible to validate a test of proofreading
ability by administering the test to a group
of professional proofreaders and to a group
of nonproofreaders. If the test discriminates
well between the two groups, it can be said

to have concurrent validity. Similarly, a test
of aggression might discriminate between
one group of children who are frequently
detained after school for fighting and
another group, the members of which have
never been reprimanded for antisocial
behavior.

The fourth type of validity, construct
validity, is the most complex. In simplified
form, construct validity involves relating a
measuring instrument to some overall theo-
retic framework to ensure that the measure-
ment is logically related to other concepts in
the framework. Ideally, a researcher should
be able to suggest various relationships
between the property being measured and
the other variables. For construct validity
to exist, the researcher must show that
these relationships are in fact present. For
example, an investigator might expect the
frequency with which a person views a par-
ticular television newscast to be influenced
by his or her attitude toward that program.
If the measure of attitudes correlates highly
with the frequency of viewing, there is some
evidence for the validity of the attitude mea-
sure. Similarly, construct validity is present
if the measurement instrument under con-
sideration does not relate to other variables
when there is no theoretic reason to expect
such a relationship. Therefore, if an investi-
gator finds a relationship between a mea-
sure and other variables that is predicted
by a theory and fails to find other relation-
ships that are not predicted by a theory,
there is evidence for construct validity.
Figure 2.4 summarizes the four types of
validity.

Before closing this discussion, we should
point out that reliability and validity are
related. Reliability is necessary to establish
validity, but it is not a sufficient condition; a
reliable measure is not necessarily a valid one.
Figure 2.5 shows this relationship. An X repre-
sents a test that is both reliable and valid; the
scores are consistent from session to session
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Figure 2.4 Types of Validity

Judgment-based Criterion-based Theory-based

Face validity Predictive validity Construct validity

Concurrent validity

Figure 2.5 Relationship of Reliability and Validity
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Testing sessions
x = measure that is reliable and valid
0 = measure that is reliable but not valid
+ = measure that is neither reliable nor valid

and lie close to the true value. An O rcpresents SUMMARY
a measure that is reliable but not valid; the 7
scores are stable from session to session, but
they are not close to the true score. A + repre-
sents a test that is neither valid nor reliable;
scores vary widely from session to session
and are not close to the true score.

Understanding empirical research requires a
basic knowledge of concepts, constructs,
variables, and measurement. Concepts sum-
marize related observations and express an
abstract notion that has been formed by
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generalizing from particulars. Connections
among concepts form propositions that, in
turn, are used to build theories. Constructs
consist of combinations of concepts and are
also useful in building theories.

Variables are phenomena or events that
take on one or more different values. Inde-
pendent variables are manipulated by the
researcher, whereas dependent variables are
what the researcher attempts to explain. All
variables are related to the observable world
by operational definitions. Researchers fre-
quently use scales to measure complex vari-
ables. Thurstone, Guttman, Likert, and
semantic differential scales are used in mass
media research.

Measurement is the assignment of numer-
als to objects, events, or properties according
to certain rules. The four levels of measure-
ment are nominal, ordinal, interval, and
ratio. To be useful, a measurement must be
both reliable and valid.

%w¥ Using the Internet

Search the Internet for:

e operational definition

e rating scales

¢ reliability

¢ validity

¢ dummy variable coding

* “frequency scales” communication examples
e “ratio scales” communication examples

o “split-half reliability”

¢ “measurement validity” communication
examples

» “semantic differential” communication examples

Questions and Problems
for Further Investigation
1. Provide conceptual and operational definitions
for the following items:
® Artistic quality
» Objectionable song lyrics
¢ TV program appeal
* Sexual content
¢ Violence
Compare your definitions to those of others

Key Terms

Agenda setting Interval level
Antecedent variable Isomorphism
Concept Likert scale
Concurrent validity Marker variable
Construct Measurement

Construct validity
Continuous variable
Control variable
Criterion variable
Cronbach’s alpha
Cross-test reliability
Dependent variable
Discrete variable
Dummy variable
Equivalency

Face validity

Factor analysis
Factor fusion
Guttman scale
Independent variable
Intercoder reliability
Internal consistency

Multivariate analysis
Noise

Nominal level
Ordinal level
Predictive validity
Predictor variable
Rating scale

Ratio level
Reliability

Semantic differential
Split-half technique
Stability

Thurstone scale
Triangulation
Validity

Variable

in the class. Would there be any difficulty in
conducting a study using these definitions?
Have you demonstrated why so much contro-
versy surrounds the topics, for example, of sex
and violence on television? What can you find
on the Internet about these terms?

. What type of data (nominal, ordinal, interval,

or ratio) is associated with each of the follow-
ing concepts or measurements?

* Baseball team standings
¢ A test of listening comprehension

¢ AC Nielsen’s list of the top 10 television
programs

* Frequency of heads versus tails on coin flips
® Baseball batting averages

¢ A scale measuring intensity of arttitudes
toward violence



® VHF channels 2-13
* A scale for monitoring your weight over time

3. Develop a measurement technique to examine
each of these concepts:

® Newspaper reading

* Aggressive behavior

* Brand loyalty in purchasing products
¢ Television viewing

4. Assume you are going to conduct a study that
requires respondents to rate the importance of
programming elements on a radio station.
Would you use a semantic differential scale
or a 1-10 scale? Why?

5. Provide three examples of variables that could
be either an independent or dependent variable
in different types of research studies.

For additional resources go to www.wimmer
dominick.com and www.cengagebrain.com.
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ETHICS AND THE RESEARCH
PROCESS

Most mass media research involves observa-
tions of human beings—asking them questions
or examining what they have done. However, in
this probing process the researcher must ensure
that the rights of the participants are not vio-
lated and that the data are analyzed and
reported correctly. This concern for rights
requires a consideration of ethics: distinguishing
right from wrong and proper from improper.
Unfortunately, there are no universal defini-
tions for these terms. Instead, several guidelines,
broad generalizations, and suggestions have
been endorsed or at least tacitly accepted by
most in the research profession. These guide-
lines do not provide an answer to every ethical
question that may arise, but they can help make
researchers more sensitive to the issues.

Before discussing these specific guide-
lines, let’s pose some hypothetical research
situations involving ethics.

* A researcher at a large university dis-
tributes questionnaires to the students
in an introductory mass media course
and tells them that if they do not com-
plete the forms, they will lose points
toward their grade in the course.

* A researcher is conducting a mail survey
about downloading pornography from
the Internet. The questionnaire states
that the responses will be anonymous.
However, unknown to the respondents,
each return envelope is marked with a
code that enables the researcher to iden-
tify the sender.

* A researcher creates a false identity on
Facebook and uses it to gather informa-
tion about the communication beha-
viors of dozens of college students
without the students’ knowledge.

* A researcher shows one group of chil-
dren a violent television show and
another group a nonviolent program.
Afterward, the children are sent to a
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public playground, where they are
told to play with the children who are
already there. The researcher records
each instance of violent behavior
exhibited by the young subjects.

¢ Subjects in an experiment are told to
submit a sample of their news writing
to an executive of a large newspaper
and are led to believe that whoever sub-
mits the best work will be offered a
job at the paper. In fact, the “executive”
is a confederate in the experiment and
severely criticizes everyone’s work. The
subjects then rate their own self-esteem.
They are never told about the deception.

* A researcher conducting an experiment
knowingly assigns subjects likely to
support the investigator’s hypothesis
to the experimental group, while
those less likely to support the predic-
tion are assigned to the control group.

Keep in mind these examples of ethically
flawed study designs while you read the fol-
lowing guidelines to ethics in mass media
research.

WHY BE ETHICAL?

Ethical behavior is the right thing to do. The
best reason to behave ethically is the personal
knowledge that you have acted in a morally
appropriate manner. In addition, there are
other cogent reasons that argue for ethical
behavior. Unethical behavior may have an
adverse effect on research participants. Just
one experience with an ethically questionable
research project may completely alienate a
respondent. A person who was improperly
deceived into thinking that he or she was
being evaluated for a job at a newspaper
when it was all just an experiment might
not be so willing to participate in another
study. Since mass media research depends
on the continued goodwill and cooperation
of respondents, it is important to shield them
from unethical research practices.
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Moreover, unethical research practices
reflect poorly on the profession and may result
in an increase in negative public opinion. Many
readers have probably heard about the infa-
mous Tuskegee syphilis study in which impo-
verished African American men suffering from
syphilis were studied without their consent and
left untreated so that researchers could study
the progress of the disease (see Jones, 1981,
for a complete description). The distrust and
suspicion engendered by this experiment in
the African American community have yet to
subside and have been cited as a factor in the
rise of some conspiracy theories about the
spread of AIDS (Thomas & Quinn, 1981). It
is fortunate that the mass media research com-
munity has not had an ethical lapse of this mag-
nitude, but the Tuskegee experiment illustrates
the harmful fallout that can result from an
unethical research project.

Unethical research usually does not result
from some sinister motivation. Instead, it
generally comes from pressure on researchers
to cut corners in an attempt to publish an
article or gain prestige or impress other col-
leagues. Nonetheless, it is behavior that is
potentially serious and little tolerated within
the community of mass media scholars.

GENERAL ETHICAL THEORIES

The problem of determining what is right and
proper has been examined for hundreds of
years. At least three general types of theories
have evolved to suggest answers: (1) rule-
based or deontological theories, (2) balancing
or teleological theories, and (3) relativistic the-
ories. The best-known deontological theory is
the one associated with the philosopher
Immanuel Kant, who posited moral laws
that constituted categorical imperatives—
principles that define appropriate action in
all situations. Following these categorical
imperatives represents a moral duty for all
humans. To define a categorical imperative,
a person should ask whether the behavior in

question is something that he or she would like
to see universally implemented. In other
words, a person should act in a way that he
or she wants all others to act. Note that in
many ways, Kant’s thinking parallels what
we might call the Golden Rule: Do unto others
as you would have them do unto you.

A mass media researcher, for example,
might develop a categorical imperative about
deception. Deception is something that a
researcher does not want to see universally
practiced by all; nor does the researcher
wish to be deceived. Therefore, deception is
something that should not be used in research,
no matter what the benefits and no matter
what the circumstances.

The teleological, or balancing, theory is
best exemplified by what philosopher John
Stuart Mill called utilitarianism. In this the-
ory, the good that may come from an action
is weighed against or balanced against the
possible harm. The individual then acts in a
way that maximizes good and minimizes
harm. In other words, the ultimate test for
determining the rightness of some behavior
depends on the outcomes that result from
this behavior. The end may justify the
means. As will be noted, most institutional
review boards at colleges and universities
endorse this principle when they examine
research proposals for ethical compliance.

A mass media researcher who follows the
utilitarian approach must balance the good
that will come from a research project against
its possible negative effects. In this situation, a
researcher might decide that it is appropriate
to use deception in an experiment if the posi-
tive benefits of the knowledge obtained out-
weigh the possible harmful effects of
deceiving the subjects. One difficulty with
this approach is that it is sometimes difficult,
if not impossible, to anticipate all of the harm
that might ensue from a given research design.
Note that a researcher might use a different
course of action depending upon which ethical
theory is used as a guide.



Why Be Ethical?

It's the right thing to do.

The relativism approach argues that there
is no absolute right or wrong way to behave.
Instead, ethical decisions are determined by
the culture within which a researcher is work-
ing. Indeed, behavior that is judged wrong in
one culture may be judged ethical in another.
One way ethical norms of a culture are estab-
lished is through the creation of codes of
behavior or good conduct that describe what
most researchers in the field believe are desir-
able or undesirable behaviors. A researcher
confronted with a particular ethical problem
can refer to these codes for guidance.

These three theories help form the basis
for the ethical principles discussed next.

ETHICAL PRINCIPLES

General ethical principles are difficult to con-
struct in the research area. However, there
are at least four relevant principles. First
is the principle of autonomy, or self-
determination, which has its roots in the cat-
egorical imperative. Denying autonomy is
not something that a researcher wishes to
see universally practiced. Basic to this con-
cept is the demand that the researcher
respects the rights, values, and decisions of
other people. The reasons for a person’s
actions should be respected and the actions
not interfered with. This principle is exempli-
fied by the use of informed consent in the
research procedure.

A second ethical principle important to
social science research is nonmaleficence.
in short, it is wrong to intentionally inflict
harm on another. A third ethical principle—
beneficence—is usually considered in tandem
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with nonmaleficence. Beneficence stipulates a
positive obligation to remove existing harms
and to confer benefits on others. These two
principles operate together, and often the
researcher must weigh the harmful risks of
research against its possible benefits (for
example, increased knowledge or a refined
theory). Note how the utilitarian theory
relates to these principles.

A fourth ethical principle, the principle of
justice, is related to both deontological and
teleological theories of ethics. At its general
level, this principle holds that people who are
equal in relevant respects should be treated
equally. In the research context, this principle
should be applied when new programs or
policies are being evaluated. The positive
results of such research should be shared
with all. For example, it would be unethical
to deny the benefit of a new teaching proce-
dure to children because they were originally
chosen to be in the control group rather than
in the group that received the experimental
procedure. Benefits should be shared with all
who are qualified.

Frey, Botan, and Kreps (2000) offer the
following summary of moral principles com-
monly advocated by researchers:

1. Provide the people being studied
with free choice.
2. Protect their right to privacy.

3. Benefit them rather than harming
them.

4. Treat them with respect.

Itis clear that mass media researchers must
follow some set of rules to meet their ethical
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obligations to their subjects and respondents.
Cook (1976), discussing the laboratory
approach, offers one such code of behavior
that represents norms in the field:

e Do not involve people in research with-
out their knowledge or consent.
e Do not coerce people to participate.

¢ Do not withhold from the participant
the true nature of the research.

e Do not actively lie to the participant
about the nature of the research.

e Do not lead the participant to commit
acts that diminish his or her self-
respect.

e Do not violate the right to self-
determination.

¢ Do not expose the participant to phys-
ical or mental stress.

Research Misconduct and Retractions

Ethical lapses by researchers can lead to seri-
ous research misconduct. The most egregious
ethical lapses are fabricating data, omitting
data that runs counter to a researcher’s predic-
tion, or inaccurately describing the research
procedures. The Office of Research Integrity, a
part of the U.S. Department of Health and
Human Services, regularly reports on research
misconduct in the medical and biological
sciences. According fo its most recent summary,
the agency found 13 cases of research miscon-
duct in 2008, with 10 cases involving falsifica-
tion of data.

The results of these ethical failures can be
serious, particularly in the life sciences. Admin-
istrators at the Mayo Clinic concluded that a
researcher had made up data that suggested
that a person’s own immune system could be
used to fight cancer. In addition to raising
false hopes among cancer patients, the tainted
research led other investigators down a blind
alley and wasted both time and money. In
another case, a researcher claimed to have dis-
covered an improved drug treatment for high
blood pressure. Many doctors prescribed the
new treatment for their patients. Further exami-
nation revealed doubts about the data collec-
tion and that the researcher had failed to

disclose that the investigation didn’t use a dou-
ble blind design {in which the researcher does
not know who got the placebo and who got the
experimental drug). Thousands of individuals
were put at risk by the faulty research.

The scientific journals that published these
and other studies that may have falsified data
ultimately issued retractions, but the retraction
process is a lengthy one, usually taking be-
tween 2 and 3 years. Even after a retraction,
it's difficult to undo the harm done by the origi-
nal publication. For example, in 2010, The
lancet, a prestigious British medical journal,
officially retracted a 1998 study that linked
the measles, mumps, and rubella vaccine
(MMR} with autism, noting that, among other
ethical problems, the author of the study had
a financial interest in discrediting the MMR
inoculation. Nonetheless, even after the study
was discredited, many parents still believe that
the MMR vaccine causes aufism and do not
vaccinate their children.

The results of ethical failures by mass media
researchers may not be as serious as those in
the medical field, and there have been no
recent cases of media journals retracting arti-
cles, but media researchers should be mindful
of the consequences of poor ethical choices.



* Do not invade the privacy of the
participant.

* Do not withhold benefits from partici-
pants in control groups.

* Do not fail to treat research partici-
pants fairly and to show them consid-
eration and respect.

To this list we add:

» Always treat every respondent or sub-
ject with unconditional human regard.
(That is, accept and respect a person
for what he or she is, and do not criti-
cize the person for what he or she is
not.)

Do academnic and private sector research-
ers hold different values or view these core
ethical principles differently? Chew (2000)
surveyed both groups and found that both
valued confidentiality equally, while aca-
demic researchers placed a higher value on
integrity and beneficence. Private-sector
researchers were more sensitive to conflict-
of-interest issues.

SPECIFIC ETHICAL PROBLEMS

The following subsections discuss some of
the common areas in which mass media
researchers  might  encounter  ethical
dilemmas.

Voluntary Participation and
Informed Consent

An individual is entitled to decline to partici-
pate in any research project or to terminate
participation at any time. Participation in an
experiment, survey, or focus group is always
voluntary, and any form of coercion is unac-
ceptable. Researchers who are in a position
of authority over subjects (as when a teacher/
researcher hands questionnaires to university
students) should be especially sensitive to
implied coercion: Even though the researcher
might tell the class that failure to participate
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will not affect grades, many students may not
believe this. In such a situation, it is better to
keep the questionnaires anonymous and for
the person in authority to be absent from the
room while the survey is administered.

Voluntary participation is not a pressing
ethical issue in mail and telephone surveys
because respondents are free to hang up the
phone or to throw away the questionnaire.
Nonetheless, a researcher should not attempt
to induce subjects to participate by misrepre-
senting the organization sponsoring the
research or by exaggerating its purpose or
importance. For example, telephone inter-
viewers should not be instructed to identify
themselves as representatives of the “Depart-
ment of Information™ to mislead people into
thinking the survey is government sponsored.
Likewise, mail questionnaires should not be
constructed to mimic census forms, tax
returns, Social Security questionnaires, or
other official government forms.

Closely related to voluntary participation
is the notion of informed consent. For people
to volunteer for a research project, they need
to know enough about the project to make
an intelligent choice. Researchers have the
responsibility to inform potential subjects
or respondents of all features of the project
that can reasonably be expected to influence
participation. For example, respondents
should understand that an interview may
take as long as 45 minutes, that a second
interview is required, or that after completing
a mail questionnaire they may be singled out
for a telephone interview.

In an experiment, informed consent
means that potential subjects must be warned
of any possible discomfort or unpleasantness
that might be involved. Subjects should be
told if they are to receive or administer elec-
tric shocks, be subjected to unpleasant audio
or visual stimuli, or undergo any procedure
that might cause concern. Any unusual mea-
surement techniques that may be used must
be described. Researchers have an obligation
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to answer candidly and truthfully, as far as
possible, all the participants’ questions about
the research.

Experiments that involve deception (as
described in the next subsection) cause spe-
cial problems about obtaining informed
consent. If deception is absolutely necessary
to conduct an experiment, is the experi-
menter obligated to inform subjects that
they may be deceived during the upcoming
experiment? Will such a disclosure affect
participation in the experiment> Will it
also affect the experimental results? Should
the researcher compromise the research by
telling all potential subjects that deception
will be involved for some participants but
not for others?

Another problem is deciding how much
information about a project a researcher
must disclose in seeking informed consent.
Is it enough to explain that the experiment
involves rating commercials, or is it neces-
sary to add that the experiment is designed
to test whether subjects with high 1Qs prefer
different commercials from those with low
IQs? Obviously, in some situations the
researcher cannot reveal everything about
the project for fear of contaminating the
results, or in the case of proprietary informa-
tion. For example, if the goal of the research
is to examine the influence of peer pressure
on commercial evaluations, alerting the sub-
jects to this facet of the investigation might
change their behavior in the experiment.

Problems might occur in research that
examines the impact of mass media in non-
literate communities—for example, the
research subjects might not comprehend
what they were told regarding the proposed
investigation. Even in literate societies, many
people fail to understand the implications for
confidentiality of the storage of survey data
on disks. Moreover, an investigator might
not have realized in advance that some sub-
jects would find part of an experiment or
survey emotionally disturbing.

In 2002, the American Psychological
Association’s {APA) Council of Representa-
tives adopted a new ethics code that
addresses a wide range of ethical issues of
relevance to that discipline. Since mass
media researchers face many of the same eth-
ical issues faced by psychologists, it seems
useful to quote from that document several
provisions concerning informed consent.
Researchers should disclose:

1. The purpose of the research,
expected duration, and procedures

2. The subjects’ right to decline to par-
ticipate and to withdraw from the
research once participation has begun

3. The foreseeable consequences of
declining or withdrawing

4. Reasonably foreseeable factors that
may be expected to influence sub-
jects” willingness to participate, such
as potential risks, discomfort, or
adverse effects

Any prospective research benefits
Limits of confidentiality

Incentives for participation

® N

Whom to contact for questions
about the research and research par-
ticipants’ rights

Examine the APA’s Code of Conduct at
www.apa.orglethics/code.

Research findings provide some indica-
tion of what research participants should be
told to ensure informed consent. Epstein,
Suedefeld, and Silverstein (1973) found that
subjects wanted a general description of the
experiment and what was expected of them;
they wanted to know whether danger was
involved, how long the experiment would
last, and the experiment’s purpose. As for
informed consent and survey participation,
Sobal (1984) found wide variation among
researchers about what to tell respondents
in the survey introduction. Almost all



introductions identified the research organi-
zation and the interviewer by name and
described the research topic. Less frequently
mentioned in introductions were the sponsor
of the research and guarantees of confidenti-
ality or anonymity. Few survey introductions
mentioned the length of the survey or that
participation was voluntary. Greenberg and
Garramone (1989) reported the results of a
survey of 201 mass media researchers that
disclosed that 96% usually provided guaran-
teed confidentiality of results, 92% usually
named the sponsoring organization, 66%
usually told respondents that participation
was voluntary, and 61% usually disclosed
the length of the questionnaire.

Finally, a researcher must consider the
form of the consent to be obtained. Writ-
ten consent is a requirement in certain
government-sponsored research programs
and may also be required by many university
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research review committees, as discussed later
in this section. However, in several generally
recognized situations, signed forms are
regarded as impractical. These include tele-
phone surveys, mail surveys, personal inter-
views, and cases in which the signed form
itself might represent an occasion for breach
of confidentiality. For example, a respondent
who has been promised anonymity as an
inducement to participate in a face-to-face
interview might be suspicious if asked to sign
a consent form after the interview. In these
circumstances, the fact that the respondent
agreed to participate is taken as implied con-
sent. The special problems of gaining consent
for online research are discussed shortly.

As a general rule, the greater the risks of
potential harm to subjects, the greater the
need to obtain a consent statement.
Figure 3.1 is an example of a typical consent
form.

Figure 3.1 Example of a Typical Consent Form

The purpose of this research is to explore possible relationships between watching daytime TV talk
shows and perceptions of social reality. You will be asked questions about your general TV viewing,
your viewing of daytime talk shows, and your attitudes abour interpersonal relationships. This
questionnaire will take about 20 minutes to complete. Please answer every question as accurately

as possible. Participation is voluntary. Your grades will not be affected if you choose not to partici-
pate. Your participation will be anonymous. No discomfort, stress, or risks are anticipated.

L agree to participate in the research entitled “Talk Show Viewing and Social Reality” conducted by

, in the Department of Mass Communication at the University of
, (telephone number ). I under-
stand that this participation is entirely voluntary. I can withdraw my consent at any time without
penalty and have the results of this participation, to the extent that they can be identified as mine,
returned to me, removed from the research record, or destroyed.

Signature of Researcher (date)

Research at the University of

Signature of Participant (date)

that involves human participants

is overseen by the Institutional Review Board. Questions or problems regarding your rights as a

participant should be addressed to
number

(telephone

email address ).
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Concealment and Deception

Concealment and deception are encountered
most frequently in experimental research.
Concealment is withholding certain informa-
tion from the subjects; deception is deliber-
ately providing false information. Both
practices raise ethical problems. The difficulty
in obtaining consent has already been men-
tioned. A second problem derives from the
general feeling that it is wrong for experimen-
ters to lie to or otherwise deceive subjects.

Many critics argue that deception trans-
forms a subject from a human being into a
manipulated object and is therefore demean-
ing to the participant. Moreover, once sub-
jects have been deceived, they are likely to
expect to be deceived again in other research
projects. At least two research studies seem to
suggest that this concern is valid. Stricker and
Messick (1967) reported finding a high inci-
dence of suspicion among high school-age
subjects after they had been deceived. More
recently, Jamison, Karlan, and Schechter
(2008) found that subjects who were deceived
in one experiment were less likely to partici-
pate in a second experiment. In addition,
when compared to subjects who were not
deceived, those individuals who were deceived
displayed different behaviors in the subse-
quent experiment.

On the other hand, some researchers
argue that certain studies could not be con-
ducted at all without the use of deception.
They use the utilitarian approach to argue
that the harm done to those who are
deceived is outweighed by the benefits of
the research to scientific knowledge. Indeed,
Christensen (1988) suggests that it may be
immoral to fail to investigate important
areas that cannot be investigated without
the use of deception. He also argues that
much of the sentiment against deception in
research exists because deception has been
analyzed only from the viewpoint of abstract
moral philosophy. The subjects who were
“deceived” in many experiments did not

perceive what was done to them as deception
but viewed it as a necessary element in the
research procedure. Christensen illustrates
the relativistic approach when he suggests
that any decision regarding the use of decep-
tion should take into account the context and
aim of the deception. Research suggests that
subjects are most disturbed when deception
violates their privacy or increases their risk of
harm. Obviously, deception is not a tech-
nique that should be used indiscriminately.
Kelman (1967) suggests that before the inves-
tigator settles on deception as an experimental
tactic, three questions should be examined:

1. Howssignificant is the proposed study?

2. Are alternative procedures available
that would provide the same
information?

3. How severe is the deception? (It is one
thing to tell subjects that the experi-
mentally constructed message they
are reading was taken from the New
York Times; it is another to falsely
report that the test a subject has just
completed was designed to measure
latent suicidal tendencies.)

Another set of criteria is offered by Elms
(1982), who suggests five necessary and suf-
ficient conditions under which deception can
be considered ethically justified in social sci-
ence research:

1. When there is no other feasible way
to obtain the desired information

2. When the likely benefits substan-
tially outweigh the likely harm

3. When subjects are given the option to
withdraw at any time without penalty

4. When any physical or psychological
harm to subjects is temporary

5. When subjects are debriefed about
all substantial deception and the
research procedures are made avail-
able for public review
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Pascual, Leone, Singh, and Scoboria {(2010)
developed a checklist to help new researchers
decide whether deception is justified in their
research. Some sample items from their list:

considering whether deception may
be justified? (Y/N)

(2) Is there any way this study could be
done either without or with a lesser

(1) Have all reasonably possible costs
and benefits been accounted for in

Research Ethics and Facebook

The social networking site Facebook is
extremely popular among college students. As of
2012, about 900 million people were members
of the site, and it regularly shows up among the
top 10 mostvisited destinations on the Internet.
Facebook has also become a gold mine of infor-
mation for researchers. Social scientists at several
universities are using Facebook data to examine
such topics as self-esteem, popularity, and per-
sonal aftraction. Not surprisingly, Facebook has
generated a few new ethical issues as well.

To illustrate, researchers at Harvard Univer-
sity studied social relationships by secretly moni-
toring the Facebook profiles of an entire class of
students at a U.S. college. The 1,700 students
involved in the project did not know they were
being studied, nor had they given their permis-
sion to the Harvard research team. The research-
ers promised that they will take steps to insure the
privacy of all the participants. Does such a study
violate accepted ethical standards?

Federal human subjects’ guidelines were
mainly written for an era before Facebook
existed and are open to interpretation. As a
result, many universities have established their
own, sometimes conflicting, policies. For exam-
ple, the institutional review board at Indiana
University will not approve research using
data from social networking sites without the
site’s approval or the consent of those being
studied. Other universities seem to rely on the
traditional principle that no consent is needed if
a researcher is observing public behavior.

degree of deception?

But is the information on Facebook public or
private? One side of this argument maintains
that Facebook members have no expectations
of privacy when it comes to posting information
on their pages. Indeed, it appears that the
prime motivation of Facebook members is to
share the information. If users choose not to
use the privacy safeguards provided by the
site, what they post is fair game.

On the other hand, is the assumption of no
privacy expectations accurate? A survey of
Facebook members found that most expected
that their profiles would be viewed mainly by
a small circle of friends—not the world in gen-
eral. Sharing information in this limited context
is not the same as posting something for all to
see. Further, even if Facebook members
intended that the information be made public,
it does not necessarily mean that they con-
sented to the information’s being aggregated,
coded, analyzed, and distributed. Once the
data were published, even if presented only in
the aggregate form, it might be possible for
someone to identify the subjects involved in
the research. {indeed, once data from the Har-
vard University study were released, other
researchers quickly identified both the college
where the research was conducted and the
class that was examined.)

Once again, the Internet is forcing
researchers to re-examine their traditional
assumptions about the ethical dimensions of
their research.
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(3) Is the deception associated with
more than minimal risk?

(4) Are there possible risks that may
have been overlooked in the
description of this study? {Y/N)

The authors report that a survey of 45
researchers indicated that the checklist was
perceived as easy to use and helpful in expe-
diting their University’s ethical review
process.

The above suggestions offer researchers
good advice for the planning stages of
investigations.

When an experiment is concluded,
especially one involving concealment or
deception, it is the responsibility of the inves-
tigator to debrief subjects. Debriefing means
that after the experiment is over the investiga-
tor thoroughly describes the purpose of the
research, explains the use of deception (if it
occurred), and encourages the subject to ask
questions about the research. Debriefing
should be thorough enough to remove any
lasting effects that might have been created
by the experimental manipulation or by any
other aspect of the experiment. Subjects’
questions should be answered and the poten-
tial value of the experiment stressed. How
common is debriefing among mass media
researchers? In the survey cited in Greenberg
and Garramone (1989), 71% of the research-
ers reported they usually debrief subjects,
19% debrief sometimes, and 10% rarely or
never debrief subjects. Although it is an ethi-
cal requirement of most experiments, the
practice of debriefing has yet to be embraced
by all investigators.

The APA’s 2002 code contains the fol-
lowing provisions concerning deception:

a. Psychologists do not conduct a study
involving deception unless they have
determined that the use of deceptive
techniques is justified by the study’s
significant  prospective  scientific,
educational, or applied value and

that effective nondeceptive alterna-
tive procedures are not feasible.

b. Psychologists do not deceive prospec-
tive participants about research that
is reasonably expected to cause phys-
ical pain or severe emotional distress.

c. Psychologists explain any deception
thatis an integral feature of the design
and conduct of an experiment to par-
ticipants as early as is feasible, pre-
ferably at the conclusion of their
participation, but no later than at
the conclusion of the data collection,
and permit participants to withdraw
their data.

The American Sociological Association’s
g

guidelines for research contain similar

language:

¢ Sociologists do not use deceptive techni-
ques unless (1) they have obtained the
approval of institutional review boards
and (2) they have determined that the
use of deceptive techniques will not be
harmful to research participants; that
deception is justified by the study’s pro-
spective  scientific, educational, or
applied value; and that equally effective
alternative procedures that do not use
deception are not feasible.

e Sociologists never deceive research par-
ticipants about significant aspects of
the research that might affect their will-
ingness to participate, such as physical
risks, discomfort, or unpleasant emo-
tional experiences.

e When deception is an integral feature
of the design and conduct of research,
sociologists attempt to correct any mis-
conception that research participants
may have no later than at the conclu-
sion of the research.

No data are available on how often
deception is used in mass media research.
However, some information is available



from other fields. In a study of 23 years of
articles published in a leading psychology
journal, Sieber (1995) found that 66% of
all studies published in 1969 used deception,
compared to 47% in 1992. A recent survey
of the literature (Hertwig & Ortman, 2008)
found that around half of all the studies in
social psychology used some form of
deception.

Protection of Privacy

The problem of protecting the privacy of par-
ticipants arises more often in field observation
and survey research than in laboratory stud-
ies. In field studies, observers may study peo-
ple in public places without their knowledge
(for example, individuals watching TV at an
airport lounge). The more public the place,
the less a person has an expectation of privacy
and the fewer ethical problems are encoun-
tered. However, some public situations do
present ethical concerns. For example, is it
cthical for a researcher to pretend to browse
in a video rental store when in fact the
researcher is observing who rents porno-
graphic videos? What about eavesdropping
on people’s dinner conversations to determine
how often news topics are discussed? To min-
imize ethical problems, a researcher should
violate privacy only to the minimum degree
needed to gather the data.

When they take a survey, respondents
have a right to know whether their privacy
will be maintained and who will have access
to the information they provide. There are
two ways to guarantee privacy: by assuring
anonymity and by assuring confidentiality. A
promise of anonymity is a guarantee that a
given respondent cannot possibly be linked
to any particular response. In many research
projects, anonymity is an advantage because
it encourages respondents to be honest and
candid in their answers. Strictly speaking,
personal and telephone interviews cannot
be anonymous because the researcher can
link a given questionnaire to a specific
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person, household, or telephone number. In
such instances, the researcher should promise
confidentiality; that is, respondents should be
assured that even though they can be identi-
fied as individuals, their names would never
be publicly associated with the information
they provide. A researcher should never use
anonymous in a way that is or seems to be
synonymous with confidential.

Additionally, respondents should be told
who will have access to the information they
provide. The researcher’s responsibility for
assuring confidentiality does not end once
the data have been analyzed and the study
concluded. Questionnaires that identify peo-
ple by name should not be stored in public
places, nor should other researchers be given
permission to examine confidential data
unless all identifying marks have been obliter-
ated. The APA’s statement does not contain
much guidance on issues of privacy and con-
fidentiality. It does say that researchers should
inform subjects if they are planning to share
or use data that are personally identifiable.
The American Sociological Association’s
guidelines are more detailed. In part they
include the following provisions:

¢ Sociologists take reasonable precau-
tions to protect the confidentiality
rights of research participants, stu-
dents, employees, clients, or others.

* Confidential information provided by
research participants, students,
employees, clients, or others is treated
as such by sociologists even if there is
no legal protection or privilege to do
so. Sociologists have an obligation to
protect confidential information and
not allow information gained in confi-
dence to be used in ways that would
unfairly compromise research partici-
pants, students, employees, clients, or
others,

* Sociologists may confront unantici-
pated circumstances when they become
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aware of information that is clearly
health- or life-threatening to research
participants, students, employees, cli-
ents, or others. In these cases, sociolo-
gists balance the importance of
guarantees of confidentiality with other
principles in this Code of Ethics, stan-
dards of conduct, and applicable law.

* Confidentiality is not required with
respect to observations in public
places, activities conducted in public,
or other settings where no rules of pri-
vacy are provided by law or custom.
Similarly, confidentiality is not
required in the case of information
available from public records.

FEDERAL REGULATIONS
CONCERNING RESEARCH

In 1971, the Department of Health, Educa-
tion and Welfare (HEW) drafted rules for
obtaining informed consent from research
participants including full documentation of
informed consent procedures. These rules
were eventually codified as the Federal Pol-
icy for the Protection of Human Subjects,
often referred to as the “Common Rule,”
and were published as Title 45, part 46, in
the Code of Federal Regulations. The Com-
mon Rule defines research as a “systematic
investigation, including research develop-
ment, testing and evaluation, designed to
develop or contribute to generalizable
knowledge.”

In addition, the government set up a sys-
tem of institutional review boards (IRBs) to
safeguard the rights of human subjects. In
2010, there were more than 800 IRBs at
medical schools, colleges, universities, hospi-
tals, and other institutions.

IRBs are a continuing source of irritation
for many social science researchers, and some
seemingly strange IRB decisions have been
well publicized. For example, one researcher

studying preliterate societies was required by
the IRB to have respondents read and sign a
consent form before being interviewed.
Another IRB tried to block an English profes-
sor’s essay that used students’ personal
accounts of encountering violence because
the students might be stressed if they read the
essay. (See American Association of Univer-
sity Professors, 2006, Research on Human
Subjects: Academic Freedom and the Institu-
tional Review Board, available at www.aaup.
org/AAUP/comm/rep/Al humansubs.htm, for
other examples.) Qualitative researchers were
particularly bothered by having to seek IRB
approval. They argued that since qualitative
research does not have generalizability as a
goal, they should not be covered by the Com-
mon Rule. (See Chapter 5 for more informa-
tion on qualitative research.)

At most universities, IRBs have become
part of the permanent bureaucracy. They
hold regular meetings and have developed
standardized forms that must accompany
proposals for research that involves human
subjects or respondents. For a description
of how a typical IRB operates, consult
www.nova.edulirb/.

In 1981, the Department of Health and
Human Services (HHS, successor to HEW)
softened its regulations concerning social sci-
ence research. The department’s Policy for the
Protection of Human Research Subjects
exempts studies that use existing public data;
research in educational settings about new
instructional techniques; research involving
the use of anonymous education tests; and sur-
vey, interview, and observational research in
public places, provided that the subjects are
not identified and sensitive information is
not collected. Signed consent forms are
deemed unnecessary if the research presents
only a minimal risk of harm to subjects and
involves no procedures for which written con-
sent is required outside the research context.
This means that signed consent forms are no
longer necessary in the interview situation




because a person does not usually seek written
consent before asking a question.

The Office for Human Research Protec-
tions has created a series of intricate decision
charts to help researchers decide whether
their research needs IRB approval. The 11
charts answer questions related to the fol-
lowing issues:

e Whether an activity is research that
must be reviewed by an IRB

¢ Whether the review may be performed
by expedited procedures

o Whether informed consent or its docu-
mentation may be waived

The charts may be found at www.hbs
.goviohrplhumansubjectsiguidance/decision
charts.btm.

Although the new guidelines apparently
exempt most nonexperimental social science
research from federal regulation, IRBs at
some institutions still review all research pro-
posals that involve human subjects, and
some IRBs still follow the old HEW stan-
dards. In fact, some IRB regulations are
even more stringent than the federal guide-
lines. As a practical matter, a researcher
should always build a little more time into
the research schedule to accommodate IRB
procedures.

As mass media researchers investigate
more sensitive topics, such as pornography
on the Internet, social networks, coverage
of terrorism, and hate speech, their research
will be increasingly scrutinized by IRBs. This
situation has caused some controversy in the
academic community, particularly among
journalists who claim IRB review is a poten-
tial violation of the First Amendment.

You can read the online version of the
HHS’s Office for Human Research Protec-
tions guidelines at www.hhs.goviohrp/
humansubjects/guidance/45cfr46.htm.

In July 2011, the HHS proposed to revise
the Common Rule for the first time since its

Chapter 3 Research Ethics 77

enactment. In its notice of proposed rulemak-
ing, the HHS noted that current regulations
concerning human subjects were drafted
years ago and have not kept pace with
many developments, including changes in
social and behavioral science research.
Although many of the proposed revisions
deal with medical and biological science,
one proposed change suggests that studies
using “educational tests, surveys, interviews
and similar procedures” when conducted
among competent adults would be excused
from IRB review. In addition, HHS asked
for comments from researchers to help iden-
tify other areas of social and behavioral sci-
ence methods that could be exempt from IRB
review.

Ethics in Data Analysis

and Reporting

Researchers are responsible for maintaining
professional standards in analyzing and
reporting their data. The ethical guidelines
in this area are less controversial and more
clear-cut. In 2000, the U.S. Office of Science
and Technology Policy identified three areas
of research misconduct: fabrication, falsifica-
tion, and plagiarism. One cardinal rule is
that researchers have a moral and ethical
obligation to refrain from tampering with
data: Questionnaire responses and experi-
mental observations may not be fabricated,
altered, or discarded. Similarly, researchers
are expected to exercise reasonable care in
processing the data to guard against needless
errors that might affect the results.

Another universal ethical principle is that
authors should not plagiarize. The work of
someone else should not be reproduced with-
out giving proper credit to the original
author.

Only those individuals who contribute
significantly to a research project should be
given authorship credit. The definition of a
“significant contribution” might be fuzzy at
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times; generally, however, to be listed as an
author, a person should play a major role in
conceptualizing, analyzing, or writing the
final document. Strange (2008) listed poten-
tial problems with authorship. Coercive
authorship or piggybacking occurs when a
subordinate is pressured by someone in
authority to include the superior’s name on
a manuscript even though the superior had
little input into the finished product. Honor-
ary authorship occurs when a person adds
another author to a research project in
order to curry favor with someone. Denial
of authorship involves publishing a work
without including the names of all those
who provided a significant contribution to
the project.

Another problem that sometimes occurs
involves the order of authorship of an article
or a report. If there are two or more
researchers involved, who gets listed as first
author (“top billing”)? Ideally, all those
involved should decide on the order of
authorship at the beginning of a project, sub-
ject to later revision if changes in contribu-
tion should happen. Usually, the first author
is the one who made the biggest contribution
to the work. Finally, special problems are
involved when university faculty do research
with students. (This topic is discussed later in
this chapter.)

Researchers should never conceal infor-
mation that might influence the interpreta-
tion of their findings. For example, if two
weeks elapsed between the testing of an
experimental group and the testing of a con-
trol group, the delay should be reported so
that other researchers can discount the effects
of history and maturation on the results.
Every research report should contain a full
and complete description of method, partic-
ularly any departure from standard
procedures.

Because science is a public activity (see
Chapter 1), researchers have an ethical obli-
gation to share their findings and methods

with other researchers. All questionnaires,
experimental materials, measurement instru-
ments, instructions to subjects, and other rel-
evant items should be made available to
those who wish to examine them.

Finally, all investigators are under an
ethical obligation to draw conclusions
from their data that are consistent with
those data. Interpretations should not be
stretched or distorted to fit a personal
point of view or a favorite theory, or to
gain or maintain a client’s favor. Nor should
researchers attribute greater significance or
credibility to their data than is justified. For
example, when analyzing correlation coeffi-
cients obtained from a large sample, a
researcher could achieve statistical signifi-
cance with an r of only, for example, 0.10.
It would be perfectly acceptable to report a
statistically significant result in this case, but
the investigator should also mention that
the predictive utility of the correlation is
not large and, specifically, that it explains
only 1% of the total variation. In short,
researchers should report their results with
candor and honesty.

Ethics in the Publication Process

Publishing the results of research in scholarly
journals is an important part of the process
of scientific inquiry. Science is a public activ-
ity, and publication is the most efficient way
to share research knowledge. In addition,
success in the academic profession is often
tied to a successful publication record. Con-
sequently, certain ethical guidelines are usu-
ally followed with regard to publication
procedures. From the perspective of the
researcher seeking to submit an article for
publication, the first ethical guideline comes
into play when the article is ready to be sent
for review. The researcher should submit the
proposed article to only one journal at a time
because simultaneous submission to several
sources is inefficient and wasteful. When an
article is submitted for review to an academic
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Ethics Violations Have Consequences

In early 2009, the Executive Council of the
American  Association of Public  Opinion
Research (AAPOR) censured a Johns Hopkins
professor for violating the association’s ethics
policy. The professor, Gilbert Burnham, had
published a controversial study in the British
medical journal the lancet in which he esti-
mated the number of Iraqi civilian deaths result-
ing from the U.S. invasion as nearly 650,000,
a figure that was several times higher than
other estimates.

AAPOR began investigating the study after
one of its members questioned the accuracy of
Burnham's estimate. During its eightmonth
investigation, AAPOR asked Burnham for a
description of the methodology that he used in
the study. Burnham refused to provide all of the
information that AAPOR requested.

journal, it is usually sent to two, three, or
more reviewers for evaluation. Simultaneous
submission means that several sets of referees
spend their time pointing out the same pro-
blems and difficulties that could have been
reported by a single set. The duplication of
effort is unnecessary and might delay consid-
eration of other articles waiting for review.
A related ethical problem concerns
attempts to publish nearly identical or highly
similar articles based on the same data set.
For example, suppose a researcher has data
on the communication patterns in a large
organization. The investigator writes one
article emphasizing the communication
angle for a communication journal and a sec-
ond article with a management slant for a
business journal. Both articles draw on the
same database and contain comparable
results. Is this practice ethical? This is not

In its censure statement, AAPOR said that
Burnham’s refusal to fully cooperate with the
probe “violates the fundamental standards of
science, seriously undermines open public
debate on critical issues and undermines the
credibility of all survey and public opinion
research.”

The AAPOR statement makes no judgment
about the accuracy of Burnham’s count or
about his methodology. The censure was
based solely on his refusal to disclose all of
the details of his research.

Johns Hopkins officials responded to the
AAPOR censure by noting that neither Burnham
nor his department are members of AAPOR.
Nonetheless, the university announced it was
conducting its own investigation into Burnham’s
methods.

an easy question to answer. Some journal
editors apparently do not approve of writing
multiple papers from the same data; others
suggest that this practice is acceptable, pro-
vided submissions are made to journals that
do not have overlapping audiences. In addi-
tion, there is the sticky question of how dif-
ferent one manuscript has to be from another
to be considered a separate entity.

On the other hand, journal editors and
reviewers have ethical obligations to those
who submit manuscripts for evaluation. Edi-
tors and reviewers should not let the decision
process take an inordinate amount of time; a
prompt and timely decision is owed to all con-
tributors. (Most editors of mass communica-
tion journals try to notify contributors of their
decision within three months.) Reviewers
should try to provide positive and helpful
reviews; they should not do “hatchet jobs”
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on articles submitted to them. Moreover,
reviewers should not unjustly squelch manu-
scripts that argue against one of their petideas
or that contradict or challenge some of their
own research. Each contributor to a journal
should receive an objective and impartial
review. Neither should reviewers quibble
needlessly over minor points in an article or
demand unreasonable changes. Reviewers
also owe contributors consistency. Authors
find it frustrating to revise their manuscripts
according to a reviewer’s wishes only to find
that, on a second reading, the reviewer has a
change of mind and prefers the original
version.

Fischer (2011) suggests that the best
reviews are those that add value to research
submitted for publication. He suggests a
written code of ethics for reviewers that
includes such principles as balance, diplo-
macy, fair-mindedness, and promptness.

Ryan and Martinson (1999) surveyed
nearly 100 scholars whose articles had
appeared in two mass communication jour-
nals during the mid-1990s. They found that
the three biggest complaints of these authors
were (1) editors who didn’t reach a decision
about a manuscript in a reasonable amount
of time, (2) editors who blamed delays on
reviewers, and (3) reviewers who did not
have expertise in the area represented by the
manuscript.

ETHICAL PROBLEMS OF
STUDENT-FACULTY RESEARCH

Schiff and Ryan (1996) list several ethical
dilemmas that can occur in a college setting,
including using undergraduate classes for
research and claiming joint authorship of
articles based on student theses and disserta-
tions. With regard to the first problem, they
found that about 36% of a sample of 138
faculty members who had recently chaired a
thesis or dissertation committee reported that
using a research class to collect data for a

thesis or dissertation was unethical and that
65% thought it was unethical to require
undergraduate classes to participate in thesis
or dissertation research. (Note that Schiff
and Ryan were investigating the ethics
involved in using undergraduates for disser-
tation or thesis research—not research pro-
jects conducted by faculty members.
Presumably, however, the numbers should be
similar.)

Schiff and Ryan found uniform ethical
norms concerning authorship of articles
stemming from theses and dissertations.
About 86% of the respondents stated that
requiring students to list a professor as coau-
thor on any article stemming from the thesis
or dissertation as a condition for directing
the project was unethical.

The APA’s ethics committee provides
some guidelines with regard to the joint
authorship of articles based on a dissertation
or thesis:

* The dissertation adviser may receive
only second authorship.

¢ Secondary authorship for the adviser
may be considered obligatory if the
adviser supplies the database, desig-
nates variables, or makes important
interpretive contributions.

o If the adviser suggests the general topic,
is significantly involved in the design or
instrumentation of the project, or sub-
stantially contributes to the writing,
then the student may offer the adviser
second authorship as a courtesy.

o If the adviser offers only financial aid,
facilities, and periodic critiques, then
secondary authorship is inappropriate.

However, some researchers argue that a
dissertation should comprise original and
independent work and that involvement by
the researcher sufficient to merit co-
authorship may be too much involvement

(Audi, 1990).



The Rights of Students as Research
Participants

College students provide much of the data in
social science research. In psychology, for
example, more than 70% of studies use stu-
dents (Korn, 1988). In fact, it is the rare lib-
eral arts major who has not participated in
(or had a request to participate in) social sci-
ence research. The ethical dimensions of this
situation have not been overlooked. Korn
(1988) suggests a “bill of rights” for students
who agree to be research subjects:

* Participants should know the general
purpose of the study and what they
will be expected to do. Beyond this,
they should be told everything a rea-
sonable person would want to know
in order to participate.

¢ Participants have the right to withdraw
from a study at any time after begin-
ning participation in the research.

* Participants should expect to receive
benefits that outweigh the costs or risks
involved. To achieve the educational
benefit, participants have the right to
ask questions and to receive clear, hon-
est answers. If they don’t receive what
was promised, they have the right to
remove their data from the study.

* Participants have the right to expect
that anything done or said during their
participation in a study will remain
anonymous or confidential, unless they
specifically agree to give up this right.

¢ Participants have the right to decline to
participate in any study and may not
be coerced into research. When learn-
ing about research is a course require-
ment, an equivalent alternative to
participation should be available.

* Participants have the right to know
when they have been deceived in a
study and why the deception was used.
If the deception seems unreasonable,
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participants have the right to withhold
their data.

* When any of these rights is violated or
have objections about a study, they have
the right and responsibility to inform the
appropriate university officials.

A Professional Code of Ethics

Formalized codes of ethics have yet to be devel-
oped by all professional associations involved
in mass media research. In 2008, the Associa-
tion for Education in Journalism and Mass
Communication (AEJMC) approved a code
of ethics that incorporated a section on ethics
in research organized around four core values:
accountability, fidelity and truth telling, jus-
tice, and caring (AEJMC, 2008). The code
states that AEJMC members:

e Never plagiarize or take credit for

another individual’s work.
® Inform subjects of our

researchers.

status as

* Do not tailor studies to produce out-
comes consistent with interests of fund-
ing sponsors or institutions nor ...
conceal data or slant the writing of a
study to satisfy an outside sponsor or
funding agency.

® Protect research participants [and]
treat all research participants with
respect, fairness, and integrity.... We
ensure that participants provide
informed consent and that participa-
tion in research is not coerced.

ETHICS AND ONLINE RESEARCH

Although much of the research conducted
online may not raise questions about ethics,
both quantitative and qualitative researchers
should be aware that the growing use of the
Internet as a research medium has outpaced
the efforts of researchers to establish gener-
ally accepted ethical principles regarding
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online research. One problem is that online
research can involve a wide variety of set-
tings, including websites, email, chat rooms,
instant messages, and social media sites such
as Facebook and Twitter, that are not
directly addressed in existing ethical guide-
lines. With that in mind, the following
recommendations are general suggestions to
guide researchers faced with particular issues
in online research.

As a starting point, it is possible to distin-
guish at least two different types of online
research. The first can be labeled passive
research, where researchers study the content
of websites, chat rooms, message boards,
social media, or blogs. The researchers may
or may not identify themselves to the parti-
cipants. Much qualitative research and some
quantitative content analyses would fall into
this area. An example of this might be a
researcher who conducts a content analysis
of the messages posted on the website of a
particular TV show or the content contained
in a sample of blogs.

The ethical problem that might arise in
this situation is whether the researcher
needs consent to analyze and to quote the
online material. Obviously, if the site is
intended to reach the general public, such
as www.cnn.com, the material may be freely
analyzed and quoted to the degree necessary
in the research without consent. This situa-
tion would be analogous to analyzing the
content of a newspaper or a TV newscast.
For example, Greer and Ferguson (2011)
content-analyzed the Twitter postings of
488 local TV stations.

Let’s take a more concrete example.
What about analyzing the posts in an online
forum such as those administered by Health
Boards? One such forum concerns mental
health issues. Is it ethical for a researcher to
publish quotes from this forum without the
consent of the participants? In this situation,
the researcher needs to ask: (1) Is the forum
open to all? In other words, is it a public or

private space? (2) Does it require registration
or a password to post? (3) Does the site have
a policy against quoting from its content? (4)
Do participants have an expectation of pri-
vacy concerning their posts?

In this particular example, the forum
requires registration, but the site also
reminds users that any information posted
on its public forums becomes information
open for all to see, thus suggesting that it is
more of a public space and that participants
have little expectation of privacy. In addi-
tion, the site has no explicit policy against
direct quotes, so that publishing posts with-
out consent would appear to be ethically
acceptable.

If a site requires a password or has guide-
lines that indicate that the members have
some expectation of privacy, then a
researcher should obtain the consent of the
participants. However, the researcher should
be aware that posting a message such as
“May I record your comments for research
purposes?” on a message board may not be
met with a warm response. In fact, in many
live chat rooms, such a request would be
enough to get the researcher kicked out. In
addition, if permission is granted, the
researcher needs to consider whether the act
of recording (and making permanent) com-
ments from the group poses any kind of risk
for the participants.

Finally, there is the problem of disguising
the identities of participants. Naming the
group or forum from which the quotes were
taken might enable some people to identify an
individual. Further, if a researcher publishes
long verbatim quotes, it is possible that a
search engine might be able to trace the
quotes back to the person who made them.
A researcher who promises confidentiality to
his or her participants might employ the fol-
lowing safeguards:

* Do not name the group.

¢ Paraphrase long quotes.



* Disguise some information, such as
institutional or organizational names.

* Omit details that might be harmful to
individual participants.

What about analyzing the communica-
tions on social media sites, such as Twitter,
Facebook, and LinkedIn? There seems to be
no universal rule to apply in this situation.
On the one hand, analyzing the Twitter
streams of those who have chosen to make
their online comments public seems to raise
little ethical concern. In this situation, there
secmns to be little expectation of privacy, and
getting informed consent would seem unnec-
essary. The situation with Facebook is less
clear. There are various privacy settings
allowed by the site that make some basic
information available to all and some infor-
mation only available to those who are clas-
sified as friends. For example, a person’s
name and profile picture are available to
everyone. A person’s status updates may be
available only to friends. Sampling a number
of Facebook sites and counting the percent-
age of male and female accounts would pose
few ethical problems. On the other hand, as
of late 2011, Facebook’s privacy policy states
that consent must be obtained for the use of
any data from a Facebook user’s page. Thus,
analyzing the types of political messages sent
by an individual would require consent. It is
possible, however, that analyses that use a
Facebook page rather than an individual
message as the unit of analysis might not
require consent. For example, an analysis of
how many Facebook pages include photos of
alcohol consumption would not require con-
sent because the research would contain no
personally identifiable data. In any case, as a
general guideline, all academic researchers
should consult the guidelines of their colleges
and universities before embarking on a study
using data from social media sites. An infor-
mal content analysis of recent studies that
used individualized data from Facebook
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indicated that all obtained consent before
gathering data. See, for example, Mehdiza-
deh (2010) and Butler, McCann, and
Thomas (2011).

The second type of research can be
thought of as active research, in which a
researcher attempts to gather online informa-
tion through online surveys, focus groups, or
types of experiments. This situation poses
even more ethical problems.

First, federal human-subjects rules
require that researchers document informed
consent from research participants. In addi-
tion, the rules also state that this documenta-
tion must be a “written form” signed by the
subject. This is virtually impossible to do
online. Fortunately, this requirement can
be waived for research with adults that
poses only minimal risks. In this case, the
researcher prepares an online version of a
consent form, and consent is given online
by clicking a button that indicates that
respondents have read and understood the
form. The following demonstrate a couple
of examples to indicate consent:

Please click the appropriate option below.
By clicking on the “Yes” option, you are
indicating that you are at least 18 years
old and are giving your informed consent
to be a participant in this study.

* Yes, | am giving my consent. Take me
to the survey.

* No, I do not wish to participate.

I voluntarily agree to participate in this
project. I understand that 1 can withdraw
from the project at any time and that any
information obtained from me during the
course of my participation will remain con-
fidential and will be used solely for research
purposes. I also affirm that I am at least
18 years old.

* | agree.
* [ do not wish to continue.
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Some online survey construction sites, such
as surveygizmo.com and surveymonkey.com,
have options that allow the researcher to cre-
ate a questionnaire with a page that includes
a method of obtaining informed consent.
Figure 3.2 contains a sample consent form
for an online survey.

In some situations, it is difficult for a
researcher to determine whether the partici-
pant truly understands the consent form.
Some experts (Kraut et al., 2004) recom-
mend that researchers divide the consent
form into logical segments and require parti-
cipants to check a “click to accept” box for
each section. On the other hand, if the
research project involves more than minimal
risk or is to be done among those under 18,
consent should still be obtained by a signa-
ture on paper (from the participants or from
parents in the case of research involving min-
ors). These consent forms can be sent to the

researcher by paper mail or by fax. In addi-
tion, an assent form from minors may be
required. Of course, respondents may lie
about their age, and children can pretend to
be their parents. To help guard against this,
an investigator might require subjects to pro-
vide information that is usually available
only to adults (such as a credit card number).
If the risk to subjects is high, the researcher
might want to consider using more tradi-
tional means to collect data.

A second difficulty is debriefing. In a tra-
ditional experimental setting, the researcher
provides subjects with a full explanation of
the research after the subjects have finished
the experiment. In addition, if deception was
involved, the investigator must explain the
deception and why it was necessary. In the
online setting, about the best a researcher can
do is to provide a link to a debriefing page,
but there is no guarantee that the subject will

Figure 3.2 Example of Informed Consent Form for an Online Survey

The purpose of this research is to investigate how people watch movies on television. You have
been chosen at random from a list of those enrolled in this university to complete this electronic
survey. Specifically, you will be asked to report how often you watch movies on TV, how you
obtain them, and what devices you use to view them. The potential benefit of this study is a better
understanding of the media behaviors of young people. No risks or discomforts are anticipated
from taking part in this study. It will rake about 10 minutes to complete the survey.

The decision to participate in this research project is voluntary. You do not have to participate,
and you can refuse to answer any question. Even if you begin the web-based online survey, you
can stop at any time,

Your responses will be automatically compiled in a spreadsheet and cannot be linked to you.
All data will be stored in a password-protected electronic format. We will not know your IP
address when you respond to the Internet survey. The results of the study will be used for
scholarly purposes only. Any reports or publications based on this research will use only group
data and will not identify you or any individual as being affiliated with this project.

By clicking on the “start” button below, you acknowledge that you have read this information
and agree to participate in this research. You are free to withdraw your participation at any
time without penalty. If you have any questions, feel free to contact [insert contact information).




Ethics and Broadcast Research

A few years ago, the senior author of this text
was contacted by a radio station general man-
ager (GM} who stated, “My morning show host
is a pain in the neck, and | want to fire him. I'd

read it or understand it. In addition, what
happens if subjects quit before they finish
the experiment? Will they also be sent to a
debriefing page?

At the technical level, as Hamilton (1999)
points out, the problem of guaranteeing
confidentiality becomes more complicated
because some web research projects might
involve a website run by some individual or
organization other than the researcher. Meth-
ods for making sure that everyone who has
access to the data maintains confidentiality
must be worked out. Other technical issues
include whether the data are collected only
when the research is finished or after every
question. Do respondents have the ability to
delete all of their data if they change their mind
halfway through the research?

Gift certificates, a chance to win an iPod,
cash payments, and the like, are common
incentives that are frequently used to encour-
age participation in the study. This creates
another problem for online researchers
because some means of identification must
be used to contact those who receive
rewards. To safeguard confidentiality, Barch-
ard and Williams (2008) recommend that
such contact information be kept in a sepa-
rate location from the data collected from the
main study, such as in a separate database.
Research in a virtual world, such as Second
Life, is also subject to ethical considerations.
The site’s policy requires researchers to iden-
tify themselves and get permission from par-
ticipants before reporting their comments.

Chapter 3 Research Ethics 85

like you to conduct a telephone study to back
up my opinions.” What would you say to the
GM? Would you conduct the study?

Hamilton (1999) suggests an appropriate
set of guidelines for online research. He
recommends that at a minimum an online
researcher should provide the following:

* A way to contact the researcher

* A way to obtain informed consent

e Full disclosure of
confidentiality

any risks to

* A debriefing page

* A way for participants to obtain the
results of the study

SUMMAR!

Ethical considerations in conducting research
should not be overlooked. Researchers
should be familiar with traditional ethical
theories because nearly every research study
could affect subjects in some way, either psy-
chologically or physically. Researchers who
deal with human subjects must ensure that
all precautions are taken to avoid any poten-
tial harm to subjects. This includes carefully
planning a study and debriefing subjects
upon completion of a project. Online
research raises special problems concerning
ethics.

Key Terms
Anonymity Categorical
Auntonomy imperatives

Beneficence Concealment
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Confidentiality Justice
Debriefing Nonmaleficence
Deception Relativism
Deontological theories  Relativistic
Ethics Teleological
Informed consent Utilitarianism
Institutional review Voluntary
boards participation

') .
»w# Using the Internet

w
The Internet is full of articles and discussions

of research ethics. For examples and extended
discussions of various ethical theories, use
search terms such as “deontological theories,”
“teleological ~ theories,” or “consequential
theories.”

Search for codes of conduct in other areas,
such as medicine or anthropology. Do these
codes have anything in common? What would
you do if your study were condemned as
unethical?

Search for IRB policies at various colleges and
universities (including your own if appropriate).
Are some stricter than others?

Questions and Problems for
Further Investigation

1. Using the five examples in the first section of
this chapter, suggest alternative ways of con-
ducting each study that would be ethically
acceptable.

2. In your opinion, what types of media research
are unfair to respondents? What types of stud-
ies encroach on the guidelines discussed in this
chapter?

3. In your opinion, is it wrong for researchers to
give respondents the impression that they are
being recruited for a particular study when the
researchers actually have another purpose in
mind? What are the limits to this behavior?

4. What are some other problems that might arise
when doing online research? For example, do
hackers pose a danger?

For additional resources go to www.wimmer
dominick.com and www.cengagebrain.com.
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When it comes to research, we live in a world
of small sample statistics. This chapter des-
cribes the basics of the sampling methods
used in mass media research. However,
because sampling theory has become a dis-
tinct discipline in itself, there are some stud-
ies, such as national surveys, that require
consultation of more technical discussions of
sampling.

POPULATION AND SAMPLE

One goal of scientific research is to describe
the nature of a population—a group or class
of subjects, variables, concepts, or phenom-
ena. In some cases, an entire class or group is
investigated, as in a study of prime-time tele-
vision programs during the week of Septem-
ber 10-16. The process of examining every
member in a population is called a census.

In many situations, however, an entire
population cannot be examined due to time
and resource constraints. Studying every
member of a population is also generally
cost prohibitive and may, in fact, confound
the research because measurements of large
numbers of people often affect measurement
quality.

The usual procedure in these instances
is to take a sample from the population.

Chapter 4 Sampling 89

A sample is a subset of the population that
is representative of the entire population. An
important word in this definition is represen-
tative. A sample that is not representative of
the population, regardless of its size, is inad-
equate for testing purposes because the
results cannot be generalized to the popula-
tion from which the sample was drawn,
The sample selection process is illustrated
using a Venn diagram (Figure 4.1); the pop-
ulation is represented by the larger of the two
circles. A census would test or measure every
element in the population (A), whereas a
sample would measure or test a segment of
the population (A1). Although in Figure 4.1
it might seem that the sample is drawn from
only one portion of the population, it is actu-
ally selected from every portion. If a sample
is chosen according to proper guidelines and
is representative of the population, then the
results from a study using the sample can be
generalized to the population. However, the
results from any research study must be gen-
eralized with some caution because of the
error that is inherent in all research,
Whenever a sample is drawn from a popu-
lation, researchers need a way to estimate the
degree to which the sample differs from the pop-
ulation. Since a sample does not provide the
exact data that would come from a population,

Figure 4.1

A Venn Diagram as Used in the Process of Sample Selection

Population
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error must be taken into account when inter-
preting research results. Error in research, there-
fore, is the focus of the next section.

RESEARCH ERROR

All research is riddled with error. Much of
the source of error in the behavioral sciences
is that research is conducted with human
subjects/respondents who constantly change.
This is well understood by behavioral research-
ers, and it is their responsibility to control or
eliminate as much error as possible from a
research study, knowing that regardless of
what steps are taken, some error will always
be present. The ever-present error is the basis
for virtually all of the tenets of scientific
research discussed in Chapter 1.

Our goal in this section of the chapter is
to introduce you to the major types of
research error. Hopefully, the discussion
will highlight the need for researchers to
pay close attention to every detail in a
research project.

There are two broad types of error pres-
ent in all research: (1) sampling error, or
error related to selecting a sample from a
population; and (2) nonsampling error,
which is error created by every other aspect
of a research study, such as measurement
errors, data analysis errors, the influence of

Measurement Error

Measurement error can include an almost
unlimited number of items. However, some of
the most common measurement errors include:

® A poorly designed measurement instrument
such as a questionnaire

® Asking respondents the wrong questions or
asking questions incorrectly

the research situation itself, or even error
from an unknown source that can never be
identified and controlled or eliminated.

One form of nonsampling error, measure-
ment error, is further divided into two cate-
gories: random error and systematic error.
Random error relates to problems where
measurements and analyses vary inconsis-
tently from one study to another—the results
may lean in one direction in one study but
then lean in the opposite direction when the
study is repeated at a later time. Random
errors are caused by unknown and unpredict-
able variables and may be virtually impossi-
ble to detect and correct. On the other hand,
systematic error consistently produces incor-
rect (invalid) results in the same direction, or
same context, and is therefore predictable.
Unlike random error, researchers may be
able to identify the cause of systematic errors
and eliminate their influence.

Media reports or discussions about
research in every field often include com-
ments such as “The research ‘proved’ ...”
While the search for truth, or true scores,
measurements, or observations, is the goal
of all research, the fact is that “truth” or
“true scores, measurements, or observa-
tions” are rarely found. This is because all
scores, measurements, and observations
include some degree of error. Research

® Faulty data collection equipment

® Unirained data collection personnel

® Using only one type of measurement instead
of multiple measures
Data input errors

® Using the wrong statistical methodology to
analyse data



results are often presented with this simple
formula to show “proof” of something:

True score,
measurement
or observation

Observed score/
measurement/ =
observation

In reality, all research results should be
reported and interpreted with this formula:

Observed score/ True score,

measurement/ = measurement

observation or observation
+ error

A classic example of how error can affect
the results of a research study occurred during
the 1936 presidential campaign. Literary
Digest had predicted, based on the results of a
sample survey, that Alf Landon would beat
Franklin D. Roosevelt (FDR). Although the
Literary Digest sample included more than a
million voters, it was composed mainly of afflu-
ent Republicans. Consequently, it inaccurately
represented the population of eligible voters in
the election. The researchers who conducted
the study had failed to consider the population
parameters (characteristics) before selecting
their sample. FDR was reelected in 1936, and
it may be no coincidence that Literary Digest
went out of business shortly thereafter.

The accuracy of presidential election
polls has improved during the past few elec-
tions. The following summary table shows a
selected list of companies and organizations
that conducted polls prior to the 2008 con-
test between Barack Obama (Democrat) and
John McCain (Republican).

Source Obama% McCain%
Actual Vote 53 46
ABC 53 43
CNN 53 45
CBS News 51 39
Fox News 49 40

Gallup 45 38

Chapter 4 Sampling 91

ABC and CNN were virtually on target
with their numbers, but Gallup, one of the
leading research polling companies, missed
the actual vote even considering a margin
of error of about +£4.0%. We can’t expect
all of the polls to agree because each com-
pany or organization uses its own research
methodology. However, the differences
among the 2008 polls were probably due to
several controversial qualities of both parties’
campaigns.

Overall, however, the polling results
show that some researchers have become
very good at predicting the outcome of elec-
tions. Considering the margin of error (about
+4.0%), several polls accurately predicted
the 2008 presidential election results. We dis-
cuss sampling error in greater detail later in
this chapter,

TYPES OF SAMPLING
PROCEDURES

Researchers have a variety of sampling
methods available to them. This section high-
lights some of the most commonly used
approaches, but keep in mind that many
approaches are not discussed here, and it is
important for any researcher to pursue
additional information about sampling to
ensure that the correct sampling method is
used for the research study conducted. We
first need to discuss the two broad categories
of sampling: probability and nonprobability.

Probability and Nonprobability
Sampling

Probability sampling uses mathematical
guidelines whereby each unit’s chance for
selection is known. Nonprobability sampling
does not follow the guidelines of mathemati-
cal probability. However, the most signifi-
cant characteristic distinguishing the two
types of samples is that probability sampling
allows researchers to calculate the amount of



92 Part One  The Research Process

sampling error present in a research study;
nonprobability sampling does not.

There are four issues to consider when
deciding whether to use probability or non-
probability sampling:

o Purpose of the study. Some research
studies are not designed to generalize
the results to the population but rather
to investigate variable relationships or
collect exploratory data to design ques-
tionnaires or measurement instru-
ments. Nonprobability sampling is
appropriate in these situations.

o Cost versus value. A sample should
produce the greatest value for the
least investment. If the cost of proba-
bility sampling is too high in relation
to the type and quality of information
collected or the purpose of the study,
then nonprobability sampling is usu-
ally satisfactory.

o Time constraints. In many cases, re-
searchers collecting preliminary infor-
mation operate under time constraints
imposed by sponsoring agencies, man-
agement directives, or publication
guidelines. Because probability sam-
pling is often time consuming, a non-
probability sample may meet the need
temporarily.

o Amount of acceptable error. In prelim-
inary studies or pilot studies, where
error control is not a prime concern,
a nonprobability sample is usually
adequate.

Although a nonprobability sample has
merit in some cases, it is always best to
use a probability sample when a study is
conducted to support or refute a signifi-
cant research question or a hypothesis and
the results will be generalized to the
population.

Probability sampling generally uses some
type of systematic selection procedure, such

as a table of random numbers, to ensure that
each unit has an equal chance of being
selected. However, it does not always guar-
antee a representative sample from the popu-
lation, even when systematic selection is
followed. It is possible to randomly select
50 members of the student body at a univer-
sity to determine the average number of
hours the students spend watching television
during a typical week and, by extraordinary
coincidence, end up with 50 students who do
not own a TV set. Such an event is unlikely
but possible, underscoring the need to repli-
cate (repeat) any study.

Research Volunteers

The issue of volunteer respondents/subjects
in behavioral research is rarely discussed. In
most situations, discussions of research sam-
pling focus on probability and nonprobabil-
ity sampling, sampling methods, sampling
error, and related terms. In this section, we
address this extremely important element of
behavioral research—research volunteers.

In reality, all behavioral research that
uses respondents or subjects uses volunteers.
Researchers in the behavioral sciences
can only invite respondents or subjects to
participate in a research project; they cannot
force them to answer questions or participate
in a research study (nor can researchers force
a person to stay involved in a research proj-
ect until its conclusion). However, there is a
significant difference in how such respon-
dents/subjects get into a sample.

In one case, there are no qualifications or
restrictions related to who gets into a sample
(known as screener questions in survey
design). This type of sample is a totally self-
selected nonprobability sample that we label
an unqualified volunteer sample. In the sec-
ond case, probability sampling is followed
and the sample consists of systematically
selected respondents whose names were cho-
sen using some probability method. These
people must qualify (pass) on one or more




questions, such as age, sex, use of the media,
and so on, to be eligible for the sample.
However, even respondents in this type of
sample must volunteer to participate in a
research project—they cannot be forced to
participate. We label this a qualified volun-
teer sample, which is an important aspect of
behavioral research sampling, so let’s look at
the differences between the two approaches.

Unqualified volunteer sample. In this
approach, researchers have no control over
the respondents or subjects who participate
in a research study—virtually anyone can
participate. The respondents are self-selected.
Unqualified volunteer samples have unfortu-
nately become common in mass media
research in the past several years, due mostly
to the increased use of the Internet as a data
collection tool by trained researchers and peo-
ple who have no research experience. Even
though unqualified volunteer samples are
haphazard and produce results that might be
invalid and unreliable, the sampling approach
is used frequently in mass media research
because little or no cost is associated with the
method. When many media managers are told
that the results from such studies are not sci-
entifically credible, they ignore the warning
because the interest in saving money oversha-
dows the need for valid and reliable data.
For example, radio or TV stations invite
their audiences to call the station to cast their
vote about something happening on the sta-
tion or perhaps a specific news item (“Call us
and tell us if you agree with the mayor’s deci-
sion on new parking spaces at the arena”).
Or radio stations invite listeners to partici-
pate in online surveys where the respondents
rate the songs the station plays, rate the
announcers or DJs, or evaluate other station
programming elements. Finally, many news-
papers and magazines print annual polls
titled something like,“The Best ...” and ask
readers to vote for the best restaurant, movie
theater, and so on. The data are from
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unqualified volunteer respondents—there
are no controls over who submits the ques-
tionnaires—but the results are reported as
though they represent a scientifically valid
and reliable study.

There is concern in all areas of research
that respondents/subjects in an unqualified
volunteer sample differ greatly from respon-
dents/subjects in a qualified volunteer sample
and may consequently produce erroneous
research results. Many years ago, Rosenthal
and Rosnow (1969) identified the character-
istics of an unqualified volunteer sample
based on several studies and found that such
subjects, as compared to a qualified volunteer
sample, tend to exhibit higher educational
levels, higher occupational status, greater
need for approval, higher intelligence levels,
and lower levels of authoritarianism, and they
seem to be more sociable, more “arousal seek-
ing,” and more unconventional. These char-
acteristics indicate that the use of unqualified
volunteer samples may significantly bias the
results of a research study and may lead to
inaccurate estimates of various population
parameters.

Some researchers say that the difference
between unqualified and qualified volunteer
respondents is not significant, and they refer
to a 2005 study by Stanford University that
found few differences among nine different
data collection vendors. The problem is that
the study did not compare the differences
between the two types of volunteer groups
but rather the differences between companies
that use probability sampling with standard
recruiting methods (telephone, etc.) and com-
panies that use probability sampling via the
Internet (Stanford University, 2005).

Qualified volunteer sample. Unlike the
unqualified volunteer sample, a qualified
volunteer sample is selected using probability
sampling and employs controls to limit the
type of person who is invited to participate
in the project. The controls, which constitute
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a sampling frame, help eliminate spurious
results from respondents who should not be
involved in the study.

For example, if the management of a radio
station that tries to reach men between
the ages of 25 and 44 (the radio station’s “tar-
get” audience, abbreviated as Men 25-44
or M 25-44) wants to conduct research
on its programming elements, the research
is conducted only with men who are 25-
44 years old. Respondents are randomly con-
tacted from some existing list via telephone or
other contact and invited to participate. The
station manager, or the research company
conducting the study, controls the type of
respondents who participate in the study and
significantly reduces the amount of invalid
data.

In addition, probability sampling meth-
ods often include procedures to handle
instances where a qualified person declines
to participate in a research project (known
as a “qualified refusal”). If, for example,
one household refuses to fill out a survey,
the interviewer may be instructed to substi-
tute the house next door. The inferential sta-
tistics discussed in later chapters assume
some form of probability sampling.

The primary difference between the two
types of samples, therefore, relates to the
control involved over the type of person

Sampling

Sampling is an important part of all research, but
sampling is often misunderstood by beginning
researchers or those who know nothing about
research. The usual question is “How can 500
people represent the opinions and attitudes of
people in New York {or any other city)2” If you
are a beginner, keep this in mind: If sampling is
conducted correctly, a sample of adequate size

who is given the opportunity to voluntarily
participate in a research study. Legitimate
scientific behavioral research is conducted
only with qualified volunteer samples.

Finally, all research reports should include
a complete description of the sampling proce-
dures used in the study and indicate whether
the respondents/subjects represent an unqual-
ified or qualified sample.

Types of Nonprobability
Sampling

Due to one of the four reasons that make the
use of nonprobability sampling acceptable
(mentioned earlier in this chapter), mass
media researchers frequently use nonprob-
ability sampling, particularly in the form of
available samples. An available sample (also
known as a convenience sample) is a collec-
tion of readily accessible subjects, elements, or
events for study, such as a group of students
enrolled in an introductory mass media
course or shoppers in a mall. Although avail-
able samples can be helpful in collecting
exploratory information and may produce
useful dara in some instances, the samples
are problematic because they contain
unknown quantities of error. Researchers
need to consider the positive and negative
qualities of available samples before using
them in a research study.

(400-500) will usually represent the characteris-
tics of that population.

The most important part of any sampling
procedure is to avoid bias of any kind—each
respondent should have an equal chance of
being selected. The sampling design
(scheme used to select respondents) must be
free from bias.



Available samples are the subject of
heated debate in many research fields. Critics
argue that regardless of what results they
generate, available samples do not represent
the population and therefore have no exter-
nal validity. The respondents are included in
a study solely on the basis of their availabil-
ity. For example, mall intercept studies are
criticized because only the people who are
at the mall at the time of the study have a
chance to participate. No one outside the
mall has such an opportunity. However, pro-
ponents of using available samples claim that
if a phenomenon, characteristic, or trait does
exist, it should exist in ary sample.

In most situations, available samples
should be avoided because of the bias intro-
duced by the respondents’ proximity to the
research situation, but available samples
can be useful in pretesting questionnaires or
other preliminary (pilot study) work. Available

Nonprobability Sampling

One nonprobability sampling method is to select
subjects based on appearance or convenience, or
because they seem to meet certain requirements —
subjects "look” as though they qualify for a study.
Haphazard selection involves researcher subjec-
tivity and infroduces error—sampling bias—
because the researcher usually favors selection
based on certain characteristics. Some haphaz-
ard samples give the illusion of a probability sam-
ple, and these must be approached carefully. For
example, interviewing every tenth person who
walks by in a shopping center is haphazard
because not everyone in the population has an
equal chance of walking by that particular loca-
tion. Some people live across town, some shop in
other shopping centers, and so on.

Some researchers, research suppliers, and
field services try to work around the problems
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samples often help eliminate potential pro-
blems in research procedures, testing, and
methodology before the final research study—
with an appropriately selected sample—is
conducted.

Another type of nonprobability sampling
that we have already mentioned is the
unqualified volunteer sample, where respon-
dents or subjects voluntarily agree to partici-
pate in a research project and are not selected
according to any mathematical guidelines.

Although unqualified volunteer samples
are inappropriate in scientific research, the
media and many websites inappropriately
legitimize volunteers through various polls
or “studies” conducted for radio and televi-
sion stations, TV networks, the Internet,
newspapers, and magazines. The media
almost daily report the results of the most
current viewer, listener, or reader poll
about some local or national concern.

associated with convenience samples in mall
intercepts by using a procedure based on what
is called the Law of Large Numbers. Essen-
tially, the researchers interview thousands of
respondents instead of hundreds. The presump-
tion {and the sales approach used on clients) is
that the large number of respondents eliminates
the problems of convenience sampling and
somehow compensates for the fact that the sam-
ple is not random. It does not. The large number
approach is still a convenience sample. Itis nota
simple random sample.

The fact that a sample is large does not
guarantee that the sample includes the correct
respondents or elements. A huge sample can
be as poor, in terms of quality, as a small sam-
ple. A large sample does not automatically
guarantee a good sample.
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Unethical Behavior and Unqualified Volunteer Samples

It is widely known in mass media research, par-
ticularly in radio research, that personnel from
one radio station often try to sabotage the
research of a competing radio station that uses
the Internet and unqualified volunteer samples to
collect data. How does this happen? Typically,
when a radio station asks its listeners to go to the
radio station’s website and participate in a
research study, personnel from competing
research stations sign in and provide bogus
answers to cause the sponsoring station to
make the wrong decisions about the station and
its programming. While unethical, it happens
often because there is no way to identify the

Although some media spokespeople occa-
sionally state that the polls are not scientific
studies, the results are presented as though
they are legitimate. The media are deceiving
unwary listeners, viewers, and readers
because the results are, at best, only indica-
tions, not scientific evidence or proof.

In summary, research using an unquali-
fied volunteer sample is bad science because
there is no way to know who participated in
the research study. The results from any
study using an unqualified volunteer sample
should be considered highly questionable.

Another nonprobability sample is the
purposive sample, which includes respon-
dents, subjects, or elements selected for spe-
cific  characteristics or qualities and
eliminates those who fail to meet these crite-
ria (as demonstrated by the example of the
radio station including only men 25-44
years old in its research). In other words,
the sample is deliberately selected nonran-
domly. Purposive samples are used fre-
quently in mass media studies when
researchers select respondents who use a

respondents who answer the survey or partici-
pate in the research project. Media managers
have been told of this type of unethical behavior
and the fact that much of the research conducted
by the mass media via the Internet is bad science,
but most ignore the warnings because Internet
data collection costs very little or nothing at all.
Cost takes precedence over valid and reliable
data, but that is the reality of much of the mass
media research conducted in the United States. It
will continue until media managers heed the
warnings of researchers who understand the pro-
blems of data collected via the Internet from
unqualified volunteer samples.

specific medium and are asked specific ques-
tions about that medium. A purposive sam-
ple is chosen with the knowledge that it is not
representative of the general popularion. In a
similar method, the quota sample, subjects
are selected to meet a predetermined or
known percentage. For example, a researcher
interested in examining the differences in
television use between people who own
DVD players and those who do not may
know that 40% of a particular population
owns a DVD player. The sample the
researcher selects would therefore be com-
posed of 40% DVD owners and 60% non-
DVD owners (to reflect the population
characteristics).

The last nonprobability sampling method
in this discussion is a method known as snow-
ball sampling. (The term snowball sampling is
used most often in academic research. In pri-
vate sector research, this approach is known
as referrals.) In either case, the method is the
same. A researcher (or research company or
field service) randomly contacts a few qualified
respondents and then asks these people for the



names of friends, relatives, or acquaintances
they know who may also qualify for the
research study. These referrals are then con-
tacted to determine whether they qualify for
the research. While this sampling procedure
sounds legitimate, the authors of this book do
not recommend the procedure for any legiti-
mate research because the sample may be
completely biased. A researcher may find that
the sample consists only of respondents from a
particular club, organization, or group.

Types of Probability Samples

The most basic type of probability sampling is
the simple random sample, where each sub-
ject, element, event, or unit in the population
has an equal chance of being selected. If a
subject or unit is drawn from the population
and removed from subsequent selections, the
procedure is known as random sampling
without replacement—the most widely used
random sampling method. Simple random
sampling with replacement involves returning
the subject, element, or unit to the population
so that it has a chance of being chosen
another time. Sampling with replacement is
often used in more complicated research stud-
ies such as nationwide surveys.

Researchers often use a table of random
numbers to generate a simple random sam-
ple. For example, a researcher who wants to
analyze 10 prime-time television programs
out of a population of 100 programs to
determine how the medium portrays elderly
people can take a random sample from the
100 programs by numbering each show from
00 to 99 and then selecting 10 numbers from
a table of random numbers, such as the brief
listing in Table 4.1. First, a starting point in
the table is selected at random. There is no
specific way to choose a starting point; it is
an arbitrary decision. The researcher then
selects the remaining 9 numbers by going
up, down, left, or right on the table—or
even randomly throughout the table. For
example, if the researcher goes down the
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table from the starting point of 44 until a
sample of 10 has been drawn, the sample
would include television programs numbered
44, 85, 46, 71, 17, 50, 66, 56, 03, and 49.

Simple random samples for use in tele-
phone surveys are often obtained by a pro-
cess called random digit dialing, or RDD.
One RDD method involves randomly select-
ing four-digit numbers (usually generated by
a computer or through the use of a random-
numbers table) and adding them to the three-
digit exchange prefixes in the city in which
the survey is conducted. A single four-digit
series may be used once, or it may be added
to all the prefixes.

Unfortunately, many of the telephone
numbers generated by this method of RDD
are invalid because some phones have been
disconnected, some numbers have not yet
been assigned, and so on. Therefore, it is best
to produce at least three times the number of
telephone numbers needed; if a sample of 100
is required, then ar least 300 numbers should
be generated to allow for invalid numbers.

A second RDD method that tends to
decrease the occurrence of invalid numbers
involves adding from one to three random
digits to a telephone number selected from
a phone directory or a list of phone numbers.
One first selects a number from a list of tele-
phone numbers (a directory or list purchased
from a supplier). Assume that the number
448-3047 was selected from the list. The
researcher then simply adds a predetermined
number, say 6, to produce 448-3053; or a
predetermined two-digit number, say 21, to
get 448-3068; or even a three-digit number,
say 112, to produce 448-3159. Each varia-
tion of the method helps to eliminate many
of the invalid numbers produced in pure ran-
dom number generation, because telephone
companies tend to distribute telephone num-
bers in series, or blocks. In this example, the
block “30” is in use, and there is a good
chance that random add-ons to this block
will be residential telephone numbers.
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Table 4.1 Random Numbers Table

38 71 81 39 18 24 33 94
27 29 03 62 76 85 37 00
34 24 23 64 I8 79 80 33
32 44 31 87 37 41 18 38
41 88 20 It 60 81 02 15
95 65 36 89 80 51 03 64
77 66 74 33 70 97 79 01
54 55 22 17 35 56 66 38
33 95 06 68 60 97 09 45
83 48 36 10 11 70 07 00
34 35 8 77 88 40 03 63
58 35 66 95 48 56 17 04
98 48 03 63 53 58 03 87
SN 120 S ERERE 338 W08y 68I 72
56 66 06 69 40 70 43 49
68 07 59 51 48 87 64 79
20 11 75 63 05 16 96 95
26 56 75 77 75 69 93 54
26 45 74 77 74 55 92 43
73 39 44 06 59 48 48 99
34 36 64 17 21 39 09 97
26 32 06 40 37 02 11 83
04 52 85 62 24 76 53 83
BSOS I NS IS ERE )| ) A0 PR 477 577
16 29 97 86 31 45 96 33

48 80 95 52 63 01 93 62
815 076l 70,6 SRS7L e 638 70
04 56 23 A7 0996 92 CH
71 19 42 52 78 80 21 07
49 96 38 27 07 74 20 12
19 06 09 353 69 37 06 85
44 06 64 39 70 63 46 86
50 77 94 08 46 57 70 61
60 60 07 49 98 78 61 88
50 51 93 19 88 45 33 23
35 73 39 44 06 51 48 84
99 79 87 85 01 73 33 65
57 16 38 46 55 9 66 80
69 88 41 71 5§ 8 50 3]
46 98 61 17 63 14 55 74
76 46 68 50 S5 01 10 6!
00 18 86 66 67 54 68 06
39 67 49 56 96 94 53 68
80 76 31 03 48 40 25 11
90 83 96 49 09 57 45 07
34 40 99 36 12 12 53 77
28 38 49 32 84 94 47 32
05 14 14 49 19 94 62 S5lI
06 33 56 07 94 98 39 27
77 28 14 40 43 59 04 79

A third type of random selection involves
not the telephone but rather household
addresses. A. C. Nielsen uses a sampling
method called address-based sampling (ABS)
to recruit sample households. The method

uses randomly selected addresses rather than
telephone numbers to reach the approximately
34% of U.S. households that are not covered
by other sampling methods, including cell
phone-only households (about 26.6% in the
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Simple Random Sampling

Advantages

1. Detailed knowledge of the population is not required.

2. External validity may be statistically inferred.

3. A representative group is easily obtainable.

4. The possibility of classification error is eliminated.

Disadvantages
L. A list of the population must be compiled.

2. A representative sample may not result in all cases.
3. The procedure can be more expensive than other methods.

Systematic Sampling

Advantages
I. Selection is easy.

2. Selection can be more accurate than in a simple random sample.

3. The procedure is generally inexpensive.

Disadvantages

1. A complete list of the population must be obtained.
2. Periodicity (arrangement or order of list) may bias the process.

United States in late 2011) and unlisted land-
line telephone households.

There are several methods to develop ran-
dom numbers or households, but two rules
always apply: (1) each unit or subject in the
population must have an equal chance of
being selected and (2) the selection procedure
must be free from subjective intervention by the
researcher. The purpose of random sampling is
to reduce sampling error; violating random
sampling rules only increases the chance of
introducing such error into a study.

Similar in some ways to simple random
sampling is a procedure called systematic ran-
dom sampling, in which every nth subject,
unit, or element is selected from a population.
For example, to obtain a sample of 20 from a
population of 100, or a sampling rate of 1/5,

a researcher randomly selects a starting point
and a sampling interval. Thus, if the number
11 is chosen as the starting point, the sample
will include the 20 subjects or items numbered
11, 16, 21, 26, and so on. To add further
randomness to the process, the researcher
may randomly select both the starting point
and the sampling interval. For example, an
interval of 11 with a starting point of 29 gen-
erates the numbers 40, 51, 62, 73, and so on.

Systematic samples are used frequently in
mass media research. They often save time,
resources, and effort when compared to simple
random samples. In fact, since the procedure so
closely resembles a simple random sample,
many researchers consider systematic sampling
as effective as the simple random procedure.
The method is widely used to select subjects
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from lists such as telephone directories or direc-
tories of organizations or groups.

The accuracy of systematic sampling
depends on the adequacy of the sampling
frame, or the complete list of members in the
population. Telephone directories, including
those on the Internet, are inadequate sampling
frames in most cases because not all phone
numbers are listed, some people have only
cell phones, and some people do not have tele-
phones at all. However, lists that include all
the members of a population have a high
degree of precision. Before deciding to use sys-
tematic sampling, it is necessary to consider
the goals and purpose of a study and the avail-
ability of a comprehensive list of the popula-
tion. If such a list is not available, then
systematic sampling is not a good choice.

One major problem associated with sys-
ternatic sampling is periodicity—the arrange-
ment or order of the items in a population list
may introduce bias into the selection process.
For example, consider the problem mentioned
earlier of analyzing television programs to
determine how the elderly are portrayed.
Quite possibly, every 10th program on the list
may have aired on ABC, and the result would
be a nonrepresentative sampling of the three
major networks.

Periodicity also causes problems when tele-
phone directories are used to select samples.
The alphabetical listing does not allow each
person or household an equal chance of being
selected. One way to solve the problem is to cut
each name from the directory, place them allin
a “hat,” and draw names randomly. Obvi-
ously, this would take days to accomplish and
is not a real alternative. An easier way to use a
directory is to tear the pages loose, mix them
up, randomly select pages, and then randomly
select names. Although this procedure does not
totally solve the problem, it is generally
accepted when simple random sampling is
impossible. If periodicity is eliminated, system-
atic sampling can be an excellent sampling
methodology.

Although a simple random sample is the
usual choice in most research projects, some
researchers do not wish to rely on randomness.
In some projects, researchers want to guaran-
tee that a specific subsample of the population
is adequately represented, and no such guaran-
tee is possible using a simple random sample.
A stratified sample is the approach used to get
adequate representation of a subsample. The
characteristics of the subsample (strata or seg-
ment) may include almost any variable: age,
gender, religion, income level, or even indivi-
duals who listen to specific radio stations or
read certain magazines. The strata may be
defined by an almost unlimited number of
characteristics; however, each additional vari-
able or characteristic makes the subsample
more difficult to find, and costs to find the
sample increase substantially.

Stratified sampling ensures that a sample is
drawn from a homogeneous subset of the pop-
ulation—that is, from a population that has
shared characteristics. Homogeneity helps
researchers to reduce sampling error. For
example, consider a research study on subjects’
artitudes toward two-way, interactive cable or
satellite television. The investigator, knowing
that cable and satellite subscribers tend to
have higher achievement levels, may wish to
stratify the population according to education.
Before randomly selecting subjects, the
researcher divides the population into three
education levels: grade school, high school,
and college. Then, if it is determined that
10% of the population completed college, a
random sample proportional to the population
should contain 10% of the population who
meet this standard. As Babbie (2010) notes:

Stratified sampling ensures the proper
representation of the stratification variables
to enhance representation of other vari-
ables related to them. Taken as a whole,
then, a stratified sample is likely to be
more representative on a number of vari-
ables than a simple random sample.
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Stratified Sampling

Advantages

1. Representativeness of relevant variables is ensured.
2. Comparisons can be made to other populations,

3. Selection is made from a homogeneous group.

4. Sampling error is reduced.

Disadvantages

1. Knowledge of the population prior to selection is required.
2. The procedure can be costly and time consuming,.

3. It can be difficult to find a sample if incidence is low.
4. Variables that define strara may not be relevant.

Stratified sampling can be applied in two
different ways. Proportionate stratified sam-
pling includes strata with sizes based on their
proportions in the population. If 30% of the
population is adults ages 18-24, then 30%
of the total sample will be subjects in this age
group. This procedure is designed to give
each person in the population an equal
chance of being selected. Disproportionate
stratified sampling is used to oversample or
overrepresent a particular stratum. The
approach is used because that stratum is con-
sidered important for marketing (targeting),
advertising, or other similar reasons. For
example, a radio station that targets 25-54-
year-olds may have ratings problems with
the 25-34-year-old group. In a telephone
study of 400 respondents, the station man-
agement may wish to have the sample repre-
sented as follows: 70% in the 25-34 group,
20% in the 35-49 group, and 10% in the
50-54 group. This distribution would allow
researchers to break the 25-34 group into
smaller subgroups, such as males, females,
fans of certain stations, and other subcate-
gories, and still have reasonable sample
sizes.

The usual sampling procedure is to select
one unit or subject at a time, but this requires
the researcher to have a complete list of the

population. In some cases, there is no way to
obtain such a list. One way to avoid this
problem is to select the sample in groups or
categories; this procedure is known as cluster
sampling. For example, analyzing magazine
readership habits of people in Wisconsin
would be time-consuming and complicated
if individual subjects were randomly selected.
With cluster sampling, the state can be
divided into districts, counties, or ZIP code
areas, and groups of people can be selected
from each area.

Cluster sampling creates two types of
errors: errors in defining the initial clusters
and errors in selecting from the clusters.
For example, a ZIP code area may contain
mostly residents of a low socioeconomic sta-
tus who are unrepresentative of the rest of
the state; if selected for analysis, such a
group may create problems with the results.
To help control such error, most researchers
suggest using small areas or clusters, both to
decrease the number of elements in each clus-
ter and to maximize the number of clusters
selected.

In many national studies, researchers use
a form of cluster sampling called multistage
sampling, in which individual households
or people (not groups) are selected. Figure 4.2
illustrates a four-stage sequence for a
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Figure 4.2 Census Tracts
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Cluster Sampling

Advantages

1. Only part of the population need be enumerated.

2. Costs are reduced if clusters are well defined.

3. Estimates of cluster parameters are made and compared to the population.

Disadvantages
1. Sampling errors are likely.

2. Clusters may not be representative of the population.
3. Each subject or unit must be assigned to a specific cluster.

nationwide survey. First, a cluster of counties
(or another specific geographic area) in the
United States is selected. Researchers then
narrow this cluster by randomly selecting a
county, district, or block group within the
principal cluster. Next, individual blocks
are selected within each area. Finally, a con-
vention such as “the third household from
the northeast corner” is established. Apply-
ing the selection formula in the stages just
described can thus identify the individual
households in the sample.

In many cases, it is also necessary to ran-
domly select an individual in a given house-
hold. Researchers usually cannot count on
being able to interview the person who

happens to answer the telephone. Denmio-
graphic quotas may be established for a
research study, which means that a certain
percentage of all respondents must be of a
certain gender or age. In this type of study,
researchers determine which person in the
household should answer the questionnaire
by using a form of random-numbers table,
as illustrated in Table 4.2.

To obtain a random selection of indivi-
duals in the selected households, the inter-
viewer simply asks each person who
answers the telephone, “How many people
are there in your home who are age 18 or
older?” 1f the first respondent answers
“Five,” the interviewer asks to speak to the

Table 4.2 Example of Matrix for Selecting Respondents at Random

Number of People in Household

Person to interview:

2 3 4 5 6 7
2 1 3 5 5 7
1 3 4 3 2 6
2 2 1 4 1

1 2 6

S
—
“ N W b
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fifth-oldest person in the home. Each time a
call is completed, the interviewer checks off
on the table the number representing the per-
son questioned. If the next household called
also has five family members, the interviewer
moves to the next number in the 5 column
and asks to talk to the third-oldest person in
the home,

The same table can be used to select
respondents by gender; that is, the interviewer
could ask, “How many men who are age 18
or older live in your home?” The interviewer
could then ask for the nth-oldest male,
according to the requirements of the survey.

Because the media are complex systems,
researchers frequently encounter complicated
sampling methods, known as hybrid situa-
tions. Consider a study that attempts to
determine the potential for an interactive
channel for a local newspaper on cable or
satellite systems, such as the ACTIVE chan-
nel on DirecTV, This problem requires inves-
tigating readers and nonreaders of the
newspaper in addition to cable/satellite sub-
scribers and nonsubscribers. The research
therefore requires random sampling from
the following four groups:

Group A: Subscribers/Readers

Group B: Subscribers/Nonreaders
Group C: Nonsubscribers/Readers
Group D: Nonsubscribers/Nonreaders

The researcher must identify each subject
as belonging to one of these four groups. If
three variables are involved, sampling from
eight groups is required, and so on. In other
words, researchers are often faced with com-
plicated sampling situations that involve
numerous steps.

SAMPLE SIZE

Determining an adequate sample size is one
of the most controversial aspects of sam-
pling. How large must a sample be to

provide the desired level of confidence in
the results? Unfortunately, there is no simple
answer. Certain sample sizes are suggested
for various statistical procedures, but no sin-
gle sample-size formula or method is avail-
able for every research method or statistical
procedure. For this reason, we advise you to
search the Internet for “sample size™ deter-
mining and “sample size™ formula.

The size of the sample required for a
study depends on at least one or more of
the following seven factors: (1) project type,
(2) project purpose, (3) project complexity,
(4) amount of error tolerated, (5) time con-
straints, (6) financial constraints, and (7) pre-
vious research in the area. Research designed
as a preliminary search for general indica-
tions does not usually require a large sample.
However, projects intended to answer signif-
icant questions (those designed to provide
information for decisions involving large
sums of money or decisions that may affect
people’s lives) require high levels of precision
and therefore large samples.

A few general principles guide researchers
in determining an acceptable sample size.
These suggestions are not based on mathe-
matical or statistical theory, but they provide

a starting point in most cases.

1. A primary consideration in determin-
ing sample size is the research method used.
Focus groups (see Chapter 5) use samples of
6-12 people, but the results are not intended
to be generalized to the population from
which the respondents are selected. Samples
with 10-50 subjects are commonly used for
pretesting measurement instruments and
pilot studies and for conducting studies that
will be used only for heuristic value. Keep in
mind that it is possible to conduct numerous
focus groups and have a sample equal to or
greater than another research approach, such
as a telephone study.

2. Researchers often use samples of 50, 75,
or 100 subjects per group, or cell, such as



National Sampling

Most novice researchers believe that conduct-
ing a study using a national sample is an
impossible task, particularly in reference to
obtaining a national sample. On the contrary,
national studies are simple to conduct because
dozens of survey sampling companies can pro-
vide almost any type of national sample. If

adults 18-24 years old. This base figure is
used to “back in” to a total sample size. For
example, assume a researcher plans to conduct
a telephone study with adults 18-54. Using
the normal mass media age spans of 18-24,
25-34, 35-44, and 45-54, the researcher
would probably consider a total sample of
400 as satisfactory (100 per age group/cell).
However, the client may also wish to investi-
gate the differences in opinions and attitudes
among men and women separately, which
produces a total of eight age cells. In this
case, a sample of 800 would be used—100
for each of the cell possibilities. Realistically,
not many clients in private-sector research are
willing to pay for a study with a sample of 800
respondents (approximately $65,000 for a
20-minute telephone interview). More than
likely, the client would accept 50 respondents
in each of the eight cells, producing a sample
of 400 (8 x 50).

3. Cost and time considerations always
control sample size. Although researchers
may wish to use a sample of 1,000 for a
survey, the economics of such a sample are
usually prohibitive. Research with 1,000
respondents can easily cost more than
$75,000. Most research is conducted using a
sample size that conforms to the project’s
budget. If a smaller sample is forced on a
researcher by someone else (a client or a proj-
ect manager), the results must be interpreted
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you're interested in conducting a national
study, search the Internet for “survey sampling”
companies. The only thing you need to do is
explain the type of respondent you're inferested
in interviewing or studying. The company can
develop a list for you in a few hours.

with caution. However, considering that
reducing a sample size from 1,000 to 400
(for example) reduces the sampling error by
only a small percentage, researchers may be
wise to consider using smaller samples for
most projects.

4. Multivariate studies require larger sam-
ples than do univariate studies because they
involve analyzing multiple response data (sev-
eral measurements on the same subject). One
guideline recommended for multivariate stud-
ies is as follows: 50 = very poor; 100 = poor;
200 = fair; 300 = good; 500 = very good;
1,000 = excellent (Comrey & Lee, 1992).
Other researchers suggest using a sample of
100 plus 1 subject for each dependent vari-
able in the analysis (Gorsuch, 1983).

5. For panel studies, central location test-
ing, focus groups, and other prerecruit pro-
jects, researchers should always select a
larger sample than is actually required. The
larger sample compensates for those subjects
who drop out of research studies for one rea-
son or another, and allowances must be
made for this in planning the sample selec-
tion. High dropout rates are especially prev-
alent in panel studies, where the same group
of subjects is tested or measured frequently
over a long period of time. Researchers can
expect 10-25% of the sample to drop out of
a study before it is completed, and 50% or
more is not uncommon.
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6. Use information available in published
research. Consulting other research provides
a starting point. If a survey is planned and
similar research indicates that a representa-
tive sample of 400 has been used regularly
with reliable results, then a sample larger
than 400 may be unnecessary.

7. Generally speaking, the larger the sam-
ple, the better. However, a large unrepresen-
tative sample (the Law of Large Numbers) is
as meaningless as a small unrepresentative
sample, so researchers should not consider
large numbers alone. Sample quality is always
more important in sample selection than mere
size. During our 35-plus years of research, we
have found that a sample size of less than 30
in a given cell (such as females 18-24) pro-
duces unstable results.

SAMPLING ERROR

Because researchers deal with samples from
a population, there must be some way for
them to compare the results of (or make
inferences about) what was found in the
sample to what exists in the target popula-
tion. However, as mentioned earlier, when-
ever a sample from a population is studied,
the results from the sample (observed mea-
surements) will differ to some degree from
what theoretically exists in the population
(expected measurements). Computing the
error due to sampling provides an estimate
of the difference between observed and
expected measurements and is the founda-
tion of all research interpretation.

There are two important terms related to
computing errors due to sampling: (1) stan-
dard error (designated as SE) and (2) sam-
pling error, which is also referred to as
margin of error or confidence interval (desig-
nated as se or m, or CI). Standard error
relates to the population and how samples
relate to that population. If a large number
of samples are selected from a population,
the data (or statistical information) from

those samples will fall into some type of pat-
tern. The standard error of a statistic is the
standard deviation (average difference of
scores from the population mean) of the sam-
pling distribution of that statistic. Standard
error is closely related to sample size—as
sample size increases, the standard error
decreases.

Sampling error provides an indication of
how close the data from a sample are to the
population mean. A low sampling error indi-
cates that there is less variability or range in
the sampling distribution.

For example, assume we wish to measure
attitudes of 18-24-year-old viewers in Den-
ver, Colorado, toward a new television pro-
gram. Further, assume that all the viewers
produce an average score of 6.0 on a 10-
point program appeal measurement scale.
Some viewers may dislike the program and
rate the show 1, 2, or 3; some may find it
mediocre and rate it 4, 5, 6, or 7; and the
remaining viewers may like the show a lot
and rate it 8, 9, or 10. The differences
among the 18-24-year-old viewers provide
an example of how sampling error may
occur. If we asked each viewer to rate the
show in a separate study and each one rated
the program a 6, then no error exists. How-
ever, an error-free sample is highly unlikely.

Respondent differences do exist; some
dislike the program and others like it
Although the average program rating is 6.0
in the hypothetical example, it is possible to
select a sample from the population that does
not match the average rating. A sample could
be selected that includes only viewers who
dislike the program. This-would misrepresent
the population because the average appeal
score would be lower than the mean score.
Computing the percentage of sampling error
allows researchers to assess the amount of
risk involved in accepting research findings
as “real.”

Computing sampling error is appropriate
only with probability samples. Sampling



error cannot be computed with research that
uses nonprobability samples because not
everyone has an equal chance of being
selected. This is one reason nonprobability
samiples are used only in preliminary research
or in studies where error is not considered as
important.

Sampling error computations are essen-
tial in research and are based on the concept
of the central limit theorem. In its simplest
form, the theorem states that the sum of
a large number of independent and identi-
cally distributed random variables (or sam-
pling distributions) has an approximate
normal distribution. A theoretical sampling
distribution is the set of all possible samples
of a given size. This distribution of values is
described by a bell-shaped curve or normal
curve (also known as a Gaussian distribu-
tion, after Karl F. Gauss, a German mathe-
matician and astronomer who used the
concept to analyze observational errors).
The normal distribution is important in com-
puting sampling error because sampling
errors (a sampling distribution) that are
made in repeated measurements tend to be
normally distributed.

Chapter 4 Sampling 107

Computing sampling error is a process of
determining, with a certain amount of confi-
dence, the difference between a sample and
the target population. Error can occur by
chance or through some fault of the research
procedure. However, when probability sam-
pling is used, the incidence of error can be
determined because of the relationship
between the sample and the normal curve.
A normal curve, as shown in Figure 4.3, 1s
symmetrical about the mean or midpoint,
which indicates that an equal number of
scores lies on either side of the midpoint.

Confidence Level and

Confidence Interval

Sampling error involves two concepts: con-
fidence level and confidence interval. After
a research project is conducted, the
researcher estimates the accuracy of the
results in terms of a level of confidence
that the results lie within a specified inter-
val. The confidence level indicates a degree
of certainty (as a percentage) that the results
of a study fall within a given range of
values. Typical confidence levels are 95%
and 99%. The confidence interval (margin

Figure 4.3 Areas under the Normal Curve
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of error or sampling error) is a plus-
or-minus percentage that is a range within
the confidence level. For example, if a 5%
confidence interval is used and 50% of the
sample gives a particular answer for a ques-
tion, the actual result for that question falls
between 45% and 55% (50 + 5).

When using the confidence level and
confidence interval together, researchers
using a 95% confidence level with a
+5% confidence interval can say that they
are 95% sure their results are accurate
within £5%.

In every normal distribution, the stan-
dard deviation defines a standard (or aver-
age) unit of distance from the mean of the
distribution to the outer limits of the distri-
bution. These standard deviation interval
units (z-values) are used in establishing the
confidence interval that is accepted in a
research project. In addition, the standard
deviation units indicate the amount of stan-
dard error. For example, using a confidence
level of +1 or —1 standard deviation unit—
1 standard error—says that the probability
is that 68% of the samples selected from
the population will produce estimates
within that distance from the population
value (1 standard deviation unit; see
Figure 4.3).

Researchers use a number of different
confidence levels. Greater confidence in
results is achieved when the data are tested
at higher levels, such as 95% or 99%.
Research projects that are preliminary in
nature or whose results are not intended to
be used for significant decision making can
and should use more conservative confi-
dence levels, such as 68%. Conducting
research that deals with human subjects is
difficult enough on its own, without further
complicating the work with highly restric-
tive confidence levels. The researcher must
balance necessity with practicality. For
instance, a researcher might need to ask
whether an investigation concerning tastes

and preferences in music should be tested
at a confidence level of 95% or 99%. The
answer is neither. In fact, the necessity for
confidence levels and confidence intervals in
behavioral research is under debate.
Research is often judged as good or bad
depending on whether a study is “statisti-
cally significant,” not on whether the study
contributed anything to the advancement of
knowledge. Statistical significance alone
does not anoint a research project as scien-
tific; a nonsignificant finding is as important
to knowledge as a study that “finds™ statis-
tical significance.

The areas under the normal curve in
Table 3 of Appendix 1 are used to determine
other confidence levels. For example, the
68% confidence level (0.34 on either side of
the mean) corresponds to 1.00 standard
error; the 95% level corresponds to 1.96
standard errors; and the 99% interval corre-
sponds to 2.576 standard errors. If the statis-
tical data from the sample fall outside the
range set by the researcher, the results are
considered significant.

Computing Sampling Error

The essence of statistical hypothesis testing
is to draw a sample from a target popula-
tion, compute some type of statistical mea-
surement, and compare the results to the
theoretical sampling distribution. The com-
parison determines the frequency with
which sample values of a statistic are
expected to occur.

There are several ways to compute sam-
pling error, and no single method is appro-
priate for all sample types or all situations. In
addition, error formulas vary in complexity.
One error formula, designed for use with
dichotomous (yes/no) data, that estimates
audience size for certain TV programs during
certain time periods uses the standard error
of a percentage derived from a simple ran-
dom sample. If the sample percentage
(those who answered yes) is designated as



p, the size of the sample as N, and the sam-
pling error as se, the formula is:

p(100 — p)

se(p) = N x Z for associated

confidence level

Suppose a sample of 500 households pro-
duces a rating (or estimate of the percentage
of viewers) of .20 for a particular show. This
means that 20% of those households were
turned to that channel at that time. At the
95% confidence level, which has an associ-
ated z-value of 1.96, the formula can be used
to calculate the sampling error of this view-
ership percentage as follows:

2960)

se(p) = VS00 * 1.96 = +3.2%

At the 99% confidence level, the sam-
pling error percentage is:

20(80)

se(p) = \/ 500 > 2.57 =14.6%
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This information can be used to calculate
confidence intervals at various confidence
levels. For example, to calculate the confi-
dence interval at the 0.68 confidence level,
simply add and subtract 1 standard error
from the percentage (see Table 4.3). (Note
that 68% of the normal curve is encom-
passed by plus and minus one standard
error.) Thus, we are 68% confident that the
true rating lies somewhere between 18.21
{20 - 1.79) and 21.79 (20 + 1.79).

If we want to have greater confidence in
our results, we can calculate the confidence
interval at the 0.95 confidence level by mul-
tiplying by the associated z-value for 2 stan-
dard deviation units, which is 1.96 x se(p).
In our example with 500 respondents and a
TV rating of 20%, the sampling error at the
95% confidence level would be +3.50.

As mentioned earlier, sampling error is
directly related to sample size. The error fig-
ure improves as the sample size is increased,
but it does so in relatively small decreasing

Confidence level %

68
95
99

Associated z-Value to Use in Sample Error Formula

1.00
1.96
2.57

Table 4.3 Finding Error Rate Using a Rating of 20 {68% Confidence Level)

Sample Size Error Lower Limit Upper Limit
600 +1.63 18.37 21.63
700 +1.51 18.49 21.51
800 +1.41 18.59 21.41
900 +1.33 18.67 21.33
1,000 +1.26 18.74 21.26
1,500 +1.03 18.97 21.03
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increments. Thus, a small increase in sample
size does not provide a huge reduction in
error, as illustrated by Table 4.3. As can be
seen, even with a sample of 1,500, the
standard error is only 0.75 better than with
the sample of 500 computed previously. A
researcher needs to determine whether the
increase in time and expense created by
1,000 additional subjects justifies such a pro-
portionally small increase in precision.
Table 4.4 shows the amount of error at
the 95% and 99% confidence level for mea-
surements that contain dichotomous vari-
ables (such as yes/no). For example, using a
95% confidence level, with a sample of
1,000 and a 30% “yes” response to a ques-
tion, the probable error due to sample size
alone is £2.8. This means that we are 95%
sure that our values for this particular ques-
tion fall between 27.2% and 32.8%.
Sampling error is an important concept in
all research areas because it provides an indi-
cation of the degree of accuracy of the
research. Research studies published by large
audience measurement firms such as Arbitron
and A. C. Nielsen are required by the Media
Rating Council (MRC) to include simplified
charts to assist in determining sampling
error. In addition, each company provides
some type of explanation about error, such
as the Arbitron statement entitled “Descrip-
tion of Methodology” contained in every rat-
ings publication and in Arbitron’s eBook:

Arbitron estimates are subject to statistical
variances associated with all surveys [that]
use a sample of the universe... . | Tlhe accu-
racy of Arbitron estimates, data and reports
and their statistical evaluators cannot be
determined to any precise mathematical
value or definition.

For its PPM (Portable People Meter) rat-
ings, Arbitron’s eBook states:

PPM ratings are based on audience esti-
mates and are the opinion of Arbitron

and should not be relied on for precise
accuracy or precise representativeness of a
demographic or radio market.

Statistical error due to sampling is found
in all research studies. Researchers must pay
specific attention to the potential sources of
error in any study. Producing a study riddled
with error is tantamount to never having
conducted the study at all. If the magnitude
of error were subject to accurate assessment,
researchers could simply determine the
source of error and correct it. Because this
is not possible, they must accept error as
part of the research process, attempt to
reduce its effects to a minimum, and remem-
ber always to consider its presence when
interpreting their results.

To use these tables, first find the response
percentage in a column at the top of the table
and find the sample size in the left column—
then go across for the appropriate sampling
error estimate. For example, if 50% of the
respondents in a sample of 400 agree with
a particular statement, the estimated amount
of error associated with this answer is
+4.9%. That is, the “actual” response
ranges from 45.1% to 54.9%. At the 99%
confidence level, the estimated amount of
error associated with the answer is £6.4%.

FINITE POPULATION
CORRECTION FACTOR

Some researchers contend that if sampling is
done without replacement for a small popu-
lation, it is necessary to adjust the computed
sampling error by a factor known as the
Finite Population Correction Factor (FPCF).

The usual approach is to use FPCF if the
sample is more than 5% of the population.
The correction factor supposedly accounts
for the fact that a parameter can better be
estimated from a small population when a
large portion of that population’s units is
sampled.
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Table 4.4 Sampling Error at 95% and 99% Confidence Levels

Sampling Error at 95% Confidence Level

Resultis: 1% 5% 10% 15% 20% 25% 30% 35% 40% 45%
or or or or or or or or or or 50%
99% 95% 90% 83% 80% 75% 70% 65% 60% 55%

Sample
Size

10 6.2 13.5 18.6 221 248 268 284 296 304 30.8 31.0
20 4.4 9.6 13.1 15.6 WZ2SHRIO R O K2 O SO IS 21.8 219

30 3.6 7.8 10.7 12.8 143 155 164 171 175 17.8 17.9
40 3.1 6.8 D) Ok 124 134 142 148 152 15.4 155
50 2.8 6.0 8.3 ) 111 1208 & 1978 813028136 13.8 139
75 2.3 4.9 6.8 8.1 9.1 98 104 108 11.1 11.3 11.3

100 2.0 4.3 5.9 7.0 7.8 8.5 9.0 9.3 9.6 98 98

30600 Loy 30"k 4.2 0 4ok 5.5 =g Zand Goal G365 MED
300 1.1 25 34 40 45 49 52 54 55 56 5.7
400 I80m 201 29 3.541 oife 40l Bste 4784 4341 40 aRER0
500 87 19 26 31 35 38 40 42 43 44 44
600 80 17 24 29 32 35 37 38 39 40 40
700 FAR G E 220 2610 30N BRI 3EEIBS |3 BN 3.7 EW
800 698 M2 « 2500 284 30 0, 328 33 3= Eegls
900 65 Sl AN 2084 23 7 24 25 Bodk 3180 38 BN iG

1,000 62 | LApbaO®y 22 - 2.5. 27 ‘28 30' 30, 31 ™Em

1,200 S6 12 17 20 23 25 26 27 28 28 28

2,000 A4 96 3T 1o 1A 9 200 TR 2 2 MR

3,000 36 ol T ndra 1310 dame 15016 17 18 13 wilks

4,000 a1t 68 K 93w 1Lawmr 120w (13 Jdem 15 1S 1.5 mefhs

5,000 28 60 83 99 11 12 13 13 14 14 14

(Continued)
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Table 4.4 (Continued)

Sampling Error at 99% Confidence Level

Resultis: 1% 5% 10% 15% 20% 25% 30% 35% 40% 45%
or or or or or or or or or or 50%
99% 95% 90% 85% 80% 75% 70% 65% 60% 55%
Sample
Size
10 8.1 17.7 244 290 325 352 372 388 398 40.4 40.6
20 5.7 12.5 17.2 205 230 249 263 274 282 28.6  28.7
30 4.7 10.2 14.1 16.8 188 203 215 224 230 23.3 235
40 4.0 8.9 122 145 163 176 186 194 199 20.2 20.3
50 3.6 7.9 109 13.0 145 157 167 17.3 178 18.1 18.2
75 3.0 6.5 89 106 119 129 13.6 142 145 148 14.8
100 2.6 5.6 727 92 103 11.1 118 123 126 12.8 129
200 1.8 4.0 5.5 6.5 7.3 7.9 83 8.7 8.9 909
300 1.5 32 4.5 5.3 Sl 6.4 6.8 7.1 7.3 74 74
400 1.3 2.8 3.9 4.6 5.1 5.6 5.9 6.1 6.3 64 64
500 1.1 2.5 34 4.1 4.6 5.0 53 5.5 5.6 5.7 57
600 1.0 2.3 3.1 3.7 4.2 4.5 4.8 5.0 5.1 S22 MRS
700 1.0 2.1 2.9 3.5 3.9 4.2 4.5 4.6 4.8 48 49
800 90 2.0 27 3.2 3.6 3.9 4.2 4.3 4.5 4.5 45
900 .85 1.9 2.6 3.1 3.4 3.7 3.9 4.1 4.2 43 43
1,000 .81 1.8 2.4 2.9 33 3.5 3.7 3.9 4.0 4.0 4.1
2,000 .57 1.3 1.7 2a 2.3 2.5 2.6 2.7 2.8 29 29
3,000 A7 1.0 1.4 1.7 1.9 2.0 22 2.2 2.3 250 RS
4,000 .40 .89 1.2 1.5 1.6 1.8 1.9 1.9 2.0 20 20
5,000 .36 .79 11 1.3 1.5 1.6 1.7 1.7 1.8 1.8 1.8




FPCF is calculated using this formula
(where N = population and n = sample size):

N-n

N-1

This number is then multiplied by the
sampling error values using the formula
shown on page 109.

In 2007, Adam Pieniazek, a student at the
University of Massachusetts in Amherst, wrote
a lucid description of the value of FPCF:

FPCF =

When a sample is greater than 5% of the
population from which it is being selected
and the sample is chosen without replace-
ment, the finite population correction fac-
tor should be used. The adjusted z-value
would be larger than the normal z-value,
meaning that the value is more standard
deviations from the middle than in a non-
adjusted z-value.

This factor adjusts the z-value to show
the extra precision obtained from the sample
size being a greater fraction of the popula-
tion size than normal. Since the standard
deviation becomes smaller as the sample
size increases, the FPCF shows that a value
in a large sample size not at or near the mean
is a greater number of standards deviations
from the mean than in a small sample size. In
other words, it’s rarer for a value in a large
sample size to be far away from the mean
compared to a small sample size.

Sample Weighting

In an ideal study, a researcher has enough
respondents or subjects with the required
demographic, psychographic (why people
behave in specific ways), or lifestyle character-
istics. The ideal sample, however, is rare due
to the time and budget constraints of most
research. Instead of canceling a research proj-
ect because of sampling inadequacies, most
researchers utilize a statistical procedure
known as weighting, or sample balancing.
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That is, when the subject totals in given cate-
gories do not reach the necessary population
percentages, subjects’ responses are multiplied
(weighted) to allow for the shortfall. A single
subject’s responses may be multiplied by 1.3,
1.7, 2.0, or any other figure to reach the pre-
determined required level.

While weighting can be a useful technique
in some instances, the procedure remains a
highly controversial data manipulation tech-
nique, especially in broadcast ratings and
some nationally recognized surveys by col-
leges and universities. The major questions
are: (1) Who should be weighted? and
{2) How much weighting should be included?
Both of these areas can create research that
can be considered bad science. Weighting is
discussed in greater detail in Chapter 14.

SUMMARY

To make predictions about events, concepts,
or phenomena, researchers must perform
detailed, objective analyses. One procedure
to use in such analyses is a census, in which
every member of the population is studied.
Conducting a census for each research proj-
ect is impractical, however, and researchers
must resort to alternative methods. The most
widely used alternative is to select a random
sample from the population, examine it, and
make predictions from it that can be general-
ized to the population. There are several pro-
cedures for identifying the units that make up
a random sample.

If the scientific procedure is to provide
valid and useful results, researchers must
pay close attention to the methods they use
in selecting a sample. This chapter described
several types of samples commonly used in
mass media research. Some are elementary
and do not require a great deal of time or
resources; others entail great expense and
time. Researchers must decide what costs
and time are justified in relation to the results
generated.
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Sampling procedures must not be consid-
ered lightly in the process of scientific inves-
tigation. It makes no sense to develop a
research design for testing a valuable hypoth-
esis or research question and then nullify this
effort by neglecting correct sampling proce-
dures. These procedures must be continually
scrutinized to ensure that the results of an
analysis are not sample-specific—that is,
that the results are not based on the type of
sample used in the study.

Key Terms

Purposive sampling
Qualified volunteer
sample
Quota sample
Random digit dialing
Random error
Random sample
Sample
Sample balancing
Sample weighting
Sampling bias
Sampling design
Sampling error
Sampling frame
Sampling interval
Snowball sample
Standard error
Stratified sampling

Available sample
Census
Central limit theorem
Cluster sampling
Confidence interval
Confidence level
Convenience sample
Finite Population
Correction Factor
Gaussian distribution
Law of Large
Numbers
Measurement error
Multistage sampling
Nonprobability
sample
Normal curve
Normal distribution

Parameters Systematic random

Periodicity sampling

Population Unqualified volunteer

Probability sample sample

Proportionate Volunteer sample
stratified sampling ~ Weighting

o) .
“w# Using the Internet
s

Search the Internet for:

e “research sampling”

¢ “types of research samples”

¢ “sample size” recommendations

e “sample size” suggestions

¢ “random sample”
¢ “sampling methods” research
* sample weighting

If you need a random-number generator,
search for “random number generator.” Sampling
error and sample size calculators are located at
www.wimmerdominick.com.

Questions and Problems for
Further Investigation

1. Using available samples in research has long
been a target for heated debate. Some research-
ers say that available samples are inaccurate
representations of the population; others
claim that if a concept or phenomenon exists,
it should exist in an available sample as well as
in a random sample. Which argument do you
support? Explain your answer.

2. Many research studies use small samples.
What are the advantages and disadvantages
of this practice? Can any gain other than cost
savings be realized by using a small sample in a
research study?

3. Which sampling technique might be appropri-
ate for the following research projects?

+ A pilot study to test whether people under-
stand the directions to a telephone
questionnaire

¢ A study to determine who buys DVD or
MP3 players

e A study to determine the demographic
makeup of the audience for a local television
show

* A content analysis of commercials aired dur-
ing Saturday morning children’s programs

¢ A survey examining the differences between
newspaper readership in high-income
households and low-income households

4. The average person has little understanding of
research procedures, and this is why so many
people are persuaded by arguments if the
source simply uses the word research as an
argument to support his or her ideas. To dem-
onstrate this for yourself, conduct your own
Jay Leno “Jaywalking” survey and ask 10 or



more people who don’t know anything about
research this question: If a nationwide study
were conducted to find out people’s ratings of
a new television show, how many people do
you think would be necessary to include in
the study so that the results could be general-
ized to the entire nation? How surprised are
you with your results?

5. Try to find at least five articles in mass media
journals where a sample of subjects or respon-
dents was used. Does the article provide a
detailed explanation of how the sample was
selected? If an unqualified volunteer sample was
used, how is the value of the sample, and there-
fore the study itself, explained in the article?

6. Search the Internet for the poll results for the
2012 U.S. presidential election. Which polls
were close to the actual vote? Which polls
were not close? What are the potential pro-
blems with conducting national voting polls?

For additional resources, go to www.wimmer
dominick.com and www.cengagebrain.com.

References and Suggested
Readings

Note: New books on sampling are published frequently.
Search the Internet for “research sampling books”
and “research sampling” to find the most recent
additions to the huge list of available materials.
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Part Two proceeds from a general discussion
of research to specific research techniques.
Chapter 5 discusses qualitative analysis,
which relies mainly on the analysis of visual
data (observations) and verbal data (words)
that reflect everyday experience. Chapter 6
discusses content analysis, which focuses
on words and other message characteristics
but is conducted in a more systematic and
measured way. Chapter 7 discusses survey
research, which relies on greater quantification
and greater measurement sophistication than
either qualitative research or content analysis.
However, this sophistication comes with a
price: Increasing quantification narrows the
types of research questions that can be
addressed. That is, research depth is sacrificed
to gain research breadth. Chapter 8 discusses
longitudinal research, and, finally, Chapter 9
concludes Part Two with a discussion of
experimental methods, which are among the
most precise, complex, and intricate of
methodologies.

AIMS AND PHILOSOPHY

Discussing the qualitative research approach
can be confusing because there is no commonly
accepted definition of the term qualitative. In
fact, some qualitative researchers resist defining
the term at all for fear of limiting the technique.
The task is further complicated because of the
several levels of reference connected with the
term. The word qualitative has been used to
refer to (1) a broad philosophy and approach
to research, (2) a research methodology, and
(3) a specific set of research techniques. To bet-
ter understand this area, it is helpful to step
back and examine some general considerations
related to social science research,

Neuman (1997) and Blaikie (1993) sug-
gest that there are three distinct approaches
to social science research: positivist (or objec-
tivist), interpretive, and critical. Each of these
represents a model or a paradigm for
rescarch—an  accepted  set  of theories,
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procedures, and assumptions about bhow
researchers look at the world. Paradigms
are based on axioms, or statements that are
universally accepted as true. Paradigms are
important because they are related to the
selection of research methodologies.

The positivist paradigm is the oldest and
still the most widely used in mass media
research. Derived from the writings of philoso-
phers such as Comte and Mill, positivism is the
paradigm most used in the natural sciences.
When the social sciences developed, research-
ers modified this technique for their own pur-
poses. The positivist paradigm involves such
concepts as quantification, hypotheses, and
objective measures. The positivist paradigm
is the one that underlies the approach of this
book.

Interpretive social science traces its roots
to Max Weber and Wilhelm Dilthey. The
aim of the interpretive paradigm is to under-
stand how people in everyday natural set-
tings create meaning and interpret the
events of their world. This paradigm became
popular in mass media research during the
1970s and 1980s and gained added visibility
in the 1990s and the new century.

The critical paradigm draws on analysis
models used in the humanities. Critical
researchers are interested in such concepts
as the distribution of power in society and
political ideology. Though useful in many
cases, a consideration of the critical para-
digm is beyond the scope of this book. Inter-
ested readers should consult Hall (1982). At
the risk of oversimplification, in the rest of
this section we compare the positivist and
interpretive paradigms.

The positivist paradigm differs from the
interpretive paradigm along three main
dimensions. First, the two approaches have
a different philosophy of reality. For the pos-
itivist researcher, reality is objective; it exists
apart from researchers and can be -séen by
all. In other words, it is out there. For the
interpretive researcher, there is no single
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reality. Each observer creates reality as part of
the research process. It is subjective and exists
only in reference to the observer. Perhaps a
classic example will help here. If a tree falls
in a forest and there is no one there to hear
it, does it make a sound? On the one hand, a
positivist would answer yes—reality doesn’t
depend on an observer; it exists independently.
On the other hand, an interpretive researcher
would say no sound was made—reality exists
only in the observer. Furthermore, the positiv-
ist researcher believes that reality can be
divided into component parts, and knowledge
of the whole is gained by looking at the parts.
In contrast, the interpretive researcher exam-
ines the entire process, believing that reality is
holistic and cannot be subdivided.

Second, the two approaches have differ-
ent views of the individual. The positivist
researcher believes that all human beings
are basically similar and looks for general
categories to summarize their behaviors or
feelings. The interpretive researcher believes
that human beings are fundamentally differ-
ent and cannot be pigeonholed.

Third, positivist researchers aim to gener-
ate general laws of behavior and explain
many things across many settings. In con-
trast, interpretive researchers attempt to pro-
duce a unique explanation about a given
situation or individual. Whereas positivist
researchers strive for breadth, interpretive
researchers strive for depth.

The practical differences between these
approaches are perhaps most apparent in
the research process. The following five
major research areas demonstrate significant
differences between the positivist and inter-
pretive approaches:

1. Role of the researcher. The positivist
researcher strives for objectivity and is sepa-
rated from the data. The interpretive
researcher is an integral part of the data; in
fact, without the active participation of the
researcher, no data exist.

2. Design. For a positivist, the design of a
study is determined before it begins. In inter-
pretive research, the design evolves during
the research and can be adjusted or changed
as the research progresses.

3. Setting. The positivist researcher tries to
limit contaminating and confounding variables
by conducting investigations in controlled set-
tings. The interpretive researcher conducts stud-
ies in the field, in natural surroundings, trying
to capture the normal flow of events without
controlling extraneous variables.

4. Measurement instruments. In positivist
research, measurement instruments exist
apart from the researcher; another party
could use the instruments to collect data in
the researcher’s absence. In interpretive
research, the researcher is the instrument;
no other individual can substitute.

5. Theory building. Where the positivist
researcher uses research to test, support, or
reject theory, the interpretive researcher
develops theories as part of the research
process—theory is “data driven” and
emerges as part of the research process,
evolving from the data as they are collected.

A researcher’s paradigm has a great influ-
ence on the specific research methods the
researcher uses. As Potter (1996) explains,
“Two scholars who hold different beliefs [para-
digms] ... may be interested in examining the
same phenomenon but their beliefs will lead
them to set up their studies very differently
because of their differing views of evidence,
analysis and the purpose of the research™
(p. 36). The positivist approach is most closely
associated with quantitative content analysis,
surveys, and experiments, techniques discussed
in detail in subsequent chapters. The interpre-
tive approach is most closely connected with the
specific research methods discussed in this
chapter. Research methods, however, are not
conscious of the philosophy that influenced
their selection. It is not unusual to find a
positivist using focus groups or intensive



interviewing, two methods commonly catego-
rized as qualitative, in connection with a
quantitative study. Nor is it rare to find an inter-
pretive researcher using numbers from a survey
or content analysis. Thus, the guidelines for
focus groups discussed in this chapter, or the
discussion of survey research in a subsequent
chapter, are relevant to both paradigms.
Although the methods may be the same, the
research goal, the research question, and
the way the data are interpreted are quite
different.

To use a concrete example, assume that a
positivist researcher is interested in testing
the hypothesis that viewing negative political
ads increases political cynicism. The
researcher conducts focus groups to help
develop a questionnaire that measures cyni-
cism and exposure to what is defined as neg-
ative advertising. A statistical analysis is then
conducted to determine if these two items are
related and if the hypothesis is supported.

An interpretive researcher interested in the
same question might also conduct focus groups,

Methodology and Methods

The words methodology and methods are
sometimes confused. Methodology is the study
of methods and the underpinning philosophical
assumptions of the research process itself. Dif-
ferent research questions suggest different meth-
odologies. A researcher interested in how the
Internet affects copyright laws would probably
choose the methodology of legal research. A
researcher who wants to trace how radio pro-
gramming has evolved since the introduction of
television would probably choose historical
methodology. A study about the effects of tele-
vision on children might use scientific methodol-
ogy. In short, methodology deals with the
question of “why” to do research in a certain
way, It is a guide to what problems are worth
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but the questions discussed in the groups con-
centrate on how group members interpret a
political ad, what meanings they derive from a
negative ad, the context of their viewing, and
what makes them feel cynical toward politics.
The focus groups stand alone as the source of
data for the analysis. The interpretive researcher
uses induction to try to find commonalities or
general themes in participants’ remarks. Thus,
both researchers use focus groups, a method tra-
ditionally defined as qualitative, but each uses
the method somewhat differently.

Despite the differences, many researchers
now use a combination of the quantitative
and qualitative approaches to understand
fully the phenomenon they are studying. As
Miles and Huberman (1994) state:

It is getting harder to find any methodolo-
gists solidly encamped in one epistemology
or the other. More and more “quantita-
tive” methodologists ... are using naturalis-
tic and phenomenological approaches to
complement tests, surveys, and structured

investigating and how the research should
proceed.

Different methodologies are associated with
different paradigms. Quantitative methodology
generally adopts the positive paradigm, whereas
qualitative researchers promote the crifical para-
digm. Those who accept the critical paradigm gen-
erally follow the methodology of the humanities.

In contrast, a method is a specific technique
for gathering information following the assump-
tions of the chosen methodology. Researchers
who choose the positivist paradigm will use
such methods as surveys and experiments,
whereas those who choose the interpretive par-
adigm will rely on methods such as focus
groups, ethnography, and observation.
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interviews. On the other side, an increasing
number of ethnographers and qualitative
researchers are using predesigned conceptual
frameworks and prestructured instrumenta-
tion.... Most people now see the world
with more ecumenical eyes. (p. 20)

In past years, an occasional “turf war”
between the two approaches has erupted
(Kover, 2008). In the authors’ opinion, fram-
ing the debate as the qualitative versus the
quantitative approach is not productive. It
is more useful to look at ways the two meth-
odologies can be integrated. As Neill (2007)
puts it, “More good can come of social
science researchers developing skills in both
realms than debating which method is
superior.” In fact, recent developments
suggest that many researchers have adopted
the ecumenical perspective of Miles and
Huberman. Although it has yet to become
widely used in mass media research, a new

approach, called “mixed methods” (see
below) has become popular in many of the
social sciences.

Although qualitative research can be an
excellent way to collect and analyze data,
researchers must keep in mind that the
results of such studies have interpretational
limits if sample sizes are small. Researchers
interested in generalizing results should use
large samples or consider other methods.
However, in most cases qualitative research
studies use small samples—respondents or
informants that are not necessarily represen-
tative of the population from which they are
drawn. Like quantitative research, qualita-
tive research is a useful mass media research
tool only when its limitations are recognized.
All too often, the results from small-sample
qualitative projects are interpreted as though
they had been collected with large-sample
quantitative techniques. This approach can
only cause problems.

Qualitative Research Definition— A Final Note

Although most qualitative research projects use
small samples that eliminate a researcher’s abil-
ity to generalize the results to the population, the
truth is that it is easy to increase sample size to
avoid this problem. This is often done in both
private- and public-sector research and therefore
eliminates the primary argument against using
qualitative research. So what's the problem?

If large sample sizes are used, then the differ-
ence between qudlitative research and quantita-
tive research must relate to something else. It
does—it relates to how questions are asked.
When dll the clouds of controversy are eliminated,
the difference between qualitative research and
quantitative research boils down to this:

¢ Qualitative research uses a flexible question-
ing approach. Although a basic set of ques-
tions is designed to start the project, the
researcher can change questions or ask
follow-up questions at any time.

® Quantitative research uses a static or stan-
dardized set of questions. All respondents
are asked the same questions. Although
follow-up questions {and skips) can be
designed into a questionnaire, they must
be included in the questionnaire or measure-
ment instrument before the research project
begins. Interviewers conducting the interview
are not allowed to stray from the
questionnaire.



As defined by Creswell (2003), a mixed
methods approach is one in which the
researcher collects, analyzes, and integrates
both quantitative and qualitative data in a sin-
gle study or multiple studies in a sustained pro-
gram of inquiry. The mixed methods approach
draws from the strengths of both qualitative
and quantitative techniques. Researchers who
advocate this approach are less interested in
debating whether quantitative philosophy is
compatible with qualitative philosophy and
are more interested in using the approach, or
combination of approaches, that works best in
examining the research question.

There are several models of how mixed
methods research may be designed. Figure 5.1,
adapted from Creswell (2007), shows three
basic approaches. A qualitative approach is
abbreviated QUAL, while QUAN denotes a
quantitative approach.

In the concurrent design, both qualitative
and quantitative data are collected at the
same time and both are weighted equally in
analysis and interpretation. An example
might be a survey questionnaire or interview
that contains both closed-ended quantitative
items and open-ended qualitative items.

In the sequential designs, one method
precedes the other. For example, a researcher
might conduct focus groups that generate
items to be used in a subsequent survey, or
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a researcher may follow up a survey by con-
ducting intensive interviews with some of the
respondents in order to more fully under-
stand the results.

The mixed methods approach has several
advantages. First, the technique can produce
stronger evidence for a conclusion through a
convergence of findings (akin to the triangula-
tion notion mentioned in Chapter 2). Second, a
researcher can answer a broader range of
research questions because the research is not
confined to a single method. Finally, the tech-
nique can provide information and insight that
might be missed if only a single method were
used.

There are disadvantages, as well. As is
obvious, mixed methods research requires
more time and effort because the researcher
is actually conducting two studies. In addi-
tion, the technique requires the researcher
to be skilled in both qualitative and quanti-
tative methods. If these skills are lacking, it
might require a research team. Lastly, data
analysis might be more difficult, particularly
if the methods yield conflicting results.

Although still relatively rare in mass
media research, studies using the mixed meth-
ods approach are beginning to appear in
mass communication journals. See, for exam-
ple, Lieberman, Neuendorf, Denny, Skalski,
and Wang (2009); Greenwood (2010); and
Gunther, Kautz, and Roth (2011). Those

Figure 5.1

Mixed Methods Research Designs

I. Concurrent Model

QUAL + QUAN

Ii. Sequential Models

QUAL - QUAN

QUAN — QUAL
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readers who want to examine more examples
should consult the Journal of Mixed Methods
Research and search the Internet for “mixed
methods research.”

DATA ANALYSIS IN QUALITATIVE
RESEARCH

Before examining some specific types of quali-
tative research, let’s discuss qualitative data
and methods of analysis in general. Qualitative
data come in a variety of forms, such as notes
made while observing in the field, interview
transcripts, documents, diaries, and journals.
In addition, a researcher accumulates a great
deal of data during the course of a study.
Organizing, analyzing, and making sense of
all this information pose special challenges
for the researcher using qualitative methods.

Unlike the quantitative approach, in
which analysis does not begin until all the
numbers are collected, data analysis in quali-
tative studies is done early in the collection
process and continues throughout the project.
In addison, quantitative researchers generally
follow a deductive model in data analysis:
Hypotheses are developed prior to the study,
and relevant data are then collected and ana-
lyzed to determine whether the hypotheses are
confirmed. In contrast, qualitative researchers
use an inductive method: Data are collected
relevant to some topic and are grouped into
appropriate and meaningful categories; expla-
nations emerge from the data. The remainder
of this section follows a modified version
of the phases of qualitative data analysis sug-
gested by Miles and Huberman (1994):
(1) data reduction, (2) data display, (3) con-
clusion drawing, and (4) verification.

Preparing the Data: Reduction
and Display

To facilitate working with the large amounts
of data generated by a qualitative analysis, the
researcher generally first organizes the infor-
mation along a temporal dimension. That is,

the data are arranged in chronological order
according to the sequence of events that
occurred during the investigation. Further-
more, each piece of information is coded to
identify the source, and multiple photocopies
and computer files of the notes, transcripts,
and other documents are mandatory.

The data are then organized into a prelim-
inary category system. These categories might
arise from the data or they might be suggested
by prior research or theory. Many researchers
prefer to do a preliminary run-through of the
data and record possible category assign-
ments in the margins. For example, a qualita-
tive study of teenage radio listening might
produce many pages of interview transcripts.
The researcher would read the comments
and might write “peer group pressure” next
to one section and “escape” next to another.
When the process is finished, a preliminary
category system may emerge from the data.
Other researchers prefer to make multiple
copies of the data, cut them into coherent
units of analysis, and physically sort them
into as many categories as might be relevant.
Finally, some of the toil in qualitative data
analysis can be made easier by commercial
software programs. Some that are widely
used include NVivo, a program that allows
users to import, sort, and analyze video and
audio files, photos, and text documents
and to display results in models and charts;
and HyperRESEARCH, a similar program
that enables a researcher to code, retrieve,
and build models using data from audio,
video, and text sources.

Many qualitative researchers like to have
a particular room or other space that is spe-
cially suited for the analysis of qualitative
data. Typically, this room has bulletin
boards or other arrangements for the visual
display of data. Photocopies of notes, obser-
vations written on index cards, large flow-
charts, and marginal comments can then be
conveniently arrayed to simplify the analysis
task. Because it is an efficient way to display
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Software for Qualitative Data Analysis

Software can help ease the labor-intensive task
of analyzing qudlitative data. Current pro-
grams can provide simple word counts, isolate
themes, show interconnections among the data,
and produce graphical displays. Many pro-
grams also provide the option for the
researcher to add comments and marginal
notes to the data. Listed below are the names
and URLs of