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Writing this book over the past decade has been
both exciting and frustrating: it is exciting to be
able to publish ideas about topics and proce-
dures we teach and use every day, but it is frus-
trating that many of the things we write about
become outdated as soon as the edition is pub-
lished. The media constantly change. Since the
first edition of this book in 1979, countless in-
ventions and improvements have entered the
scene: multiple-channel cable television, the
Fox television “network,” CNN, and USA Today,
not to mention other media-related items such
as cellular telephones, VCR tape machines, VCR
Plus, and micro- and minicomputers. (The IBM
PC was introduced when the first edition was
2 years old; we used typewriters to write the first
edition.) And the list goes on: CD players, laser
disks, airphones, nationwide paging systems,
telephone answering machines, remote controls
for radios and TVs, fax machines, laser printers,
video games, communication satellites, bilin-
gual television programs, and television tran-
scription for the hearing impaired.

Constant changes in the media are a part of
what makes media research interesting, and as
always, we have written this edition to be a first
step in the process of learning about mass media
research. Based on changes in the industry and
on suggestions from teachers, students, and oth-
ers who have read the text, we have revised every
chapter for this edition.

Part I includes four chapters about the fun-
damentals of research. Each chapter has been
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expanded and reorganized. Part II includes a
variety of research approaches and has been ex-
panded to include longitudinal research and
other qualitative methods. Part Il discusses data
analysis procedures in three chapters, each of
which has been significantly reorganized. Part IV
discusses various research applications and in-
cludes an updated chapter on mass media effects
research. Part V concerns analyzing and reporting
research.

The chapters in each section conclude with
problems and questions for further considera-
tion. Appendix 1 contains a few statistical tables;
Appendix 2 discusses basic multivariate statis-
tical procedures; Appendix 3 is a guide for con-
ducting focus groups; Appendix 4 contains ac-
tual data from a Paragon Research (Denver,
Colorado) study used in Chapter 17 (these data
may be used to conduct other analyses); and
Appendix 5 contains a sample questionnaire.
The glossary at the end of the text contains
words that are boldfaced when first introduced
in the text.

We wish to thank the following people who
reviewed the manuscript or provided insightful
comments for this fourth edition: Betsy Blosser,
San Francisco State University; Edward A. John-
son, University of Alabama; Linda Steiner, Rut-
gers University; Robert L. Stevenson, University
of North Carolina; W. R. Todd-Mancillas, Cali-
fornia State University, Chico; Edgar P. Trotter,
California State University, Fullerton.

As we stated in the previous editions . . . if
you find a serious problem in the text, please call
one of the authors — he will steadfastly blame
the other and will be more than happy to give
you the other’s home telephone number.

Roger Wimmer
Denver, Colorado

Joseph Dominick
Athens, Georgia
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n the introduction to their book, No Way:
The Nature of the Impossible, Davis and Park
(1987) open by stating:

* Itis impossible to translate a poem.

* It is impossible for the president of the
United States to be less than 35 years old.

* It is impossible to send a message into the
past.

* It is impossible for a door to be open and
closed simultaneously.

1tis likely that some people involved in mass
media would add another item to this list:

* It is impossible to learn how to conduct
mass media research.

Davis and Park address the nature of the im-
possible in several areas. Their book is a collec-
tion of essays by authors who explain how some
seemingly impossible statements and situations
are not what they appear to be. For example,
they say that the last item in their list (the open/
closed door) sounds like pure logic, but itisn’t.
A revolving door provides evidence that the
“pure logic” is incorrect.

Several decades ago Richard Weaver (1953),
a communications scholar, discussed the
meanings of language and identified the differ-
ences between “god” terms and “devil” terms. A
god term is positive and has connotations of
strength, goodness, and significance; democ-
racy, innovation, and freedom are god terms in
the United States. A devil term, on the other
hand, represents a negative image and connotes
weakness, evil, or impending doom; communist,
drug cartel, loser, and inferior are examples of
devil terms.

One term that transcends both categories is
research. Advertisers, for example, use research
as a god term to sell products, services, and
ideas. Broadcast commercials and print adver-
tisements include statements such as “Research
shows that 6 out of 10 doctors . . .” and “Accord-
ing to a recent survey, 80 out of 100 luxury car
owners preferred Lexus. ...” The intent is to
associate with the product a degree of impor-
tance based only on research; the research re-
sults alone should convince consumers of the
need for a product.

Research can also be a devil term, especially
to those mass media students who consider sta-
tistics and research as detours on the road to
receiving a college degree. Hopefully, this book
will help dispel the “devil” connotation of the
term research and demonstrate that mass media
research is not impossible. Research in com-
munications should be viewed positively, as a
necessary tool in the search for answers.

Chapter 1, which introduces mass media re-
search, includes discussions of the development
of mass media research during the past several
decades and the methods used in collecting and
analyzing information, it also includes an ex-
panded discussion of the scientific method of
research. This chapter provides the foundation
for topics discussed in greater detail in later
chapters.

Two basic questions the beginning re-
searcher must learn to answer are how and when
to use research methods and statistical proce-
dures. Developing methods and procedures are
valuable tasks, but the focus for the majority of
research students should be on applications.
This book supports the approach of the applied
data analyst (researcher), not the statistician.
This book is not intended to help the reader



4 Part1 ¢ The Research Process

become an instant theoretical statistician; the
“real world” of mass media research does not
require researchers to be statisticians. While
conducting thousands of mass media research
projects over the past 15 or more years, the au-
thors rarely encountered situations that re-
quired specific knowledge of high-level statis-
tics. The authors’ suggestion to those who wish
to become mass media researchers is this: spend
time learning what to do with the research
methods, not how they work.

Although both statisticians and researchers
are fundamental in producing research results,
their functions are different. (Keep in mind
that one person may serve in both capacities.)
Among other complex activities, statisticians
generate statistical procedures, or formulas,
called algorithms; researchers use these algo-
rithms to investigate research questions and hy-
potheses. The results of this cooperative effort
are used to advance our understanding of the
mass media.

For example, users of radio and television
ratings (produced by Arbitron and Nielsen)
complained for years about the instability of
ratings information. The ratings and shares
(Chapter 14) for radio and television stations in
a given market often varied dramatically from
one survey period to the next without any
logical explanation. Users of ratings periodi-
cally asked statisticians (and the ratings com-
panies) to help determine why this problem
occurred and to offer suggestions for making
syndicated media audience information more
reliable. To correct the instability, the statisti-
cians recommended larger samples and more
refined methods of selecting respondents. Al-
though the problems have not been totally
solved, the situation provides an example of how
statisticians and researchers can work together.

Since the early part of the 20th century,
when there was almost no interest in the size of
an audience or in the type(s) of people that com-
prised the audience, the mass media industry
has come to rely on research results for nearly
every major decision it makes. As stated in the

first edition of this book in 1979, this increased
demand for information has created a need for
more research organizations, both public and
private, in addition to an increase in research
specialization. There are research directors who
plan and supervise studies and act as liaisons to
management; methodological specialists who
provide statistical support; research analysts
who design and interpret studies; and computer
specialists who provide hardware and software
support in data analysis.

The importance of research in mass media is
partly due to the realization that gut feelings or
reactions are not entirely reliable as bases for
decisions. Although common sense is often ac-
curate, media decision makers need additional,
more objective information to evaluate prob-
lems, especially when large sums of money are
at stake. Thus, the past 50 years have witnessed
the slow evolution of an approach combining
research and intuition to create a higher proba-
bility of success in the decision-making process.

However, research is not limited to decision-
making situations. It is also widely used in the-
oretical areas to attempt to describe the media,
to analyze media effects on consumers, to un-
derstand audience behavior, and so on. Barely
a day goes by without some reference in the
media to audience surveys, public opinion polls,
growth projections or status reports of one me-
dium or another, or advertising or public rela-
tions campaigns. Media research will continue
to expand at a phenomenal rate. As philosopher
Suzanne Langer (1951, p. 19) said, “Most new
discoveries are suddenly-seen things that were
always there.” Mass media researchers still have
a great deal to see.

THE DEVELOPMENT OF MASS
MEDIA RESEARCH

Although some people may disagree, mass me-
dia research seems to have evolved in definable
steps, and similar patterns have been followed
in each medium’s needs for research (see Figure




1.1). In Phase 1 of the research, there is an inter-
est in the medium itself. What is it? How does
it work? What technology does it involve? How
is it similar or different to what we already have?
What functions and/or services does it provide?
Who will have access to the new medium? How
much will it cost?

Once the medium is developed, the initial
research phase is followed by Phase 2. In this
phase, specific information about the uses and
the users of the medium is accumulated. How
do people use the medium in real life? Do they
use it for information only, to save time, for en-
tertainment, or for some other reason? Do chil-
dren use it? Do adults use it? Why? What grat-
ifications does the new mediun provide? What
other types of information and entertainment
does the new medium replace? Were original
projections about the use of the medium cor-
rect? What uses are evident other than those
that were projected in initial research?

Phase 3 includes investigations of the social,
psychological, and physical effects of the me-
dium. How much time do people spend with the
medium? Does it change people’s perspectives

Chapter 1 e Science and Research 5

about anything? What do the users of the me-
dium want and expect to hear and/or see? Are
there any harmful effects related to using the
medium? Does the technology cause any harm?
How does the medium help in people’s lives?
How does it hurt? Can the medium be com-
bined with other media or technology to make
it even more useful?

Phase 4 includes research related to how the
medium may be improved, either in its use or
through technological developments. Can the
medium provide information and/or entertain-
ment to more different types of people? How can
new technology be used to perfect or enhance
the sight or sound of the medium? [s there a way
to change the content (programming) to be
more valuable and/or entertaining?

Figure 1.1 is not intended to suggest that the
research phases are linear —that when one
phase is over, it is never considered again. In
reality, once a medium is developed and estab-
lished, research may be conducted simulta-
neously in all four phases. For example, though
radio has been around for over 70 years, re-
searchers are still investigating the medium

FIGURE 1.1

RESEARCH PHASES IN MASS MEDIA

PHASE 1
The medium

PHASE 4
How the medium

PHASE 2
Uses and users of

can be improved

the medium

PHASE 3
Effects of the
medium
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itself (enhancement of AM), the uses of radio
(specific moods generated by listening to the
radio), effects (potential health problems caused
by living too close to radio antennas), and im-
provements (visual display of the type of station
tuned to on a radio, not just the station’s
frequency).

Research is essentially never-ending. In most
instances a research project designed to answer
one series of questions merely produces a new set
of questions no one thought of before. This failure
to produce a closure may be troublesome to some
people, yet it is the essential nature of research.

Figure 1.1 defines four different phases of
research. However, in some instances, as in pri-
vate sector research, an additional research
phase is always present: How can the medium
make money? The largest percentage of research
conducted in the private sector relates in some
way to finance — how to save money, make more
money, take money away from another source,
or keep others from making money. This may
not “sit well” with people who view the media as
products of artistic endeavor; however, this is
the way the “real world” operates.

At least four major events or social forces
have contributed to the growth of mass media
research. The first was World War I, which
prompted a need to further understand the na-
ture of propaganda. Researchers working from a
stimulus-response point of view attempted to
uncover the effects of the media on people
(Lasswell, 1927). The media at that time were
thought to exert a very powerful influence over
their audiences, and several assumptions were
made about what the media could and could not
do. One theory of mass media, later named the
“hypodermic needle” model of communication,
basically suggested that mass communicators
need only “shoot” messages at an audience and
that those messages would produce preplanned
and almost universal effects. The belief was that
all people behave in very similar ways when they
encounter media messages, though we know
now that individual differences among people

rule out this rather simplistic view. However, as
DeFleur and Ball-Rokeach (1982) note:

These assumptions may not have been explicitly
formulated at the time, but they were drawn from
fairly elaborate theories of human nature, as well
as the nature of the social order. . . . It was these
theories that guided the thinking of those who
saw the media as powerful.

A second contributor to the development of
mass media research was the realization by ad-
vertisers in the 1950s and 1960s that research
data were useful in devising ways to persuade
potential customers to buy products and ser-
vices. Consequently, they encouraged studies of
message effectiveness, audience demographics
and size, placement of advertising to achieve the
highest level of exposure (efficiency), frequency
of advertising necessary to persuade potential
customers, and selection of the medium that of-
fered the best chance of reaching the target
audience.

A third contributing social force was the in-
creasing interest of citizens in the effects of the
media on the public, especially on children. The
direct result was an interest in research related
to violence and sexual content in television pro-
grams and in commercials aired during chil-
dren’s programs. Researchers have expanded
their focus to include positive (prosocial) as
well as negative (antisocial) effects of television
(Chapter 16). This phase has been active in the
past several years with the heated debate over
pop music lyrics and videos, which are shown
on MTV and elsewhere. The phase became even
more significant in mid-1992 with the release of
the song “Cop Killer” by Ice T.

Increased competition among the media for
advertising dollars has been a fourth contributor
to the growth of research. Media management
has grown more sophisticated, using long-range
plans, management by objectives, and increas-
ing dependency on data to support the decision



process. Even program producers seek relevant
research data, a task usually assigned to the cre-
ative side of program development. In addition,
the mass media are now headed full speed into
audience fragmentation; we are experiencing a
“demassification” of the mass media.

The competition among the media for audi-
ences and advertising dollars continues to reach
new levels of complexity. The media “survival
kit” today includes information about con-
sumers’ changing values and tastes, shifts in de-
mographic patterns, and developing trends in
lifestyles. Audience fragmentation increases the
need for trend studies (fads, new behavior pat-
terns), image studies (people’s perceptions of
the media and their environment), and segmen-
tation studies (explanations of types or groups
of people). Major research organizations, con-
sultants, and media owners and operators con-
duct research that was previously considered
the sole property of marketing, psychology, and
sociology. With the advent of increased compe-
tition and audience fragmentation, media man-
agers are more frequently using marketing strat-
egies in an attempt to discover their position in
the marketplace; and when this position is iso-
lated or identified, the medium is packaged as
an “image” rather than a product. (Similarly, the
producers of consumer goods such as soap and
toothpaste try to sell the “image” of these prod-
ucts since the products themselves are very sim-
ilar, if not the same, from company to company.)
This packaging strategy involves determining
what the members of the audience think, how
they use language, how they occupy their spare
time, and so on. Information on these ideas and
behaviors is then woven into the merchandising
effort to make the medium seem to be part of
the audience. Positioning thus involves taking
information from the audience, transforming it
into research data, and using it to market the
medium. (For more information about position-
ing companies and products in the business and
consumer worlds, see Ries and Trout, 1986a,
1986b.)
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Much of the media research up to the early
1960s originated in psychology and sociology
departments at colleges and universities. Re-
searchers with backgrounds in the media were
rare because the media themselves were young.
But this situation has changed. Media depart-
ments in colleges and universities grew rapidly
in the 1960s, and media researchers entered the
scene. Today the field is dominated by mass me-
dia researchers, and now the trend is to encour-
age cross-disciplinary studies in which media
researchers invite participation from sociolo-
gists, psychologists, and political scientists. Be-
cause of the pervasiveness of the media, re-
searchers from all areas of science are now
actively involved in attempting to answer me-
dia-related questions.

In recent years, mass media research has en-
tered new areas of inquiry. These areas include
the various psychological and sociological as-
pects of mass media, such as physiological and
emotional responses to television programs,
commercials, and music played by radio sta-
tions. In addition, computer modeling and other
sophisticated computer analyses are now com-
monplace in media research to determine such
things as potential success for television pro-
grams (network or syndicated). Once consid-
ered folly by some, mass media research is now
a legitimate and esteemed field.

MEDIA RESEARCH
AND THE SCIENTIFIC METHOD

Kerlinger (1986) defines scientific research as a
systematic, controlled, empirical, and critical
investigation of hypothetical propositions about
the presumed relations among observed phe-
nomena. This definition contains the basic
terms necessary in defining the method of sci-
entific research and describes a procedure that
has been accepted for centuries. In the 16th cen-
tury, for example, Tycho Brahe conducted years
of systematic and controlled observation to
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prove wrong many of Aristotle’s theories of the
universe.

Whether we realize it or not, we all “conduct
research” as a matter of course in our day-by-day
life, whenever we start with an idea and then
test it. Children “conduct studies” to determine
which items are hot and which are cold, how
one rides a bicycle or a skateboard, and which
persuasive methods work best with parents.
Teenagers “test” ideas about driving, dating, and
working; and adults “test” ideas about family,
finance, and survival.

All research begins with a basic question or
proposition about a specific phenomenon — for
example, Why do viewers select one television
program over another? What sections of the
newspaper do people read most often? What
types of magazine covers attract the most read-
ers? Which types of advertising are most effec-
tive in selling products and services? These
questions can be answered to some degree with
well-designed research studies. The difficulty,
sometimes, is in determining which data collec-
tion method can most appropriately provide an-
swers to specific question(s).

There are several possible approaches in an-
swering research questions. Kerlinger (1986),
using definitions provided nearly a century ago
by C. S. Peirce, discussed four approaches to
finding answers, or “methods of knowing”: te-
nacity, intuition, authority, and science.

A user of the method of tenacity follows the
logic that something is true because it has al-
ways been true. An example is the store owner
who says, “I don’t advertise because my parents
did not believe in advertising.” The basic idea is
that nothing changes; what was good, bad, or
successful before will continue to be so in the
future.

In the method of intuition, or a priori ap-
proach, one assumes that something is true be-
cause it is “self-evident” or “stands to reason.”
Some radio programmers might resist efforts to
test their music because they believe they know
what their listeners like. To these programmers,
scientific research seems like a waste of time.

The method of authority seeks to promote a
belief in something because a trusted source,
such as a relative, a news correspondent, or a
teacher, says it is true. The emphasis is on the
source, not on the methods the source may have
used to gain the information. For example, the
claim that “People will pay hundreds of dollars
for special cable television coverage of the 1992
Summer Olympics because owners of cable
companies say so,” is based on the method of
authority. (During 1990 and 1991, the senior au-
thor conducted several focus groups to research
the question of whether viewers were willing to
pay for cable coverage of the 1992 Olympics.
The idea was resoundingly denounced, which
raises another question: What type of research
did NBC and the cable companies conduct that
led them to believe the idea had financial poten-
tial? You may recall that the special cable cover-
age was a financial disaster.)

The scientific method approaches learning
as a series of small steps. That is, one study or
one source provides only an indication of what
may or may not be true; the “truth” is found
only through a series of objective analyses.
This means that the scientific method is self-
correcting in that changes in thought or theory
are appropriate when errors in previous research
are uncovered. For example, scientists changed
their ideas about the planets Saturn, Uranus, and
Neptune when, on the basis of information gath-
ered by the Voyager spacecraft, they uncovered
errors in earlier observations. In communica-
tions, researchers discovered that the early per-
ceptions of the power of the media (the “hypo-
dermic needle” theory) were incorrect and, after
numerous studies, concluded that behavior and
ideas are changed by a combination of commu-
nication sources and that people may react to
the same message in different ways. Isaac Asi-
mov (1990, p. 42) stated, “One of the glories of
scientific endeavor is that any scientific belief,
however firmly established is constantly being
tested to see if it is truly universally valid.”

The scientific method may be an inappro-
priate tool in many areas of life — for instance,




in evaluating works of art, choosing a religion,
or forming friendships—but the method has
been valuable in producing accurate and useful
data in mass media research. The following sec-
tion provides a more detailed look at this
method of knowing.

CHARACTERISTICS
OF THE SCIENTIFIC METHOD

Five basic characteristics, or tenets, distinguish
the scientific method from other methods of
knowing. A research approach that does not fol-
low these tenets cannot be considered to be a
scientific approach.

1. Scientific research is public. Scientific
advancement depends on freely available infor-
mation. Researchers (especially in the academic
sector) cannot plead private knowledge, meth-
ods, or data in arguing for the accuracy of his or
her findings; scientific research information
must be freely communicated from one re-
searcher to another. As Nunnally (1978, p. 8)
noted:

Science is a highly public enterprise in which
efficient communication among scientists is es-
sential. Each scientist builds on what has been
learned in the past, day by day his or her findings
must be compared with those of other scientists
working on the same types of problems. . . . The
rate of scientific progress in a particular area is
limited by the efficiency and fidelity with which
scientists can communicate their results to one
another.

Researchers, therefore, must take great care
in published reports to include information on
their use of sampling methods, measurements,
and data-gathering procedures. Such informa-
tion allows other researchers to independently
verify a given study and support or refute the
initial research findings. This process of repli-
cation (discussed in greater detail in Chapter
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2), allows for correction and verification of pre-
vious research findings. Although not related to
media research, the importance of replication in
scientific research was underscored in 1992,
when physicists were unable to duplicate the
fantastic claim made by two University of Utah
chemists who said they had produced fusion at
room temperature.

Researchers also need to save their descrip-
tions of observations (data) and their research
materials so that information not included in a
formal report can be made available to other
researchers on request. Nunnally (1978) said:
“A key principle of science is that any statement
of fact made by one scientist should be indepen-
dently verifiable by other scientists.” Research-
ers can verify results only if they have access to
the original data. It is common practice to keep
all raw research materials for at least 5 years.
This material is usually provided free as a cour-
tesy to other researchers, or for a nominal fee,
if photocopying or additional materials are
required.

2. Science is objective. Science tries to rule
out eccentricities of judgment by researchers.
When a study is undertaken, explicit rules and
procedures are constructed and the researcher
is bound to follow them, letting the chips fall
where they may. Rules for classifying behavior
are used so that two or more independent ob-
servers can classify particular behavior patterns
in the same manner. For example, if the attrac-
tiveness of a television commercial is being mea-
sured, researchers might count the number of
times a viewer switches channels while the com-
mercial is shown. This is considered to be an
objective measure because a change in channel
would be reported by any competent observer.
Conversely, to measure attractiveness by observ-
ing how many people make negative facial
expressions while the ad is shown would be a
subjective approach, since observers may have
different ideas of what constitutes a negative
expression. However, an explicit definition of
the term negative facial expression might elimi-
nate the coding error.
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Objectivity also requires that scientific re-
search deal with facts rather than interpretations
of facts. Science rejects its own authorities if
their statements conflict with direct observa-
tion. As the noted psychologist B. F. Skinner
(1953) wrote: “Research projects do not always
come out as one expects, but the facts must
stand and the expectations fall. The subject mat-
ter, not the scientist, knows best.” Mass media
researchers have often encountered situations in
which media decision makers reject the results
of a research project because the study did not
produce the anticipated results. (In such a case,
one might wonder why the research was con-
ducted atall.)

3. Science is empirical. Researchers are
concerned with a world that is knowable and
potentially measurable. (Empiricism derives
from the Greek word for “experience.”) They
must be able to perceive and classify what they
study and to reject metaphysical and nonsensi-
cal explanations of events. For example, a news-
paper publisher’s claim that declining subscrip-
tion rates are “God’s will” would be rejected
by scientists—such a statement cannot be
perceived, classified, or measured. (Scientists
whose areas of research may rely on superstition
and other nonscientific methods of knowing are
often said to be practicing “bad science.” For a
fascinating discussion on astrology, UFOs, and
pseudoscience, see Seeds, 1992.)

This does not mean that scientists evade ab-
stract ideas and notions — they encounter them
every day. But they recognize that concepts must
be strictly defined to allow for observation and
measurement. Scientists must link abstract con-
cepts to the empirical world through observa-
tions, which may be made either directly or in-
directly via various measurement instruments.
Typically, this linkage is accomplished by fram-
ing an operational definition. .

Operational definitions are important in sci-
ence, and a brief introduction necessitates some
backtracking. There are basically two kinds of
definitions. A constitutive definition defines a

word by substituting other words or concepts
for it. For example, this statement provides a
constitutive definition of the concept “arti-
choke”™: “An artichoke is a green leafy vegetable,
a tall composite herb of the Cynara scolymus
family.” In contrast, an operational definition
specifies procedures to be followed that will al-
low one to experience or measure a concept —
for example, “Go to the grocery store and find
the produce aisle; look for a sign that says ‘Arti-
chokes’; what's underneath the sign is an arti-
choke.” Although an operational definition as-
sures precision, it does not guarantee validity.
An errant stock clerk may mistakenly stack let-
tuce under the artichoke sign and fool someone.
This possibility for error underscores the impor-
tance of considering both the constitutive defi-
nition and the operational definition of a con-
cept to evaluate the trustworthiness of any
measurement. Carefully examining the consti-
tutive definition of artichoke would indicate
that the operational definition might be faulty.
(For more information about definitions in gen-
eral see Langer, 1951.)

Operational definitions can help dispel some
of the strange questions raised in philosophical
discussions. For instance, if you have taken a
philosophy course, you may have encountered
the question, “How many angels can stand on
the head of a pin?” The debate ends quickly with
the retort, “Give me an operational definition of
an angel, and I'll give you the answer.” Literally
any question can be answered as long as there
are operational definitions for the independent
or dependent variables. For further discussion
of operational definitions, see Chapter 5, Psy-
chometric Theory (Nunnally, 1978) and The
Practice of Social Research, 5th edition (Babbie,
1989).

4. Science is systematic and cumulative. No
single research study stands alone, nor does it
rise or fall by itself. Astute researchers always
use previous studies as building blocks for their
own work. One of the first steps taken in con-
ducting research is the review of available sci-




entific literature on the topic so that the current
study will draw on the heritage of past research
(Chapter 2). This review is valuable for identi-
fying problem areas and important factors that
might be relevant to the current study.

In addition, scientists attempt to search for
order and consistency among their findings. In
its ideal form, scientific research begins with a
single, carefully observed event and progresses
ultimately to the formulation of theories and
laws. A theory is a set of related propositions
that presents a systematic view of phenomena by
specifying relationships among concepts. Re-
searchers develop theories by searching for pat-
terns of uniformity to explain the data that have
been collected. When relationships among vari-
ables are invariant (always the same) under
given conditions researchers may formulate a
law. Both theories and laws help researchers
search for and explain consistency in behavior,
situations, and phenomena.

5. Science is predictive. Science is con-
cerned with relating the present to the future. In
fact, scientists strive to develop theories be-
cause, for one reason, they are useful in pre-
dicting behavior. A theory's adequacy lies in
its ability to predict a phenomenon or event
successfully. If a theory suggests predictions
that are not borne out by data analysis, that the-
ory must be carefully reexamined and perhaps
discarded. Conversely, if a theory generates pre-
dictions that are supported by the data, that the-
ory can be used to make predictions in other
situations.

RESEARCH PROCEDURES

The use of the scientific method of research is
intended to provide an objective, unbiased eval-
uation of data. To investigate research questions
and hypotheses systematically, both academic
researchers and private sector researchers follow
a basic eight-step developmental chain of pro-
cedures. However, merely following the eight
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research steps does not guarantee that the re-
search is good, valid, reliable, or useful. An al-
most countless number of intervening variables
(influences) can destroy even the most well-
planned research project. The situation is that
of someone assuming he or she can bake a cake
by just following the recipe. The cake may be
ruined by an oven that doesn’t work properly,
spoiled ingredients, high or low altitude, or
numerous other problems. The typical research
process includes the following eight steps:

[

. Select a problem.

2. Review existing research and theory (when
relevant).

. Develop hypotheses or research questions.

. Determine an appropriate methodology/
research design.

. Collect relevant data.

. Analyze and interpret the results.

. Present the results in appropriate form.

. Replicate the study (when necessary).

S W
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Step 4 includes the decision of whether to use
qualitative research (such as focus groups or
one-on-one interviews) with small samples or
quantitative research (such as telephone inter-
views) in which large samples are used to allow
results to be generalized to the population under
study (see Chapter 7 for a discussion of quali-
tative research).

Steps 2 and 8 are optional in the private sec-
tor because in many instances research is con-
ducted to answer a specific and unique question
related to a future decision, such as whether to
invest a large sum of money in a developing
medium. In this type of project there generally
is no previous research to consult, and there
seldom is a reason to replicate the study because
a decision will be made on the basis of the first
analysis. However, if the research provided in-
conclusive results, the study would be revised
and replicated.

Each step in the eight-step process depends
on all the others to help produce a maximally
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efficient research study. Before a literature
search is possible, a clearly stated research
problem is required; to design the most efficient
method of investigating a problem, the re-
searcher must know what types of studies have
been conducted; and so on. All the steps are
interactive: results or conclusions of any step
have a bearing on other steps. For example, a
literature search may refine and even alter the
initial research problem; a study conducted pre-
viously by another company or business in the
private sector might have similar effects.

TWO SECTORS OF RESEARCH:
ACADEMIC AND PRIVATE

The practice of research is divided into two ma-
jor sectors, academic and private — sometimes
called “basic” and “applied,” respectively. How-
ever, these terms are not used in this text since
research in both sectors can be basic and/or ap-
plied. Both sectors of research are equally im-
portant, and in many cases the two work to-
gether to solve mass media problems.
Academic sector research is conducted by
scholars from colleges and universities. It also
generally means that the research has a theoret-
ical or scholarly approach — that is, the results
are intended to help explain the mass media and
their effects on individuals. Some popular re-
search topics in the theoretical area include use
of media and various media-related items, such
as video games and multiple-channel cable sys-
tems; differences in consumer lifestyles; effects
of media “overload” on consumers; and effects
of various types of programming on children.
Private sector research is conducted by non-
governmental businesses and industries or their
research consultants. It is generally applied re-
search — that is, the results are intended to be
used in decision-making situations. Typical re-
search topics in the private sector include media
content and consumer preferences; acquisitions
of additional businesses or facilities; analysis of

on-air talent; advertising and promotional cam-
paigns; public relations approaches to solving
specific informational problems; sales forecast-
ing; and image studies of the properties owned
by the company.

There are other differences between aca-
demic research and private sector research. For
instance, academic research is public. Any other
researcher or research organization that wishes
to use the information gathered by academic re-
searchers should be able to do so merely by ask-
ing the original researcher for the raw data. Most
private sector research, on the other hand, gen-
erates proprietary data: the results are consid-
ered to be the sole property of the sponsoring
agencies and generally cannot be obtained by
other researchers. Some private sector research,
however, is released to the public soon after it
has been conducted (for example, public opin-
ion polls and projections concerning the future
of the media). Other studies may be released
only after several years, though this practice is
the exception rather than the rule.

Another difference between academic re-
search and private sector research involves the
amount of time allowed to conduct the work.
Academic researchers generally do not have spe-
cific deadlines for their research projects (ex-
cept when research grants are received). Acade-
micians usually conduct their research at a pace
that accommodates their teaching schedules.
Private sector researchers, however, nearly al-
ways operate under some type of deadline. The
time frame may be imposed by management or
by an outside agency that requires a decision
from the company or business. For example, the
Federal Communications Commission (FCC)
frequently notifies the public of impending
meetings to review specific rules or regulations,
offering to anyone the opportunity to respond
to the review. If the rules or regulations in ques-
tion have an impact on a company’s operation,
the data required for the FCC hearing must be
collected and analyzed in a very short time. Pri-
vate sector researchers can rarely afford to pur-
sue research questions in a casual manner; a




decision is generally waiting to be made on the
basis of the research.

Also, academic research is generally less ex-
pensive to conduct than research in the private
sector. This is not to say that academic research
is “cheap” — in many cases it is not. But acade-
micians do not need to have enormous sums of
money to cover overhead costs for office rent,
equipment, facilities, computer analysis, sub-
contractors, and personnel. Private sector re-
search must take such expenses into account,
regardless of whether the research is conducted
within the company or hired out to a research
supplier. The reduced cost sometimes motivates
many large media companies and groups to use
academic researchers rather than professional
research firms.

Despite these differences, it is important for
beginning researchers to understand that aca-
demic research and private sector research are
not completely independent of each other. The
link between the two areas is important. Acade-
micians perform many studies for industry, and
private sector groups conduct research that can
be classified as theoretical. (For example, the
television networks have departments that con-
duct social research.) Many college and univer-
sity professors act as consultants to (and often
conduct private sector research for) the media
industry.

It is also important for all researchers to re-
frain from attaching to academic or private sec-
tor research stereotypical labels such as “unreal-
istic,” “inappropriate,” “pedantic,” and “limited
in scope.” Research in both sectors, though oc-
casionally differing in terms of cost and scope,
uses similar methodologies and statistical analy-
ses. In addition, both sectors have common
research goals: to understand problems and to
predict the future.

In conducting a study according to the sci-
entific method, researchers must have a clear
understanding of what they are investigating,
how the phenomenon can be measured or ob-
served, and what procedures are required to test
the observations or measurements. Conceptual-
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ization of the research problem in question and
a logical development of the procedural steps
are necessary to have any hope of answering a
research question or hypothesis. Chapter 2 dis-
cusses research procedures in more detail.

S UMMARY

In an effort to understand any phenomenon, re-
searchers can follow one of several methods of
inquiry. Of the procedures discussed in this
chapter, the scientific approach is most applica-
ble to the mass media because it involves a
systematic, objective evaluation of information.
Researchers first identify a problem, then inves-
tigate it, using a prescribed set of procedures
known as the scientific method of research. In
addition, the scientific method is the only learn-
ing approach that allows for self-corection of re-
search findings; one study does not stand alone
but must be supported or refuted by others.

The rapid growth of mass media research is
mainly atributable to the rapidly developing
technology of the media industry. Because of
this growth in research, both applied and theo-
retical approaches have taken on more signifi-
cance in the decision-making process of the
mass media and in our understanding of the
media.

Questions and Problems
for Further Investigation

1. Obtain a recent issue of Journal of Broadcasting
& Electronic Media, Journalism Quarterly, or Pub-
lic Opinion Quarterly. How many articles fit into
the research phases outlined in Figure 1.1?

2. What are some potential research questions that
might be of interest to both academic researchers
and private sector researchers? Do not limit the
questions to the area of effects research.

3. How might the scientific research approach be
abused by researchers?
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4. Theories are important in developing solid bodies
of information; they are used as springboards to
investigation. However, there are few universally
recognized theories in mass media research.
Why do you think this is true?

5. During the past several years, citizens' groups
have claimed that television has a significant ef-
fect on viewers, especially with regard to violence
and sexual content of programs. More recently,
groups are criticizing song lyrics. How might
these groups collect data to support their claims?
Which method of knowing can such groups use
to support their claims?
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he scientific evaluation of any problem
must follow a sequence of steps to increase the
chances of producing relevant data. Researchers
who do not follow a prescribed set of steps do
not subscribe to the scientific method of inquiry
and simply increase the amount of error present
in the study. This chapter describes the process
of scientific research, from identifying and de-
veloping a topic for investigation to replicating
the results. The first section briefly introduces
the steps in the development of a research topic.
Objective, rigorous observation and analysis
are characteristic of the scientific method. To
meet this goal, researchers must follow the pre-
scribed steps shown in Figure 2.1. This research
model is appropriate to all areas of scientific
research.

SELECTING A RESEARCH TOPIC

Selecting a research topic is not a concern for all
researchers —only a few investigators in com-
munications fields are fortunate enough to be
able to choose and concentrate on a research
area interesting to them. Many come to be iden-
tified with studies of specific types, such as
those concerning children and media violence,
newspaper readership, magazine advertising, or
communications law. These researchers investi-
gate small pieces of a puzzle in communications
to obtain a broad picture of their research area.
In addition, some researchers become identified
with specific approaches to research such as
those using focus groups or historical analysis.

In the private sector, researchers generally
do not have the flexibility of selecting topics or
questions to investigate. Instead, they conduct

studies to answer questions raised by manage-
ment, or they address the problems/questions
for which they are hired, as is the case with full-
service research companies.

Although some private sector researchers are
limited in the amount of input they can contrib-
ute in terms of topic selection, they are usually
given total control over how the question should
be answered (that is, what methodology should
be used). The goal of private sector researchers
is to develop a method that is fast, inexpensive,
reliable, and valid. If all these criteria are met,
the researcher has performed a valuable task.

However, selecting a topic is a concern for
many beginning researchers, especially those
writing term papers, theses, and dissertations.
The problem is knowing where to start. Fortu-
nately, there are virtually an unlimited number
of sources available for research topics; aca-
demic journals, periodicals, newsweeklies, and
everyday encounters provide a wealth of ideas.
This section highlights some primary sources.

Professional Journals

Academic communication journals, such as the
Journal of Broadcasting & Electronic Media,
Journalism Quarterly, and others listed in this
section are excellent sources for information. Al-
though academic journals tend to publish re-
search thatis 12 to 24 months old (due to review
procedures and backlog of articles), the arti-
cles may provide ideas for research topics. Most
authors conclude their research by discussing
problems they encountered during the study
and suggesting topics that need further investi-
gation. In addition, some journal editors build
issues around individual research themes, which
often can help in formulating research plans.
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FIGURE 2.1 STEPS IN THE DEVELOPMENT OF A

RESEARCH PROJECT

There are many high-quality journals cov-
ering various aspects of research. Some journals
specialize in mass media research, and others
include media research occasionally. The jour-
nals listed here provide a starting point in using
academic journals for research ideas.

In addition to academic journals, profes-
sional trade publications offer a wealth of infor-
mation relevant to mass media research. These
include Broadcasting, Radio & Records, Adver-
tising Age, Electronic Media, Television/Radio
Age, Media Decisions, Editor & Publisher, Cable-

World Radio Histo
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JOURNALS SPECIALIZING IN MASS MEDIA RESEARCH

¢ Critical Studies in Mass Communication

¢ Journalism Quarterly

® Journal of Advertising

® Journal of Advertising Research

® Journal of Broadcasting & Electronic Media
® Journal of Consumer Research

® Public Relations Review

JOURNALS OCCASIONALLY PUBLISHING MASS MEDIA RESEARCH

® American Psychologist

® Communication Education

® Communication Monographs
® Communication Research

® Feedback (from the Broadcast Education Association)

® Human Communication Research
® Journalism Educator

¢ Journal of Communication

® Journal of Consumer Research

® Journal of Marketing

® Journal of Marketing Research

® Multivariate Behavioral Research
® Public Opinion Quarterly

® Public Relations Quarterly

® Quarterly Journal of Speech

® Social Forces

Vision, and Media and Marketing Management.
Other excellent sources for identifying current
topics in mass media are the weekly newsletters
such as Media Industry Newsletter, Cable Digest,
and several publications from Paul Kagan and
Associates.

Research abstracts, located in most college
and university libraries, are also valuable
sources for research topics. These volumes con-
tain summaries of research articles published in
nearly every academic journal. Of particular in-
terest to media researchers are Communication

Abstracts, Psychological Abstracts, Sociological
Abstracts, and Dissertation Abstracts.

Magazines and Periodicals

Some educators feel that publications other than
professional journals contain only “watered-
down” articles written for the public. To some
extent this is true, but these articles tend to
eliminate tedious technical jargon and are often
good sources for problems and hypotheses. In
addition, more and more articles written by



highly trained communications professionals
appear in weekly and monthly publications
such as TV Guide, Time, and Newsweek. These
sources often provide interesting perspectives
on complex problems in communication and
many times raise interesting questions that me-
dia researchers can pursue.

Research Summaries

Professional research organizations irregularly
publish summaries that provide a close look at
the major research areas in various fields. These
summaries are often useful for obtaining infor-
mation about research topics, since they sur-
vey a wide variety of studies. Good examples
of summary research (also known as “meta-
research”) in communication include Television
and Human Behavior, by George Comstock and
others; The Effects of Mass Communication on
Political Behavior, by Sydney Kraus and Dennis
Davis; and Mass Communication: A Research
Bibliography, by Donald Hansen and J. Hershel
Parsons. The Communication Yearbook, pub-
lished annually between 1977 and 1989 by the
International Communication Association, is a
popular summary that contains a variety of me-
dia research. Another popular research source
is the Mass Communication Yearbook, published
by Sage Publications.

Everyday Situations

Each day we are confronted with various types
of communication via radio, television, newspa-
pers, magazines, movies, personal discussions, and
so forth. These confrontations can be excellent
sources of research topics for the researchers who
take an active role in analyzing them. With this in
mind, consider the following questions:

* Why do advertisers use specific types of
messages in broadcasting or print?

* Why is “Entertainment Tonight,” “Jeopardy,”
or “Wheel of Fortune” so popular?
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* How do commercials affect the audience’s
enjoyment of a movie on television?

* How effective are billboards in advertising
products?

* What types of people listen to the Rush Lim-
baugh radio program?

* How many commercials in a row can people
watch on television or hear on the radio be-
fore the commercials are no longer effective?

* Why do some people faithfully watch soap
operas though others find them silly?

* Why do commercials on radio and television
always sound louder than the regular pro-
gramming?

* How do political candidates use the media
to get their messages to voters?

* Why do viewers purchase items from the
television shopping channels?

* Does anyone really watch the Weather
Channel?

These and other questions may help develop a
research idea. Significant studies based on ques-
tions arising from everyday encounters with the
media and other forms of mass communication
have covered investigations of television vio-
lence, layout of newspaper advertisements, ad-
visory warnings on television programs, and
approaches to public relations campaigns. Pay
attention to things around you and to conver-
sations with others.

Archive Data

Data archives, such as the Inter-University
Consortium for Political Research (ICPR) at the
University of Michigan, the Simmons Target
Group Index (TGI), the Gallup and Roper orga-
nizations, and the collections of Arbitron and
Nielsen ratings data (Chapter 14), are valuable
sources of ideas for researchers. The historical
data are used to investigate questions different
from those that the data were originally in-
tended to address. For example, ratings books
provide information about audience size and
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composition for a particular period in time, but
other researchers may use the data for historical
tracking, prediction of audiences in the future,
changes in popularity of types of stations and/
or programs, and relationship between audience
ratings and advertising revenue generated by in-
dividual stations or an entire market. This pro-
cess, known as secondary analysis, is a marvel-
ous research approach because of the time and
resource savings it affords.

Secondary analysis provides an opportunity
for researchers to evaluate otherwise unavail-
able data. Becker (1981, p. 240) defines second-
ary analysis as

{the] reuse of social science data after they have
been put aside by the researcher who gathered
them. The reuse of the data can be by the original
researcher or someone uninvolved in any way in
the initial research project. The research ques-
tions examined in the secondary analysis can be
related to the original research endeavor or quite
distinct from it.

ADVANTAGES OF SECONDARY ANALYSIS. Ide-
ally every researcher should conduct a research
project of some magnitude to learn about de-
sign, data collection, and analysis. Unfortu-
nately, this ideal situation does not exist.
Modern research is simply too expensive. In
addition, because survey methodology has be-
come so complex, it is rare to find one re-
searcher, or even a small group of researchers,
who are experts in all phases of large studies.
Secondary analysis is one research alterna-
tive that solves some of these problems. There is
almost no expense involved in using available
data. There are no questionnaires or measure-
ment instruments to construct and validate; sal-
aries for interviewers and other personnel are
nonexistent; and there are no costs for subjects
and special equipment. The only expenses en-
tailed in secondary analysis are those for dupli-
cating materials —some organizations provide

their data free of charge —and computer time.
Data archives are valuable sources for empirical
data. In many cases, archive data provide re-
searchers with information that can be used to
help answer significant media problems and
questions.

Although novice researchers (usually stu-
dents) can derive some benefits from developing
questionnaires and conducting a research proj-
ect using a small and often unrepresentative
sample of subjects, this type of analysis rarely
produces results that are externally valid (dis-
cussed later in this chapter). Instead of conduct-
ing a small study that has limited (if any) value
to other situations, these people can benefit
from using data that have been previously col-
lected. Researchers have more time to under-
stand and analyze the data (Tukey, 1969). All too
often researchers collect data that are quickly
analyzed for publication or reported to manage-
ment and never touched again. It is difficult to
completely analyze all data from any research
study in just one analysis, yet researchers in
both academic sector and private sector are
guilty of this practice.

Tukey (1969, p. 89) argues for data reanal-
ysis especially for graduate students, but his
statement applies to all researchers:

There is merit in having a Ph.D. thesis encompass
all the admitted steps of the research process.
Once we recognize that research is a continuing,
more or less cyclic process, however, we see that
we can segment it in many places. Why should
not at least a fair proportion of theses start with a
careful analysis of previously collected and pre-
sumably already lightly analyzed data, a process
usefully spread out over considerable time.
Instant data analysis is—and will remain —an
illusion.

Arguments for secondary analysis come
from a variety of researchers (Glenn, 1972; Hy-
man, 1972; Tukey, 1969). It is clear that the re-




search method provides excellent opportunities
to produce valuable knowledge. The procedure,
however, is not free from criticism.

DISADVANTAGES OF SECONDARY ANALYSIS.  Re-
searchers who use secondary analysis are lim-
ited to the types of hypotheses or research ques-
tions that can be investigated. The data already
exist, and since there is no way to go back for
further information, researchers must keep their
analyses within the boundaries of the type of
data originally collected.

Researchers conducting secondary analysis
may also face the problems of using data that
were poorly collected, inaccurate, fabricated, or
flawed. Many studies do not include informa-
tion about research design, sampling proce-
dures, weighting of subjects’ responses, or other
peculiarities. Although individual researchers
in mass media have made their data more readily
available (Reid, Soley, & Wimmer, 1981, Wim-
mer & Reid, 1982), not all follow adequate sci-
entific procedures. This may seriously affect a
secondary analysis.

Although there are criticisms of using sec-
ondary analysis, it has rightfully become an ac-
ceptable research method, and detailed justifi-
cations for using it are no longer required. As
the Nike ad campaign says, “Just do it.” The
authors of this text support your decision.

DETERMINING TOPIC RELEVANCE

Once a basic research idea has been chosen or
assigned, the next step is to ensure that the topic
has merit. This step can be accomplished by
answering eight basic questions.

Question 1: s the Topic Too Broad?

Most research studies concentrate on one small
area of a field; few researchers attempt to ana-
lyze an entire field in one study. There is a ten-
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dency, however, for researchers to choose topics
that, though valuable, are too broad to cover in
one study — for example, “the effects of televi-
sion violence on children” or “the effects of mass
media information on voters in a presidential
election.” To avoid this problem, researchers
usually write down their proposed title as a vi-
sual starting point and attempt to dissect the
topic into small questions.

Question 2: Can the Problem
Really Be Investigated?

Aside from considerations of broadness, a topic
might prove unsuitable for investigation simply
because the question being asked has no answer
or at least cannot be answered with the facilities
and information available. For example, a re-
searcher who wants to know how people who
have no television receiver react to everyday
interpersonal communication situations must
consider the problem of finding subjects with-
out at least one television set in the home. A few
such subjects may exist in remote parts of the
country, but the question is basically unanswer-
able due to the current saturation of television.
Thus the researcher must attempt to reanalyze
the original idea in conformity with practical
considerations. A. S. Tan (1977) solved this par-
ticular dilemma by choosing to investigate what.
people do when their television sets are turned
off for a period of time. He persuaded subjects
not to watch television for one week and to
record their use of other media, their interac-
tions with their family and friends, and so on.
(Subjects involved in these types of media-
deprivation studies usually cheat and use the
medium before the end of the project.)

Another point to consider is whether all
terms of the proposed study are definable. Re-
member that all measured variables must be op-
erationally defined (Chapter 3). A researcher
who is interested in examining youngsters’ use
of the media must develop a working definition
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of the word youngsters to avoid confusion. Prob-
lems can be eliminated if an operational defini-
tion is stated: “Youngsters are children between
the ages of 3 and 7 years.”

One final consideration is to review available
literature to determine whether the topic has
been investigated. Were there any problems in
previous studies? What methods were used to
answer the research questions? What conclu-
sions were drawn?

Question 3: Are the Data
Susceptible to Analysis?

A topic does not lend itself to productive re-
search if it requires collecting data that cannot
be measured reliably and validly (Chapter 3). In
other words, a researcher who wants to measure
the effects of not watching television should
consider whether the information about the sub-
jects’ behavior will be adequate and reliable,
whether the subjects will answer truthfully,
what value the data will have once gathered, and
so forth. Researchers also need to have enough
data to make the study worthwhile. It would be
inadequate to analyze only 10 subjects in the
“television turn-off” example, since the results
could not be generalized with regard to the en-
tire population.

Another consideration is the researcher’s
previous experience with the statistical method
selected to analyze the data — that is, does he or
she really understand the proposed statistical
analysis? Researchers need to know how the sta-
tistics work and how to interpret the results. All
too often researchers design studies involving
advanced statistical procedures that they have
never used. This tactic invariably creates errors
in computation and interpretation. Research
methods and statistics should not be selected
because they happen to be popular or because a
research director suggests a given method, but
because they are appropriate for a given study
and are understood by the person conducting
the analysis. A common error made by begin-

ning researchers — selecting a statistical method
without understanding what the method pro-
duces — is called the law of the instrument. It is
much wiser to use simple frequencies and per-
centages and understand the results than to try
to use a high-level statistic and end up totally
confused.

Question 4: Is the Problem Significant?

Before a study is conducted, the researcher
must determine whether it has merit—that is,
whether the results will have practical or theo-
retical value. The first question to ask is, Will
the results add knowledge to information al-
ready available in the field? The goal of research
is to help further the understanding of the prob-
lems and questions in the field of study; if a
study does not do this, it has little value beyond
the experience the researcher acquires from
conducting it. This does not mean that all re-
search has to be earth-shattering. Many re-
searchers, however, waste valuable time trying
to develop monumental projects when in fact
the smaller problems are of more concern.

A second question is, What is the real pur-
pose of the study? This question is important
because it helps focus ideas. Is the study in-
tended for a class paper, a thesis, a journal arti-
cle, a management decision? Each of these
projects has different requirements concerning
background information needed, amount of ex-
planation required, and detail of results gener-
ated. For example, applied researchers need to
consider whether any useful action based on the
data will prove to be feasible, as well as whether
the study will answer the question(s) posed by
management.

Question 5: Can the Results
of the Study Be Generalized?

For a research project to have practical value —
to be significant beyond the immediate analy-
sis — it must have external validity; that is, one



must be able to generalize from it to other situ-
ations. For example, a study of the effects of a
small-town public relations campaign might be
appropriate if plans are made to analyze such
effects in several small towns, or if it is a case
study not intended for generalization; however,
such an analysis has little external validity.

Question 6: What Costs and Time
Are Involved in the Analysis?

In many cases the cost of a research study is the
sole determinant of the feasibility of a project. A
researcher may have an excellent idea, but if
costs would be prohibitive, the project must be
abandoned. A cost analysis must be completed
very early on. It does not make sense to develop
the specific designs and the data-gathering in-
strument for a project that will be canceled be-
cause of lack of funds. Sophisticated research is
particularly expensive: costs may easily exceed
$50,000 for one project.

A carefully itemized list of all materials,
equipment, and other facilities required is nec-
essary before beginning a research project. If the
costs seem prohibitive, the researcher must de-
termine whether the same goal can be achieved
if costs are shaved in some areas. Another pos-
sibility to consider is financial aid from graduate
schools, funding agencies, local governments, or
other groups that subsidize research projects. In
general, private sector researchers are not se-
verely constrained by expenses; however, they
must adhere to budget specifications set by
management.

Time is also an important consideration in
research planning. Research studies must be de-
signed in such a way that they can be completed
in the amount of time available. Many studies
fail because the researchers do not allot enough
time for each research step, and in many cases,
the pressure created by deadlines creates prob-
lems in producing reliable and valid results (for
example, failure to provide alternatives if the
correct sample of people cannot be located).
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Question 7: Is the Planned Approach
Appropriate to the Project?

The most marvelous research idea may be
greatly, and often needlessly, hindered by a
poorly planned method of approach. For exam-
ple, a researcher might wish to measure any
change in attendance at movie theatres that may
have accompanied the increase in television
viewing. This researcher could mail question-
naires to a large number of people to determine
how their media habits have changed during the
past few years. However, the costs of printing
and mailing questionnaires, plus follow-up let-
ters and possibly phone calls, to increase the
response rate, might prove prohibitive.

Could this study be planned differently to
eliminate some of the expense? Possibly, de-
pending on the purpose of the study and the
types of question planned. The researcher could
collect the data by telephone interviews to elim-
inate printing and postage costs. Some questions
might need reworking to fit the telephone pro-
cedure, but the essential information could be
collected. A close look at every study is required
to plan the best approach. Every procedure in a
research study should be considered from the
standpoint of the parsimony principle, or Oc-
cam’s razor. The principle, attributed to 14th-
century philosopher William of Occam (also
spelled Ockham), states that a person should not
increase, beyond what is necessary, the number
of entities required to explain anything, or make
more assumptions than the minimum needed.
Applying this to media research suggests that
the simplest research approach is always the
most efficient.

Question 8: Is There Any Potential
Harm to the Subjects?

Researchers must carefully analyze whether the
project may cause physical or psychological
harm to the subjects under evaluation — for ex-
ample, Will respondents be frightened in any
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way? Will they be required to answer embar-
rassing questions or perform embarrassing acts
that may create adverse reactions? Is there a
chance that the exposure to the research condi-
tions will have lasting effects? Prior to the start
of most public sector research projects involv-
ing human subjects, detailed statements ex-
plaining the exact procedures involved in the
research are required to ensure that the subjects
will not be injured in any way. These statements
are intended to protect unsuspecting subjects
from exposure to harmful research methods.

Underlying all eight steps in the research
topic selection process is the necessity for valid-
ity (Chapter 3). In other words, are all the steps
(initial idea to data analysis and interpretation)
the correct ones to follow in trying to answer
the question(s)?

So how should you respond, if after carefully
selecting a research project and convincing
yourself that it is something you want to do,
someone confronts you with this reaction: “It’s a
good idea, but it can’t be done; the topic is too
broad, the problem cannot really be investi-
gated, the data cannot be analyzed, the problem
is not significant, the results cannot be general-
ized, it will cost too much, and the approach is
wrong — two thumbs down!” First, consider the
criticisms carefully to make sure that you have
not overlooked anything. If you are convinced
you're on the right track and no harm will come
to any subject or respondent, go ahead with the
project. It is better to do the study and find
nothing than to cave in under someone else’s
criticism. (Almost every major inventor in the
past 100 years has probably been the target of
jokes and ridicule.)

REVIEWING THE LITERATURE

Researchers who conduct studies under the
guidelines of scientific research never begin a
research project without first consulting avail-
able literature. The review provides information

about what was done, how it was done, and what
results were generated. Experienced researchers
consider the literature review as one of the most
important steps in the research process. It not
only allows them to learn from (and eventually
add to) previous research but also saves time,
effort, and money. Failing to conduct a literature
review is as detrimental to a project as failing to
address any of the other steps in the research
process.

Before any project is attempted, researchers
should ask the following questions:

1. What type of research has been done in the
area?

2. What has been found in previous studies?

3. What suggestions do other researchers
make for further study?

4. What has not been investigated?

5. How can the proposed study add to our
knowledge of the area?

6. What research methods were used in pre-
vious studies?

Answers to these questions will usually help de-
fine a specific hypothesis or research question.

STATING A HYPOTHESIS
OR RESEARCH QUESTION

After a general research area has been identified
and the existing literature reviewed, the re-
searcher must state the problem as a workable
hypothesis or research question. A hypothesis
is a formal statement regarding the relationship
between variables and is tested directly. The pre-
dicted relationship between the variables is
either true or false. On the other hand, a re-
search question is a formally stated question in-
tended to provide indications about something,
and it is not limited to investigating relation-
ships between variables. Research questions are
generally used in situations where a researcher
is unsure about the nature of the problem under




investigation. The intent is merely to gather pre-
liminary data. However, testable hypotheses are
often developed from information gathered dur-
ing the research question phase of a study.

For example, Singer and Singer (1981) pro-
vide an example of how a topic is narrowed,
developed, and stated in simple terms. The au-
thors were interested in whether television ma-
terial enhances or inhibits a child’s capacity for
symbolic behavior. After a thorough review of
available literature, Singer and Singer narrowed
their study by seeking to answer three basic re-
search questions:

1. Does television content enrich a child’s im-
aginative capacities by offering materials
and ideas for make-believe play?

2. Does television lead to distortions of reality
for children?

3. Can intervention and mediation by an adult
while a child views a program, or immedi-
ately afterward, evoke changes in make-
believe play, or stimulate make-believe play?

The information collected from this type of
study could provide data to create testable hy-
potheses. For example, Singer and Singer might
have collected enough valuable information
from their preliminary study to test the hy-
potheses suggested below:

1. The amount of time a child spends in make-
believe play is directly related to the amount
of time spent viewing make-believe play on
television.

2. A child’s level of distortion of reality is di-
rectly related to the amount and type of tele-
vision program the child views.

3. Parental discussions with children about
make-believe play before, during, and after
a child watches television programs involv-
ing make-believe play will increase the
child’s time involved in make-believe play.

The difference between the two sets of state-
ments is that the research questions only pose

Chapter 2  Research Procedures 25

general areas of investigation, whereas the hy-
potheses are testable statements about the rela-
tionship(s) between the variables. The only in-
tent in the research question phase is to gather
information to help the researchers define and
test hypotheses in later projects.

RESEARCH AND EXPERIMENTAL DESIGN

Given the variety of research questions in mass
media, different research approaches are re-
quired. Some questions call for a survey meth-
odology via telephone or mail; others are best
answered through in-person interviews. Still
other problems necessitate a controlled labora-
tory situation to eliminate extraneous variables.
The approach selected by the researcher de-
pends on the goals and purpose of the study and
on how much money is available to conduct the
analysis. Even projects that sound very simple
may require a highly sophisticated and complex
research approach.

The terms research design and experimental
design have become interchangeable in referring
to the process involved in developing or plan-
ning a research project. Some researchers prefer
to use research design to describe nonlaboratory
projects and experimental design only for proj-
ects conducted in a laboratory setting. In this
book, the terms are used interchangeably be-
cause countless arguments can be raised not
only about whether a research project is an
“experiment,” but also about what relationship
exists between the “laboratory” and the “ex-
periment” — that is, must an “experiment” be con-
ducted in a controlled “laboratory” situation to be
called an “experiment”? The answer to that ques-
tion is, No.

Research design and experimental design
essentially provide blueprints, or sets of plans,
for collecting information. The ideal design col-
lects a maximum amount of information with a
minimal expenditure of time and resources. De-
pending on the circumstances, a design may be
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brief or very complicated; there are no specific
guidelines concerning the amount of detail re-
quired for a design. However, all designs incor-
porate the steps in the process of collecting and
analyzing the data.

Researchers must determine how the data
will be collected and analyzed before beginning
a research project. Attempting to force a study
to follow a particular approach or statistic after
the data have been gathered only invites error.
For example, a director of marketing for a large
shopping mall was interested in finding out
more about the customers who shopped at the
mall (for example, where they lived and how
often they shopped at the mall). With very lit-
tle planning, she designed a simple question-
naire to collect the information. However, the
respondents’ possible answers, or response
choices, to each of the questions were inade-
quate, and the questionnaire was inappropri-
ately designed for any type of summary analy-
sis. Thus, the director of marketing was stuck
with thousands of useless questionnaires.

All research requires a design of some
type — from very simple surveys of only a few
people to nationwide studies covering complex
issues. All procedures, including variables, sam-
ples, and measurement instruments, must be se-
lected or designed in light of their appropriate-
ness to the hypotheses or research questions;
and all items must be planned in advance.

There are four characteristics of research de-
sign that should be noted if a study is to produce
reliable and valid results (Haskins, 1968):

1. Naturalistic setting. For the results of
any project to have external validity, the study
must be conducted under normally encountered
environmental conditions. This means that sub-
jects should be unaware of the research situa-
tion, if possible; that phenomena should not be
analyzed in a single session; and that normal
intervening variables, such as noise, should be
included in the study. Also, long-term projects
are more conducive to a naturalistic atmosphere
than are short-term studies.

Although this requirement fits laboratory
experiments, it is not appropriate in all types of
research. For example, there is no need to mask
the nature of a music test conducted for a radio
station.

2. Clear cause-and-effect relationships. The
researcher must make every effort to control in-
tervening or spurious independent/dependent
variable relationships (Chapter 3). The results
of a study can be interpreted with confidence if
and only if all confounding effects are identified.

3. Unobtrusive and valid measurements.
There should be no perceptible connection be-
tween the communication presented to subjects
and the measurement instruments used. Sub-
jects tend to answer questions differently if they
can identify the purpose of the study. Also,
the study should be designed to assess both
immediate effects and long-term effects on the
subjects.

To assure the validity of measurements used,
a sample should be large enough to allow detec-
tion of minor effects or changes (Chapter 4).
Additionally, the selection of dependent vari-
ables should be based on their relevance to the
study and the researcher’s knowledge of the
area, not on convenience.

4. Realism. A research design must above
all be realistic. This necessitates a careful con-
sideration of the availability of time, money, per-
sonnel to conduct the study, and researchers
who are competent in the proposed research
methodology and statistical analysis.

Once the research design has been properly
developed, researchers should pretest as many
phases of the project as possible. A pretest of the
questionnaire and a check for errors in the mea-
surement instrument(s) and equipment will
help determine whether significant problems
are present. A trial run, or pilot study (a small-
scale version of the planned research project) is
recommended, but is not always necessary or
possible. The mall marketing director in the pre-
vious example could have saved a great deal of
time and money by running a pilot study using



10 or 20 mall shoppers. She would have quickly
discovered that the questionnaire did not pro-
duce the desired results.

RESEARCH SUPPLIERS
AND FIELD SERVICES

Most media researchers do not actually conduct
every phase of every project they supervise. In
other words, though they usually design re-
search projects, determine the sample to be
studied, and prepare the measurement instru-
ments, the researchers generally do not actually
make telephone calls or interview respondents
in shopping malls. The researchers instead con-
tract with a research supplier or a field service
to execute these tasks.

Research suppliers provide a variety of ser-
vices. A full-service supplier participates in the
design of a study, supervises data collection,
tabulates the data, and provides an analysis of
the results. The company may offer work in any
field (such as mass media, medical and hospital,
or banking); or the company may specialize in
only one type of research work. In addition,
some companies can execute any type of re-
search method — telephone surveys, one-on-
one interviews, shopping center interviews
(intercepts) (Chapter 6), or focus groups
(Chapter 7) — or they may concentrate on only
one method.

Field services usually specialize in conduct-
ing telephone interviews, mall intercepts, and
one-on-one interviews; and in recruiting re-
spondents for group administration (central
location testing, or CLT) projects (Chapter 6)
and focus groups. The latter projects are called
prerecruits. (The company prerecruits respon-
dents to attend a research session.) Although
some field services offer help in questionnaire
design and data tabulation, most concentrate
on telephone interviews, mall interviews, and
prerecruiting.

Field services usually have focus group
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rooms available (with two-way mirrors to allow
clients to view the session), and test kitchens for
projects involving food and cooking. Some field
service facilities are gorgeous and elaborate, but
others look as though the company just filed for
bankruptcy protection under Chapter 11. Most
field services lease space (or lease the right to
conduct research) in shopping malls to conduct
intercepts. Some field services are actually based
in shopping malls.

Hiring a research supplier or field service is
a simple process. The researcher calls the com-
pany, explains the project, and is given a price
quote. A contract or project confirmation letter
is usually signed. In some cases, the price quote
is a flat fee for the total project. However, some-
times costs are based on cost per interview
(CPI).

Before describing the CPI procedure, it is
necessary to introduce the term incidence be-
cause it plays an important role in the research
process. The term is used to describe the ease
with which qualified respondents or subjects
are (or can be) found for a research project.
Incidence is given as a percentage of 100 — the
lower the incidence, the more difficult it is to
find a qualified respondent or group of respon-
dents. Gross incidence is the percentage of
qualified respondents reached of all contacts
(such as telephone calls) made, and net inci-
dence refers to the number of respondents or
subjects who actually participate in a project.

For example, assume a telephone research
study requires 100 female respondents between
the ages of 18 and 49 who listen to the radio for
at least 1 hour per day. The estimated gross in-
cidence is 10%. (Radio and television incidence
figures can be estimated by using Arbitron and
Nielsen ratings books; sometimes an incidence
is merely a guess on the part of the researcher.)
A total of about 1,818 calls will have to be made
to recruit the 100 females, not 1,000 calls as
some people may think. The number of calls
required is not computed as the target sample
size (100 in this example) divided by incidence
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(.10), or 1,000. The number of calls computed
for gross incidence (1,000) must then be divided
by the acceptance rate, or the percentage of the
target sample that agrees to participate in the
study.

The total calls required is 1,000 divided by
.55 (a generally used acceptance percentage), or
1,818. Of the 1,818 telephone calls made, 10%
(182) will qualify for the interview, but only
55% of those (100) will actually agree to com-
plete the interview (net incidence).

Field services and research suppliers base
their charges on net incidence, not gross inci-
dence. Many novice researchers fail to take this
into account when they plan the financial budget
for a project.

There is no “average” incidence rate in re-
search. The figure differs depending on the
complexity of the sample desired, the length of
the research project, the time of year when the
study is conducted, and a variety of other prob-
lems. The lower the incidence, the higher the
cost for a research project. This is a guarantee.

In addition, prices quoted by field services
and research suppliers are based on an esti-
mated incidence rate. Costs will be adjusted

after the project is completed and the actual in-
cidence rate is known. In most cases, a quote
will be given with a plus or minus 10% “warn-
ing.” Although some people may think that un-
derstanding how a CPI is computed is unnec-
essary, the concept is vitally important to any
researcher who subcontracts work with a field
service.

Let’s go back to the CPI discussion. Assume
aresearcher wants to conduct a 400-person tele-
phone study with adults who are between the
ages of 18 and 49. A representative of the com-
pany will ask for the researcher’s estimated in-
cidence and the length of the interview (in min-
utes). The two figures determine the CPI. Most
field services and research suppliers use a chart
to compute the CPI; an example is shown in
Table 2.1.

The table is easy to use. To find a CPI, first
read down the left-hand side of the table for the
length of the interview, then across for inci-
dence. For example, the CPI for a 20-minute
interview with an incidence of 10% is $30. A
researcher conducting a 400-person telephone
study with these “specs” will owe the field ser-
vice or research supplier $12,000 (400 X $30)

TABLE 2.1 CPI CHART
Incidence

5 6 7 8
5 Minutes 44.25 38.00 34.00 30.75
10 Minutes 45.50 39.25 35.00 32.00
15 Minutes 46.50 40.50 36.25 33.00
20 Minutes 47.75 41.75 37.50 34.25
25 Minutes 49.00 42.75 38.50 35.50
30 Minutes 50.00 44.00 39.75 36.50

9 10 20 30
28.50 26.50 14.25 10.25
29.50 27.75 15.50 11.50
30.75 29.00 16.75 12.50
32.00 30.00 17.75 13.75
33.00 31.25 19.00 15.00
34.25 32.50 20.25 16.25




plus any costs for photocopying the question-
naire, mailing, and data tabulation (if re-
quested). If the company analyzes the data and
writes a final report, the total cost would be
between $20,000 and $30,000.

Research projects involving prerecruits,
such as focus groups and group administration,
involve an additional cost: respondent co-op
fees, or incentives. A telephone study respon-
dent generally receives no payment for answer-
ing questions. However, when respondents are
asked to leave their home to participate in a
project, they are usually paid a co-op fee—
normally between $25 and $100.

Costs escalate quickly in a prerecruit proj-
ect. For example, assume a researcher wants to
conduct a group session with 400 respondents
instead of using a telephone approach. Instead
of paying a field service or a research supplier a
CPI for a telephone interview, the payment is for
recruiting respondents to attend a project con-
ducted at a specific location. Although most
companies have separate rate cards for pre-
recruiting (they are usually a bit higher than
the card used for telephone interviewing),
assume the costs are the same. Recruiting costs,
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then, are $12,000 (400 X $30 CPI), with an-
other $10,000 (minimum) for respondent co-op
(400 X $25). Total costs so far are $22,000,
about twice as much as a telephone study. How-
ever, more costs must be added to this figure: a
rental fee for the room where the study will be
conducted, refreshments for respondents, fees
for assistants to check in respondents, and travel
expenses (another $1,000—$4,000).

In addition, to have 400 people show up
(4 sessions of 100 each), it is necessary to over-
recruit since not every respondent will “show.”
In prerecruit projects, field services and re-
search suppliers will overrecruit 25% to 100%.
In other words, for a 400 “show rate,” a company
will prerecruit between 600 and 800 people.
However, rarely does a prerecruit session hit the
target sample size exactly. In many cases, the
show rate falls short and a “make-good” session
is required. (The project is repeated at a later
date with another group of respondents to meet
the target sample size.) In some cases, more re-
spondents than required show, which means
that projected research costs may skyrocket.

In most prerecruit projects, field services
and research suppliers are paid on a “show basis”

TABLE 2.1 CONTINVED

Incidence

40 50 60 70

5 Minutes 8.25 7.00 6.50 6.00
10 Minutes 9.50 8.25 7.75 7.25
15 Minutes 10.50 9.50 9.00 8.50
20 Minutes 11.75 10.50 10.00 9.50
25 Minutes 13.00 11.75 11.25 10.75
30 Minutes 14.25 13.00 12.50 11.75

80 90 100
5.75 5.50 5.00
7.00 6.75 6.50
8.00 8.00 7.75
9.25 9.00 9.00

10.50 10.25 10.00
11.50 11.00 10.50
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only. That is, they receive payment only for re-
spondents who show, not for the number who
are recruited. If the companies were paid on a
recruiting basis, they could recruit thousands of
respondents for each project. The show-basis
payment procedure also adds incentive for the
companies to ensure that those who are re-
cruited show up for the research session.

Although various problems with hiring and
working with research suppliers and field ser-
vices are discussed in Chapter 7, two important
points are introduced here to help novice re-
searchers when they begin to use these support
companies.

1. All suppliers and field services are not equal.
Any person or group with any qualifications
can form a research supply company or field
service. There are no formal requirements,
no tests to take, and no national, state, or
regional licenses to acquire. What is needed
is a research shingle on the door, advertising
in marketing and research trade publications,
and (optional) membership in one or more of
the voluntary research organizations.

Due to lack of regulations in the research
industry, it is the sole responsibility of the
research user to determine which of the
hundreds of suppliers available are capable
of conducting a professional, scientifically
based research project. Experienced re-
searchers develop a list of qualified compa-
nies, basically from the recommendations of
other researchers. (Mass media researchers
throughout the country are a very closely
knit group of people who trade information
almost daily.)

2. The researcher must maintain close supervi-
sion over the project. This is true even with
the very good companies, not because their
professionalism cannot be trusted, but
rather, to be sure that the project is answer-
ing the questions that were posed. Because
of security considerations, a research sup-

plier may never completely understand why
a particular project is being conducted, and
the researcher needs to be sure that the
project will provide the exact information
required.

DATA ANALYSIS AND INTERPRETATION

The time and effort required for data analysis
and interpretation depends on the study’s pur-
pose and the methodology used. Analysis and
interpretation may take several days to several
months. In many private sector research studies
involving only a single question, however, data
analysis and interpretation may be completed in
a few minutes. For example, a radio station may
be interested in finding out its listeners’ percep-
tions of the morning show team. After a survey
is taken, that question may be answered by
summarizing only one or two items on the ques-
tionnaire. The summary then may determine
whether or not the morning show team “stays”
or “goes.”

Every analysis should be carefully planned
and performed according to guidelines designed
for that analysis. Once the computations have
been completed, the researcher must “step back”
and consider what has been discovered. The re-
sults must be analyzed with reference to their
external validity and the likelihood of their ac-
curacy. Here, for example, is an excerpt from the
conclusion drawn by Singer and Singer (1981,
p. 385):

Television by its very nature is a medium that
emphasizes those very elements that are generally
found in imagination: visual fluidity, time and
space flexibility and make-believe. . . . Very little
effort has emerged from producers or educators
to develop age-specific programming. ... It is
evident that more research for the development
of programming and adult mediation is urgently
needed.




Researchers must determine through analy-
sis whether their work is valid internally and
externally. This chapter has touched briefly on
the concept of external validity — an externally
valid study is one whose results can be general-
ized to the population. To assess internal valid-
ity, on the other hand, one asks, Does the
study really investigate the proposed research
question?

Internal Validity

Control over research conditions is necessary to
enable researchers to rule out all plausible rival
explanations of results. Researchers are inter-
ested in verifying that “y is a function of x,” or
y = f(x). Control over the research conditions is
necessary to eliminate the possibility of finding
that y = f(b), where b is an extraneous variable.
Any such variable that creates a rival explana-
tion of results is called an artifact (also referred
to as extraneous, or confounding, variable). The
presence of an artifact indicates a lack of internal
validity: the study has failed to investigate its
hypothesis.

Suppose, for example, that researchers dis-
cover through a study that children who view
television for extended lengths of time have
lower grade point averages in school than chil-
dren who watch only a limited amount of tele-
vision. Could an artifact have created this find-
ing? It may be that children who view fewer
hours of television also receive parental help
with their school work; parental help (the arti-
fact), not hours of television viewed, may be the
reason for the difference in grade point averages
between the two groups.

Artifacts in research may arise from several
sources. Those most frequently encountered are
described in the list below. Researchers should
be familiar with these sources to achieve inter-
nal validity in the experiments they conduct
(Campbell & Stanley, 1963; Cook & Campbell,
1979).
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1. History. Various events occurring dur-
ing a study may affect the subjects’ attitudes,
opinions, and behavior. For example, to analyze
an oil company’s public relations campaign for
a new product, researchers first pretest subjects
concerning their attitudes toward the company.
The subjects are next exposed to an experimen-
tal promotional campaign (the experimental
treatment); then a posttest is administered to
determine whether changes in attitude occurred
as a result of the campaign. Suppose the results
indicate that the public relations campaign was
a complete failure — that the subjects displayed
a very poor perception of the oil company in the
posttest. Before the results are reported, the re-
searchers must determine whether an interven-
ing variable could have caused the poor percep-
tion. An investigation discloses that during the
period between tests, subjects learned from a
television news story that an oil tanker owned
by the oil company just spilled millions of gal-
lons of crude oil in the North Atlantic. News of
the oil spill—not the public relations cam-
paign —may have acted as an artifact that cre-
ated the poor perception. The longer the time
between a pretest and a posttest, the greater the
possibility that history might confound the
study.

The effects of history in a study can be dev-
astating, as was shown during the late 1970s and
early 1980s. Several broadcast companies and
other private businesses perceived a need to de-
velop Subscription Television (STV) in various
markets throughout the country where cable
television penetration was thought to be very
low. An STV service allows a household to pick
up, using a special antenna, pay television ser-
vices similar to Home Box Office or Showtime.
Several cities became prime targets for STV be-
cause both Arbitron and Nielsen reported very
low cable penetration. Several companies con-
ducted research in many of these cities, and re-
sults supported the Arbitron and Nielsen data.
In addition, the research found that people who



32 Part I  The Research Process

did not have access to cable television were very
receptive to the idea of STV. However, it was
discovered later that even as some studies were
being conducted, cable companies in the target
areas were expanding very rapidly and had
wired many previously nonwired neighbor-
hoods. What were once prime targets for STV
soon became accessible to cable television. The
major problem was that researchers attempting
to determine the feasibility of STV failed to con-
sider the historical changes (wiring of the cities)
that could affect the results of their research.
The result was that many companies lost mil-
lions of dollars and STV soon faded away.

2. Maturation. Subjects’ biological and
psychological characteristics change during the
course of a study. Growing hungry or tired or
becoming older may influence the manner in
which subjects respond to a research study. An
example of how maturation can affect a research
project was seen in the early 1980s when radio
stations around the country began to test their
music playlist in auditorium sessions (Chap-
ter 14). Some unskilled research companies
tested up to 500 or 600 songs in one session and
wondered why the songs after about the 400th
one tested dramatically different from the other
songs. Without a great deal of investigation, re-
searchers discovered that the respondents were
physically and emotionally drained once they
reached 400 songs (about 2 hours), and they
merely wrote down any number just to com-
plete the project.

3. Testing. Testing in itself may be an arti-
fact, particularly when subjects are given simi-
lar pretests and posttests. A pretest may sensi-
tize subjects to the material and improve their
posttest scores regardless of the type of experi-
mental treatment given to subjects. This is es-
pecially true when the same test is used for both
situations. Subjects learn how to answer ques-
tions and to anticipate researchers’ demands. To
guard against the effects of testing, different pre-
tests and posttests are required. Or, instead of
being given a pretest, subjects can be tested for

similarity (homogeneity) by means of a variable
or set of variables that differs from the experi-
mental variable. The pretest is not the only way
to establish a point of prior equivalency (the
point at which the groups were equal before the
experiment) between groups — this also can be
done through sampling (randomization and
matching). For further discussion on control of
confounding variables within the context of an
experiment, see Chapter 5.

4. Instrumentation. Also known as instru-
ment decay, this term refers to the deterioration
of research instruments or methods over the
course of a study. Equipment may wear out, ob-
servers may become more casual in recording
their observations, and interviewers who mem-
orize frequently asked questions may fail to
present them in the proper order. Some college
entrance tests, such as the SAT and ACT, are
targets of debate by many researchers and/or
statisticians. The complaints mainly address the
concern that the current tests do not adequately
measure knowledge of today, but rather what
was once considered necessary and important.

5. Statistical regression. Subjects who
achieve either very high or very low scores on a
test tend to regress to the sample or population
mean during following testing sessions. Often
outliers (subjects whose pretest scores are far
from the mean) are selected for further testing
or evaluation. Suppose, for example, that re-
searchers develop a series of television programs
designed to teach simple mathematical con-
cepts, and they select only subjects who score
very low on a mathematical aptitude pretest. An
experimental treatment is designed to expose
these subjects to the new television series, and a
posttest is given to determine whether the pro-
grams increased the subjects’ knowledge of sim-
ple math concepts. The experimental study may
show that indeed, after only one or two expo-
sures to the new programs, math scores in-
creased. But the higher scores on the posttest
may not be due to the television programs; they
may be a function of statistical regression. That




is, regardless of whether the subjects viewed the
programs, the scores in the sample may have
increased merely because of statistical regres-
sion to the mean. The programs should be tested
with a variety of subjects, not just those who
score low on a pretest.

6. Experimental mortality. All research
studies face the possibility that subjects will
drop out for one reason or another. This is es-
pecially true in long-term studies. Subjects may
become ill, move away, drop out of school, or
quit work. This mortality, or loss of subjects, is
sure to have an effect on the results of a study,
since most research methods and statistical
analyses make assumptions about the number
of subjects used. It is always better, as men-
tioned in Chapter 4, to select more subjects
than are actually required — within the budget
limits of the study.

7. Sample selection. Most research designs
compare two or more groups of subjects to de-
termine whether differences exist on the depen-
dent measurement. These groups must be ran-
domly selected and tested for homogeneity to
ensure that results are not due to the type of
sample used (Chapter 5).

8. Demand characteristics. The term de-
mand characteristics is used to describe sub-
jects’ reactions to experimental conditions.
Orne (1969) suggested that, under some circum-
stances, subjects’ awareness of the experimental
purpose may be the sole determinant of how
they behave; that is, subjects who recognize the
purpose of a study may produce only “good”
data for researchers.

People who become involved in research
quickly learn about the many variations of de-
mand characteristics. For example, research
studies seeking to find out about respondents’
listening and viewing habits always find sub-
jects who report high levels of listening and
viewing to PBS. However, when the same sub-
jects are asked to name their favorite PBS pro-
grams, many cannot recall a single one. (Their
TV favorite is usually something like “Wheel of
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Fortune,” and their radio favorite is something
like the “American Top 40 Countdown”.)

Cross-validating questions are often neces-
sary to verify subjects’ responses; by giving sub-
jects the opportunity to answer the same ques-
tion phrased in different ways, the researcher
can spot discrepant, potentially error-producing
responses. In addition, researchers can help
control demand characteristics by disguising
the real purpose of the study; however, research-
ers should use caution when employing this
technique (Chapter 18).

In addition, most respondents who partici-
pate in research projects are eager to provide the
information the researcher requests. They are
flattered to be asked for their opinions. Un-
fortunately, this means that they will answer
any type of question, even if the question is to-
tally ambiguous, misleading, vague, or abso-
lutely uninterpretable. For example, a recent
telephone study was conducted by Paragon Re-
search in Denver, with respondents in Pennsyl-
vania who have the area code 717. An inter-
viewer using a telephone that did not have area
codes blocked out (for no access), unknowingly
called area code 714 (Orange County, Califor-
nia). For nearly 20 minutes, the respondent in
California answered questions about radio sta-
tions with W call letters — stations impossible
for her to pick up on any radio. The problem
was discovered during questionnaire validation.

9. Experimenter bias. Rosenthal (1969)
discussed a variety of ways in which a re-
searcher may influence the results of a study.
Bias can enter through mistakes made in obser-
vation, data recording, mathematical computa-
tions, and interpretation. Whether experimenter
errors are intentional or unintentional, they usu-
ally support the researcher’s hypothesis and are
considered bias (Walizer & Wienir, 1978).

Experimenter bias can also enter into any
phase of a research project if the researcher be-
comes swayed by a client’s wishes for how a
project will turn out. The following example
describes a situation that can cause significant
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problems for researchers if they do not remain
totally objective throughout the entire project.
The example is not included here to suggest that
research always works this way, nor is it an en-
dorsement of the situation.

Researchers are sometimes hired by individ-
uals or companies to “prove a point” or to have
“supporting information” for a decision (This is
usually unknown to the researcher.) For exam-
ple, the program director at a television station
may have a particular dislike for a program on
the station and wants to “prove” his “theory” cor-
rect. A researcher is hired under the premise of
finding out whether the audience likes or dis-
likes the program. In this case, it is very easy for
the program director to intentionally or unin-
tentionally sway the results just through con-
versations with the researcher in the planning
stages of the study. Itis possible for a researcher
to intentionally or unintentionally interpret the
results in order to support the program direc-
tor’s desire to eliminate the program. The re-
searcher may, for instance, have like/dislike
numbers that are very close, but may give the
“edge” to dislike because of the program direc-
tor’s influence.

Experimenter bias is a potential problem in
all phases of research, and those conducting the
study must be aware of problems caused by out-
side influences. Several procedures can help to
reduce experimenter bias. For example, individ-
uals who provide instructions to subjects and
make observations should not be informed of
the purpose of the study; experimenters and
others involved in the research should not know
whether subjects belong to the experimental
group or the control group (called a double-
blind experiment); and automated devices such
as tape recorders should be used whenever pos-
sible to provide uniform instructions to sub-
jects. (See Chapter 5 for more information about
control groups.)

Researchers can also ask clients not to dis-
cuss the intent of a research project beyond what
type of information is desired. The program di-

rector should say only that information is de-
sired about the like/dislike of the program and
should not discuss what decisions will be made
with the research. In cases where researchers
must be told about the purpose of the project, or
where the researcher is conducting the study
independently, experimenter bias must be re-
pressed at every phase.

10. Evaluation apprehension. Rosenberg's
(1965) concept of evaluation apprehension is
similar to demand characteristics, but it empha-
sizes that subjects are essentially afraid of being
measured or tested. They are interested in re-
ceiving only positive evaluations from the re-
searcher and from the other subjects involved in
the study. Most people are hesitant to exhibit
behavior that differs from the norm and will
tend to follow the group, though they may totally
disagree with the others. The researcher’s task is
to try to eliminate this passiveness by letting
subjects know that their individual responses
are important.

11. Causal time order. The organization of
an experiment may create problems with data
collection and/or interpretation. It may be that
an experiment’s results are not due to the stim-
ulus (independent) variable, but rather to the
effect of the dependent variable. For example,
respondents in an experiment that is attempting
to determine how magazine advertising layouts
influence their purchasing behavior may change
their opinions when they read or complete a
questionnaire after viewing several ads.

12.  Diffusion or imitation of treatments. In
situations where respondents participate at dif-
ferent times during one day or over several days,
or where groups of respondents are studied one
after another, respondents may have the oppor-
tunity to discuss the project with someone else
and contaminate the research project. This is a
special problem with focus groups where one
group often leaves the focus room while a new
group enters.

13. Compensation. Sometimes individuals
who work with a control group (the one that




receives no experimental treatment) may un-
knowingly treat the group differently since the
group was “deprived” of something. In this case,
the control group is no longer legitimate.

14. Compensatory rivalry. In some situa-
tions, subjects who know they are in a control
group may work harder or perform differently
to out-perform the experimental group.

15. Demoralization. Control group sub-
jects may literally lose interest in a project be-
cause they are not experimental subjects. These
people may give up or fail to perform normally
because they may feel demoralized or angry that
they are not in the experimental group.

The sources of internal invalidity are com-
plex and may arise in all phases of research. For
this reason, it is easy to see why the results from
a single study cannot be used to refute or sup-
port a theory or hypothesis. To try and control
these artifacts, researchers use a variety of ex-
perimental designs and try to keep strict control
over the research process so subjects and re-
searchers will not intentionally or uninten-
tionally influence the results. As Hyman (1954)
recognized:

All scientific inquiry is subject to error, and it is
far better to be aware of this, to study the sources
in an attempt to reduce it, and to estimate the
magnitude of such errors in our findings, than to
be ignorant of the errors concealed in our data.

External Validity

External validity refers to how well the results
of a study can be generalized across popula-
tions, settings, and time (Cook & Campbell,
1979). The external validity of a study can be
severely affected by the interaction in an analysis
of variables such as subject selection, instru-
mentation, and experimental conditions (Camp-
bell & Stanley, 1963). A study that lacks external
validity cannot be projected to other situations.
The study is only valid for the sample tested.
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Most procedures to guard against external
invalidity relate to sample selection. Cook and
Campbell (1979) describe three considerations:

. Use random samples.

. Use heterogeneous samples and replicate the
study several times.

3. Select a sample that is representative of the

group to which the results will be general-

ized.

N —

Using random samples rather than conven-
ience or available samples (Chapter 4) allows
researchers to gather information from a variety
of subjects rather than from those who may
share similar attitudes, opinions, and lifestyles.
As Chapter 4 discusses, a random sample means
that everyone (within the guidelines of the proj-
ect) has an equal chance of being selected for
the research study.

Several replicated research projects using
samples with a variety of characteristics (heter-
ogeneous) allow researchers to test hypotheses
and research questions and not worry that the
results will relate to only one type of subject.

Selecting a sample that is representative of
the group to which the results will be general-
ized is basic common sense. For example, the
results from a study of a group of high school
students cannot be generalized to a group of
college students.

A fourth way to increase external validity is to
conduct research over a long period of time.
Mass media research is often designed as short-
term projects: subjects are exposed to an exper-
imental treatment and are immediately tested or
measured. However, in many cases, the imme-
diate effects of a treatment are negligible. In
advertising, for example, research studies de-
signed to measure brand awareness are generally
based on only one exposure to a commercial or
advertisement. It is well known that persuasion
and attitude change rarely take place after only
one exposure; they require multiple exposures
over time. Logically, such measurements should
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be made over a period of weeks or months to
take into account the sleeper effect: that attitude
change may be minimal or nonexistent in the
short run and still prove significant in the long
run.

PRESENTING RESULTS

The format used to present results depends on
the purpose of the study. Research intended for
publication in academic journals follows a for-
mat prescribed by each journal; research con-
ducted for management in the private sector
tends to be reported in simpler terms, excluding
detailed explanations of sampling, methodol-
ogy, and review of literature. However, all pre-
sentations of results must be written in a clear
and concise manner appropriate to both the re-
search question and the individuals who will
read the report. A more detailed discussion of
reporting is included in Chapter 18.

REPLICATION

One important point mentioned throughout this
book is that the results of any single study are,
by themselves, only indications of what might
exist. A study provides information that says, in
effect, “This is what may be the case.” To be
relatively certain of the results of any study,
the research must be replicated. Too often, re-
searchers conduct one study and report the re-
sults as if they are providing the basis for a the-
ory or law. The information presented in this
chapter, and in other chapters that deal with
internal and external validity, argues that this
cannot be true.

A research question or hypothesis requires
investigation from many different perspectives
before any significance can be attributed to the
results of one study. Research methods and
designs must be altered to eliminate design-

specific results — that is, results that are based
on, hence specific to, the design used. Similarly,
subjects with a variety of characteristics should
be studied from many angles to eliminate
sample-specific results; and statistical analyses
need variation to eliminate method-specific re-
sults. In other words, all effort must be made to
ensure that the results of any single study are
not created by or dependent on a methodologi-
cal factor; studies must be replicated.

Researchers overwhelmingly advocate the
use of replication to establish scientific fact.
Lykken (1968) and Kelly, Chase, and Tucker
(1979) have identified four basic types of repli-
cation that can be used to help validate a scien-
tific test:

* Literal replication involves the exact dupli-
cation of a previous analysis, including the
sampling procedures, experimental condi-
tions, measuring techniques, and methods
of data analysis.

Operational replication attempts to dupli-
cate only the sampling and experimental
procedures of a previous analysis, to test
whether the procedures will produce similar
results.

Instrumental replication attempts to dupli-
cate the dependent measures used in a pre-
vious study and to vary the experimental
conditions of the original study.
Constructive replication tests the validity
of methods used previously by deliberately
avoiding the imitation of the earlier study;
both the manipulations and the measures
used in the first study are varied. The re-
searcher simply begins with a statement of
empirical “fact” uncovered in a previous
study and attempts to find the same “fact.”

Despite the obvious need to conduct re-
search replications, mass media researchers
generally ignore this important step, probably
because many feel that replications are not as
glamorous or important as original research.




Nothing is further from the truth than this
belief.

SUPPLEMENT ON INCIDENCE
RATES AND CPI

Incidence rate is an important concept in research
because it determines both the difficulty and the
cost of a research project. Table 2.1 (on pages 28—
29) shows a standard CPI rate chart. These indi-
vidual numbers are computed through a compli-
cated series of steps. Without going into exact
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detail, this supplement explains the general pro-
cedure of how each CPI is computed.

As mentioned earlier, CPI is based on inci-
dence and interview length. In prerecruiting,
only incidence is considered, but CPIs are basi-
cally the same as those for telephone interviews.
To determine a CPI, let us assume we wish to
conduct a 100-person telephone study, with an
incidence of 10% and an interview length of 20
minutes. The computation and an explanation
of each step is shown in Table 2.2. In other
words, 1,818 contacts are made. Of these, 10%
will qualify for the interview (182) and 55% of

TABLE 2.2 DETERMINING A CPI

Step
1. Gross incidence: 1,000
2. Acceptance rate: 55%
3. Real contacts necessary: 1,818
4. Minutes per contact: 4
5. Total contact minutes: 7,272
6. Productive minutes per hour: 40
7. Total contact hours: 182
8. Total interview hours: 33
9. Total hours: 215

10. Hourly rate: $15

11. Total cost: $3,225

12. CPL: $32.25

Explanation

Gross incidence figure. Simply
100 + .10.

Standard figure used. Use accep-
tance rate to determine how many
calls are needed.

1,000 + .55

Number of minutes to find correct
respondent (bad numbers, busy
lines, etc.)

4 x 1,818

Average number of minutes inter-
viewers usually work in 1 hour
(breaks, etc.)

7,272 + 40

100 X 20 minutes
Contact + interview hours
Industry standard

215 x $15

$3,225 + 100 interviews
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these will accept (100). The total number of
hours required to conduct the 100-person sur-
vey is 215, with a CPI of $32.25.

S UMMARY

This chapter has described the processes in-
volved in identifying and developing a topic for
research investigation. It was suggested that re-
searchers consider several sources for potential
ideas, including a critical analysis of everyday
situations. The steps in developing a topic for
investigation naturally become easier with ex-
perience; the beginning researcher needs to pay
particular attention to material already avail-
able. He or she should not attempt to tackle
broad research questions, but should try to iso-
late a smaller, more practical subtopic for study.
The researcher should develop an appropriate
method of analysis and then proceed, through
data analysis and interpretation, to a clear and
concise presentation of results.

The chapter stresses that the results of a sin-
gle survey or other research approach only pro-
vide indications of what may or may not exist.
Before the researcher can claim support for a
research question or hypothesis, the study must
be replicated a number of times to eliminate
dependence on extraneous factors.

While conducting research studies, the in-
vestigator must be constantly aware of potential
sources of error that may create spurious results.
Phenomena that affect an experiment in this way
are sources of breakdowns in internal validity. If
and only if differing and rival hypotheses are
ruled out can researchers validly say that the
treatment was influential in creating differences
between the experimental group and the control
group. A good explanation of research results
rules out intervening variables; every plausible
rival explanation should be considered. How-
ever, even when this is accomplished, the results

of one study can be considered only as indica-
tions of what may or may not exist. Support for
a theory or hypothesis can be made only after
the completion of several studies that produce
similar results.

In addition, for a study to have substantive
worth to the understanding of mass media, re-
sults must be generalizable to subjects and
groups other than those involved in the experi-
ment. External validity can be best achieved
through randomization of subject selection:
there is no substitute for random sampling
(Chapter 4).

Questions and Problems
for Further Investigation

1. The focus of this chapter is on developing a re-
search topic by defining a major problem area
and narrowing the topic to a manageable study.
Develop two different research projects in an area
of mass media research. Use either an outline
format or a flowchart format.

2. Replication has long been a topic of debate in
scientific research, but until recently, mass media
researchers have not paid much attention to it.
Read the articles by Reid, Soley, and Wimmer
(1981) and Wimmer and Reid (1982). Explain in
your own words why replication has not been a
major factor in mass media research. What could
be done to correct the current situation in
replication?

3. In an analysis of the effects of television view-
ing, it was found that the fewer the hours of televi-
sion students watched per week, the higher were
the scores achieved in school. What alternative
explanations or artifacts might explain such differ-
ences? How could these variables be controlled?

4. The fact that some respondents will answer any
type of question, whether it is a legitimate ques-
tion or not, is something novice researchers can-
not relate to until they encounter it firsthand.
Although it may not work, direct this question to
afriend in another class or at a party: What effects
do you think the sinking of Greenland into the




Labrador Sea will have on the country’s fishing
industry?
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hapters 1 and 2 presented a brief overview
of the research process. In this chapter, four
basic elements of this process are defined and
discussed: concepts and constructs, measure-
ment, variables, and scales. To conduct and un-
derstand empirical research, it is necessary to
understand these elements.

CONCEPTS AND CONSTRUCTS

A concept is a term that expresses an abstract
idea formed by generalization from particulars.
It is formed by summarizing related observa-
tions. For example, a researcher might observe
that a public speaker becomes restless, starts to
perspire, and continually fidgets with a pencil
just before giving an address. The researcher
might summarize these observed patterns of be-
havior and label them “speech anxiety.” On a
more concrete level, the word table is a concept
that represents a wide variety of observable ob-
jects, ranging from a plank supported by con-
crete blocks to a piece of furniture typically
found in dining rooms. In mass media research,
terms such as message length, media usage, and
readability are typically used as concepts.
Concepts are important for at least two rea-
sons. First, they reduce the amount of detail
researchers must take into account by combin-
ing particular characteristics, objects, or people
into more general categories. For example, a re-
searcher may study families that own personal
computers, modems, VCRs, CD players, cellu-
lar phones, and DAT players. To make it easier
to describe these families, the researcher calls
them “Taffies” and categorizes them under the

concept of technologically advanced families.
Now, instead of describing each of the charac-
teristics that make these families unique, the
researcher has a general term that is more inclu-
sive and convenient to use.

Second, concepts facilitate communication
among those who have a shared understanding
of them. Researchers use concepts to organize
their observations into meaningful summaries
and to transmit this information to their col-
leagues. Researchers who use the concept of
“agenda setting” to describe a complicated set of
audience and media activities find that their col-
leagues understand what is being discussed.
Note that individuals must share an understand-
ing of a concept if it is to be useful. Teenagers
use the word dweeb to describe their acquain-
tances, and most teens understand perfectly
what is meant by the concept. However, many
adults have trouble understanding it.

A construct is a concept that has three dis-
tinct characteristics. First, it is an abstract no-
tion that is usually broken down into dimen-
sions represented by lower-level concepts. In
other words, a construct is a combination of
concepts. Second, because of its abstraction, a
construct usually cannot be directly observed.
Third, a construct is usually designed for some
particular research purpose so that its exact
meaning relates only to the context in which it
is found. For example, the construct “involve-
ment” has been used in many advertising studies
(Pokrywczynski, 1986). It is a construct that
is difficult to see directly, and it includes the
concepts of attention, interest, and arousal. Re-
searchers can only observe its likely or pre-
sumed manifestations. In some contexts, in-



volvement means product involvement; in others
it refers to involvement with the message or even
with the medium. Its precise meaning depends
on the research context.

To take another example, in mass communi-
cation research, the term authoritarianism rep-
resents a construct specifically defined to de-
scribe a certain type of personality; it comprises
nine different concepts, including convention-
alism, submission, superstition, and cynicism.
Authoritarianism itself cannot be seen; its pres-
ence must be determined by some type of ques-
tionnaire or standardized test. The results of
such tests indicate what authoritarianism might
be and whether it is present under given condi-
tions, but the tests do not provide exact defini-
tions for the construct itself.

The empirical counterpart of a construct or
concept is called a variable. Variables are impor-
tant because they link the empirical world with
the theoretical; they are the phenomena and
events that can be measured or manipulated in
research. Variables can have more than one
value along a continuum. For example, the vari-
able “satisfaction with cable TV programs,” can
take on different values — a person can be satis-
fied a lot, a little, or not at all — reflecting in the
empirical world what the concept “satisfaction
with cable TV programs,” represents in the the-
oretical world.

Researchers attempt to test a number of
associated variables to develop an underlying
meaning or relationship among them. After suit-
able analysis, the most important variables are
retained and the others are discarded. These im-
portant variables are labeled marker variables
since they seem to define or highlight the con-
struct under study. After further analysis, new
marker variables may be added to increase un-
derstanding of the construct and to permit more
reliable predictions.

Concepts and constructs are valuable tools
in theoretical research. But, as noted in Chap-
ter 1, researchers also function at the observa-
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tional, or empirical, level. To understand how
this is done, it is necessary to examine variables
and to know how they are measured.

Independent and Dependent Variables

Variables are classified in terms of their relation-
ship with one another. It is customary to talk
about independent and dependent variables:
independent variables are systematically varied
by the researcher, and dependent variables are
observed and their values presumed to depend
on the effects of the independent variables. In
other words, the dependent variable is what the
researcher wishes to explain. For example, as-
sume that an investigator is interested in deter-
mining how the angle of a camera shot affects an
audience’s perception of the credibility of a tele-
vision newscaster. Three different versions of a
newscast are videotaped: one shot from a very
low angle, another from a high angle, and a third
from eye level. Groups of subjects are randomly
assigned to view one of the three versions and
to complete a questionnaire that measures the
newscaster’s credibility. In this experiment, the
camera angle is the independent variable. Its
values are systematically varied by the experi-
menter, who selects only three of the camera
angles possible. The dependent variable to be
measured is the perceived credibility of the
newscaster. If the researcher’s assumption is
correct, the newscaster’s credibility will vary ac-
cording to the camera angle. (Note that the val-
ues of the dependent variable are not manipu-
lated; they are simply observed or measured.)
Keep in mind that the distinction between
types of variables depends on the purposes of
the research. An independent variable in one
study may be a dependent variable in another.
Also, a research task may involve examining the
relationship of more than one independent vari-
able to a single dependent variable. For example,
the researcher in the previous example could
investigate the effects not only of camera angles
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but also of closing styles on the newscaster’s
credibility (as perceived by the viewers). More-
over, in many instances multiple dependent
variables are measured in a single study. This
type of study, called a multivariate analysis, is
discussed in Appendix 2.

Other Types of Variables

In nonexperimental research, where there is no
active manipulation of variables, different terms
are sometimes substituted for independent and
dependent variables. The variable that is used
for predictions or is assumed to be causal (analo-
gous to the independent variable) is sometimes
called the predictor, or antecedent variable.
The variable that is predicted or assumed to be
affected (analogous to the dependent variable)
is sometimes called the criterion variable.

Researchers often wish to account for or
control variables of certain types for the purpose
of eliminating unwanted influences. These con-
trol variables are used to ensure that the results
of the study are due to the independent vari-
ables, not to another source. However, a control
variable need not always be used to eliminate an
unwanted influence. On occasion, researchers
use a control variable such as age, gender, or
socioeconomic status to divide subjects into
specific, relevant categories. For example, in
studying the relationship between newspaper
readership and reading ability, it is apparent that
IQ will affect the relationship and must be con-
trolled; thus, subjects may be selected on the
basis of 1Q scores or placed in groups with
similar scores.

One of the most difficult aspects of any type
of research is trying to identify all the variables
that may create spurious (false) or misleading
results. Some researchers refer to this problem
as “noise.” Noise can occur even in very simple
research projects. For example, a researcher de-
signs a telephone survey that asks respondents
to name the local radio station they listened to
most during the past week. The researcher uses

an open-ended question — that is, no specific
response choices are provided; thus the inter-
viewer writes down exactly what each respon-
dent says in answer to the question. When the
completed surveys are tabulated, the researcher
notices that several people mentioned radio sta-
tion WAAA. But if the city has a WAAA-AM and
a WAAA-FM, which station gets the credit? The
researcher cannot arbitrarily assign credit to the
AM station or to the FM station; nor can credit
be split, because such a practice may distort the
description of the actual listening pattern.

Interviewers could attempt callbacks to
everyone who said “WAAA,” but this method is
not suggested for two reasons: (1) the likelihood
of reaching all the people who gave that re-
sponse is low; and (2) even if the first condition
is met, some respondents may not recall which
station they originally mentioned. The re-
searcher, therefore, is unable to provide a reli-
able analysis of the data because all possible
intervening variables were not considered.
(The researcher should have foreseen this
problem, and the interviewers should have
been instructed to find out in each case
whether WAAA meant the AM or the FM
station.)

Another type of research noise is created by
people who unknowingly provide false infor-
mation. For example, people who keep diaries
for radio and television surveys may err in re-
cording the station or channel they tune in; that
is, they may listen to or watch station KAAA but
incorrectly record “KBBB.” (This problem is par-
tially solved by the use of people meters — see
Chapter 14.) In addition, people often answer a
multiple-choice or yes/no research question at
random because they do not wish to appear ig-
norant or uninformed. To minimize this prob-
lem, researchers should construct their mea-
surement instruments with great care. Noise is
always present, but a large and representative
sample should decrease the effects of some re-
search noise. (In later chapters, noise is referred
to as “error.”)




Many simplistic problems in research are
solved with experience. In many situations,
however, researchers understand that total con-
trol over all aspects of the research is impossible,
and the impossibility of achieving perfect con-
trol is accounted for in the interpretation of
results.

Defining Variables Operationaily

In Chapter 2, it was stated that an operational
definition specifies procedures to be followed in
experiencing or measuring a concept. Research
depends on observations, and observations can-
not be made without a clear statement of what
is to be observed. An operational definition is
such a statement.

Operational definitions are indispensable in
scientific research because they enable investi-
gators to measure relevant variables. In any
study, it is necessary to provide operational def-
initions for both independent variables and de-
pendent variables. Table 3.1 contains examples
of such definitions taken from research studies
in mass communication.

Kerlinger (1986) identified two types of op-
erational definitions, measured and experimen-
tal. A measured operational definition specifies
how to measure a variable. For instance, a re-
searcher investigating dogmatism and media use
might operationally define the term dogmatism
as a subject’s score on the Twenty-Item Short
Form Dogmatism Scale. An experimental oper-
ational definition explains how an investigator
has manipulated a variable. Obviously, this type
of definition is used when defining the inde-
pendent variable in a laboratory setting. For
example, in a study concerning the impact of
television violence, the researcher might
manipulate media violence by constructing two
8-minute films. The first film, labeled “the vio-
lent condition,” could contain scenes from a
boxing match. The second film, labeled “the
nonviolent condition,” could depict a swimming
race. Or, to take another example, source credi-
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bility might be manipulated by alternately at-
tributing an article on health to the New En-
gland Journal of Medicine and to the National
Enquirer.

Operationally defining a variable forces the
researcher to express abstract concepts in con-
crete terms. Occasionally, after unsuccessfully
grappling with the task of making a key variable
operational, the investigator may conclude that
the variable as originally conceived is too vague
or ambiguous and that redefinition is required.
Because operational definitions are expressed so
concretely, they can communicate exactly what
the terms represent. For instance, a researcher
might define political knowledge as the number
of correct answers on a 20-item true/false test.
And though it is possible to argue over the valid-
ity of the operational definition, there is no con-
fusion as to what the statement “Women possess
more political knowledge than men” actually
means.

Finally, there is no single infallible method
for operationally defining a variable. No opera-
tional definition satisfies everybody. The inves-
tigator must decide which method is best suited
for the research problem at hand.

MEASUREMENT

Mass media research, like all research, can be
qualitative or quantitative. Qualitative research
refers to several methods of data collection,
which include focus groups, field observation,
in-depth interviews, and case studies. Although
there are substantial differences among these
techniques, all involve what some writers refer
to as “getting close to the data” (Chadwick,
Bahr, & Albrecht, 1984).

Qualitative research has certain advantages.
In most cases, it allows a researcher to view be-
havior in a natural setting without the artificiality
that sometimes surrounds experimental or sur-
vey research. In addition, qualitative techniques



46 Part 1 » The Research Process

TABLE 3.1 ILLUSTRATIONS OF OPERATIONAL DEFINITIONS

Study Variable

Fischer, Richards, Reading of tobacco ads
Berman, & Krugman

(1989)

Carroll (1989) Television market size

Lin & Atkin (1989) TV viewing rules

Wanta & Leggett Clichés used by sports
(1988) announcers

Bergen & Weaver Journalists’ job satisfaction
(1988)

Operational Definition

Eye-tracking behavior based
on pupil and corneal
reflection as measured by an
Eye View Monitor System

Market ranking as listed in
Arbitron Ratings Company,
“Revised ADI Market
Rankings, 1985-1986"

A five-point scale that
measured how frequently
family rules were used to
govern (1) amount of time the
child watches TV; (2) types
of shows the child is allowed
to watch; (3) how late the
child is allowed to watch

209 clichés as listed in
Harold Evans's Newsman’s
English, various newspaper
guidelines, and other clichés
as suggested by reporters and
journalism instructors
contacted during the study

Response to the question
“All things considered, how
satisfied are you with your
present job — would you say
very satisfied, fairly satisfied,
somewhat dissatisfied, very
dissatisfied?”

can increase a researcher’s depth of understand-
ing of the phenomenon under investigation. This
is especially true when the phenomenon has not
been previously investigated. Finally, qualitative

methods are flexible and allow the researcher to
pursue new areas of interest. A questionnaire is
unlikely to provide data about questions that
were not asked, but a person conducting a field



observation or focus group might discover facets
of a subject that were not considered before the
study began.

There are, however, some disadvantages as-
sociated with qualitative methods. First of all,
sample sizes are generally too small (sometimes
as small as one) to allow the reseacher to gener-
alize the data beyond the sample selected for the
particular study. For this reason, qualitative re-
search is often used as a preliminary step to
further investigation rather than the final phase
of a project. The information collected from
qualitative methods is often used to prepare a
more elaborate quantitative analysis, although
the qualitative data may in fact constitute all the
information needed for a particular study.

Reliability of the data can also be a problem,
since single observers are describing unique
events. Because a person doing qualitative re-
search must become closely involved with the
respondents, loss of objectivity when collecting
data is possible. If the researcher becomes too
close to the study, the necessary professional
detachment may be lost.

Finally, if qualitative research is not properly
planned, the project may produce nothing of
value. Qualitative research looks easy to con-
duct, but projects must be carefully planned to
ensure that they focus on key issues. Although
this book is primarily concerned with quantita-
tive research, several qualitative methods are
discussed in Chapter 7. For those who wish to
know more about the other research techniques
that make up qualitative analysis, two sources
are suggested, Anderson (1987) and Lindlof
(1987).

Quantitative research requires that the vari-
ables under consideration be measured. This
form of research is concerned with how often a
variable is present and generally uses numbers
to communicate this amount. Quantitative re-
search has certain advantages. One is that the
use of numbers allows greater precision in re-
porting results. For example, the Violence Index
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(Gerbner, Gross, Morgan, & Signorielli, 1980),
a quantitative measuring device, makes it pos-
sible to report the exact increase or decrease in
violence from one television season to another,
whereas qualitative research could only de-
scribe whether violence went up or down. An-
other advantage is that quantitative research
permits the use of powerful methods of mathe-
matical analysis. The importance of mathemat-
ics to mass media research is difficult to over-
emphasize. As pointed out by measurement
expert]J. P. Guilford (1954, p. 1):

The progress and maturity of a science are often
judged by the extent to which it has succeeded in
the use of mathematics. . . . Mathematics is a uni-
versal language that any science or technology
may use with great power and convenience. Its
vocabulary of terms is unlimited. . . . Its rules of
operation . . . are unexcelled for logical precision.

For the past several years, some friction has
existed in the mass media field and in other
disciplines between those who have favored
quantitative methods and those who preferred
qualitative methods. Recently, however, most re-
searchers have come to realize that both meth-
ods are important in understanding any phe-
nomenon. In fact, the term triangulation,
commonly used by marine navigators, is fre-
quently heard now in conversations about com-
munication research. If a ship picks up signals
from only one navigational aid, it is impossible
to know the vessel's precise location. If, how-
ever, signals from more than one source are de-
tected, elementary geometry can be used to
pinpoint location. In this book, the term trian-
gulation refers to the use of both qualitative
methods and quantitative methods to fully un-
derstand the nature of a research problem.

For example, an investigation by Krugman
and Johnson (1991) illustrates the use of trian-
gulation. The purpose of their investigation
was to determine the differences in viewer
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involvement when subjects viewed standard
broadcast television programs as opposed to VCR
movie rentals. Using a combination of focus
groups, mail surveys, and in-home observations,
the authors found that respondents viewing VCR
rentals showed a higher level of undistracted view-
ing and were more involved than when they were
viewing standard broadcast television programs.

Although most of this book is concerned
with skills relevant to quantitative research, it is
not implied that quantitative research is in any
sense “better” than qualitative research. Ob-
viously, each technique has value, and different
research questions and goals may make one
or the other more appropriate in a given appli-
cation. Over the past 30 years, however, quan-
titative research has become more and more
common in mass media. Consequently, it is
increasingly important for beginning research-
ers to familiarize themselves with common
quantitative techniques.

The Nature of Measurement

The idea behind measurement is a simple one:
aresearcher assigns numerals to objects, events,
or properties according to certain rules. Exam-
ples of measurement are everywhere: “She or he
isa 10,” or “Unemployment increased by 1%,” or
“The earthquake measured 5.5 on the Richter
scale.” Note that the definition contains three
central concepts: numerals, assignment, and
rules. A numeral is a symbol, such as V, X, C, or
5,10, 100. A numeral has no implicit quantita-
tive meaning. When it is given quantitative
meaning, it becomes a number and can be used
in mathematical and statistical computations.
Assignment is the designation of numerals or
numbers to certain objects or events. A simple
measurement system might entail assigning the
numeral 1 to the people who get most of their
news from television, the numeral 2 to those
who get most of their news from a newspaper,
and the numeral 3 to those who get most of their
news from some other source.

Rules specify the way that numerals or num-
bers are to be assigned. Rules are at the heart of
any measurement system,; if they are faulty, the
system will be flawed. In some situations, the
rules are obvious and straightforward. To mea-
sure reading speed, a stopwatch and a standard-
ized message may be sufficient. In other in-
stances, the rules are not so apparent. Measuring
certain psychological traits such as “source credi-
bility” or “attitude toward violence” calls for care-
fully explicated measurement techniques.

Additionally, in mass communication re-
search and in much of social science research,
investigators usually measure indicators of the
properties of individuals or objects, rather than
the individuals or objects themselves. Concepts
such as “authoritarianism” or “motivation for
reading the newspaper” cannot be directly ob-
served; they must be inferred from presumed
indicators. Thus, if a person endorses state-
ments such as “Orders from a superior should
always be followed without question,” and “Law
and order are the most important things in so-
ciety,” it can be deduced that he or she is more
authoritarian than someone who disagreed with
the same statements.

Measurement systems strive to be iso-
morphic to reality. Isomorphism means identity
or similarity of form or structure. In some re-
search areas, such as the physical sciences, iso-
morphism is not a key problem, since there is
usually a direct relationship between the objects
being measured and the numbers assigned to
them. For example, if an electrical current trav-
els through Substance A with less resistance
than it does through Substance B, it can be de-
duced that A is a better conductor than B. Test-
ing more substances can lead to a ranking of
conductors, whereby the numbers assigned in-
dicate the degree of conductivity. The measure-
ment system is isomorphic to reality.

In mass media research, the correspondence
is seldom that obvious. For example, imagine
that a researcher is trying to develop a scale to
measure the “persuasibility” of people in con-




nection with a certain type of advertisement.
She devises a test and administers it to five peo-
ple. The scores are displayed in Table 3.2. Now,
imagine that an omniscient being is able to dis-
close the “true” persuasibility of the same five
people. These scores are also shown in Table 3.2.
For two people, the test scores correspond ex-
actly to the “true” scores. The other three scores
miss the “true” scores, but there is a correspon-
dence between the rank orders. Also note that
the “true” persuasibility scores ranged from O to
12 and that the measurement scale ranges from
1 to 8. To summarize, there is a general corre-
spondence between the test and reality, but
the test is far from an exact measure of what
actually exists.

Unfortunately, the degree of correspondence
between measurement and reality is rarely
known in research. In some cases, researchers
are not even sure they are actually measuring
what they are trying to measure. In any event,
researchers must carefully consider the degree
of isomorphism between measurement and real-
ity. This topic is discussed in greater detail later
in the chapter.

Levels of Measurement

Scientists have distinguished four different ways
to measure things, or four different levels of
measurement. The operations that can be per-
formed with a given set of scores depend on the
level of measurement achieved. The four levels
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of measurement are nominal, ordinal, interval,
and ratio.

The nominal level is the weakest form of
measurement. In nominal measurement, numer-
als or other symbols are used to classify persons,
objects, or characteristics. For example, in the
physical sciences, rocks can generally be classi-
fied into three categories: igneous, sedimentary,
and metamorphic. A geologist who assigns a 1
to igneous, a 2 to sedimentary, and a 3 to meta-
morphic has formed a nominal scale. Note that
the numerals are simply labels that stand for the
respective categories; they have no mathematical
significance. A rock that is placed in Category 3
does not have more “rockness” than those in
Categories 2 and 1. Other examples of nominal
measurement are numbers on football jerseys
and license plates and social security numbers.
An example of nominal measurement in mass
communication would be classifying respon-
dents according to the medium they depend on
most for news. Those depending most on TV
would be in Category 1; those depending most
on newspapers would be in Category 2; and
so on.

The nominal level, like all levels, possesses
certain formal properties. Its basic property is
that of equivalence. If an object is placed in Cat-
egory 1, itis considered equal to all other objects
in that category. Suppose a researcher is at-
tempting to classify all the advertisements in a
magazine according to primary appeal. If an ad
has economic appeal, it is placed in Category 1;

TABLE 3.2

Person Test score “True” score
A 1 0
B 3 1
C 6 6
D 7 7
E 8 12

ILLUSTRATION OF ISOMORPHISM
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if it uses an appeal to fear, it is placed in Cate-
gory 2; and so on. Note that all ads using “fear
appeal” are equal even though they may differ
on other dimensions such as product type or
size, or use of illustrations.

Another property of nominal measurement
is that all categories are exhaustive and mutually
exclusive. This means that each measure ac-
counts for every possible option and that each
measurement is appropriate to only one cate-
gory. For instance, in the example of primary
appeals in magazine advertisements, all possible
appeals would need to be included in the analy-
sis (exhaustive): economic, fear, morality, reli-
gion, and so on. Each advertisement would be
placed in one and only one category (mutually
exclusive).

Noininal measurement is frequently used in
mass media research. Hinkle and Elliot (1989)
divided science coverage by supermarket tab-
loids and mainstream newspapers into medical
coverage and hard technology stories and dis-
covered that tabloids had far more medical sto-
ries. Weinberger and Spotts (1989) divided
the use of humorous devices in British and
American ads into six nominal categories —
pun, understatement, joke, ludicrous, satire,
and irony —and found that the use of humor
was similar in both countries.

Even when it is measured at the nominal
level, a variable may be used in higher-order
statistics by transforming it into another form.
The results of this transformation process are
known as dummy variables. For example, polit-
ical party affiliation could be coded as follows:

Republican 1
Democrat 2
Independent 3
Other 4

However, this measurement scheme can be in-
terpreted incorrectly to imply that a person
classified as “Other” is three units “better” than

a person classified as a “Republican.” To mea-
sure political party affiliation and use the data
in higher order statistics, the variable must be
transformed into a more neutral form.

One way of transforming the variable to give
equivalent value to each option is to recode it as
a dummy variable that creates an “either/or” sit-
uation for each option: a person is either a “Re-
publican” or something else. For example, a bi-
nary coding scheme could be used:

Republican 001

Democrat 010
Independent 100
Other 000

This scheme treats each affiliation equivalently
and allows the variable to be used in higher-
order statistical procedures. Note that the final
category “Other” is coded using all zeros. A
complete explanation for this practice is beyond
the scope of this book; basically, however, its
purpose is to avoid redundancy, since the num-
ber of individuals classified as “Other” is known
from the data on the first three options. If, in a
sample of 100 subjects, 25 are found to belong
in each of the first three options, it is obvious
that there will be 25 in the “Other” option. (For
more information on the topic of dummy vari-
able coding, see Kerlinger & Pedhazur, 1986.)

Objects measured at the ordinal level are
generally ranked along some dimension, usually
in a meaningful way, from smaller to greater. For
example, one might measure the variable “socio-
economic status” by categorizing families ac-
cording to class: lower, lower middle, middle,
upper middle, or upper. A rank of 1 is assigned
to lower, 2 to lower middle, 3 to middle, and so
forth. In this situation, the numbers have some
mathematical meaning: families in Category 3
have a higher socioeconomic status than fami-
lies ranked 2. Note that nothing is specified with
regard to the distance between any two rank-
ings. Ordinal measurement often has been com-




pared to a horse race without a stopwatch. The
order in which the horses finish is relatively easy
to determine, but it is difficult to calculate the
difference in time between the winner and the
runner-up.

An ordinal scale possesses the property of
equivalence; thus in the previous example, all
families placed in a category are treated equally,
even though some might have greater incomes
than others. It also possesses the property of
order among the categories. Any given category
can be defined as being higher or lower than any
other category. Common examples of ordinal
scales include rankings of football or basketball
teams, military ranks, restaurant ratings, and
beauty pageant finishing orders.

Ordinal scales are frequently used in mass
communication research. Schweitzer (1989)
ranked 16 factors that were important to the
success of mass communication researchers. In
a study of electronic text news, Heeter, Brown,
Soffin, Stanley, and Salwen (1989) rank-ordered
audience evaluations of the importance of 25
different issues in the news and found little evi-
dence for an agenda-setting effect.

When a scale has all the properties of an
ordinal scale and the intervals between adjacent
points on the scale are of equal value, the scale
is at the interval level. The most obvious exam-
ple of an interval scale is temperature. The same
amount of heat is required to warm an object
from 30 to 40 degrees as to warm it from 50 to
60 degrees. Interval scales incorporate the for-
mal property of equal differences; that is, num-
bers are assigned to the positions of objects on
an interval scale in such a way that one may
carry out arithmetic operations on the differ-
ences between them.

One disadvantage of an interval scale is that
it lacks a true zero point, or condition of noth-
ingness. For example, it is difficult to conceive
of a person having zero intelligence or zero per-
sonality. Lacking a true zero point means that a
researcher cannot make statements of a propor-
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tional nature: someone with an IQ of 100 is not
twice as smart as someone with an IQ of 50, and
a person who scores 30 on a test of aggression is
not three times as aggressive as a person who
scores 10. Despite this disadvantage, interval
scales are frequently used in mass communica-
tion research. Zohoori (1988) constructed a
“motivations for using TV” scale by presenting
respondents with a list of 11 reasons for viewing
television. The response options ranged from
“not at all like me,” coded 1; “a little like me,”
coded 2; and “a lot like me,” coded 3. Baran,
Mok, Land, and Kang (1989) developed a five-
point agree/disagree interval scale to measure a
person’s worth as seen by others by eliciting
responses to seven statements such as, “It’s
likely that I'd have this woman/man as a friend”;
“It's fairly likely that this man/woman is
punctual.”

Scales at the ratio level of measurement have
all the properties of interval scales plus one
more: the existence of true zero point. With the
introduction of this fixed zero point, ratio judg-
ments can be made. For example, since time and
distance are ratio measures, one can say that a
car traveling at 50 miles per hour is going twice
as fast as a car traveling at 25. Ratio scales are
relatively rare in mass media research, although
some variables, such as time spent watching
television or number of words per story, are ratio
measurements. For example, Gantz (1978) mea-
sured news recall ability by asking subjects to
report whether they had seen or heard 10 items
taken from the evening news. Scores could
range from O to 10 on this test. Giffard (1984)
counted the length of wire service reports re-
lated to 101 developed or developing nations.
Theoretically, scores could range from zero (no
coverage) to hundreds of words.

As we shall see in Chapter 12, researchers
who use interval or ratio data can use parametric
statistics, which are specifically designed for
these data. Procedures designed for use with
“lower” types of data can also be used with data
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at a higher level of measurement. Statistical pro-
cedures designed for higher-level data, however,
are generally more powerful than those de-
signed for use with nominal or ordinal levels
of measurement. Thus, if an investigator has
achieved the interval level of measurement, para-
metric statistics should generally be employed.

Statisticians disagree about the importance of
the distinction between ordinal scales and interval
scales and about the legitimacy of using interval
statistics with data that may in fact be ordinal.
Without delving too deeply into these arguments,
it appears that the safest procedure is to assume
interval measurement unless there is clear evi-
dence to the contrary, in which case ordinal statis-
tics should be employed. For example, for a re-
search task in which a group of subjects ranks a
set of objects, ordinal statistics should be used. If,
on the other hand, subjects are given an attitude
score constructed by rating responses to various
questions, the researcher would be justified in us-
ing parametric procedures.

Most statisticians seem to feel that statistical
analysis is performed on the numbers yielded by
the measures, not on the measures themselves,
and that the properties of interval scales be-
long to the number system (Nunnally, 1978;
Roscoe, 1975). Additionally, there have been
several studies in which various types of data
have been subjected to different statistical
analyses. These studies suggest that the dis-
tinction between ordinal data and interval data
is not particularly crucial in selecting an anal-
ysis method (McNemar, 1962).

DISCRETE AND CONTINUOUS
VARIABLES

Two forms of variables are used in mass media
investigation. A discrete variable includes only
a finite set of values; it cannot be divided into
subparts. For instance, the number of children

in a family is a discrete variable because the unit
is a person. It would not make much sense to
talk about a family size of 2.24 because it is hard
to conceptualize 0.24 of a person. Political affil-
iation, population, and sex are other discrete
variables.

A continuous variable can take on any value
(including fractions) and can be meaningfully
broken into smaller subsections. Height is a
continuous variable. If the measurement tool is
sophisticated enough, it is possible to distin-
guish between one person 72.113 inches tall and
another 72.114 inches tall. Time spent watching
television is another example. It is perfectly
meaningful to say that Person A spent 3.12115
hours viewing while Person B watched 3.12114
hours. The average number of children in a fam-
ily is a continuous variable. In this regard, it may
be perfectly legitimate to talk about 0.24 of a
person.

When dealing with continuous variables, it
is sometimes necessary to keep in mind the dis-
tinction between the variable and the measure of
the variable. If a child’s attitude toward televi-

. sion violence is measured by counting his or her

positive responses to six questions, there are
only seven possible scores: 0,1, 2, 3,4, 5, and 6.
It is entirely likely, however, that the underly-
ing variable is continuous even though the mea-
sure is discrete. In fact, even if a fractionalized
scale was developed, it would still be limited to
a finite number of scores. As a generalization,
most of the measures in mass communication
research tend to be discrete approximations of
continuous variables.

Variables measured at the nominal level are
always discrete variables. Variables measured at
the ordinal level are generally discrete, though
there may be some underlying continuous mea-
surement dimension. Variables measured at the
interval or ratio level can be either discrete
(number of magazine subscriptions in a house-
hold) or continuous (number of minutes per day
spent reading magazines). Both the level of mea-




surement and the type of variable under consid-
eration are important in developing useful mea-
surement scales.

SCALES

A scale represents a composite measure of a
variable; it is based on more than one item.
Scales are generally used with complex variables
that do not easily lend themselves to single-item
or single-indicator measurements. Some items,
such as age, newspaper circulation, or number
of radios in the house, can be adequately mea-
sured without scaling techniques. Measurement
of other variables, such as attitude toward TV
news or gratification received from moviegoing,
generally requires the use of scales.

Several different scaling techniques have
been developed over the years. This section dis-
cusses only the better known methods.

Thurstone Scales

Thurstone scales are also called equal-appearing
interval scales because of the technique used to
develop them. They are typically used to mea-
sure the attitude toward a given concept or
construct. To develop a Thurstone scale, a
researcher first collects a large number of state-
ments (Thurstone recommended at least 100)
that relate to the concept or construct to be mea-
sured. Next, judges rate these statements along
an 11-category scale in which each category ex-
presses a different degree of favorableness to-
ward the concept. After completing this labori-
ous task, the items are ranked according to the
mean or median ratings assigned by the judges.
These values are then used to construct a ques-
tionnaire of 20-30 items that are chosen more
or less evenly from across the range of ratings.
The statements are worded so that a person can
agree or disagree with them. The scale is then
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administered to a sample of respondents whose
scores are determined by computing the mean
or median value of the items agreed with. A
person who disagrees with all the items has a
score of zero.

One advantage of the Thurstone method is
that it is an interval measurement scale. On the
downside, this method is time-consuming and
labor-intensive. Thurstone scales are not often
used in mass media research, but are common
in psychology and education research.

Guttman Scaling

Guttman scaling, also called scalogram analysis,
is based on the idea that items can be arranged
along a continuum in such a way that a person
who agrees with an item or finds an item ac-
ceptable will also agree with or find acceptable
all other items expressing a less extreme posi-
tion. For example, here is a hypothetical four-
item Guttman scale:

1. Indecent programming on TV is harmful to
society.

2. Children should not be allowed to watch
indecent TV shows.

3. Television station managers should not al-
low indecent programs on their stations.

4. The government should ban indecent pro-
gramming from TV,

Presumably, a person who agrees with State-
ment 4 will also agree with Statements 1-3. Fur-
ther, assuming the scale is valid, a person who
agrees with Statement 2 will also agree with
Statement 1, but will not necessarily agree with
Statements 3 and 4. Because each score repre-
sents a unique set of responses, the number of
items a person agrees with is the person’s total
score on a Guttman scale.

A Guttman scale also requires a great deal of
time and energy to develop. Although they do
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not appear often in mass media research, Gutt-
man scales are fairly common in political sci-
ence, sociology, public opinion research, and
anthropology.

Likert Scales

Perhaps the most commonly used scale in mass
media research is the Likert scale, also called
the summated rating approach. A number of
statements are developed with respect to a topic,
and respondents can strongly agree, agree, be
neutral, disagree, or strongly disagree with the
statements (see Figure 3.1). Each response op-

tion is weighted, and each subject’s responses
are added to produce a single score on the topic.

The basic procedure for developing a Likert
scale is as follows:

1. Compile a large number of statements that
relate to a specific dimension. Some state-
ments are positively worded; some are neg-
atively worded.

2. Administer the scale to a randomly selected
sample of respondents.

3. Code the responses consistently so that high
scores indicate stronger agreement with the
attitude in question.

FIGURE 3.1

SAMPLE OF LIKERT SCALE

ITEMS

1. Only U.S. citizens should be allowed to own broadcasting stations.

Response
Strongly agree
Agree
Neutral
Disagree

Strongly disagree

Score assigned

5
4
3
2

1

2. Prohibiting foreign ownership of broadcasting stations is bad for business.

Response
Strongly agree
Agree
Neutral
Disagree

Strongly disagree

Score assigned

1

2
3
4
5

Note: To maintain attitude measurement consistency, the scores are reversed for a negatively worded item.

Question 1 is a positive item; Question 2 is a negative item.



4. Analyze the responses and select for the fi-
nal scale those statements that most clearly
differentiate the highest from the lowest
scorers.

Semantic Differential Scales

Another commonly used scaling procedure is
the semantic differential technique. As origi-
nally conceived by Osgood, Suci, and Tannen-
baum (1957), this technique is used to measure
the meaning an item has for an individual. Re-
search indicated that three general factors—
activity, potency, and evaluation —were mea-
sured by the semantic differential. Communi-
cation researchers were quick to adapt the eval-
uative dimension of the semantic differential for
use as a measure of attitude.

To use the technique, a name or a concept is
placed at the top of a series of seven-point scales
anchored by bipolar attitudes. Figure 3.2 shows
an example of this technique as used to measure
attitudes toward Time magazine. The bipolar
adjectives that typically “anchor” such evalua-
tive scales are pleasant/unpleasant, valuable/
worthless, honest/dishonest, nice/awful, clean/
dirty, fair/unfair, and good/bad. It is recom-
mended, however, that a unique set of anchoring
adjectives be developed for each particular
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measurement situation. For example, Markham
(1968), in his study of the credibility of televi-
sion newscasters, used 13 variable sets, includ-
ing deep/shallow, ordered/chaotic, annoying/
pleasing, and clear/hazy. Robinson and Shaver
(1973) present a collection of scales commonly
used in social science research.

Strictly speaking, the semantic differential
technique attempts to place a concept in seman-
tic space through the use of an advanced statis-
tical procedure called factor analysis. When
researchers borrow parts of the technique to
measure attitudes, or images or perceptions of
objects, persons, or concepts, they are not using
the technique as originally developed. Conse-
quently, perhaps a more appropriate name for
this technique might be bipolar rating scales.

Reliability and Validity

Developing any scale and using it without prior
testing is poor research. At least one pilot study
should be conducted for any newly developed
scale to ensure its reliability and validity. To be
useful, a measurement must possess these two
related qualities.

A measure is reliable if it consistently gives
the same answer. Reliability in measurement is
the same as reliability in any other context. For

FIGURE 3.2

SAMPLE FORM FOR APPLYING THE SEMANTIC

DIFFERENTIAL TECHNIQUE

Time Magazine

Biased Unbiased
Trustworthy Untrustworthy
Valuable Worthless
Unfair Fair
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example, a reliable person is one who is depend-
able, stable, and consistent over time. An unre-
liable person is unstable and unpredictable and
may act one way today and another way tomor-
row. Similarly, if measurements are consistent
from one session to another, they are reliable and
can be believed to some degree.

In understanding measurement reliability, it
is helpful to think of a measure as containing
two components. The first represents an individ-
ual’s “true” score on the measuring instrument.
The second represents random error and does
not provide an accurate assessment of what is
being measured. Error can slip into the mea-
surement process from several sources. Perhaps
a question has been ambiguously worded, or a
person’s pencil slipped as he or she was fill-
ing out a measuring instrument. Whatever the
cause, all measurement is subject to some de-
gree of random error. Figure 3.3 illustrates this
concept. As is evident, Measurement Instru-
ment 1 is highly reliable — the ratio of the true
component of the score to the total score is high.

Measurement Instrument 2 is unreliable — the
ratio of the true component to the total is low.
A completely unreliable measurement mea-
sures nothing at all. If a measure is repeatedly
given to individuals and each person’s responses
at a later session are unrelated to that individu-
al’s earlier responses, the measure is useless. If
the responses are identical or nearly identical
each time the measure is given, the measure
is reliable —it at least measures something —
though not necessarily what the researcher in-
tended. (This problem is discussed below.)

The importance of reliability should be ob-
vious now. Unreliable measures cannot be used
to detect relationships between variables. When
the measurement of a variable is unreliable, it is
composed mainly of random error, and random
error is seldom related to anything else.

Reliability is not a unidimensional concept.
It consists of three different components: stabil-
ity, internal consistency, and equivalency.

Stability is the easiest of the components to
understand. It refers to the consistency of a re-

FIGURE 3.3

ILLUSTRATION OF “TRUE” AND “ERROR?”

COMPONENTS OF A SCALE

Measurement Instrument 1: Obtained Score = 50

True

Error

Measurement Instrument 2: Obtained Score = 50

True

Error




sult or of a measure at different points in time.
For example, suppose that a test designed to
measure proofreading ability is administered
during the first week of an editing class and
again during the second week. The test pos-
sesses stability if the two results are consistent.
Caution should be used whenever stability is
used as a measure of reliability, since people and
things can change over time. To use the previous
example, it is entirely possible for a person to
score higher the second time because some
people might actually have improved their
ability from Week 1 to Week 2. In this case the
measure is not really unstable; actual change
has occurred.

An assessment of reliability is necessary in
all mass media research and should be reported
along with other facets of the research as an aid
in interpretation and evaluation. One commonly
used statistic for assessing reliability takes the
form of a correlation coefficient denoted as r,,.
Chapter 10 provides a more detailed examina-
tion of the correlation coefficient, but for now
we say only that r, is a number ranging from
—1.00 to + 1.00, used to gauge the strength of
a relationship between two variables. When r,,
is high — that is, approaching * 1.00 — the rela-
tionship is strong. A negative number indicates
anegative relationship (high scores on one vari-
able are associated with low scores on the other),
and a positive number indicates a positive rela-
tionship (a high score goes with another high
score). In measuring reliability, a high, positive
r.. is desired.

One method that uses correlation coeffi-
cients to compute reliability is the test—retest
method. This procedure measures the stability
component of reliability. The same people are
measured at two different points in time, and a
coefficient between the two scores is computed.
An r__ that approaches + 1.00 indicates that a
person’s score at Time A was similar to his or
her score at Time B, showing consistency over
time. There are two limitations to the test—retest
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technique. First, the initial administration of the
measure might affect scores on the second test-
ing. If the measuring device is a questionnaire,
a person might remember responses from ses-
sion to session, thus falsely inflating reliability.
Second, the concept measured may change from
Time A to Time B, thus lowering the reliability
estimate.

Internal consistency involves examining
the consistency of performance among the items
composing a scale. If separate items on a scale
assign the same values to the concept being mea-
sured, the scale possesses internal consistency.
For instance, suppose a researcher designs a 20-
item scale to measure attitudes toward news-
paper reading. For the scale to be internally
consistent, the total score on the first half of the
test should highly correlate with the score on
the second half of the test. This method of de-
termining reliability is called the split-half tech-
nique. Only one administration of the measuring
instrument is made, but the test is split into
halves and scored separately. For example, if the
test is in the form of a questionnaire, the even-
numbered items might constitute one half, and
the odd-numbered items, the other half. A cor-
relation coefficient is then computed between
the two sets of scores. Since this coefficient is
computed from a test that is only half as long as
the final form, it is corrected by using the fol-
lowing formula:

where r,, is the correlation between the odd
items and the even items.

Another common reliability coefficient s al-
pha (sometimes referred to as Cronbach’s al-
pha), which uses analysis of variance approach
(Chapter 10) to assess the internal consistency
of a measure.

The equivalency component of reliability
assesses the relative correlation between two
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parallel forms of a test. Two instruments using
different scale items are developed to measure
the same concept. The two versions are then
administered to the same group of people dur-
ing a single time period, and the correlation be-
tween the scores on the two forms of the test is
taken as a measure of the reliability. The big
problem with this method, of course, is devel-
oping two forms of a scale that are perfectly
equivalent. The less parallel the two forms, the
lower the reliability.

A special case of the equivalency component
occurs when two or more observers judge the
same phenomenon, as is the case in content anal-
ysis (Chapter 8). This type of reliability is called
intercoder reliability and is used to assess the
degree to which a result can be achieved or re-
produced by other observers. Ideally, two indi-
viduals using the same operational measure and
the same measuring instrument should end up
with the same results. For example, if two re-
searchers try to identify acts of violence in tele-
vision content based on a given operational def-
inition of violence, the degree to which their
results are consistent is a measure of intercoder
reliability. Disagreements reflect a difference
either in perception or in the way the original
definition was interpreted. Special formulas for
computing intercoder reliability are discussed
in Chapter 8.

In addition to being reliable, a measurement
must be valid if it is to be of use in studying
variables. A valid measuring device measures
what it is supposed to measure. Or, to put it in
familiar terms, determining validity requires an
evaluation of the congruence between the oper-
ational definition of a variable and its conceptual
or constitutive definition. Assessing validity re-
quires some degree of judgment on the part of
the researcher. In the following discussion of the
major types of measurement validity, note that
each one depends at least in part on the judg-
ment of the researcher. Also, validity is almost
never an all-or-none proposition; it is usually a

matter of degree. A measurement rarely turns
out to be totally valid or invalid. Typically it
winds up somewhere in the middle.

In regard to measurement, there are four
major types of validity, and each has a corre-
sponding technique for evaluating the measure-
ment method. They are face validity, predic-
tive validity, concurrent validity, and construct
validity.

The simplest and most basic kind of validity,
face validity, is achieved by examining the mea-
surement device to see whether, on the face of
it, it measures what it appears to measure. For
example, a test designed to measure proofread-
ing ability could include accounting problems,
but this measure would lack face validity. A test
that asks people to read and correct certain para-
graphs has more face validity as a measure of
proofreading skill. Whether a measure pos-
sesses face validity depends to some degree on
subjective judgment. To minimize subjectivity,
the relevance of a given measurement should be
independently judged by several experts.

Predictive validity is assessed by checking a
measurement instrument against some future
outcome. For example, scores on a test to pre-
dict whether a person will vote in an upcoming
election can be checked against actual voting
behavior. If the test scores allow the researcher
to predict with a high degree of accuracy which
people will actually vote and which will not, the
test has predictive validity. Note that it is possi-
ble for a measure to have predictive validity and
at the same time lack face validity. The sole fac-
tor in determining validity in the predictive
method is the measurement’s ability to correctly
forecast future behavior. The concern is not with
what is being measured but with whether the
measurement instrument can predict something.
Thus, a test to determine whether a person will
become a successful mass media researcher
could conceivably consist of geometry prob-
lems. If it predicts the ultimate success of a re-
searcher reasonably well, the test has predictive




validity but little face validity. The biggest prob-
lem associated with predictive validity is deter-
mining the criteria against which test scores are
to be checked. What, for example, constitutes a
“successful mass media researcher”? One who
obtains an advanced degree? One who pub-
lishes research articles? One who writes a book?

Concurrent validity is closely related to pre-
dictive validity. In this method, however, the
measuring instrument is checked against some
present criterion. For example, it is possible to
validate a test of proofreading ability by admin-
istering the test to a group of professional proof-
readers and to a group of nonproofreaders. If the
test discriminates well between the two groups,
it can be said to have concurrent validity. Simi-
larly, a test of aggression might discriminate be-
tween one group of children who are frequently
detained after school for fighting and another
group who have never been reprimanded for
antisocial behavior.

The last form of validity, construct validity,
is the most complex. In simplified form, con-
struct validity involves relating a measuring in-
strument to some overall theoretic framework to
ensure that the measurement is actually logi-
cally related to other concepts in the framework.
Ideally, a researcher should be able to suggest
various relationships between the property
being measured and the other variables. For
construct validity to exist, the researcher must
show that these relationships are in fact present.
For example, an investigator might expect the
frequency with which a person views a particu-
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lar television newscast to be influenced by his or
her attitude toward that program. If the measure
of attitudes correlates highly with frequency of
viewing, there is some evidence for the validity
of the attitude measure. By the same token, con-
struct validity is evidenced if the measurement
instrument under consideration does not relate
to other variables when there is no theoretic rea-
son to expect such a relationship. Thus, if an
investigator finds a relationship between a mea-
sure and other variables that is predicted by a
theory and fails to find other relationships that
are not predicted by a theory, there is evidence
for construct validity. For example, Milavsky,
Kessler, Stipp, and Rubens (1982) established
the validity of their measure of respondent aggres-
sion by noting that, as expected, boys scored
higher than girls and that high aggression scores
were associated with high levels of parental pun-
ishment. In addition, aggression was negatively
correlated with scores on a scale measuring pro-
social behavior. Figure 3.4 summarizes the var-
ious types of validity.

Before closing this discussion, it should be
pointed out that reliability and validity are re-
lated. Reliability is necessary to establish valid-
ity, butitis not a sufficient condition — a reliable
measure is not necessarily a valid one. Fig-
ure 3.5 shows this relationship.

The X’s represent a test that is both reliable
and valid. The scores are consistent from session
to session and lie close to the true value. The O’s
represent a measure that is reliable but not valid.
The scores are stable from session to session

FIGURE 3.4 TYPES OF VALIDITY

Judgment-based  Criterion-based
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FIGURE 3.5

RELATIONSHI!P OF RELIABILITY AND VALIDITY
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but they are not close to the true score. The +’s
represent a test that is neither valid nor reliable.
Scores vary widely from session to session and
are not close to the true score.

S UMMARY

Understanding empirical research requires a
basic knowledge of concepts, constructs, vari-
ables, and measurement. Concepts summarize
related observations and express an abstract no-
tion that has been formed by generalizing from
particulars. Connections among concepts form
propositions, which, in turn, are used to build

theories. Constructs consist of combinations
of concepts and are also useful in building
theories.

Variables are phenomena or events that take
on one or more different values. Independent
variables are manipulated by the researcher, de-
pendent variables are what the researcher at-
tempts to explain. All variables are related to the
observable world by operational definitions.

Researchers frequently use scales to mea-
sure complex variables. Thurstone, Guttman,
Likert, and semantic differential scales are used
in mass media research.

Measurement is the assignment of numerals
to objects, events, or properties according to
certain rules. There are four levels of measure-



ment: nominal, ordinal, interval, and ratio. To be
useful, a measurement must be both reliable
and valid.

Questions and Problems
for Further Investigation

1. Provide conceptual and operational definitions

for the following items:

a. Violence

b. Artistic quality

c. Programming appeal

d. Sexual content
e. Objectionable song lyrics
Compare your definitions to those of others in
the class. Would there be any difficulty in con-
ducting a study using these definitions? Might
you have demonstrated why so much controversy
surrounds the topics, for example, of sex and viol-
ence on television?

2. What type of data (nominal, ordinal, interval, ra-
tio) does each of the following concepts or mea-
surements represent?

a. Baseball team standings prdinaf
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®

3. Try to develop a measurement technique that
would examine each of the following concepts:
a. Newspaper reading
b. Aggressive tendencies
c. Brand loyalty (to purchase of products)
d. Television viewing

References and Suggested Readings

Anderson, J. A. (1987). Communication research: Is-
sues and methods. New York: McGraw-Hill.

Baran, S. B., Mok, J. J,, Land, M., & Kang, T. Y. (1989).
You are what you buy. Journal of Communication,
39(2), 46-55.

10-29.

Giffard, C. (1984). Developed and developing na-
tions’ news in U.S. wire service files to Asia. Jour-
nalism Quarterly, 61(1), 14-19.

Guilford, J. P (1954). Psychometric methods. New
York: McGraw-Hill.

Heeter, C., Brown, N., Soffin, S., Stanley, C., & Sal-
wen, M. (1989). Agenda setting by electronic text
news. Journalism Quarterly, 66(1), 101-106.

Hinkle, G., & Elliot, W. R. (1989). Science coverage
in three newspapers and three supermarket tab-
loids. Journalism Quarterly, 66(2), 353-358.

Hsia, H. J. (1988). Mass communication research
methods: A step-by-step approach. Hillsdale, NJ:
Lawrence Erlbaum.

Kerlinger, E N. (1986). Foundations of behavioral re-
search (3rd ed.). New York: Holt, Rinehart &
Winston.

Kerlinger, E N., & Pedhazur, E. (1986) Multiple
regression in behavioral research (2nd ed.). New
York: Holt, Rinehart & Winston.



62 Part 1  The Research Process

Krugman, D. M., & Johnson, K. FE (1991). Differences
in the consumption of traditional broadcast and
VCR movie rentals. Journal of Broadcasting &
Electronic Media, 35(2), 213-232.

Lin, C. A., & Atkin, D. J. (1989). Parental mediation
and rulemaking for adolescent use of television
and VCRs. Journal of Broadcasting & Electronic
Media, 33(1), 53-69.

Lindlof, T. R. (Ed.). (1987). Natural audiences: Qual-
itative research of media uses and effects. Nor-
wood, NJ: Ablex.

Markham, D. (1968). The dimensions of source cred-
ibility for television newscasters. Journal of Com-
munication, 18(1), 57-64.

Mason, E. J., & Bramble, W. J. (1989). Understanding
and conducting research (2nd ed.). New York:
McGraw-Hill.

McNemar, Q. (1962). Psychological statistics. New
York: John Wiley.

Milavsky, J., Kessler, R., Stipp, H., & Rubens, W.
(1982). Television and aggression. New York: Ac-
ademic Press.

Nunnally, J. C. (1978). Psychometric theory. New
York: McGraw-Hill.

Osgood, C., Suci, G., & Tannenbaum, P. (1957). The
measurement of meaning. Urbana: University of
Illinois Press.

Pokrywczynski, J. (1986). Advertising effects and
viewer involvement with televised sports. Unpub-
lished doctoral dissertation, University of Geor-
gia, Athens.

Robinson, J., & Shaver, P. (1973). Measures of social
psychological attitudes (2nd ed.). Ann Arbor, MI:
Institute for Social Research.

Roscoe, J. (1975). Fundamental research statistics for
the behavioral sciences. New York: Holt, Rinehart
& Winston. '

Schweitzer, J. C. (1989). Factors affecting scholarly
research among mass communication faculty.
Journalism Quarterly, 66(2), 410-417.

Smith, M. ]J. (1988). Contemporary communication
research methods. Belmont, CA: Wadsworth.

Wanta, W., & Leggett, D. (1988). Hitting paydirt: Ca-
pacity theory and sports announcers’ use of
clichés. Journal of Communication, 38(4), 82-89.

Weinberger, M. G., & Spotts, H. E. (1989). Humor in
U.S. versus UK. TV commercials. Journal of Ad-
vertising, 18(2), 39-44.

Williams, F, Rice, R. E,, & Rogers, E. M. (1988).
Research methods and the new media. New York:
Free Press.

Zohoori, A. R. (1988). A cross-cultural analysis of

children’s television use. Journal of Broadcasting
& Electronic Media, 32(1), 105-113.




SAMPLING

POPULATION AND SAMPLE

PROBABILITY AND
NONPROBABILITY SAMPLES

SAMPLE SIZE
SAMPLING ERROR

SAMPLE WEIGHTING

SUMMARY

QUESTIONS AND PROBLEMS
FOR FURTHER INVESTIGATION

REFERENCES AND
SUGGESTED READINGS



his chapter describes the basics of the
sampling methods that are used in mass media
research. However, considering that sampling
theory has become a distinct discipline in itself,
there are some studies, such as nationwide sur-
veys, that require a consultation of more tech-
nical discussions of sampling (for example,
Cochran, 1963; Kish, 1965).

POPULATION AND SAMPLE

One goal of scientific research is to describe the
nature of a population — that is, a group or a
class of subjects, variables, concepts, or phe-
nomena. In some cases, this is achieved through
the investigation of an entire class or group, such
as a study of prime time television programs
during the week of September 10-16. The pro-
cess of examining every member of such a pop-
ulation is called a census. In'many situations,
however, the chance of investigating an entire
population is remote, if not nonexistent, due to
time and resource constraints. Studying every
member of a population is also generally cost-
prohibitive and may in fact confound the re-
search because measurements of large numbers
of people often affect measurement quality.

The usual procedure in these instances is to
take a sample from the population. A sample is a
subset of the population that is taken to be repre-
sentative of the entire population. An important
word in this definition is representative. A sample
that is not representative of the population, re-
gardless of its size, is inadequate for testing pur-
poses: the results cannot be generalized.

The sample selection process is illustrated
using a Venn diagram (see Figure 4.1); the pop-
ulation is represented by the larger of the two

spheres. A census would test or measure every
element in the population (A); a sample would
measure or test a segment of the population
(A)). Although in Figure 4.1 it might seem that
the sample is drawn from only one portion of
the population, it is actually selected from every
portion. Assuming that a sample is chosen ac-
cording to proper guidelines and is representa-
tive of the population, the results from a study
using the sample can be generalized to the pop-
ulation. However, generalizing results must pro-
ceed with some caution because of the error that
isinherentin all sample-selection methods. The-
oretically, when a population is studied, only
measurement error (that is, inconsistencies pro-
duced by the instrument used) will be present.
However, when a sample is drawn from the pop-
ulation, the procedure introduces the likelihood
of sampling error (that is, the degree to which
measurements of the units or subjects selected
differ from those of the population as a whole).
Because a sample does not provide the exact
data that a population would, the potential error
must be taken into account.

A classic example of sampling error occurred
during the 1936 presidential campaign. Literary
Digest had predicted, based on the results of a
sample survey, that Alf Landon would beat
Franklin D. Roosevelt. Although the Digest sam-
ple included more than a million voters, it was
composed mainly of affluent Republicans. Con-
sequently, it inaccurately represented the popu-
lation of eligible voters in the election. The re-
searchers who conducted the study had failed
to consider the population parameters (charac-
teristics) before selecting their sample. Of
course, FDR was reelected in 1936, and it may
be no coincidence that the Literary Digest went
out of business shortly thereafter. (This 1936




Chapter 4 ¢ Sampling 65

FIGURE 4.1
SAMPLE SELECTION

A VENN DIAGRAM, AS USED IN THE PROCESS OF

Population

research fiasco was the focus of many discus-
sions about political polls by both George Bush
and Bill Clinton during the 1992 presidential
campaign.)

PROBABILITY AND NONPROBABILITY
SAMPLES

A probability sample is selected according to
mathematical guidelines whereby the chance for
selection of each unit is known. A nonprobabil-
ity sample does not follow the guidelines of
mathematical probability. However, the most
significant characteristic distinguishing the two
types of samples is that probability sampling
allows researchers to calculate the amount of
sampling error present in a research study; non-
probability sampling does not.

In deciding whether to use a probability or
nonprobability sample, a researcher should con-
sider four points:

1. Purpose of the study. Some research studies
are not designed for generalization to the
population, but rather for investigation of
variable relationships or collection of explor-

atory data for designing questionnaires or
measurement instruments. A nonprobabil-
ity sample is often appropriate in situations
of these types.

2. Cost versus value. The sample should pro-
duce the greatest value for the least invest-
ment. If the cost of a probability sample is
too high in relation to the type and quality
of information collected, a nonprobability
sample is a possible alternative.

3. Time constraints. In many cases researchers
collecting preliminary information operate
under time constraints imposed by spon-
soring agencies, management directives, or
publication guidelines. Since probability
sampling is often time-consuming, a non-
probability sample may provide temporary
relief.

4. Amount of error allowed. In preliminary or
pilot studies, where error control is not a
prime concern, a nonprobability sample is
usually adequate.

While nonprobability sampling may have merit
in some cases, it is always best to use a prob-
ability sample when the results will be gener-
alized to the population. Any research study
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conducted to support or refute a significant
question or a hypothesis should use a probabil-
ity sample.

Probability sampling generally incorporates
some type of systematic selection procedure,
such as a table of random numbers, to ensure
that each unit has an equal chance of being se-
lected. However, it does not always guarantee a
representative sample from the population, even
when systematic selection is followed. It is pos-
sible to randomly select 50 members of the stu-
dent body at a university in order to determine
the average number of hours the students spend
watching television during a typical week and,
by extraordinary coincidence, end up with 50
students who do not own a TV set. Such an
event is unlikely, but it is possible, and this
possibility underscores the need to replicate
any study.

Types of Nonprobability Samples

Nonprobability sampling is frequently used in
mass media research, particularly in the form of
available samples, samples using volunteer sub-
jects, and purposive samples. Mall intercepts
(Chapter 6) use nonprobability sampling. An
available sample (also known as a convenience
sample) is a collection of readily accessible sub-
jects for study, such as a group of students en-
rolled in an introductory mass media course or
shoppers in a mall. Although available samples
can be helpful in collecting exploratory infor-
mation and may produce useful data in some
instances, the samples are problematic because
they contain unknown quantities of error. Re-
searchers need to consider the positive and neg-
ative qualities of available samples before using
them in a research study.

Available samples are a subject of heated de-
bate in many research fields. Critics argue that
regardless of what results they may generate,
available samples do not represent the popula-
tion and therefore have no external validity.

(This problem was discussed in Chapter 2.)
Proponents of the available sample procedure
claim that if a phenomenon, characteristic, or
trait does in fact exist, it should exist in any
sample. Available samples can be useful in
pretesting questionnaires or other preliminary
(pilot study) work. They often help eliminate
potential problems in research procedures, test-
ing, and methodology before the final research
study is attempted.

Subjects who constitute a volunteer sample
also form a nonprobability sample, since the in-
dividuals are not selected mathematically. There
is concern in all areas of research with regard to
persons who willingly participate in research
projects; these subjects differ greatly from non-
volunteers and may consequently produce erro-
neous research results. Rosenthal and Rosnow
(1969) identified the characteristics of volunteer
subjects on the basis of several studies and
found that such subjects, in comparison with
nonvolunteers, tend to exhibit higher educa-
tional levels, higher occupational status, greater
need for approval, higher intelligence levels, and
lower authoritarianism levels. They seem to be
more sociable, more “arousal-seeking,” and
more unconventional; they are more likely to be
first children; and they are generally younger.

These characteristics mean that use of vol-
unteer subjects may significantly bias the results
of a research study and may lead to inaccurate
estimates of various population parameters (Ro-
senthal & Rosnow, 1969). Also, available data
seem to indicate that volunteers may, more often
than nonvolunteers, provide data to support a
researcher’s hypothesis. In some cases volunteer
subjects are necessary — for example, in com-
parison tests of products or services. However,
volunteers should be used carefully because, as
with available samples, there is an unknown
quantity of error present in the data.

Although volunteer samples have been
shown to be inappropriate in scientific research,
the electronic media have begun to legitimize




volunteers through the various polls conducted
on radio and television stations and on the tele-
vision networks. Local television news pro-
grams and morning shows on radio stations, for
example, often report the results of the latest
viewer or listener poll about some local concern.
MTV reports the results of a weekly artist popu-
larity poll conducted by having viewers call an
800 telephone number. And in 1990-1991, ABC
asked viewers to call a 900 number to vote on
the “greatest moments” shown during the half-
time of “Monday Night Football.” (The survey
votes cost viewers 95¢ each.) Even though an-
nouncers occasionally say that the polls are not
intended to be scientific in nature, the results
are presented as such. Unwary listeners and
viewers are being conned by the media. Such
telephone polls are disturbing to legitimate sci-
entific researchers.

A purposive sample includes subjects se-
lected on the basis of specific characteristics or
qualities and eliminates those who fail to meet
these criteria. Purposive samples are often used
in advertising studies: researchers select sub-
jects who use a particular type of product and
ask them to compare it with a new product. A
purposive sample is chosen with the knowledge
that it is not representative of the general popu-
lation. In a similar method, the quota sample,
subjects are selected to meet a predetermined or
known percentage. For example, a researcher
interested in finding out how VCR owners differ
from non-VCR-owners in their use of television
may know that 40% of a particular population
owns a VCR. The sample the researcher se-
lected, therefore, would be composed of 40%
VCR owners and 60% non-VCR-owners (to re-
flect the population characteristics).

Another nonprobability sampling method is
to select subjects haphazardly on the basis
of appearance or convenience, or because they
seem to meet certain requirements (for exam-
ple, the subjects “look” like they qualify for the
study in progress). Haphazard selection involves
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researcher subjectivity and introduces error.
Some haphazard samples give the illusion of a
probability sample; these must be carefully ap-
proached. For example, interviewing every 10th
person who walks by in a shopping center is
haphazard, since not everyone in the population
has an equal chance of walking by that particu-
lar location. Some people live across town; some
shop in other centers; and so on.

Some researchers, research suppliers, and
field services try to work around the problems
associated with convenience samples in mall in-
tercepts by using a procedure based on what is
called “The Law of Large Numbers.” Essentially,
the researchers interview thousands of respon-
dents instead of hundreds. The presumption (and
sales approach used on clients) is that the large
number of respondents eliminates the problems
of convenience sampling. It does not. The large
number approach is still a convenience sample.
It is not a random sample as described in the
first sentence of the next section.

Types of Probability Samples

The most basic type of probability sampling is
the simple random sample for which each
subject or unit in the population has an equal
chance of being selected. If a subject or unit is
drawn from the population and removed from
subsequent selections, the procedure is known
as random sampling without replacement — the
most widely used random sampling method.
Random sampling with replacement involves re-
turning the subject or unit into the population
so that it has a chance of being chosen another
time. Sampling with replacement is often used
in more complicated research studies such as
nationwide surveys (Raj, 1972).

Researchers usually use a table of random
numbers to generate a simple random sample.
For example, a researcher who wants to analyze
10 prime time television programs out of a pop-
ulation of 100 programs to determine how the
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medium portrays elderly people can take a ran-
dom sample from the 100 programs by number-
ing each show from 00 to 99, then selecting 10
numbers from a table of random numbers, such
as the brief listing in Table 4.1. First, a starting
point in the table is selected at random. There is
no specific way to choose a starting point; it is
an arbitrary decision. The researcher then se-
lects the remaining 9 numbers by going up,
down, left, or right on the table — or even ran-
domly throughout the table. For example, if it is
decided to go down in the table from the starting

point 44 until a sample of 10 has been drawn,
the sample would include television programs
numbered 44, 85, 46, 71, 17, 50, 66, 56, 03,
and 49.

Simple random samples for use in telephone
surveys are often obtained by a process called
random digit dialing. One method involves
randomly selecting four-digit numbers (usually
generated by a computer or through the use of a
random numbers table) and adding them to the
three-digit exchange prefixes in the city in
which the survey is conducted. A single four-

TABLE 4.1 RANDOM NUMBERS

38 71 81 39 18 24 33 94 56 48
27 29 03 62 76 85 37 00 44 11
34 24 23 64 18 79 80 33 98 94
32 44 31 87 37 41 18 38 01 71
41 88 20 11 60 81 02 15 09 49
95 65 36 89 80 51 03 64 87 19
77 66 74 33 70 97 79 01 19 44
54 55 22 17 35 56 66 38 15 50
33 95 06 68 60 97 09 45 44 60
83 48 36 10 11 70 07 00 66 50
34 35 8 77 8 40 03 63 36 35
58 35 66 95 48 56 17 04 44 99
98 48 03 63 53 58 03 87 97 57
83 12 51 88 33 98 68 72 79 69
56 66 06 69 44 70 43 49 35 46
68 07 59 51 48 87 64 79 19 76
20 11 75 63 05 16 9 95 66 00
26 56 75 77 75 69 93 54 47 39
26 45 74 77 74 55 92 43 37 80
73 39 44 06 59 48 48 99 72 90
34 36 64 17 21 39 09 97 33 34
26 32 06 40 37 02 11 83 79 28
04 52 8 62 24 76 53 83 52 05
33 93 35 91 24 92 47 57 23 06
16 29 97 86 31 45 9 33 83 77

80 95 52 63 01 93 62
07 61 17 26 87 63 79
56 23 17 05 96 52 94
19 42 52 78 80 21 07
9 38 27 07 74 20 12
06 09 53 69 37 06 85
06 64 39 70 63 46 86
77 94 08 46 57 70 61
60 07 49 98 78 61 88
51 93 19 88 45 33 23
73 39 06 51 48 84
79 87 8 01 73 33 65
16 38 46 55 96 66 80
88 41 71 55 85 50 31
98 61 17 63 14 55 74
46 68 50 55 01 10 61
18 8 66 67 54 68 06
67 49 56 96 94 53 68
76 31 03 48 40 25 11
88 9 49 09 57 45 07
40 99 36 12 12 53 77
38 49 44 84 94 47 32
14 14 49 19 94 62 51
33 56 07 94 98 39 27
28 14 40 43 59 04 79




digit series may be used once, or it may be added
to all the prefixes.

Unfortunately, a large number of the tele-
phone numbers generated by this method of
random digit dialing are invalid because some
phones have been disconnected, some numbers
generated have not yet been assigned, and so on.
Therefore, it is advisable to produce at least
three times the number of telephone numbers
needed; if a sample of 100 is required at least
300 numbers should be generated to allow for
invalid numbers.

A second random digit dialing method that
tends to decrease the occurrence of invalid num-
bers involves adding from one to three random
digits to a telephone number selected from a
phone directory or a list of phone numbers. One
first selects a number from a list of telephone
numbers (a directory or list purchased from a
supplier). Assume that the number 448-3047
was selected from the list. The researcher could
simply add a predetermined number, say 6, to
produce 448-3053; or a predetermined two-
digit number, say 21, to get 448-3068; or
even a three-digit number, say 112, to produce
448-3159. Each variation of the method helps to
eliminate many of the invalid numbers pro-
duced in pure random number generation, since
telephone companies tend to distribute tele-
phone numbers in series, or blocks. In this ex-
ample, the block “30 —" is in use, and there is a
good chance that random add-ons to this block
will be residential telephone numbers.

As indicated here, random number genera-
tion is possible via a variety of methods. How-
ever, two rules are always applicable: (1) each
unit or subject in the population must have an
equal chance of being selected, and (2) the se-
lection procedure must be free from subjective
intervention by the researcher. The purpose of
random sampling is to reduce sampling error;
violating random sampling rules only increases
the chance of introducing such error into a
study.
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Similar in some ways to simple random sam-
pling is a procedure called systematic random
sampling in which every nth subject or unit is
selected from a population. For example, to get
a sample of 20 from a population of 100, or a
sampling rate of Y5, a researcher randomly se-
lects a starting point and a sampling interval.
Thus, if the number 11 is chosen, the sample
will include the 20 subjects or items numbered
11,16, 21, 26, and so on. To add further random-
ness to the process, the researcher may ran-
domly select both the starting point and the in-
terval. For example, an interval of 11 together
with a starting point of 29 would generate the
numbers 40, 51, 62, 73, and so on.

Systematic samples are frequently used in
mass media research. They often save time, re-
sources, and effort when compared to simple
random samples. In fact, since the procedure
so closely resembles a simple random sample,
many researchers consider systematic sampling
equal to the random procedure. The method is
widely used in selecting subjects from lists
such as telephone directories, Broadcasting/
Cablecasting Yearbook, and Editor & Publisher.

The degree of accuracy of systematic sam-
pling depends on the adequacy of the sampling
frame, or complete list of members in the pop-
ulation. Telephone directories are inadequate
sampling frames in most cases, since not all
phone numbers are listed, and some people do
not have telephones at all. However, lists that
include all the members of a population have a
high degree of precision. Before deciding to use
systematic sampling, one should consider the
goals and purpose of a study, and the availability
of a comprehensive list of the population. If such
a list is not available, systematic sampling is
probably ill-advised.

One major problem associated with system-
atic sampling is that the procedure is susceptible
to periodicity; that is, the arrangements or order
of the items in the population list may bias the
selection process. For example, consider the
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problem mentioned earlier of analyzing televi-
sion programs to determine how the elderly are
portrayed. Quite possibly, every 10th program
listed may have been aired by ABC; the result
would be a nonrepresentative sampling of the
three networks.

Periodicity also causes problems when tele-
phone directories are used to select samples.
The alphabetical listing does not allow each per-
son or household an equal chance of being se-
lected. One way to solve the problem is to cut
each name from the directory, place them all in
a “hat,” and draw names randomly. Obviously,
this would take days to accomplish and it is not
a real alternative. An easier way to use a direc-
tory is to tear the pages loose, mix them up,
randomly select pages, and then randomly select
names. Although this procedure does not totally
solve the problem, it is generally accepted when
simple random sampling is impossible. If peri-
odicity is eliminated, systematic sampling can
be an excellent sampling methodology.

Although a simple random sample is the
usual choice in most research projects, some
researchers do not wish to rely on randomness.
In some projects, researchers want to guarantee
that a specific subsample of the population is
adequately represented. No such guarantee is

possible using a simple random sample. A strat-
ified sample is the approach used when ade-
quate representation of a subsample is desired.
The characteristics of the subsample (strata or
segment) may include almost any variable: age,
sex, religion, income level, or even individuals
who listen to specific radio stations or read cer-
tain magazines. The strata may be defined by an
almost unlimited number of characteristics;
however, each additional variable or character-
istic makes the subsample more difficult to find.
Therefore, incidence drops.

Stratified sampling ensures that a sample is
drawn from a homogeneous subset of the pop-
ulation — that is, from a population with similar
characteristics. Homogeneity helps researchers
to reduce sampling error. For example, consider
a research study on subjects’ attitudes toward
two-way, interactive cable television. The inves-
tigator, knowing that cable subscribers tend to
have higher achievement levels, may wish to
stratify the population according to education.
Before randomly selecting subjects, the re-
searcher divides the population into three levels:
grade school, high school, and college. Then, if
itis determined that 10% of the population com-
pleted college, a random sample proportional to
the population should contain 10% of the popu-

SIMPLE RANDOM SAMPLING

Advantages

1. Detailed knowledge of the population is not required.

2. External validity may be statistically inferred.
3. Arepresentative group is easily obtainable.
4.

The possibility of classification error is eliminated.

Disadvantages
1. Alist of the population must be compiled.

2. Arepresentative sample may not result in all cases.

3. The procedure can be more expensive than other methods.




lation who meet this standard. As Babbie (1989,
p. 190) noted:

Stratified sampling ensures the proper represen-
tation of the stratification variables to enhance
representation of other variables related to them.
Taken as a whole, then, a stratified sample is
likely to be more representative on a number of
variables than a simple random sample.

Stratified sampling can be applied in two
different ways. Proportionate stratified sam-
pling includes strata with sizes based on their
proportion in the population. If 30% of the pop-
ulation is comprised of adults 18-24, then 30%
of the total sample will be subjects in this age
group. This procedure is designed to give
each person in the population an equal chance
of being selected. Disproportionate stratified
sampling is used to oversample or overrepresent
a particular stratum. The approach is used basi-
cally because the stratum is considered impor-
tant for some reason: marketing, advertising, or
other similar reasons. For example, a radio sta-
tion that targets 25- to 54-year-olds may have
ratings problems with the 25- to 34-year-old
group. In a telephone study of 500 respondents,
the station management may wish to have the
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sample represented as: years old — 70%, 25-34;
20%, 35-49; and 10%, 50-54. This distribution
would allow researchers to break the 25-34
group into smaller groups such as males, fe-
males, fans of specific stations, and other
subcategories and still have reasonable sample
sizes.

The usual sampling procedure is to select
one unit or subject at a time, but this requires
the researcher to have a complete list of the
population. In some cases there is no way to
obtain such a list. One way to avoid this problem
is to select the sample in groups or categories;
this procedure is known as cluster sampling.
For example, analyzing magazine readership
habits of people in Wisconsin would be time-
consuming and complicated if individual sub-
jects were randomly selected. With cluster sam-
pling, one can divide the state into districts,
counties, or zip code areas and select groups of
people from these areas.

Cluster sampling creates two types of error:
in addition to the error involved in defining the
initial clusters, errors may arise in selecting
from the clusters. For example, a zip code area
may comprise mostly residents of a low socio-
economic status who are unrepresentative of the
remainder of the state; if selected for analysis,

SYSTEMATIC SAMPLING

Advantages
1. Selection is easy.

2. Selection can be more accurate than in a simple random sample.

3. The procedure is generally inexpensive.

Disadvantages

1. A complete list of the population must be obtained.

2. Periodicity may bias the process.
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such a group may confound the research results.
To help control such error, it is best to use small
areas or clusters, both to decrease the number
of elements in each cluster and to maximize the
number of clusters selected (Babbie, 1989).

In many nationwide studies, researchers use
a form of cluster sampling called multistage
sampling, in which individual households or
persons are selected, not groups. Figure 4.2
demonstrates a four-stage sequence for a nation-
wide survey. First, a cluster of counties (or an-
other specific geographic area) in the United

States is selected. This cluster is narrowed by
randomly selecting a county, district, or block
group within the principal cluster. Next, indi-
vidual blocks are selected within each area. Fi-
nally, a convention such as “the third household
from the northeast corner,” is established, and
then the individual households in the sample
can be identified by applying the selection for-
mula in the stages just described.

In many cases researchers also need to ran-
domly select an individual in a given household.
In most cases researchers cannot count on being

STRATIFIED SAMPLING

Advantages

1. Representativeness of relevant variables is ensured.
2. Comparisons can be made to other populations.

3. Selection is made from a homogeneous group.

4. Sampling error is reduced.

Disadvantages

1. Aknowledge of the population prior to selection is required.

2. The procedure can be costly and time-consuming,
3. Itcan be difficult to find a sample if incidence is low.
4. Variables that define strata may not be relevant.

CLUSTER SAMPLING

Advantages
1. Only part of the population need be enumerated.
2. Costs are reduced if clusters are well defined.

3. Estimates of cluster parameters are made and compared to the population.

Disadvantages
1. Sampling errors are likely.
2. Clusters may not be representative of the population.

3. Each subject or unit must be assigned to a specific cluster.
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able to interview the person who happens to
answer the telephone. Usually demographic
quotas are established for a research study,
which means that a certain percentage of all
respondents must be of a certain sex or age. In
this type of study, researchers determine which
person in the household should answer the
questionnaire by using a form of random num-
bers table, as illustrated in Table 4.2.

To get a random selection of individuals in
the selected households, the interviewer simply
asks each person who answers the telephone,
“How many people are there in your home who
are age 12 or older?” If the first respondent an-
swers “Five,” the interviewer asks to speak to the
fifth-oldest (in this case the youngest) person in
the home. Each time a call is completed, the
interviewer checks off on the table the number
representing the person questioned. If the next
household called also had five family members,
the interviewer would move to the next number
in the 5 column and ask to talk to the third-
oldest person in the home.

The same table can be used to select re-
spondents by sex — that is, the interviewer could
ask, “How many males who are age 12 or older

live in your home?” The interviewer could then
ask for the nth oldest male, or female, according
to the requirements of the survey.

Since the media are complex systems, re-
searchers frequently encounter complicated
sampling methods. These are known as hybrid
situations. Consider some researchers attempt-
ing to determine the potential for videotext
distribution of a local newspaper to cable sub-
scribers. This problem requires investigating
readers and nonreaders of the newspaper in ad-
dition to cable subscribers and nonsubscribers.
The research, therefore, requires random sam-
pling from the following four groups:

Group A Subscribers/Readers

Group B Subscribers/Nonreaders
Group C Nonsubscribers/Readers
Group D Nonsubscribers/Nonreaders

The researcher must identify each subject as be-
longing to one of these four groups. If three
variables were involved, sampling from eight
groups would be required, and so on. In other
words, researchers are often faced with very

TABLE 4.2
AT RANDOM

EXAMPLE OF MATRIX FOR SELECTING RESPONOENTS

Number of people in household

1 2 3

Person to interview: 1 2 1
1 3

2

4 5 6 7
3 5 5 7
4 3 2 6
2 1 4 1
1 2 6 4
4 1 3

3 2

5




complicated sampling situations that involve
numerous steps.

SAMPLE SIZE

Determining an adequate sample size is one of
the most controversial aspects of sampling. How
large must a sample be to provide the desired
level of confidence in the results? Unfortunately,
there is no simple answer. There are suggested
sample sizes for various statistical procedures,
but no single sample-size formula or method
is available for every research method or statisti-
cal procedure. For this reason, it is advisable to
consult sampling texts for information concern-
ing specific techniques (Cochran, 1963; Raj,
1972).

The size of the sample required for a study
depends on at least one or more of the following
seven points: (1) project type; (2) project pur-
pose; (3) project complexity; (4) amount of er-
ror willing to be tolerated; (5) time constraints;
(6) financial constraints; and (7) previous re-
search in the area. Research designed as a pre-
liminary investigation to search for general in-
dications generally does not require a large
sample. However, projects intended to answer
significant questions (those designed to provide
information for decisions involving large sums
of money or decisions that may affect people’s
lives) require high levels of precision and, there-
fore, large samples.

A few general principles guide researchers in
determining an acceptable sample size. These
suggestions are not based on mathematical or
statistical theory, but they should provide a
starting point in most cases.

1. Aprimary consideration in determining
sample size is the research method used. Focus
groups (Chapter 7) use samples of 612 people,
but the results are not intended to be generalized
to the population from which the respondents
were selected. Samples of 10-50 subjects are
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commonly used for pretesting measurement in-
struments and pilot studies, and for conducting
studies that will be used only for heuristic value.

2. A sample of 100 subjects per demo-
graphic group (such as adults 18—24 years old)
is often used by researchers. This base figure is
used to “back in” to a total sample size. For
example, assume a researcher is planning to
conduct a telephone study with adults 18-54.
Using the normal mass media age spans of 18—
24, 25-34, 35—44, and 45—54, the researcher
would probably consider a total sample of 400
as satisfactory (100 per age group, or “cell”).
However, the researcher may also wish to inves-
tigate the differences in opinions and attitudes
among men and women, which produces a total
of eight different demographic cells. In this
case, a sample of 800 probably would be used —
100 for each of the cell possibilities.

3. Sample size is always controlled by cost
and time. Although researchers may wish to use
a sample of 1,000 for a survey, the economics of
such a sample are usually prohibitive. Research
with 1,000 respondents can easily exceed
$50,000. Most research is conducted using a
sample that conforms to the project’s budget. If
a smaller sample is forced on a researcher by
someone else (a client or a project manager), the
results must be interpreted accordingly — that
is, with caution regarding the generalization of
results. However, considering the fact that re-
ducing a sample size from 1,000 to 400 (for

percentage, it may be wise to consider using
smaller samples for most research projects.

4. Multivariate studies (Appendix 2) al-
ways require larger samples than do univariate
studies because they involve the analysis of mul-
tiple response data (several measurements on
the same subject). One guideline recommended
for multivariate studies is as follows: 50 = very
poor; 100 = poor; 200 = fair; 300 = good; 500
= very good; 1,000 = excellent (Comrey,
1973). Other researchers suggest using a sample

example) only @U—Céﬁ?mphng errorbya Sman—mcmase.s
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of 100 plus 1 subject for each dependent variable
in the analysis (Gorsuch, 1974).

5. Researchers should always select a
larger sample than is actually required for a
study, since mortality must be compensated for.
Subjects drop out of research studies for one
reason or another, and allowances must be made
for this in planning the sample selection. Sub-
ject mortality is especially prevalent in panel
studies, where the same group of subjects is
tested or measured frequently over a long period
of time. Usually, researchers can expect from
10%-25% of the sample to drop out of a study
before it is completed.

6. Information about sample size is avail-
able in published research. Consulting the work
of other researchers provides a base from which
to start. If a survey is planned and similar re-
search indicates that a representative sample of
400 has been used regularly with reliable re-
sults, a sample larger than 400 may be unnec-
essary.

7. Generally speaking, the larger the sam-
ple used, the better. However, a large unrepre-
sentative sample is as meaningless as a small
unrepresentative sample, so researchers should
not consider numbers alone. Quality is always
more important in sample selection than mere
size. For more information about sampling, see
Tukey, 1986.

SAMPLING ERROR

Since researchers deal with samples from a pop-
ulation, there must be some way for them to
compare the results of (or make inferences
about) what was found in the sample to what
exists in the target population. The comparison
allows researchers to determine the accuracy of
their data and involves the computation of error.
All research involves error: sampling error,
measurement error, and random error (also
called unknown, or uncontrollable, error). Sam-

pling error is also known as standard error. The
different sources of error are additive. That is,
total error is the sum of the three different
sources. This section discusses sampling error
in mass media research.

Sampling error occurs when measurements
taken from a sample do not correspond to what
exists in the population. For example, assume
we wish to measure attitudes toward a new tele-
vision program by 18- to 24-year-old viewers in
Denver, Colorado. Further assume that all the
viewers produce an average score of 6 on a 10-
point program appeal measurement scale. Some
viewers may dislike the program and rate the
show 1, 2, or 3; some may find it mediocre and
rate it 4, 5, 6, or 7, whereas the remaining view-
ers may consider the show one of their favorites
and rate it 8,9, or 10. The differences among the
18- to 24-year-old viewers provide an example
of how sampling error may occur. If we asked
each viewer to rate the show in a separate study
and each one rated the program a 6, then
no error exists. But, an error-free sample is
unlikely.

Respondent differences do exist; some dis-
like the program, and others like it. Although
the average program rating is 6 in the hypothet-
ical example, it is possible to select a sample
from the target population that does not match
the average rating. A sample could be selected
that includes only viewers who dislike the pro-
gram. This would misrepresent the population
because the average appeal score would be lower
than the mean score. Computing the rate of
sampling error allows researchers to have an
idea concerning the risk involved in accepting
research findings as “real.”

Computing sampling error is appropriate
only with probability samples. Sampling error
cannot be computed with research using non-
probability samples because everyone did not
have an equal chance of being selected. This is
one reason nonprobability samples are used
only in preliminary research or in studies where
error rates are not considered important.




Sampling error computations are essential in
research and are based on the concept of the
central limit theorem. In its simplest form, the
theorem states that the sum of a large number of
independent and identically distributed random
variables (or sampling distributions) has an
approximate normal distribution. A theoretical
sampling distribution is the set of all possible
samples of a given size. This distribution of
values is described by a bell-shaped curve, or
normal curve (also known as a Gaussian distri-
bution, after German mathematician and astron-
omer Karl F. Gauss who used the concept to
analyze observational errors). The normal distri-
bution is important in computing sampling er-
ror because sampling errors (a sampling distri-
bution) made in repeated measurements tend to
be normally distributed.

Computing standard error is a process of
determining, with a certain amount of confi-
dence, the difference between a sample and the
target population. Error occurs by chance, or
through some fault of the research procedure.
However, when probability sampling is used, the
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incidence of error can be determined because of
the relationship between the sample and the
normal curve. A normal curve, as shown in Fig-
ure 4.3, is symmetrical about the mean or mid-
point, which indicates that an equal number of
scores lies on either side of the midpoint.

Confidence Level and Confidence
Interval

Sampling error involves two concepts: confi-
dence level and confidence interval. After a re-
search project has been conducted, the re-
searcher estimates the accuracy of the results in
terms of a level of confidence that the results lie
within a specified interval, For example, a re-
searcher may say he is 95% confident (confi-
dence level) that his finding — in which 50% of
his study’s respondents named “Saturday Night
Live” as their favorite TV program — is within *
5% (confidence interval) of the true population
percentage.

In every normal distribution, the standard
deviation defines a standard unit of distance

FIGURE 4.3
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from the midpoint of the distribution to the
outer limits of the distribution. These standard
deviation interval units (values) are used in es-
tablishing the confidence interval that is ac-
cepted in a research project. In addition, the
standard deviation units indicate the amount of
standard error. For example, using an interval
(confidence interval) of — 1 or + 1 standard de-
viation unit— 1 standard error —says that the
probability is that 68% of the sample selected
from the population will produce estimates
within that distance from the population value
(1 standard deviation unit).

Researchers use a number of different con-
fidence intervals. Greater confidence in results
is achieved when the data are tested at higher
levels, such as 95%. Research projects that are
preliminary in nature or whose results are not
intended to be used for significant decision-
making can and should use more conservative
confidence levels, such as 68%. Conducting
research that deals with human subjects is
difficult enough on its own, without further
complicating the work with highly restrictive
confidence levels. The researcher must balance
necessity with practicality. For instance, a re-
searcher might need to ask whether her investi-
gation concerning tastes and preferences in mu-
sic need to be tested at a confidence level of 98%
or 99%? The answer is, No. In fact, the necessity
for confidence levels and confidence intervals in
behavioral research is currently being debated.
Research is often judged as good or bad depend-
ing on whether or not a study is “statistically
significant,” and not on whether the study con-
tributed anything to the advancement of knowl-
edge. Statistical significance alone does not
bestow a research project as scientific; a nonsig-
nificant finding is as important to knowledge as
a study that “finds” statistical significance. For
more information about the misguided nature of
statistical significance, see Tukey, 1986.

The areas under the normal curve in Table 3
of Appendix 1 are used to determine other con-
fidence intervals. For example, the 90% confi-

dence interval (.45 on either side of the mean)
corresponds to 1.645 standard errors; the 95%
interval corresponds to 1.96 standard errors; and
the 99% interval corresponds to 2.576 standard
errors. If the statistical data from the sample falls
within the range set by the researcher, the re-
sults are considered significant.

Computing Standard Error

The essence of statistical hypothesis testing is to
draw a sample from a target population, com-
pute some type of statistical measurement, and
compare the results to the theoretical sampling
distribution. The comparison determines the
frequency with which sample values of a statis-
tic are expected to occur.

The expected value of a statistic is the mean
of the sampling distribution. The standard error
is the standard deviation of the sampling distri-
bution. There are several ways to compute stan-
dard (sampling) error, but no single method is
appropriate for all sample types or for all situa-
tions. In addition, error formulas vary in com-
plexity. One error formula, designed for estimat-
ing audience sizes during certain time periods
or for certain programs and for measuring cu-
mulative audiences (see Chapter 15), uses the
standard error of a percentage derived from a
simple random sample. If the sample percentage
is designated as p, the size of the sample as n,
and the estimated, or standard, error of the
sample percentage as SE(p), the formula is as

follows:
( ) ( n )

Suppose a random sample of 500 house-
holds produces a rating (or estimate of the per-
centage of viewers — see Chapter 14) of 20 for a
particular show. This means that 20% of those
households were tuned to that channel at that
time. The formula can be used to calculate the
standard error as follows:
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= *1.78
That is, the rating of 20 computed in the sur-
vey is subject to an error of + 1.78 points; the
actual rating could be as low as 18.22 or as high
as 21.78.

Standard error is directly related to sample
size. The error figure improves as the sample
size is increased, but in decreasing increments.
Thus, an increase in sample size does not pro-
vide a big gain, as illustrated by Table 4.3. As
can be seen, even with a sample of 1,500, the
standard error is only .75 better than with the
sample of 500 computed above. A researcher
would need to determine whether the increase
in time and expense caused by an additional
1,000 subjects would justify such a proportion-
ally small increase in precision.

Table 4.4 shows the amount of error at the
95% confidence level for measurements that
contain dichotomous variables (such as “yes/
no”). For example, with a sample of 1,000 and a
30% “yes” response to a question, the probable
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error due to sample size alone is = 2.9. This
means that we are 95% sure that our values
for this particular question fall between 27.1%
and 32.9%.

Sampling error is an important concept in
all research areas because it provides an indica-
tion of the degree of accuracy of the research.
Research studies published by large audience
measurement firms such as Arbitron and A. C.
Nielsen are required by the Electronic Media
Ratings Council to include simplified charts to
assist in determining sampling error. In addi-
tion, each company provides some type of ex-
planation about error, such as the Arbitron state-
ment contained in every ratings book:

Arbitron estimates are subject to statistical vari-
ances associated with all surveys using a sample
of the universe. . . . The accuracy of Arbitron es-
timates, data and reports and their statistical eval-
uators cannot be determined to any precise math-
ematical value or definition.

Statistical error due to sampling is found in all
research studies. Researchers must pay specific
attention to the potential sources of error in any
study. Producing a study riddled with error is
tantamount to never having conducted the study
at all. If the magnitude of error was subject to
accurate assessment, researchers could simply
determine the source of error and correct it.
Since this is not possible, however, they must

TABLE 4.3

FINDING ERROR RATE USING A RATING OF 20

Sample size Error Lower limit
600 +1.63 18.37
700 *1.51 18.49
800 +1.41 18.59
900 +1.33 18.67
1,000 +1.26 18.74
1,500 +1.03 18.97

Upper limit

21.63
21.51
21.41
21.33
21.26
21.03
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TABLE 4.4 SAMPLING ERROR

1% 5%
or or
Survey result is: 99% 95%
Sample of: 25 4.0 8.7
50 2.8 6.2
75 23 5.0
100 20 4.4
150 1.6 3.6
200 1.4 3.1
250 1.2 2.7
300 1.1 25
400 .99 2.2
500 .89 2.0
600 .81 1.8
800 .69 1.5
1,000 .63 1.4
2,000 44 .96
5,000 .28 .62

10% 15% 20%
or or or
90% 85% 80%
12.0 14.3 16.0
8.5 10.1 11.4
6.9 8.2 9.2
6.0 7.1 8.0
4.9 5.9 6.6
4.3 5.1 5.7
3.8 4.5 5.0
35 4.1 4.6
3.0 3.6 4.0
2.7 3.2 3.6
25 29 33
21 25 2.8
1.9 23 2.6
1.3 1.6 1.8

.85 1.0 1.1

Source: A Broadcast Research Primer. Washington, DC: National Association of Broadcasters, 1976, p. 19.

Reprinted by permission.

accept error as part of the research process, at-
tempt to reduce its effects to a minimum, and
remember always to interpret their results with
regard to its presence.

SAMPLE WEIGHTING

In an ideal research study, a researcher has
enough respondents or subjects with the re-
quired demographic, psychographic (why peo-
ple behave in specific ways), or lifestyle charac-
teristic. The ideal sample, however, is rare, due
to the time and budget constraints of most re-
search. Instead of canceling a research project
because of sampling inadequacies, most re-
searchers utilize a statistical procedure known
as weighting, or sample balancing. That is,
when subject totals in given categories do not
reach the necessary population percentages,

subjects’ responses are multiplied (weighted) to
allow for the shortfall. A single subject’s re-
sponses may be multiplied by 1.3, 1.7, 2.0, or
any other figure to reach the predetermined re-
quired level.

Subject weighting is a controversial data ma-
nipulation technique, especially in the area of
broadcast ratings. The major question is just
how much one subject’s responses can be
weighted and still be representative. Weighting
is discussed in greater detail in Chapter 14.

S UMMARY

To make predictions about events, concepts, or
phenomena, researchers must perform detailed,
objective analyses. One procedure to use in
such analyses is a census, in which every mem-
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TABLE 4.4 CONTINUVED

25% 30% 35%
or or or
Survey result is: 75% 70% 65%
Sample of: 17.3 18.3 19.1
123 13.0 13.5
10.0 10.5 11.0
8.7 92 9.5
7.1 7.5 7.8
6.1 6.5 6.8
5.5 5.8 6.0
5.0 53 5.5
43 4.6 4.8
39 4.1 43
3.6 3.8 3.9
3.0 32 33
28 29 3.1
19 20 2.1
1.2 13 1.4

40% 45%
or or

60% 55% 50%
19.6 19.8 20.0
139 14.1 14.2
11.3 11.4 115
9.8 9.9 10.0
8.0 8.1 8.2
7.0 7.0 7.1
6.2 6.2 6.3
5.7 5.8 5.8
4.9 5.0 5.0
4.4 4.5 4.5
4.0 4.1 4.1
3.4 35 35
3.1 3.2 3.2
2.2 2.2 2.2
1.4 1.4 1.4

ber of the population is studied. Conducting a
census for each research project is impractical,
however, and researchers must resort to alter-
native methods. The most widely used alterna-
tive is to select a random sample from the pop-
ulation, examine it, and make predictions from
it that can be generalized to the population.
There are several procedures for identifying the
units that are to compose a random sample.

If the scientific procedure is to provide valid
and useful results, researchers must pay close
attention to the methods they use in selecting
a sample. This chapter has described several
types of samples commonly used in mass media
research. Some are elementary and do not re-
quire a great deal of time or resources. Other
sampling methods entail great expense and
time. Researchers must decide whether costs
and time are justified in relation to the results
generated.

Sampling procedures must not be taken
lightly in the process of scientific investigation.
It makes no sense to develop a research design
for testing a valuable hypothesis or research
question and then nullify this effort by neglect-
ing correct sampling procedures. These proce-
dures must be continually scrutinized to ensure
that the results of an analysis are not sample-
specific; that is, results are not based on the type
of sample used in the study.

Questions and Problems
for Further Investigation

1. The use of available samples in research has long
been a target for heated debate. Some researchers
say that available samples are inaccurate repre-
sentations of the population; others claim that if
a concept or phenomenon exists, it should exist
in an available sample as well as in a random
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sample. Which argument do you agree with? Ex-
plain your answer.

2. Many research studies use small samples. What
are the advantages or disadvantages of this prac-
tice? Can any gain other than cost savings be
realized by using a small sample in a research
study?

3. What sampling technique might be appropriate
for the following research projects?

a. A pilot study to test whether people under-
stand the directions to a telephone question-
naire.

b. A study to determine who buys videocassette
recorders.

c. A study to determine the demographic
makeup of the audience for a local television
show.

d. A content analysis of commercials during Sat-
urday morning children’s programs.

e. A survey examining the differences between
newspaper readership in high-income house-
holds and low-income households.
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he mass media are complicated phenom-
ena. Not only are there a variety of media pre-
senting information to audience members, but
the audience uses these media in a variety of
ways. Some people use the media for informa-
tion; others use them for entertainment or just
to pass time. Either use creates a variety of re-
search opportunities for investigators. A single
research approach would never cover all of the
many different situations that need investiga-
tion. Some situations require that subjects be
studied under controlled conditions; other
situations require telephone or in-person inter-
views; and so on.

This chapter describes the experimental
method of research and its use in mass media
investigations. The experimental method is the
oldest approach in mass media research and
continues to provide a wealth of information for
researchers and critics of the media. We will
discuss controlled laboratory experiments, then
examine quasi-experimental designs, and con-
clude with a consideration of field experiments.

ADVANTAGES AND DISADVANTAGES
OF LABORATORY EXPERIMENTS

There are several reasons why mass media re-
searchers might select the experimental method:

1. Evidence of causality. First, experiments
help establish cause and effect. Although philos-
ophers of science might argue whether we can
ever really prove a cause-effect link between two
variables, the experiment is undoubtedly the
best social science research method for estab-
lishing causality. The researcher controls the

time order of the presentation of two variables
and thus makes sure that the cause actually
precedes the effect. In addition, the experi-
mental method allows the investigator to con-
trol other possible causes of the variable under
investigation.

2. Control. As suggested previously, con-
trol is another advantage of the experimental
method. Researchers have control over environ-
ment, variables, and subjects. Laboratory re-
search allows investigators to isolate a testing
situation from the competing influences of nor-
mal activity. Researchers are free to structure the
experimental environment in almost any way.
Lighting and temperature levels, proximity of
subjects to measuring instruments, soundproof-
ing, and nearly every other aspect of the experi-
mental situation can be arranged and altered.
Environmental control, however, has its draw-
backs, and the artificially created environment
of the laboratory is one of the main disadvan-
tages of the technique.

Laboratory studies also allow researchers to
control the number and types of independent
and dependent variables selected and the way
these variables are manipulated. Variable con-
trol strengthens internal validity and helps
eliminate confounding influences. Gilbert and
Schleuder (1990), for example, were able to
control almost every detail of their laboratory
analysis concerning the effects of color and
complexity in still photographs.

The experimental approach also allows re-
searchers to control subjects. This includes con-
trol over selection process, assignment to con-
trol or experimental group, and exposure to
experimental treatment. Researchers can place

85
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limits on the number of subjects participating
in a study and can choose specific types of sub-
jects for exposure in varying degrees to the
independent variable. For example, researchers
may select subjects according to which medium
they use for news information and vary each
subject’s exposure to commercials of different
types to determine which is the most effective.

3. Cost. In relative terms, the cost of an
experiment can be low when compared to other
research methods. An advertising researcher, for
example, can examine the impact of two differ-
ent ad designs using an experimental design
with as few as 40-50 subjects. A comparable
test done in the field would be far more costly.

4. Replication. Finally, the experimental
method aids in replication. The conditions of the
study are typically clearly spelled out in the
description of an experiment, which makes it
easier for others to replicate. In fact, classic ex-
periments are often repeated, sometimes under
slightly different conditions, to ensure that the
original results were not idiosyncratic.

The experimental technique, however, is not
perfect. It has two major disadvantages:

1. Artificiality. Perhaps the biggest prob-
lem with using this technique is the artificial
nature of the experimental environment. The be-
havior under investigation must be placed in cir-
cumstances that afford proper control. Unfor-
tunately, much behavior of interest to mass
media researchers is often altered when studied
out of its natural environment. Critics claim that
the sterile and unnatural conditions created in
the laboratory produce results that have little
direct application to real-world settings, where
subjects are continually exposed to competing
stimuli. Miller (1991) noted that critics of the
. laboratory method often resort to ambiguous
and disjunctive arguments about the artificiality
of the procedure, suggesting that contrasting
the “real” world with the “unreal” world may,
in fact, be merely a problem in semantics. The
main point, he claimed, is that both laboratory
method and field method investigate communi-

cation behavior, and if viewed in this way, it is
meaningless to speak of behavior as “real” or
“unreal™ all behavior is real.

Miller also noted, however, that it is unsat-
isfactory and unscientific to dodge the problem
of artificiality in laboratory procedures by in-
cluding a disclaimer in a study indicating that
the findings are applicable only to a particular
audience, to the environmental conditions of the
analysis, and to the period during which the
study was conducted. Since external validity is
a major goal of scientific research, a disclaimer
of this nature is counterproductive. If research-
ers are not willing to expand their interests be-
yond the scope of a single analysis, such studies
have only heuristic value; they make little or no
contribution to the advancement of knowledge
in mass media.

Many researchers have conducted field ex-
periments in an attempt to overcome the artifi-
ciality of the laboratory. Although they take
place in more natural surroundings, field exper-
iments are prone to problems with control.

2. Experimenter bias. Experiments can
have a problem with experimenter bias (Chap-
ter 2). Rosenthal and Jacobson (1966) discov-
ered that experimenters who were told what
findings were expected had results more in line
with the research hypothesis than experimen-
ters who were not told what to expect. To coun-
teract this problem, some researchers use the
double-blind technique, in which neither sub-
jects nor researchers know whether a given sub-
ject belongs to the control group or the experi-
mental group.

CONDUCTING EXPERIMENTAL
RESEARCH

The experimental method involves both manip-
ulation and observation. In the simplest form of
an experiment, researchers manipulate the in-
dependent variable and then observe the re-
sponses of subjects on the dependent variable.




Although every experiment is different, most re-
searchers agree that the following eight steps are
necessary in conducting an experiment:

1. Select the setting. Many experiments are
best done in a laboratory or in another environ-
ment under the direct control of the researcher.
Others are best done in more natural surround-
ings where the researcher has little, if any, con-
trol over the experimental situation. This latter
type of experiment is discussed in more detail
later in this chapter.

2. Select the experimental design. The ap-
propriate design depends upon nature of the
hypothesis or the research question, types of
variables to be manipulated or measured,
availability of subjects, and amount of resources
available.

3. Operationalize the variables. In the ex-
perimental approach, independent variable(s)
are usually operationalized in terms of the ma-
nipulation used to create them. Dependent
variables are operationalized by constructing
scales or rules for categorizing observations of
behavior.

4. Decide how to manipulate the independ-
ent variable. To manipulate the independent
variable (or variables), a set of specific instruc-
tions, events, or stimuli are developed for pre-
sentation to the experimental subjects. There
are basically two types of manipulations. In
straightforward manipulation, written mate-
rials, verbal instructions, or other stimuli are
presented to the subjects. For example, Baran
et al. (1989) used a straightforward manipulation
of their independent variable —product posi-
tioning. One group of subjects was presented
with a “generic” shopping list containing items
such as ice cream, frozen dinner, mustard, and
coffee. Another group saw the “practical” list
with items such as Borden’s ice cream, Swan-
son’s frozen dinner, French’s mustard, and Max-
well House coffee. A third group was presented
with the “upscale” list consisting of Haagen-
Dazs ice cream, Lean Cuisine frozen dinner,
Grey Poupon mustard, General Foods Interna-
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tional Coffees, and similar items. Each group
was then asked to make judgments about the
character of the person to whom the list be-
longed. As predicted by the experimenters, the
shopping lists had an impact on the way sub-
jects evaluated the general goodness and re-
sponsibility of the lists’ authors.

In a staged manipulation, researchers con-
struct events and circumstances that enable
them to manipulate the independent variable.
Staged manipulations can be relatively simple
or rather elaborate. They frequently involve the
use of a confederate, a person who pretends to
be a subject but who is actually part of the
manipulation.

For example, staged manipulations and con-
federates have been used in experiments that
examine the impact of media portrayals of anti-
social behavior. In their study of rock music
videos, Hansen and Hansen (1990) showed
half of their sample three music videos that
depicted antisocial behavior; the other half of
the sample viewed three rock videos depicting a
more “neutral” type of behavior. The subjects
then watched a videotaped job interview of a
person applying for a position with the campus
TV station’s rock video program. One version of
this tape showed the applicant (who was ac-
tually a confederate of the experimenters) mak-
ing an obscene gesture while the interviewer’s
back was turned. Subjects who had previously
viewed the rock videos depicting “neutral” be-
haviors evaluated the applicant’s behavior more
negatively than did the subjects who saw the
videos depicting antisocial behaviors.

Hoyt (1977) investigated the effects of tele-
vision coverage on courtroom behavior. In a
staged manipulation of three groups of subjects,
he separately questioned the groups about a film
they had just viewed. One group answered ques-
tions in the presence of a TV camera at the front
of the room; a second group answered questions
with the camera concealed behind a full-length
mirror; and a third group answered questions
without being filmed. Hoyt found no differences
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in subjects’ verbal behavior across the three
conditions.

No matter what manipulation technique is
used, a general principle for the experimenter to
follow is to construct or choose a manipulation
that is as strong as possible so that potential
differences between the experimental groups are
maximized. If, for example, an experimenter
was trying to assess the effects of different degrees
of newspaper credibility on audience percep-
tions of the accuracy of a story, one condition
might attribute the story to the New York Times
and another might attribute it to the National
Enquirer or the National Star. A strong manip-
ulation maximizes the chances that the inde-
pendent variable will have an effect.

5. Select and assign subjects to experimen-
tal conditions. Recall from Chapter 2 that, to
ensure external validity, experimental subjects
should be selected randomly from the popula-
tion under investigation. The various random

sampling techniques discussed in Chapter 4 are
also appropriate for selecting subjects for exper-
imental studies.

6. Conduct apilot study. A pilot study with
a small number of subjects will reveal prob-
lems, and it will also allow the experimenter to
make a manipulation check—a test to see
whether the manipulation of the independent
variable will actually have the intended effect.
For example, suppose a researcher wants to as-
sess the effect of the viewer’s involvement in a
TV show on how well the viewer remembers the
ads in the show. The experimenter constructs
TV shows labeled “high involvement” (a cliff-
hanger with lots of suspense), “medium involve-
ment” (a family drama), and “low involvement”
(a Senate committee hearing taped from C-
SPAN). To check whether these programs ac-
tually differ in involvement, the experimenter
must measure the degree to which subjects were
actually involved with the programs under each

IMPORTANCE OF PRETESTING

The importance of pretesting in an experiment is illustrated by the following scenario. A
researcher was planning to conduct a study with high school students. After completing

the laborious process of securing approval from the appropriate authorities, the researcher
scheduled a date and showed up bright and early to collect the data. About 70 students were
assembled in the auditorium, and the school's principal had given the researcher 45 minutes in
which to collect the data. No problem, thought the researcher. The subjects merely had to listen

to a few musical selections and fill out rating scales.

The researcher passed out the sheets containing the rating scales and told students to get
their pencils or pens ready. At this point, the students looked perplexed, and many protested
that they did not have pencils or pens with them. Unlike the college students that the researcher
was used to, the high school students do not routinely carry pens or pencils.

With the allotted time quickly running out, the researcher ran to the principal's office and
asked to borrow pencils. Luckily, there were several boxes in the supply cabinet. The researcher
hurried back into the auditorium and started to pass out the pencils when he suddenly
discovered that they were not sharpened. A frenzied search of the auditorium revealed exactly

one pencil sharpener that probably dated from the 1930s.

Needless to say, the experiment had to be rescheduled. The next time, the experimenter
brought along 200 sharpened pencils; since that experience, he has never failed to run a pretest

before doing an experiment.




of the conditions. Such a check might include
a self-report, an observational report (such as
counting the number of times a subject looked
away from the screen), or even a physiological
measure. If the check shows that the manipula-
tion was not effective, the experimenter can re-
vamp the manipulation before the main experi-
ment is conducted. (It is also a good idea to
include a manipulation check in the main ex-
periment itself.)

7. Administer the experiment. After the
bugs are out and the manipulation is checked,
the main phase of data collection begins. Exper-
imental manipulations are carried out on sub-
jects either as individuals or in groups. The de-
pendent variable is measured, and the subjects
are debriefed. During debriefing, the experi-
menter explains the purpose and the impli-
cations of the research. If the manipulation
required deception, the experimenier must ex-
plain why and how the deception was used. (See
Chapter 18 for more about deception and other
ethical problems of research.)

8. Analyze and interpret the results. The
subjects’ scores on the dependent variable(s) are
tabulated, and the data are subjected to statisti-
cal analysis. Many statistics discussed in Chap-
ters 10, 11, and 12 are used to analyze the results
of experiments. Finally, the experimenter has to
decide what the results mean. In some experi-
ments, this may be the most difficult task to
accomplish.

CONTROL OF CONFOUNDING VARIABLES

As previously discussed (Chapters 2 and 4), ex-
perimenters must ensure the internal validity
of their research by controlling for the effects
of extraneous, or confounding, variables that
might contaminate their findings. Control of
these variables can be managed through envi-
ronment, experimental manipulations, experi-
mental design, and assignment of subjects; all of
these items are under the experimenter’s direct
supervision. This section will concentrate on
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techniques for ensuring that the various groups
in an experiment are comparable before the ex-
perimental treatment is administered. This is an
important consideration because it helps to as-
sure that all of the possible alternative explana-
tions based on the natural differences among
people are ruled out.

Perhaps an example willillustrate this point.
Suppose an experimenter wants to determine
whether different versions of a TV commercial’s
musical soundtrack have different impacts on
what is remembered from that ad. The experi-
menter uses a media research class as the sample
and assigns an ad with a rap soundtrack to the
students in the first three rows. Students in the
last three rows view the same ad but hear a heavy
metal soundtrack. Both groups are then given a
memory test, and the results show that the group
hearing the rap soundtrack remembered more
information from the ad. How confident should
the researcher be of this conclusion? Hopefully,
not too confident: it is entirely possible that peo-
ple who sit in the first three rows of the class
might be different from those who sit in the
back. The “fronters” might have chosen the front
seats because they are more intelligent, more at-
tentive, and more alert than the “backers,” who
may be sitting in the rear of the room so they
can sleep, talk, or otherwise amuse themselves.
Consequently, the superior performance of the
“fronters” might be due to these factors rather
than to the effectiveness of the soundtrack.

How can experimenters assure that their
groups are equivalent? There are three main
techniques: randomization, matching, and in-
cluding the confounding variable into the
design.

Randomization

A powerful technique for eliminating the influ-
ence of extraneous variables is randomization:
randomly assigning subjects to various treat-
ment groups. Random assignment means that
each subject has an equal chance of being as-
signed to each treatment group. This method
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works because the variables to be controlled are
distributed in approximately the same manner
in all groups. In the above example, suppose that
the experimenter had randomly assigned stu-
dents to one group or the other instead of assign-
ing them according to where they sat. It is highly
probable that average level of intelligence in
both groups would have been the same as would
have been levels of attentiveness and alertness,
thus ruling out those variables as alternative ex-
planations. In addition, randomization would
also equalize some other confounding factors
that the experimenter might have overlooked,
such as, for instance, the influence that gender
may have had on what was remembered.

Random assignment would also assure that
a disproportionate number of males or females
in one or the other group does not occur, thereby
skewing the results. The same might be said for
geographic background: Randomization would
provide for proportionate numbers of urban ver-
sus rural residents in each group.

There are several ways that randomization
can be achieved. If there are only two groups in
the experiment, the experimenter might simply
flip a coin. If heads comes up, the subject goes
to Group 1; if tails, Group 2. Experimental de-
signs with more than two groups might use a
table of random numbers to assign subjects. In
a four-group design, a two-digit random num-
ber might be assigned to each subject. Those
assigned 00-24 are placed in Group 1; 25-49,
in Group 2; 50-74, in Group 3; and 75-99, in
Group 4.

Randomization, however, is not infallible.
The smaller the size of the sample in the experi-
ment, the more the risk that randomization will
produce nonequivalent groups. This is another
reason why researchers should use an adequate
sample size in an experiment.

Matching

Another way to control for the impact of con-
founding variables is to match subjects on char-
acteristics that might be related to the depen-

dent variable. There are two chief methods of
matching. The first, matching by constancy,
makes a variable uniform for all of the experi-
mental groups. For example, a researcher is in-
terested in assessing the impact of playing two
types of video games on aggressiveness in chil-
dren. Past research strongly suggests that gen-
der will be related to the levels and types of
aggressive acts performed. In order to match the
sample by constancy, then, the researcher may
decide to perform the experiment using only
boys or only girls in the sample, thus controlling
for gender effects.

The second type of matching involves
matching by pairing. In this method, subjects
are paired off on some similar value of a relevant
variable before being assigned to different
groups. Using the video game example from
above, suppose the experimenter suspects that a
subject’s prior level of aggressive tendencies will
have an impact on how that subject is affected
by violent video games. The experimenter would
administer a test of aggressiveness to all sub-
jects and calculate their scores. For simplicity’s
sake let us say that there are only three possible
scores on this test: low, medium, and high. The
experimenter would find two people who scored
high on this test, pair them up, and then assign
one at random to one treatment group and the
other to the second. A similar procedure would
be followed for those scoring low and medium.
When finished, the researcher would be confi-
dent that equal numbers of high-, medium-, and
low-aggression subjects would be placed in each
treatment group. This process, of course, is not
necessarily restricted to pairs. If an experiment
had three groups, it is entirely possible that sub-
jects might be matched as triplets and then ran-
domly assigned to groups.

In addition to helping gain control over con-
founding variables, matching subjects also in-
creases the sensitivity of the experimental de-
sign. Since the treatment groups become more
homogenous, smaller differences that might
have been obscured by individual variations can
be detected.




On the other hand, this method does have
some disadvantages. Matching by constancy
limits the generalizability of the study and re-
stricts the size of the population available for
sampling. Both forms of matching also require
at least some prior knowledge about the sub-
jects, and they may require the extra effort of
a pretest.

Including the Confounding Variable
into the Design

Another way to control the impact of confound-
ing variables from an experiment and to increase
the sensitivity of the experiment is to incorpo-
rate the confounding variable(s) into the design.
For instance, let us return to the video game
example. Instead of controlling for the effects of
gender by restricting the study to either only
boys or only girls, the experimenter might in-
clude gender as an independent variable. After
dividing the sample by gender, each male or fe-
male would be randomly assigned to a condi-
tion. The resulting design would have four
groups: males who play videogame A, males
who play videogame B, females who play video-
game A, and females who play videogame B.
(Note that this is an example of the factorial
design described later in this chapter.) An
added benefit of this design is that it can provide
information about the interaction —the com-
bined effects of confounding variable and inde-
pendent variable of interest. Again, there are
disadvantages to this method. Including another
factor in the design increases the number of sub-
jects needed for the experiment and also in-
creases the time and energy necessary to com-
plete it.

EXPERIMENTAL DESIGN

When used within the context of experimental
research, the word design can have two different
meanings. In the first place, it can refer to the
statistical procedures to be used to analyze the
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data. Hence, it is common to hear about an analy-
sis of variance design or a repeated-measures
t-test design. On the other hand, design can refer
to the total experimental plan or structure of the
research. Used in this sense, it means selecting
and planning the entire experimental approach
to a research problem. This chapter uses the
latter meaning of design. The appropriate statis-
tical techniques for the various experimental de-
signs in this chapter are discussed in Part 3.

An experimental design does not have to be
a complicated series of statements, diagrams,
and figures; it may be as simple as

Pretest - Experimental treatment — Posttest

Although other factors, such as variable and
sample selection, control, and construction of a
measurement instrument, enter into this design,
the diagram does provide a legitimate starting
point for research.

To facilitate the discussion of experimental
design, the following notations are used to rep-
resent specific parts of a design (Campbell &
Stanley, 1963):

* R represents a random sample or random
assignment.

* X represents a treatment or manipulation of
the independent variables so that the effects
of these variables on the dependent variables
can be measured.

* O refers to a process of observation or mea-
surement; it is usually followed by a numer-
ical subscript indicating the number of the
observation (O, = Observation 1).

A left-to-right listing of symbols, such as RO, X
O,, represents the order of the experiment. In
this case, subjects are randomly selected or as-
signed to groups (R) and then observed or
measured (O,). Next, some type of treatment
or manipulation of the independent variable
is performed (X), followed by a second ob-
servation or measurement (O,). Each line in
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experimental notation refers to the experience of
a single group. Consider the following design:

R O X O
R O o,

This design indicates that the operations in the
experiment are conducted simultaneously on
two different groups. Notice that the second
group, the control group, does not receive the
experimental treatment.

Basic Experimental Designs

Each experimental design makes assumptions
about the type of data the researcher wishes to
collect, since different data require different re-
search methods. Several questions need to be
answered by the researcher before any type of
design is constructed:

1. What is the purpose of the study?
2. What is to be measured or tested?
3. How many factors (independent variables)
are involved?
4. How many levels of the factors (degrees of
the independent variables) are involved?
5. What type of data is desired?
6. What is the easiest and most efficient way
to collect the data?
7. What type of statistical analysis is appro-
priate for the data?
8. How much will the study cost?
9. How can these costs be trimmed?
10. What facilities are available for conducting
the study?
11. What types of studies have been conducted
in the area?

12. What benefits will be received from the re-
sults of the study?

The answer to each question has a bearing
on the sequence of steps a study should follow.
For example, if a limited budget is available for
the study, a complicated, four-group research
design must be excluded. Or, if previous studies
have shown the “posttest only” design to be use-
ful, another design may be unjustified.

Not all experimental designs are covered in
this section; only the most widely used are con-
sidered. The sources listed at the end of the
chapter provide more information about these
and other designs.

PRETEST-POSTTEST CONTROL GROUP. The
pretest-posttest control group design is a fun-
damental and widely used procedure in all re-
search areas. The design controls many of the
rival hypotheses generated by artifacts; the ef-
fects of maturation, testing, history, and other
sources are controlled because each group faces
the same circumstances in the study. As shown
in Figure 5.1, subjects are to be randomly se-
lected or assigned, and each group is to be given
a pretest. Only the first group, however, is to
receive the experimental treatment. The differ-
ence between O, and O, for Group 1 is com-
pared to the difference between O, and O, for
Group 2. If a significant statistical difference is
found, it is assumed that the experimental treat-
ment was the primary cause.

POSTTEST-ONLY CONTROL GROUP. When re-
searchers are hesitant to use a pretest because of
the possibility of subject sensitization to the
posttest, the design in Figure 5.1 can be altered

FIGURE S.1

PRETEST-POSTTEST CONTROL GROUP DESIGN




to describe a posttest-only control group (see
Figure 5.2). Neither group has a pretest, but
Group 1 is exposed to the treatment variable,
followed by a posttest. The two groups are com-
pared to determine whether a statistical signifi-
cance is present.

The posttest-only control group design is
also widely used to control rival explanations.
Both groups are equally affected by maturation,
history, and so on. Also, both normally call for
a t-test, a test to compare the significance
between two groups, to determine whether a
significant statistical difference is present
{Chapter 12).

SOLOMON FOUR-GROUP DESIGN.  The Solomon
four-group design (see Figure 5.3) combines the
first two designs and is useful if pretesting is
considered to be a negative factor. Each alterna-
tive for pretesting and posttesting is accounted
for in the design, which makes it attractive to
researchers. For example, consider the hypo-
thetical data presented in Figure 5.4. The num-
bers in the figure represent college students’
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scores on a test of current events knowledge.
The X represents a program of regular news-
paper reading.

To determine whether the newspaper read-
ing had an effect, O, should be significantly dil-
ferent from O, and also significantly different
from O,. In addition, O, should be significantly
different from O and also from O,. If we assume
that the 20-point difference shown in Figure 5.4
is significant, it would appear that the indepen-
dent variable in our example is indeed having an
effect on current events knowledge. Note that
other informative comparisons are also possible
in this design. To assess the possible effects of
pretesting, O, can be compared with O,. Com-
paring O, and O, allows the experimenter to
check on the efficacy of randomization and any
possible pretest-manipulation interaction can
be detected by comparing O, and O,.

The biggest drawback of the Solomon four-
group design is a practical one. The design re-
quires four separate groups, which means more
subjects, more time, and more money. Further,
some results produced from this design can be

FIGURE §.2

POSTTEST-ONLY CONTROL GROUP DESIGN

FIGURE §.3

x ™ m® ®
Lo o0

O

SOLOMON FOUR-GROUP DESIGN
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FIGURE 5.4

DESIGN
Group
1 R 20(0)) 40 (O,)
2 R 20 (0,) 20(0,)
3 R 40 (0,)
4 R 20 (Oy)

HYPOTHETICAL DATA FOR SOLOMON FOUR-GROUP

difficult to interpret. For example, what does it
mean if O, is significantly greater than O,, even
though O, is significantly less than Og?

Factorial Studies

Research studies involving the simultaneous
analysis of two or more independent variables
are called factorial designs, and each indepen-
dent variable is called a factor. The approach
saves time, money, and resources and allows re-
searchers to investigate the interaction between
the independent variables. That is, in many in-
stances, it is possible that two or more variables
are interdependent in the effects they produce on
the dependent variable, a relationship that could
not be detected if two simple randomized de-
signs were used.

The term two-factor design indicates that
two independent variables are manipulated; a
three-factor design includes three independent
variables; and so on. (A one-factor design is a
simple random design because only one inde-
pendent variable is involved.) A factorial design
for a study must have at least wwo factors or
independent variables.

Factors may also have two or more levels.
Therefore, the 2 X 2 factorial design has two
independent variables, each with two levels. A
3 X 3 factorial design has three levels for each
of the two independent variables. A2 X 3 X 3

factorial design has three independent variables:
the first has two levels, and the second and third
have three levels each.

To demonstrate the concept of levels, imag-
ine that a television station manager would like
to study the success of a promotional campaign
for a new movie-of-the-week series. The man-
ager plans to advertise the new series on radio
and in newspaper. Subjects selected randomly
are placed into one of the cells of the 2 X 2
factorial design in Figure 5.5. This allows for
the testing of two levels of two independent
variables — exposure to radio and exposure to
newspapers.

Four groups are involved in the study: Group
I is exposed to both newspaper material and
radio material; Group II is exposed only to
newspaper; Group III is exposed only to radio;
and Group IV serves as a control group and re-
ceives no exposure to either radio or newspaper.
After the groups have undergone the experimen-
tal treatment, the manager can administer a
short questionnaire to determine which me-
dium, or combination of media, worked most
effectively.

A2 X 3 factorial design, which adds a third
level to the second independent variable, is
shown in Figure 5.6. This design demonstrates
how the manager might investigate the relative
effectiveness of full-color versus black-and-
white newspaper advertisements while also
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FIGURE 5.5 2 x

Newspapers

No newspapers

2 FACTORIAL DESIGN

FIGURE 5.6 2 x

Radio

Full color
newspaper ad
L]

Black/white
newspaper ad

No newspaper

3 FACTORIAL DESIGN

No radio

measuring the impact of the exposure to radio
materials.

Say the television station manager wants to
include promotional advertisements on televi-
sion as well as use radio and newspaper. The
third factor produces a 2 X 2 X 2 factorial
design. This three-factor design (see Figure 5.7)
shows the eight possibilities of a 2 X 2 X 2
factorial study. Note that the subjects in
Group I are exposed to newspaper, radio, and
television announcements, whereas those in
Group VIII are not exposed to any of the an-
nouncements.

The testing procedure in the three-factor de-
sign is similar to that of previous methods. Sub-
jects in all eight cells would be given some type
of measurement instrument, and differences be-

tween the groups would be tested for statistical
significance.

Other Experimental Designs

Research designs are as unique and varied as the
questions and hypotheses they help answer. De-
signs of different types yield different types of
information. If information about the effects of
multiple manipulations is desired, a repeated-
measures design (several measurements of the
same subject) is appropriate. In this design, in-
stead of assigning different people to different
manipulations, the researcher exposes the same
subjects to multiple manipulations. The effects
of the various manipulations appear as varia-
tions within the same person’s performance

World Radio Histo
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FIGURE S.7 2 x 2 x 2

Radio

FACTORIAL DESIGN

No radio

No TV v No TV

Newspaper |

Il 1l %

No newspaper 1"

Vi Vil Vil

rather than as differences between groups of
people.

One obvious advantage of the repeated-
measures design is that fewer subjects are nec-
essary since each subject participates in all con-
ditions. Further, since each subject in effect acts
as his or her own control, the design is quite
sensitive to detecting treatment differences. On
the other hand, repeated-measures designs are
subject to carryover effects — the effects of one
manipulation may still be present when the next
manipulation is presented. Another possible
disadvantage stems from the fact that subjects
experience all of the various experimental con-
ditions, and they may figure out the purpose
behind the experiment. As a result, they may
behave differently than they would if they were
unaware of the study’s goal.

FIGURE S.8 LATIN SQUARE

DESIGN
Subjects Experimental conditions
A 1 2 3 4
B 2 3 4 1
C 3 4 1 2
D 4 1 2 3

If the experimenter thinks that the order of
presentation of the independent variables in a
repeated-measures design will be a problem, a
Latin square design can be used. Figure 5.8
shows an example of a Latin square design for a
repeated-measures experiment with four sub-
jects. Note that each subject is exposed to all
conditions and that each of the four conditions
appears only once per row and once per column.
The Latin square arrangement also can be used
in a situation where repeated measures are made
on independent groups rather than on individ-
ual subjects.

LABORATORY RESEARCH EXAMPLE

An example from published literature is used
here to illustrate the various facets of research
design and the laboratory method. Cantor and
Venus (1980) were interested in the effects of
humor on the ability to recall radio commer-
cials. It would have been possible to study this
topic by conducting a survey or launching a field
experiment, but these researchers chose to in-
vestigate the problem under tightly controlled
laboratory conditions. The authors were dissat-
isfied with the ambiguity of existing literature
relating to humor and advertising and decided
to investigate the problem using a broad re-
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FIGURE 5.9

Serious commercial
Serious Humorous
intro intro

DESIGN FOR THE CANTOR-VENUS STUDY

Humorous commercial
Serious Humorous
intro intro

Male

Female

search question: they tested the “effect of humor
on the memorability and persuasiveness of a rig-
orously manipulated radio advertisement that
was heard in a quasi-naturalistic setting” (p. 14).
Here are the steps Cantor and Venus followed in
their investigation:

STEP 1: SELECT THE SETTING. As just men-
tioned, Cantor and Venus chose the laboratory
setting but tried to approximate a more natural
listening condition.

STEP 2: SELECT THE EXPERIMENTAL DESIGN.
After reviewing the available literature in the
field and defining their research question, Can-
tor and Venus designed a 2 X 2 X 2 factorial
study (see Figure 5.9).

STEP 3: OPERATIONALIZE THE VARIABLES.
One dependent variable, recall, was measured
by a 10-question test regarding the information
contained in the advertisements. A second de-
pendent variable, impression of the product,
was measured using a rating scale that ranged
from —10 (extremely unfavorable) to +10 (ex-
tremely favorable). The operationalizations of
the independent variables — serious versus hu-
morous commercial, serious intro versus hu-
morous intro, and gender — are described next.

STEP 4: DECIDE HOW TO MANIPULATE THE
INDEPENDENT VARIABLES. The serious com-
mercial involved two people talking about a fic-
titious magazine called Newsline. In the nonhu-
morous spot, a male and female simply talked
politely about the magazine. In the humorous
spot, the male keeps tearing articles out of the
magazine while the woman is trying to read it.
The serious intro to the commercial was a
straight news report on the problem of prisoner
exchange between nations; the humorous intro
was a segment from Steve Martin’s album, Let’s
Get Small. The operationalization of gender is
self-evident.

STEP 3: SELECT AND ASSIGN SUBJECTS TO EX-
PERIMENTAL CONDITIONS. The authors re-
cruited undergraduate students at the Univer-
sity of Wisconsin (59 males and 58 females) as
subjects for the experiment and randomly as-
signed them to the four different exposure
groups for each gender.

STEP 6: CONDUCT A PILOT STUDY. Although
the published article does not mention a pilot
study, probably for reasons of space, it is likely
the authors did carry one out. In any case, a
manipulation check was built into the final ex-
periment, which disclosed that the humorous
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version of the ad and the humorous intro were
perceived by subjects as funnier than the serious
material.

STEP 7: ADMINISTER THE EXPERIMENT.
Cantor and Venus first escorted subjects indi-
vidually to a cubicle where they heard a radio
message; they then transferred them to another
cubicle where the subjects were exposed to the
experimental treatments. Subjects were then
taken to another room to fill out an instrument
that measured recall and impressions of the
product. Finally, all subjects were debriefed.

STEP 8: ANALYZE AND INTERPRET THE RESULTS.
The authors selected analysis of variance as the
appropriate statistical technique to analyze their
data (Chapter 12). They concluded that adver-
tisers should be cautious in using humor as an
attention getter and that humor had no impact
on the evaluation of the advertised product.

QUASI-EXPERIMENTAL DESIGNS

Sometimes the experimenter does not have the
luxury of randomly assigning subjects to exper-
imental conditions. Suppose, for example, a re-
searcher knows that a local radio station is about
to be sold and he or she is interested in deter-
mining the effects of this change of ownership
on employee morale. The researcher measures

morale of a sample of employees at the station
before and after the sale. At the same time, the
researcher collects morale data from a sample of
employees at a comparable station in the same
community. This design is similar to the pretest-
posttest control group design discussed on page
93, but it does not involve random assign-
ment of subjects to experimental groups. Using
Campbell and Stanley’s (1963) terminology, it is
a quasi-experiment. Quasi-experiments repre-
sent a valuable source of information, but there
are design faults that must be considered in the
interpretation of the data.

This chapter discusses only two types of
quasi-experimental designs: the pretest-posttest
nonequivalent control group design and the in-
terrupted time series design. For further infor-
mation, consult Campbell and Stanley (1963)
and Cook and Campbell (1979).

PRETEST-POSTTEST NONEQUIVALENT CONTROL
GROUP DESIGN. This approach, illustrated in
Figure 5.10, is the one used by the hypothetical
researcher studying employee morale at radio
stations. In this design, one group is exposed to
the experimental manipulation and is compared
to a similar group not exposed. The pre- and
posttest differences are compared to determine
whether the experimental condition had an
effect.

In the radio station example mentioned be-
fore, assume the pretest of employee morale
showed that the workers at both radio stations

FIGURE S.10
GROUP DESIGN

o, X 0,

O, O,

PRETEST-POSTTEST NONEQUIVALENT CONTROL

Note: The line dividing the two groups indicates that no random assignment occurred.



had the same morale level before the sale. The
posttest, however, showed that the morale of the
employees at the sold station decreased signifi-
cantly after the sale, but the morale level at the
other (control) station remained constant. This
indicates that the station sale had an impact on
morale. However, this may not be true. The two
groups might have been different on other vari-
ables at the time of the pretest. For example,
suppose the two groups of employees were of
different ages. It is possible that the effect of
the station sale on older employees produced the
difference. The quasi-experimental design does
not rule out this rival selection-treatment inter-
action explanation.

INTERRUPTED TIME SERIES DESIGN. In this ar-
rangement, diagrammed in Figure 5.11, a series
of periodic measurements is made of a group.
The series of measurements is interrupted by the
experimental treatment, and then measurements
are continued.

This design can rule out several threats to
internal validity. If there is a significant differ-
ence between O, and O,, maturation can be
ruled out by examining the scores for all the
intervals prior to the manipulation. If matura-
tion were occurring, it would probably produce
differences between O, and O,, O, and O,, and
so on. If the only difference is between O, and
O,, then maturation is not a plausible explana-
tion. The same logic can be applied to rule out
the sensitizing effects of testing. The biggest
threat to the internal validity in this design is
history. It is possible that any apparent changes
occurring after the experimental manipulation
might be due to some other event that occurred
at the same time as the experimental treatment.
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FIELD EXPERIMENTS

Experiments conducted in a laboratory can be
disadvantageous for many research studies be-
cause of certain problems they present: they are
performed in controlled conditions that are un-
like natural settings; they are generally consid-
ered to lack external validity; and they usually
necessitate subject awareness of the testing sit-
uation. Because of these shortcomings, many
researchers prefer to use field experiments
(Haskins, 1968).

The exact difference between laboratory ex-
periments and field experiments has been a sub-
ject of debate for years, especially with regard to
the “realism” of the situations involved. Many
researchers consider field and laboratory exper-
iments to be on opposite ends of the “realism”
continuum. However, the main difference be-
tween the two approaches is the setting. As Wes-
tley (1989, p. 129) pointed out:

The laboratory experiment is carried out on the
experimenter's own turf, the subjects come into
the laboratory. In the field experiment, the exper-
imenter goes to the subject’s turf. In general, the
physical controls available in the laboratory are
greater than those found in the field. For that
reason, statistical controls are often substituted
for physical controls in the field.

The two approaches can also be distin-
guished by the presence or absence of rules and
procedures to control the conditions and the
subjects’ awareness or unawareness of being
subjects. If the researcher maintains tight con-
trol over the subjects’ behavior and the subjects

FIGURE S.11

INTERRUPTED TIME SERIES DESIGN
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are placed in an environment they perceive to be
radically different from their everyday life, the
situation is probably better described as a labo-
ratory experiment. On the other hand, if the sub-
jects function primarily in their everyday social
roles with little investigator interference or en-
vironmental restructuring, the case is probably
closer to a field experiment. Basically, the differ-
ence between laboratory experiments and field
experiments is one of degree.

Advantages of Field Experiments

The major advantage of field experiments is
their external validity: since study conditions
closely resemble natural settings, subjects usu-
ally provide a truer picture of their normal be-
havior and are not influenced by the experimen-
tal situation. For example, consider a laboratory
study designed to test the effectiveness of two
different versions of a television commercial.
One group views Version A, and the other group
views Version B. Both groups are then given a
questionnaire to measure their willingness to
purchase the advertised product. On the basis
of these results, it may be concluded that Ver-
sion B is more effective in selling the product.
Although this may actually be the case, the va-
lidity of the experiment is questionable because
the subjects knew they were being studied.
(See the discussion of demand characteristics in
Chapter 2.) Another problem is that answering
a questionnaire cannot be equated to buying a
product. Furthermore, viewing commercials in
a laboratory setting is different from the normal
viewing situation, in which competing stimuli
(crying children, ringing telephones, and so on)
are often present.

In a field experiment, these commercials
might be tested by showing Version A in one
market and Version B in a similar, but different,
market. Actual sales of the product in both
markets might then be monitored to determine
which commercial was the more successful in
persuading viewers to buy the product. As can
be seen, the results of the field experiment have

more relevance to reality, but the degree of con-
trol involved is markedly less than is the case in
the laboratory experiment.

Some field studies have the advantage of
being nonreactive. Reactivity is the influence
that a subject’s awareness of being measured or
observed has on his or her behavior. Laboratory
subjects are almost always aware of being mea-
sured. Although this is also the case in some
field experiments, many can be conducted
without the subjects’ knowledge of their
participation.

Field experiments are useful for studying
complex social processes and situations. In their
study of the effects of the arrival of television in
an English community, Himmelweit, Oppen-
heim, and Vince (1958) recognized the advan-
tages of the field experiment for examining such
a complicated topic. Since television has an im-
pact on several lifestyle variables, the research-
ers employed a range of analysis techniques,
including diaries, personal interviews, direct
observation, questionnaires, and teachers’ rat-
ings of students, to document this impact. A
topic area as broad as this does not easily lend
itself to laboratory research.

Field experiments can be inexpensive. Most
studies require no special equipment or facili-
ties. However, expenses increase rapidly with
the size and scope of the study (Babbie, 1992).

Finally, the field experiment may be the only
research option to use. For example, suppose a
researcher is interested in examining patterns of
communication at a television station before and
after a change in management — a problem dif-
ficult if not impossible to simulate in a labora-
tory. The only practical option is to conduct the
study in the field — that is, at the station.

Disadvantages of Field Experiments

The disadvantages of the field experiment are
mostly practical ones. However, some research
is impossible to conduct because of ethical con-
siderations. The vexing question of the effects
of television violence on young viewers provides




a good example of this problem. Probably the
most informative study that could be performed
in this area would be a field experiment in which
one group of children is required to watch vio-
lent television programs and another, similar
group, to watch only nonviolent programs. The
subjects could be carefully observed over a
number of years to check for any significant
difference in the number of aggressive acts com-
mitted by the members of each group. However,
the ethics involved in controlling the television-
viewing behavior of children and in possibly
encouraging aggressive acts are extremely ques-
tionable. Therefore, scientists have resorted to
laboratory and survey techniques to study this
problem.

On a more practical level, field experiments
often encounter external hindrances that cannot
be anticipated. For example, a researcher may
spend weeks planning a study to manipulate the
media use of students in a summer camp, only
to have camp counselors or a group of parents
scuttle the project because they do not want the
children used as “guinea pigs.” Also, it takes
time for researchers to establish contacts, secure
cooperation, and gain necessary permissions be-
fore beginning a field experiment. In many cases
this phase of the process may take weeks or
months to complete.

Finally, and perhaps most importantly, re-
searchers cannot control all the intervening vari-
ables in a field experiment. The presence of
those extraneous variables affects the precision
of the experiment and the confidence the re-
searchers have in its outcome.

Types of Field Experiments

There are two basic categories of field experi-
ments: those in which the researcher manipu-
lates the independent variable(s) and those in
which independent variable manipulation oc-
curs naturally as a result of other circumstances.
To illustrate the first type, suppose that a re-
searcher is interested in investigating the effects
of not being able to read a newspaper. A possible
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approach would be to select two comparable
samples and not allow one of the samples to read
any newspapers for a period of time; the second
sample (the control group) would continue to
read the newspaper as usual. A comparison
could then be made to determine whether
abstinence from newspapers has any effect in
other areas of life, such as in interpersonal
communication. In this example, reading the
newspaper is the independent variable that has
been manipulated.

The second type of field experiment involves
passive manipulation of independent variables.
Suppose a community with no cable television
system is scheduled to be wired for cable in the
future. In an attempt to gauge the effects of cable
on television viewing and other media use, a
researcher might begin studying a large sample
of television set owners in the community
long before the cable service is available. A few
months after it is introduced, the researcher
could return to the original sample, sort out the
households that subscribed to cable and those
that did not, and proceed from there to deter-
mine the effects of the cable service. In this case,
there is no control over the independent variable
(cable service); the researcher is merely taking
advantage of existing conditions.

Note that in some field experiments, the ex-
perimenter is not able to randomly assign sub-
jects to treatment groups. As a result, many field
experiments are classified as quasi-experiments.
As Cook and Campbell (1979) point out, the
extent to which causal statements can be made
from the results of these studies depends upon
the ability to rule out alternative explanations.
Consequently, researchers who use field experi-
ments must pay close attention to threats to in-
ternal validity.

Examples of Field Experiments

Tan (1977) was interested in what people would
do during a week without television. He re-
cruited a sample of 51 adults and paid them each
$4 a day not to watch television for an entire
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week. Before depriving these subjects of televi-
sion, Tan requested that they watch television
normally for a 1-week period and keep a detailed
diary of all their activities. At the start of the
experimental week, Tan’s assistants visited the
subjects’ homes and taped up the electrical
plugs on their television sets to lessen tempta-
tion. Again, the subjects were requested to re-
cord their activities for the week. To maintain
some control over the experiment, the assistants
visited the subjects’ homes periodically during
the week to ensure that television was not being
viewed.

One week later, the diaries completed dur-
ing the week of deprivation were collected, and
the data, compared to the week of normal tele-
vision viewing. Tan discovered that, when de-
prived of television, subjects turned more to
radio and newspapers for entertainment and
information. They also tended to engage in more
social activities with their friends and family.

This study illustrates some strengths and
weaknesses of field experiments. In the first
place, they probably represent the only viable
technique available to investigate this particular
topic. A survey (Chapter 6) does not permit the
researcher to control whether the subjects watch
television, and it would be impossible in the
United States to select a representative sample
composed of people who do not own a television
set. Nor would it be feasible to bring people into
the laboratory for a whole week of television
deprivation.

On the other hand, the ability of the field
experimenter to control independent variables is
not conclusively demonstrated here: Tan had no
way to be sure that his sample subjects actually
avoided television for the entire week. Subjects
could have watched at friends’ homes or at local
bars, or even at home by untaping the plugs.
Moreover, Tan mentioned that several individu-
als who fell into the initial sample refused to
go without television for only $4 per day. As
a result, the nonprobability sample did not
accurately reflect the general makeup of the
community.

Smith and Hand (1987) took advantage of a
natural occurrence in their field experiment on
the effects of viewing pornography. One XXX-
rated film was shown every year at the small
college that served as the site of the research.
About one third of all the male students on cam-
pus typically attend this film at its annual show-
ing. One week before the film was shown, the
investigators surveyed 230 women students of
the college about their contact with aggression.
The same measurement was taken on the Mon-
day following the film and then again a week
later. The researchers then analyzed the amount
of violence experienced by females whose male
companions had seen the film as compared to
females whose male companions had not seen
the film. The results showed that there were no
differences in the amount of violence experi-
enced by the two groups of females.

This study represents one of the few times
that the effects of exposure to pornographic
films have been studied experimentally outside
of the laboratory. Nonetheless, the study suffers
from some common limitations of field experi-
ments. First, the researchers were unable to
make random assignments of sample subjects.
As a consequence, this study is more accurately
described as a quasi-experiment. The males who
went to the film may have been different from
those that stayed away. Second, the researchers
had no control over the content of the film that
was shown. The actual film may have been too
mild to elicit much aggression. Third, the re-
searchers could not control how many females
or which particular females had contact with
males who attended the movie. They were able
to find only 38 out of 230 whose companions
saw the film. These 38 might not be typical of
the rest of the population.

Field experiments are sometimes used to
test the effectiveness of advertising campaigns.
For example, Robertson et al. (1974) reported
the result of a campaign designed to increase the
use of auto safety belts. Six public service an-
nouncements were shown to households on one
half of a dual cable system; households on the




other half of the system served as a control group
and were shown no messages. The researchers
used traffic flow maps to select 14 observation
sites likely to maximize the possibility of ob-
serving autos from the neighborhoods that were
part of the message and no-message groups,
respectively. Observing periods were arranged
so that morning and afternoon traffic could
be sampled.

The observers were strategically located to
allow them to observe the drivers of the auto-
mobiles that passed their positions. (Some ob-
servers were in trees near key intersections.) As
a car approached, the driver’s sex, apparent eth-
nic background, estimated age, and use of a
safety belt were noted. The auto license number
was recorded as the car drove away. With coop-
eration of the state department of motor vehi-
cles, the license plate numbers were matched
with the owners’ names and addresses. These
were then checked to see whether the person
was or was not a subscriber to one of the dual
cable systems. This process ultimately led to
four different groups for analysis: Cable A
households, in which the messages were shown;
Cable B households, the control group; noncable
households in the same county; and out-of-
county households. Observations were made
before the safety belt campaign aired and for
several months thereafter. The ads were sched-
uled so that an average TV viewer would see two
or three messages per week.

The results of the observations revealed that
the campaign had no measureable effect on
safety belt use. Drivers in the half of the cable
system that carried the messages were no more
likely to use safety belts than were motorists in
the control group or people not on the cable
system. In fact, the percentage of drivers using
safety belts actually decreased during the time
the announcements were aired.

This field experiment illustrates the consid-
erable amounts of time, energy, and money that
are necessary to conduct a study of this scope.
Six different messages were produced, the co-
operation of the cable system and the Depart-
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ment of Motor Vehicles had to be secured, at
least 14 observers were needed, and the data-
gathering phase lasted for 9 months. The study
also demonstrates some problems associated
with field experiments. For example, the inves-
tigators could tell only that a person was or was
not living in a household that was part of the
cable system where the ads were shown; they
had no way of knowing whether the driver had
actually seen the announcements. Moreover,
they had no way of knowing whether individuals
in the control group had seen the messages
while visiting friends or neighbors. Nor was it
possible to assess the subjects’ exposure to in-
formation about safety belt use in other media.
Finally, motorists were observed only in their
immediate neighborhoods. The study was not
designed to observe safety belt use while driving
on the highways.

Williams (1986) and her colleagues con-
ducted an elaborate field experiment on the im-
pact of television on a community. In 1973, she
was able to identify a Canadian town that, be-
cause of its peculiar geographic location, was
unable to receive television. This particular
town, however, was due to acquire television
service within a year. Given this lead time, the
researchers could match the town with two oth-
ers that were similar in population, area, in-
come, transportation systems, education, and
other variables. Residents of the three towns
completed questionnaires that measured a large
number of variables including aggressive be-
havior, personality traits, reading ability, crea-
tivity, sex-role perceptions, intelligence, and
vocabulary.

Two years later, the research team went
back to the three communities and residents
completed a posttest with questions that mea-
sured the same variables as before. The design
of this field experiment is illustrated in Fig-
ure 5.12. Note that it is a variation of the quasi-
experimental, pretest-posttest nonequivalent
control group design discussed earlier.

This field experiment provided a wealth of
data. Among other things, the researchers found
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FIGURE 5.12

DESIGN OF CANADIAN FIELD EXPERIMENT

Town Time one Time two
No TV reception One TV channel .
B One TV channel Two TV channels
C Four TV channels Four TV channels

that the arrival of TV apparently slowed down
the acquisition of reading skills, lowered atten-
dance at outside social events, fostered more
stereotypical attitudes toward sex roles,
and increased children’s verbal and physical
aggression.

Two rather ambitious field experiments were
conducted by Milgram and Shotland (1973)
with the cooperation of the CBS television net-
work. The researchers arranged to have three
different versions of the popular television series
“Medical Center” constructed. One version de-
picted antisocial behavior that was punished
by a jail sentence; another portrayed antisocial
behavior that went unpunished; and a third
contained prosocial (favorable) behavior. The
antisocial behavior consisted of scenes of a dis-
traught young man smashing a plastic charity
collection box and pocketing the money.

In the first experiment, the researchers re-
cruited subjects in two ways: ads placed in New
York City newspapers promised a free transistor
radio to anyone willing to view a 1-hour televi-
sion show, and business reply cards containing
the same message were passed out to pedes-
trians near several subway stops. Subjects were
asked to report to a special television theater to
view the program; upon arrival, each person was
randomly assigned to one of four groups, and
each group was shown a different program. (The
three programs described above plus a different
nonviolent show used as a control.) After view-
ing the program (with no commercial interrup-
tions) and completing a short questionnaire
about it, the subjects were instructed to go to an

office in a downtown building to receive their
free radio.

The downtown office, monitored by hidden
cameras, was part of the experiment. The office
contained a plastic charity collection box with
about $5 in it; a notice informed the subjects
that no more transistor radios were available.
Their behavior on reading the notice was to be
the dependent variable: how many would emu-
late the antisocial act seen in the program and
take the money from the charity box? Milgram
and Shotland found no differences in antisocial
behavior among the viewers of each group; no
one broke into the charity box.

The second study tried to gauge the imme-
diate effects of televised antisocial acts on view-
ers. Subjects were recruited from the streets of
New York City’s Times Square area and ushered
into a room with a color television set and a
plastic charity collection box containing $4.45.
A hidden camera monitored the subjects’ behav-
ior, even though they were told that they would
not be observed. Although this time some sub-
jects broke into the box, once again, no differ-
ences emerged between the groups.

These two studies also demonstrate several
positive and negative aspects of field experi-
ments. In the first place, Milgram and Shotland
had to secure the cooperation of CBS to conduct
this expensive study. Second, volunteer subjects
were used, and it is reasonable to assume that
the sample was unrepresentative of the general
population. Third, in the first experiment, the
researchers did not control for the amount of
time that passed between viewing the program




and arriving at the testing center. Some partici-
pants arrived 24 hours after watching “Medical
Center,” while others came several days later.
Clearly, the subjects’ experiences during this in-
terval may have influenced their responses. Fi-
nally, Milgram and Shotland reported that the
second experiment had to be terminated early
because some of the subjects started resorting to
behavior that the researchers could not control.

On the plus side, the first experiment clearly
shows the potential of the field experiment to
simulate natural conditions and to provide a
nonreactive setting. Upon leaving the theater
after seeing the program, subjects had no reason
to believe that they would be participating
in another phase of the research. Consequently,
their behavior at the supposed gift center was
probably genuine and not a reaction to the ex-
perimental situation.

The Milgram and Shotland studies also raise
the important question of ethics in field experi-
ments. Subjects were observed without their
knowledge and apparently were never told about
the real purpose of the study, nor even that they
were involved in a research study. Does the use
of a hidden camera constitute an invasion of
privacy? Does the experimental situation consti-
tute entrapment? How about the subjects who
stole the money from the charity box? Have
they committed a crime? Field experiments can
sometimes pose difficult ethical considerations,
and these points must be dealt with before the
experiment is conducted, not afterward, when
harm may already have been inflicted on the
subjects (see Chapter 18).

S UMMARY

Mass media researchers have a number of re-
search designs from which to choose when ana-
lyzing a given topic. The laboratory experiment
has been a staple in mass media research for
several decades. Although criticized by many
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researchers as being artificial, the method offers
anumber of advantages that make it particularly
useful to some researchers. Of specific impor-
tance is the researcher’s ability to control the
experimental situation and to manipulate exper-
imental treatments.

This chapter also described the process of
experimental design, the researcher’s blueprint
for conducting an experiment. The experimental
design provides the steps the researcher will fol-
low to accept or reject a hypothesis or research
question. Some experimental designs are sim-
ple and take very little time to perform; others
involve many different groups and numerous
treatments.

Quasi-experimental designs are used when
random selection and random assignment of
subjects are not possible. Field experiments take
place in natural settings, which aids the gener-
alizability of the results but also introduces
problems of control.

Questions and Problems for
Further Investigation

1. Provide four research questions or hypotheses for
any mass media area. Which of the designs de-
scribed in this chapter is best suited to investi-
gate the problems?

2. What are the advantages and/or disadvantages of
each of the following four experimental designs?

a. X O,
0,
b. R X O
c. R O X 0
R X 0O,

d R O X O

2

3. The Cantor-Venus laboratory study on the effect
of humor on radio advertisements was described
in this chapter. In the same issue of the Journal
of Broadcasting (Vol. 24:1), Krull and Husson
(pp. 35-47) investigated children’s perceptions
of television. Read this study and compare the
authors’ approach to the laboratory methods used
by Cantor and Venus.
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4. What research questions are best answered by
field experiments?
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urveys are now used in all areas of life.
Businesses, consumer and activist groups, poli-
ticians, and advertisers use them in their every-
day decision-making processes. Some firms,
such as Gallup and Harris, regularly conduct
public opinion surveys on a full-time basis.

The importance of survey research to the
public at large is confirmed by the frequent re-
porting of survey results in the popular media.
This is especially evident during campaign pe-
riods when the public continually hears or reads
about polls conducted to ascertain candidates’
positions with the electorate.

The increased use of surveys has created
changes in the way they are conducted and re-
ported. More attention is now given to sample
selection, questionnaire design, and error rates.
This means that surveys require careful plan-
ning and execution; mass media studies using
survey research must take into account a wide
variety of decisions and problems. This chapter
acquaints the beginning researcher with the
basic steps of survey methodology.

issues. Broadcast stations and networks contin-
ually survey their audiences to determine pro-
gramming tastes, changing values, and lifestyle
variations that might affect programming. In de-
scriptive surveys of this type, researchers are
interested in discovering the current situation in
a given area.

Analytical surveys attempt to describe and
explain why certain situations exist. In this ap-
proach two or more variables are usually ex-
amined to test research hypotheses. The results
allow researchers to examine the interrelation-
ships among variables and to draw explanatory
inferences. For example, television station own-
ers survey the market to determine how life-
styles affect viewing habits or to determine
whether viewers’ lifestyles can be used to predict
the success of syndicated programming. On a
broader scale, television networks conduct
yearly surveys to determine how the public’s
tastes and desires are changing and how these
attitudes relate to the perception viewers have of
the three commercial networks.

DESCRIPTIVE AND ANALYTICAL
SURVEYS

At least two major types of surveys are used by
researchers: descriptive and analytical. A de-
scriptive survey attempts to picture or docu-
ment current conditions or attitudes — that is, to
describe what exists at the moment. For exam-
ple, the Department of Labor regularly conducts
surveys on the amount of unemployment in the
United States. Professional pollsters survey the
electorate to learn its opinions of candidates or

ADVANTAGES AND DISADVANTAGES
OF SURVEY RESEARCH

Surveys have certain well-defined advantages.
First, they can be used to investigate problems
in realistic settings. Newspaper reading, televi-
sion viewing, and consumer behavior patterns
can be examined where they happen rather than
in a laboratory or screening room under artifi-
cial conditions.

Second, the cost of surveys is reasonable
considering the amount of information gath-



ered. In addition, researchers can control ex-
penses by selecting from four major types of
surveys: mail, telephone, personal interview,
and group administration.

A third advantage is that large amounts of
data can be collected with relative ease from a
variety of people. The survey technique allows
researchers to examine many variables (demo-
graphic and lifestyle information, attitudes, mo-
tives, intentions, and so on) and to use multivar-
iate statistics (Appendix 2) to analyze the data.
Also, geographic boundaries do not limit most
surveys.

Finally, data helpful to survey research al-
ready exist. Data archives, government docu-
ments, census materials, radio and television
rating books, and voter registration lists can be
used as primary sources (main sources of data)
or as secondary sources (supportive data) of in-
formation. With archive data, it is possible to
conduct an entire survey study without ever
developing a questionnaire or contacting a sin-
gle respondent.

Survey research, however, is not a perfect
research methodology. The first and most im-
portant disadvantage is that independent vari-
ables cannot be manipulated the way they are
in laboratory experiments. Without control of
independent-variable variation, the researcher
cannot be certain whether the relations between
independent variables and dependent variables
are causal or noncausal. That is, a survey may
establish that A and B are related, but it is im-
possible to determine solely from the survey re-
sults that A causes B. Causality is difficult to
establish because many intervening and extra-
neous variables are involved. Time series studies
help correct this problem sometimes, but not
always.

A second disadvantage is that inappropriate
wording and placement of questions within a
questionnaire can bias results. The questions
must be worded and placed to unambiguously
elicit the desired information. This problem is
discussed later in the chapter.
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A third disadvantage of survey research, es-
pecially in telephone studies, is the potential
problem of talking to the wrong people. For ex-
ample, a respondent may claim to be 18 to 24,
but may in fact be well over 30 years old.

Finally, some survey research is becoming
difficult to conduct. This is especially true with
telephone surveys where answering machines,
and respondents unwilling to participate, are
creating low incidence rates. Telemarketers
(telephone salespeople) are essentially destroy-
ing mass media research. More and more people
refuse to participate in legitimate studies for
fear of attempts by the interviewer to try and
sell something.

Even considering some of the problems, sur-
veys can produce reliable and useful informa-
tion. They are especially useful for collecting
information on audiences and readership. Gen-
eral problems in survey research are discussed
at the end of the chapter.

CONSTRUCTING QUESTIONS

Two basic considerations apply to the construc-
tion of good survey questions: (1) the questions
must clearly and unambiguously communicate
the desired information to the respondent, and
(2) the questions should be worded to allow
accurate transmission of respondents’ answers
to researchers.

Questionnaire design depends on the choice
of data collection technique. Questions written
for a mail survey must be easy to read and un-
derstand, since respondents are unable to obtain
explanations. Telephone surveys cannot use
questions with long lists of response options;
the respondent may forget the first few re-
sponses by the time the last ones have been read.
Questions written for group administration
must be concise and easy for the respondents to
answer. In a personal interview interviewers
must tread lightly with sensitive and personal



110  Partll e Research Approaches

questions, which his or her physical presence
might make the respondent less willing to an-
swer. (These procedures are discussed in greater
detail later in this chapter.)

The design of a questionnaire must always
reflect the basic purpose of the research. A com-
plex research topic such as media use during a
political campaign requires more detailed ques-
tions than does a survey to determine a favorite
radio station or magazine. Nonetheless, there are
several general guidelines to follow regarding
wording of questions and question order and
length.

Types of Questions

Surveys can consist of two basic types of ques-
tions: open-ended and closed-ended. An open-
ended question requires respondents to gener-
ate their own answers. For example:

What could your favorite radio station
change so that you would listen more often?

What type of television program do you
prefer?

Why do you subscribe to the Daily Record?

Open-ended questions allow respondents
freedom in answering questions and opportu-
nity to provide in-depth responses. Further-
more, they give researchers the opportunity to
ask, “Why did you give that particular answer?”
or “Could you explain your answer in more de-
tail?” The flexibility to follow up on, or probe,
certain questions enables the interviewers to
gather information about the respondents’ feel-
ings and the motives behind their answers.

Also, open-ended questions allow for an-
swers that researchers did not foresee in the con-
struction of the questionnaire —answers that
may suggest possible relationships with other
answers or variables. For example, in response
to the question, “Which radio stations do you
have programmed on the buttons in the vehicle
you drive most often?” the manager of a local
radio station might expect to receive a list of the
local radio stations. However, a subject may give
an unexpected response, such as, “l have no
idea. I thought the stations were programmed
by the car dealer” (Paragon Research, 1992).
This will force the manager to reconsider his
or her perceptions of some of the local radio
listeners.

Finally, open-ended questions are particu-
larly useful in a pilot version of a study. Re-
searchers may not know what types of responses
to expect from subjects, so open-ended ques-
tions are used to allow subjects to answer in any
way they wish. From the list of responses pro-
vided by the subjects, the researcher then selects
the most often mentioned items and includes
them in multiple-choice or forced-choice ques-
tions. Using open-ended questions in a pilot
study generally saves time and resources, since
all possible responses are more likely to be in-
cluded on the final measurement instrument;
there would be no reason to reconduct the analy-
sis for failure to include an adequate number of
responses or response items.

The major disadvantage associated with
open-ended questions is the amount of time
needed to collect and analyze the responses.
Open-ended responses require that interviewers
spend time writing down answers. In addition,
because there are so many types of responses, a
content analysis (Chapter 8) of each open-
ended question must be completed to produce
data that can be tabulated. A content analysis
groups common responses into categories, es-
sentially making the question closed-ended.
The content analysis results are then used to



produce a codebook to code the open-ended
responses. A codebook is essentially a menu or
list of quantified responses. For example, “I hate
television” may be coded as a 5 for input into
the computer.

In the case of closed-ended questions, re-
spondents select an answer from a list provided
by the researcher. These questions are popular
because they provide greater uniformity of re-
sponse and because the answers are easily
quantified. The major disadvantage is that re-
searchers often fail to include some important
responses. Respondents may have an answer dif-
ferent from those that are supplied. One way to
solve the problem is to include an “Other” re-
sponse followed by a blank space to give re-
spondents an opportunity to supply their own
answer. The “Other” responses are then handled
just like an open-ended question—a content
analysis of the responses is completed to de-
velop a codebook. A pilot study or pretest of a
questionnaire often solves most problems with
closed-ended questions.

PROBLEMS IN INTERPRETING OPEN-ENDED
QUESTIONS. Open-ended questions often pro-
vide a great deal of frustration. In many cases,
respondents’ answers are bizarre. Sometimes re-
spondents will not understand a question and
will provide answers that are not relevant to any-
thing. Sometimes interviewers have difficulty
understanding respondents, or they may have
problems spelling what the respondents say. In
these cases, researchers must interpret the an-
swers and determine which code is appropriate.

The following examples are actual verbatim
comments from telephone surveys and self-
administered surveys conducted by Paragon Re-
search in Denver, Colorado. They show that even
the most well-planned survey questionnaire can
produce a wide range of responses. The survey
question asked, “How do you describe the pro-
gramming on your favorite radio station?” Some
responses were as follows:
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1. The station is OK, but it's geared to Jerry
Atrics.
2. I only listen to the station because my poo-
dle likes it.
3. The music is good, but sometimes it's too
Tiny Booper.
4. It's great. It has the best floormat in the city.
5. The station is good, but sometimes it makes
me want to vomit.
6. It's my favorite, but I really don’t like it
since my mother does.
7. My parrot is just learning to talk, and the
station teaches him a lot of words.
. My kids hate it, so I turn it up real loud.
9. It sounds great with my car trunk open.
10. My boyfriend forces me to listen

w

And then there was a woman who, when
asked what her spouse does for a living, wrote
“Arrow Space Engeneer.” Research is not always
easy to conduct, especially when trying to deci-
pher comments made by respondents.

General Guidelines

Before examining specific question types appro-
priate in survey research, some general do’s and
don’ts about writing questions are in order:

1. Make questions clear. This should go
without saying, but many researchers become
so closely associated with a problem that they
can no longer put themselves in the respondents’
position. What might be perfectly clear to re-
searchers might not be nearly as clear to persons
answering the question. For example, after find-
ing out which radio stations a respondent has
been listening to more lately, the researcher
might ask the question, “Why have you been
listening to WXXX more lately?” and expect to
receive an answer such as, “I like the music a lot
more.” But the respondents might say, “It's the
only station my radio can pick up.” The question
would be much clearer to a respondent if asked
in this form: “Which radio station, or stations, if
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any, do you enjoy listening to more lately as
compared to a few months ago?” Questionnaire
items must be phrased precisely so that re-
spondents know what is being asked.

Making questions clear also requires avoid-
ing difficult or specialized words, acronyms,
and stilted language. In general, the level of
vocabulary commonly found in newspapers
or popular magazines is adequate for a sur-
vey. Questions should be phrased in everyday
speech, and social science jargon and technical
words should be eliminated. For example, “If
you didn’t have a premium channel, would you
consider PPV?” might be better phrased, “If you
didn’t have a pay channel like Home Box Office
or Showtime, would you consider a service
where you pay a small amount for individual
movies or specials you watch?”

The item, “Should the city council approve
the construction of an interactive cable TV sys-
tem?” assumes that respondents know what “in-
teractive cable TV systems” are. A preferable op-
tion is, “An interactive cable television system is
one in which viewers can send messages back to
the cable company as well as receive normal
television. Do you think the city council should
approve such a system for this community?”

The clarity of a questionnaire item can be
affected by double or hidden meanings in the
words that are not apparent to investigators. For
example, the question, “How many television
shows do you think are a little too violent—
most, some, few, or none?” contains such a prob-
lem. Some respondents who feel that all TV
shows are extremely violent will answer “none”
on the basis of the question’s wording. These
subjects reason that all shows are more than “a
little too violent”; therefore, the most appropri-
ate answer to the question is “none.” Deleting
the phrase “a little” from the question helps
avoid this pitfall. In addition, the question in-
advertently establishes the idea that at least
some shows are violent. The question should
read, “How many television shows, if any, do you
think are too violent— most, some, few, or

none?” Questions should be written so they are
fair to all types of respondents.

2. Keep questions short. To be precise and
unambiguous, researchers sometimes write long
and complicated questions. Yet, respondents
who are in a hurry to complete a questionnaire
are unlikely to take the time to study the precise
intent of the person who drafted the items.
Short, concise items that will not be misunder-
stood are best.

3. Remember the purposes of the research.
Itis important to include in a questionnaire only
items that directly relate to what is being stud-
ied. For example, if the occupational level of the
respondents is not relevant to the purpose of the
survey, the questionnaire should not ask about
it. Beginning researchers often add questions
merely for the sake of developing a longer ques-
tionnaire. Only relevant questions should be
included.

4. Do not ask double-barreled questions. A
double-barreled question is one that asks two
or more questions. Whenever the word and
appears in a question, the sentence structure
should be examined to see whether more than
one question is being asked. For example, “The
ABC network has programs that are funny and
sexually explicit. Do you agree _________or
disagree ?” Since a program may be
funny but not necessarily sexually explicit, a
respondent could agree with the second part of
the question even though he or she disagrees
with the first part. This question should be di-
vided into two items.

5. Avoid biased words or terms. Consider
the following item: “In your free time, would
you rather read a book or just watch television?”
The word just in this example injects a pro-book
bias into the question because it implies that
there is something less than desirable about
watching television. In like manner, “Where did
you hear the news about the President’s new
economic program?” is mildly biased against
newspapers; the word hear suggests that “radio,”
“television,” or “other people” is a more appro-




priate answer. Questionnaire items that start
with “Do you agree or disagree with so-and-so’s
proposal to . . .” almost always bias a question.
If the name “Adolf Hitler” is inserted for “so-and-
s0,” the item becomes overwhelmingly negative.
Inserting “the President,” creates a potential for
both positive bias and negative bias. Any time a
specific person or source is mentioned in a ques-
tion, the possibility of introducing bias arises.

6. Avoidleading questions. A leading ques-
tion is one that suggests a certain response
(either literally or by implication) or contains a
hidden premise. For example, “Like most Amer-
icans, do you read a newspaper every day?” sug-
gests that the respondent should answer in the
affirmative or run the risk of being unlike most
Americans. The question “Do you still use mar-
ijjuana?” contains a hidden premise. This type
of question is called a double bind: regardless of
how the respondent answers, an affirmative re-
sponse to the hidden premise is implied —in
this case, that he or she has used marijuana at
some point.

7. Do not use questions that ask for highly
detailed information. The question “In the past
30 days, how many hours of television have you
viewed with your family?” is unrealistic. Few
respondents could answer such a question. A
more realistic approach would be to ask “How
many hours did you spend watching television
with your family yesterday?” A researcher inter-
ested in a 30-day period should ask respondents
to keep a log or diary of family viewing habits.

8. Avoid potentially embarrassing ques-
tions unless absolutely necessary. Most surveys
need to collect data of a confidential or personal
nature, but an overly personal question may
cause embarrassment and inhibit respondents
from answering honestly. One common area
with high potential for embarrassment is in-
come. Many individuals are reluctant to tell
their income to strangers doing a survey. A
straightforward, “What is your annual income?”
often prompts the reply, “None of your busi-
ness.” It is more prudent to preface a reading of
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the following list with the question, “Which of
these categories includes your household’s total
annual income?”

——— More than $30,000
___ $15,000-$29,999
— $8,000-%$14,999
—__ $4,000-%$7,999
— $2,000-$3,999
__ Under $2,000

The categories are broad enough to allow
respondents some privacy, but narrow enough
for statistical analysis. Moreover, the bottom
category, “Under $2,000,” was made artifi-
cially low so that individuals who fall into the
$2.,000-%$3,999 slot would not be embarrassed
by giving the lowest choice. The income classi-
fications depend on the purpose of the question-
naire and the geographic and demographic dis-
tribution of the subjects. The $30,000 upper
level in the example would be much too low in
several parts of the country.

Other potentially sensitive areas include
people’s sex lives, drug use, religion, business
practices, and trustworthiness. In all these areas,
care should be taken to ensure respondents of
confidentiality and anonymity, when possible.

The simplest type of closed-ended ques-
tion is one that provides a dichotomous re-
sponse, usually “agree/disagree” or “yes/no.” For
example:

The local television stations should editori-
alize.

— Agree
— Disagree
— No opinion

Although such questions provide little sensitiv-
ity to different degrees of conviction, they are
the easiest to tabulate of all question forms.
Whether they provide enough sensitivity or in-
formation in regard to the purpose of the re-
search project are questions the researcher must
seriously consider.
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The multiple-choice question allows re-
spondents to choose an answer from several op-
tions. For example:

In general, television commercials tell the
truth . ..

— All of the time
—— Most of the time
——— Some of the time
— Rarely

— Never

Multiple-choice questions should include
all possible responses. A question that excludes
any significant response usually creates prob-
lems. For example:

What is your favorite television network?

— ABC
—— CBS
— NBC

Subjects who prefer PBS, Turner, or Fox (though
they are not networks in the strictest sense
of the word) cannot answer the question as
presented.

Additionally, multiple-choice responses
must be mutually exclusive: there should be
only one response option per question for each
respondent. For instance:

How many years have you been working in
the newspaper industry?

— Less than 1year
—— 1-5years
—— 5-10years

Which blank would a person with exactly 5
years of experience check? One way to correct
this problem is to reword the responses, such as
in the following item:

How many years have you been working in
the newspaper industry?

— Lessthan 1 year
_ Between1and 5 years
— More than 5 years

Rating scales are also widely used in mass
media research (see Chapter 3). They can be
arranged horizontally or vertically:

There are too many commercials on TV.

— Strongly agree (coded asa 5 for analysis)
— Agree (codedasa4)

— Neutral (coded as a 3)

— Disagree (coded asa 2)

—_ Strongly disagree (coded asa 1)

What is your opinion of the local news on
Channel 9?

Fair Unfair

Gy & & @ O

Semantic differential scales (see Chapter 3)
are another form of rating scale frequently used
to rate persons, concepts, or objects. These
scales use bipolar adjectives with seven scale
points:

How do you perceive the term public televi-
sion?

Good

Happy
Uninteresting

Dull

- Bad

N Sad

Interesting
Exciting




In many instances, researchers are inter-
ested in the relative perception of several con-
cepts or items. In such cases the rank-ordering
technique is appropriate:

Here are several common occupations.
Please rank them in terms of their prestige.
Put a 1 next to the profession that has the
most prestige, a 2 next to the one with the
second most, and so on.

— Banker

— Dentist

— Lawyer

— Police officer
— Politician

— Newspaper writer
— Teacher

— Television reporter

Ranking of more than a dozen objects is not
recommended because the process can become
tedious and the discriminations exceedingly
fine. Furthermore, ranking data imposes limi-
tations on the statistical analysis that can be
performed.

The checklist question is often used in pilot
studies to refine questions for the final project.
For example:

What things do you look for in a new tele-
vision set? (Check as many as apply.)

— Automatic fine tuning

— Picture within a picture
(the ability to view more than one
channel at a time)

—__ Remote control

— Cable ready

_ Console model

_ Portable

— Stereo sound

— Other

The most frequently checked answers may be
used to develop a multiple-choice question; the
unchecked responses are dropped.
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Forced-choice questions are frequently
used in media studies designed to gather infor-
mation about lifestyles, and they are always
listed in pairs. Forced-choice questionnaires are
usually very long —sometimes dozens of ques-
tions — and repeat questions (in different form)
on the same topic. The answers for each topic
are analyzed for patterns, and a respondent’s in-
terest in that topic is scored. A typical forced-
choice questionnaire might contain the follow-
ing pairs.

Select one statement from each of the fol-
lowing pairs of statements:

——— Advertising of any kind is a waste of
time and money.
— llearn a lot from all types of advertis-

ing.

— Television program content should be
regulated by the government.

__ Television program content should not
be regulated by the government.

—_ llisten to the radio every day.
— 1 only listen to the radio when I'm
alone.

Respondents generally complain that neither
of the responses to a forced-choice question is
satisfactory, but they have to select one or the
other. Through a series of questions on the same
topic (violence, lifestyles, career goals), a pat-
tern of behavior or attitude usually develops.

Fill-in-the-blank questions are used infre-
quently by survey researchers. However, some
studies are particularly suited for fill-in-the-
blank questions. In advertising copy testing, for
example, they are often employed to test sub-
jects' recall of a commercial. After seeing, hear-
ing, or reading a commercial, subjects receive a
script of the commercial in which a number of
words have been randomly omitted (often every
fifth or seventh word). Subjects are required to
fill in the missing words to complete the com-
mercial. Fill-in-the-blank questions also can be
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FIGURE 6.1 A ‘‘“FEELING THERMOMETER’’ FOR RECORDING
A SUBJECT'S DEGREE OF LIKE OR DISLIKE
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used in information tests. For example, “The
local news anchors on Channel 4 are
and " Or, “The headline story on the
front page was about i

Tables, graphs, and figures are also used in
survey research. Some ingenious questioning
devices have been developed to help respon-
dents more accurately describe how they think
and feel. For example, the University of Michi-
gan Survey Research Center developed the feel-
ing thermometer, with which subjects can
rate an idea or object. The thermometer (see Fig-
ure 6.1), which is patterned after a normal mer-

cury thermometer, offers an easy way for re-
spondents to rate their degree of like or dislike
in terms of “hot” or “cold.” For example:

How would you rate the coverage your local
newspaper provided on the recent school
board campaign? (Place an X near the num-
ber on the thermometer that most accurately
reflects your feelings; 100 indicates strong
approval, and O reflects strong disapproval.)

Some questionnaires designed for children
use other methods to collect information. Since
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FIGURE 6.2

A SIMPLE PICTURE SCALE FOR USE
WITH YOUNG CHILOREN

young children have difficulty in assigning
numbers to values, one logical alternative is to
use pictures. For example, the interviewer might
read the question, “How do you feel about Sat-
urday morning cartoons on television?” and
present the faces in Figure 6.2 to elicit a re-
sponse from a 5-year-old. Zillmann and Bryant
(1975) present a similar approach with their
“Yucky” scale.

QUESTIONNAIRE DESIGN

The approach used in asking questions as well
as the physical appearance (in a self-adminis-
tered questionnaire) can affect the response
rate. Time and effort invested in developing a
good questionnaire always pay off with more
usable data. The following section offers some
useful suggestions.

Introduction

One way to increase response rate in any survey
is to prepare a persuasive introduction to the
survey. Backstrom and Hursh-Cesar (1981) sug-
gest six principles for writing a successful intro-
duction to a questionnaire; namely, the intro-

duction should be short, realistically worded,
nonthreatening, serious, neutral, and pleasant,
but firm.

Generally speaking, there is no need to ex-
plain the purpose or value of a survey to re-
spondents. It is also not necessary to tell re-
spondents how long the survey will take to
complete. In a telephone survey, telling the re-
spondents that “the survey will take only a few
minutes” gives them the opportunity to say they
do not have that long to talk. An introduction
should be short so the respondent can begin
writing answers or the interviewer can start ask-
ing questions. An effective introduction for a
telephone survey conducted by a field service is
as follows:

Hello, my name is with [INSERT
COMPANY NAME]. We're conducting an
opinion survey about radio in the Chicago
area. We're not trying to sell anything, and
this is not a contest or promotion. We're in-
terested only in your opinions. For this sur-
vey, we need to talk to people between the
ages of 25 and 49. Are you in this group? [IF
“YES,” CONTINUE. IF “NO” ASK FOR
SOMEONE WHO IS. IF NO ONE IN AGE
GROUP, TERMINATE].
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With some modifications, the same introduction
is appropriate for a self-administered question-
naire. The introduction would include the sec-
ond and fourth sentences and add at the end,
“Please answer the questions as completely and
honestly as possible.”

The goal of the introduction in telephone
surveys is to get into the interview as quickly
as possible so the respondent does not have a
chance to say “No” and hang up. This may sound
overly aggressive, but it works. The goal of
the introduction in self-administered question-
naires is to make it as simple as possible.

Regardless of the survey approach used, a
well-constructed introduction usually generates
higher response rates than a simple “Please an-
swer the following questions. . . .”

Instructions

All instructions necessary to complete the ques-
tionnaire should be clearly stated for respon-
dents or interviewers. These instructions vary, de-
pending on the type of survey conducted. Mail
surveys and self-administered questionnaires
usually require the most specific instructions,
since respondents are not able to ask questions
about the survey. Respondents and interviewers
should understand whether the correct response
consists of circling, checking, placing items in a
specific order, or skipping an item.

Procedural instructions for respondents are
often highlighted using a different typeface,
capital letters, or some graphic device, perhaps
arrows or lines. The following is an example
from a mail survey:

Do you have a favorite radio station that you
listen to most of the time?

— Yes — No

i

If yes, can you remember the names of
any of the disc jockeys or newscasters who

work for that station? WRITE THE NAMES
BELOW.

Some questionnaires require respondents to
rank a list of items. In this case, the instructions
must clearly describe which response repre-
sents the highest value:

Please rate the following magazines in order
of importance to you. Place a 1 next to the
magazine you prefer most, a 2 next to the
magazine in second place, and so on; up to 6.

— Better Homes and Gardens
— Consumer Reports

— Omni

— Popular Science

—— Reader’s Digest

— Scientific American

Fowler (1984) offered the following sugges-
tions for putting together a self-administered
questionnaire:

. Make the questionnaire self-explanatory.

. Limit the questions to closed-ended items.
Checking a box or circling an answer should
be the only task required.

3. Use only a limited number of question

forms.

4. Type and lay out the questionnaire in a clear

and uncluttered way.

5. Limit the amount of instructions. Respon-

dents can be confused easily by elaborate

instructions.

N =

Fowler's second suggestion is probably too
strict. Respondents of most ages are usually able
to answer open-ended questions with the same
ease (or complication) as closed-ended ques-
tions. Whether open-ended or closed-ended, all
questions should be tested in a pretest to deter-




mine whether directions for answering ques-
tions are clear.

Procedural instructions for interviewers are
often typed in capital letters and enclosed in
parentheses, brackets, or boxes. For example,
instructions for a telephone survey might look
like this:

We'd like to start by asking you some things
about television. First, what are your favorite
TV shows?

RECORD ALL NAMES OF TV SHOWS. PROBE WITH
“ARE THERE ANY MORE?” TO GET AT LEAST THREE SHOWS.

1. 3.
PREE—]

Screener questions, or filter questions,
are used to eliminate unwanted respondents or
to include only respondents who have specific
characteristics or who answer questions in a
specific manner. These questions often require
respondents or interviewers to skip one or more
questions. Skips must be clearly specified. For
example:

In a typical week, do you listen to AM radio?

Yes

____ No [SKIPTOQ.17]

A survey using this question might be designed
to question only respondents who listen to AM
radio. The screener question immediately deter-
mines whether the subject falls into this group.
If the respondent says “No,” the interviewer (or
respondent if the survey is self-administered)
may skip a certain number of questions or ter-
minate the survey immediately.

When interviewers are used, as is the case in
telephone and one-on-one interviews, the
questionnaires must have easy-to-follow in-
structions (including how many responses to
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take for open-ended questions), simple skip pat-
terns, and enough space to record answers (if
survey responses are written down on paper).
Telephone questionnaires must include every-
thing an interviewer will say, including intro-
ductions, explanations, definitions, transitions,
and pronunciations. The last point is particu-
larly important because interviewers should
sound like they know the topic. For example,
the rock group INXS should have a phonetic
spelling in parentheses, (“in excess”), following
its first appearance in the questionnaire. Other-
wise, an interviewer is sure to say something
like, “Do you think music by the group ‘Inks’
should be played on your favorite radio station?”

All instructions should be clear and simple.
A confusing questionnaire impairs the effective-
ness of the interviewer, lowers the number of
respondents who complete the test, and, in the
long run, increases costs.

Question Order

All surveys flow better when the initial ques-
tions are simple and easy to answer. Researchers
often include one or two “warm-up” questions
about the topic under investigation so respon-
dents become accustomed to answering ques-
tions and begin thinking about the survey topic.
Preliminary questions can also serve as motiva-
tion to create interest in the questionnaire. De-
mographic data, personal questions, and other
sensitive items should be placed at the end of
the questionnaire to allow the interviewer to
establish a rapport with each respondent, or
for any suspicions to be alleviated in a self-
administered questionnaire. Although some
respondents may still refuse to answer personal
itemns, or may hang up the telephone, at least the
main body of data is already collected. Age and
gender information are usually included in the
first part of a questionnaire, so at least some
respondent identification is possible.

The questionnaire should be organized in a
logical sequence, proceeding from the general to
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the specific. Questions on similar topics should
be grouped together, and the transitions be-
tween different question sections should be
clear and logical.

Poor question order may bias a respondent’s
answers. For example, suppose that, after sev-
eral questions about the presence of violence in
society, the respondent is asked to rank the ma-
jor problems facing the country today from the
following list:

— Corrupt government
— War

— Communism

___ Violence on TV

—— High prices

Violence on TV might receive a higher ranking
than it would if the ranking question had been
asked before the series of questions on violence.
Or, to take another example, suppose a public
relations researcher is attempting to discover the
public’s attitudes toward a large oil company.
If the questionnaire that began with attitudi-
nal questions concerning oil spills and inflated
profits asked respondents to rate certain oil
companies, it is likely that the ratings of all the
companies would be lower, due to general im-
pressions created by the earlier questions.
There is no easy solution for the problem
of question “contamination.” Obviously, some
questions have to be asked before others. Per-
haps the best approach for researchers is to be
sensitive to the problem and test for it in a pre-
test. If they think question order A, B, C may
have biasing effects, they should test another
version using the order C, B, A. Completely neu-
tral positioning is not always possible, however,
and when bias may enter because of how re-
sponses are ordered, the list of items should be
rotated. The command [ROTATE] after a ques-
tion indicates that the interviewer must alter the
order of responses for each subject. Different
versions of question order can be printed for
self-administered questionnaires.

Layout

The physical design of the questionnaire is an-
other important factor in survey research. A
badly typed, poorly reproduced questionnaire is
not likely to attract many responses in a mail
survey. Nor does a cramped questionnaire with
40 questions to a page help to instill respondents
with a positive attitude. Response categories
should be adequately spaced and presented in a
nonconfusing manner. For example, the follow-
ing format might lead to problems:

There are too many commercials on tele-

vision.
Do you strongly agree __ Agree ___
Have no opinion ___ Disagree ___

Strongly disagree ___?

A more effective and less confusing method
is to provide a vertical ordering of the response
choices:

There are too many commercials on tele-
vision.

— Strongly agree
— Agree

— No opinion
— Disagree

— Strongly disagree

Some researchers recommend avoiding
blanks altogether because respondents and in-
terviewers tend to make large check marks or
X’s that cover more than one blank, making
interpretation difficult. If blanks are perceived
as a problem, boxes to check or numbers to
circle are satisfactory. In any case, the response
form should be consistent throughout the ques-
tionnaire. Format changes generally create con-
fusion for both respondents and interviewers.

Finally, each question must have enough
space for answers. This is especially true for
open-ended questions. Nothing is more dis-



couraging to respondents and interviewers than
to be confronted with a presentation like the
following:

Why do you go to the movies?
Who are your favorite movie stars?
What are your favorite television shows?

If a research budget limits the amount of paper
for questionnaires, subjects can be asked to add
further comments on the back of the survey.

Questionnaire Length

Questionnaire length is an important concern in
any survey because it is directly related to com-
pletion rate. Long questionnaires cause fatigue,
respondent mortality, and low completion rates.
Shorter questionnaires guarantee higher com-
pletion rates.

Unfortunately, there are no strict guidelines
to help in deciding how long a questionnaire
should be. The length depends on a variety of
things, including the following items:

. Amount of money in the research budget

. Purpose of the survey

. Type of problems or questions investigated

. Age of respondents involved in the survey

. Type and complexity of questions in the
questionnaire

. Location in the country where the study is
conducted

. Specific setting of the testing situation

. Time of year

. Time of day

10. Type of interviewer (professional or ama-

teur)

[« Vb W=
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In most cases, questionnaire length is deter-
mined by trial and error. A survey developed
with significantly less than 100% respondent
completion is too long, The authors’ experience
during the past 20 years has shown the follow-
ing time limits as maximum:
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Self-administered in a group
situation supervised by a

researcher 60 min.
One-on-one interviews 60 min.
Telephone 20 min.
Self-administered mail survey 15 min.
Shopping center intercept 10 min.

Telephone interviewing can be a difficult ap-
proach to use because it takes talent to keep
respondents on the phone answering questions.
Professional interviewers can usually hold re-
spondents’ attention for about 20 minutes. There
is a severe drop-off in incidence (due to break-
offs, in which respondents hang up) when an
interview lasts more than 20 minutes.

Two hints to researchers can make the ques-
tionnaire development process go much more
smoothly: (1) read the questionnaire out loud or
call up a friend and conduct the interview —
errors are easier to detect; and (2) if possible,
put the questionnaire aside for a day or two and
come back to it— sometimes researchers get too
deeply involved in questionnaire development
and overlook a simple problem.

PRETESTING

Without a doubt, the best way to discover
whether a research instrument is adequately
designed is to pretest it—that is, conduct a
ministudy with a small sample to determine
whether the study approach is correct and to
help refine the questions. Areas of misunder-
standing or confusion can be easily corrected
without wasting time or money.

There are several ways to pretest a question-
naire. When an acceptable draft of the question-
naire is completed, a focus group (Chapter 7)
can be used to discuss the questionnaire with
potential respondents. However, this is usually
too expensive. The best pretest in telephone sur-
veys is to have interviewers call 10-20 people
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and do a run-through. Any problems quickly
emerge. Self-administered questionnaires
should be pretested with the type of respon-
dent who will participate in the actual study.
Once again, any problems should be noticed
immediately.

In any type of pretesting situation, it is ap-
propriate to discuss the project with respon-
dents after the questionnaire is completed. They
can be asked whether they understood the ques-
tions, whether the questions were simple to an-
swer, and so on. Respondents are always willing
to help researchers.

GATHERING SURVEY DATA

Once a questionnaire is developed and one or
more pretests or pilot studies have been con-
ducted, the next step is to gather data from an
appropriate group of respondents. There are
four basic methods for doing this: mail survey,
telephone survey, personal interview, and group
administration. Researchers can also use varia-
tions and combinations of these four methods,
such as disk-by-mail surveys and mall inter-
views. Each procedure has definite advantages
and disadvantages that must be considered be-
fore a choice is made. The remainder of this
chapter highlights the characteristics of each
method.

Mail Surveys

Mail surveys involve mailing self-administerable
questionnaires to a sample of individuals.
Stamped reply envelopes are enclosed to en-
courage respondents to mail completed ques-
tionnaires back to the researcher. Mail surveys
are popular because they can secure a great deal
of data with a minimum expenditure of time
and money. At the outset, however, researchers
should be aware that respondents are busy peo-
ple with many demands on their time. Conse-
quently, many people do not share the research-

er’s enthusiasm for questionnaires and often
simply throw them away.

The general stages of a mail survey are dis-
cussed below. Even though the steps are listed
in numerical sequence, many of these tasks are
often accomplished in a different order or even
simultaneously.

1. Select a sample. Sampling is generally
done from a prepared frame (Chapter 4) that
contains the names and addresses of potential
respondents. The most common sampling frame
used is the mailing list, a compilation of names
and addresses in narrowly defined groupings
that commercial sampling firms sometimes pre-
pare (see accompanying boxed material).

2. Construct the questionnaire. As dis-
cussed earlier, mail survey questionnaires must
be concise and specific, since no interviewer is
present to alleviate misunderstandings, answer
questions, or give directions.

3. Write a cover letter. A brief note ex-
plaining the purpose and importance of the
questionnaire usually increases response rates.

4. Assemble the package. The question-
naires, cover letters, and return envelopes are
stuffed into mailing envelopes. Researchers
sometimes choose to use bulk mail with first-
class return envelopes. An alternate method is
to send questionnaires via first class mail and
use business reply envelopes for responses. This
method allows researchers to pay postage only
for the questionnaires actually returned. Postal
options always depend on the research budget.

5. Mail the surveys.

6. Closely monitor the return rates.

7. Send follow-up mailings. The first follow-
up should be sent 2 weeks after the initial mail-
ing, and a second (if necessary), 2 weeks after
the first. The follow-up letter can be sent to the
entire sample or only the subjects who fail to
answer.

8. Tabulate and analyze the data.

ADVANTAGES. Mail surveys cover a wide geo-
graphic area for a rather reasonable cost. They




are often the only way to gather information
from people who live in hard-to-reach areas of
the country (or in other countries). Mail surveys
also allow for selective sampling through the use
of specialized mailing lists. In addition to those
mentioned, lists are available that include only
people with annual incomes exceeding $50,000,
consumers who have bought a car within the
past year, subscribers to a particular magazine,
or residents of a specific zip code area. If re-
searchers need to collect information from a
highly specialized audience, mail surveys are
excellent.

Another advantage of the mail survey is that
it provides anonymity, so that subjects are more
likely to answer sensitive questions candidly.
Questionnaires can be completed at home or in
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the office, affording subjects a certain sense of
privacy. People can answer questions at their
own pace and have an opportunity to look up
facts or check past information. Mail surveys
also eliminate interviewer bias, since there is no
personal contact.

Probably the biggest advantage of this
method, however, is its relatively low cost. Mail
surveys do not require a large staff of trained
workers. The only costs are for printing, mailing
lists, envelopes, and postage. If the cost per com-
pleted questionnaire was to be computed, it is
likely that the mail survey would prove to be the
most inexpensive of all the survey methods. Re-
searchers who are willing to spend time, energy,
and money in a mail survey can usually ensure
an above-average return rate.

OBTAINING SPECIALIZED LISTS

Several dozen firms specialize in providing sample lists to consumer product companies,

advertisers, research firms, and others who use special lists for one reason or another. One

significant use of lists is database marketing, in which manufacturers, wholesalers, or retailers

purchase lists of target consumers and use direct mail or telemarketing for sales.
Some of the firms that provide lists are given below. Each company offers a variety: lists
developed by random selection from telephone directories; lists developed from consumers who

submit product warranty cards; lists of businesses and professionals; and lists derived from an

almost unlimited number of demographic and lifestyle characteristics.

Scientific Telephone Samples Metromail Survey Sampling

202 Fashion Lane 901 West Bond Street One Post Road

Suite 221 Lincoln, NE 68521 Fairfield, CT 06430
Tustin, CA 92680 402-465-4591 203-255-4200
714-731-8576 R. L. Polk TeleMatch

MegaSample 6400 Monroe Boulevard 6501 Loisdale Court, Suite
200 Carleton Avenue Taylor, MI 48180 1101

East Islip, NY 11730
516-277-7000

National Demographics & Lifestyles
1621 18th Street, 3rd Floor

Denver, CO 80202

303-292-5000

313-292-3200

Donnelley Marketing
70 Seaview Avenue
Stamford, CT 06904
203-353-7000

Springfield, VA 22150
703-971-6400
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DISADVANTAGES. First, mail questionnaires
must be self-explanatory. No interviewer is pres-
ent to answer questions or to clear up misunder-
standings. Mail surveys are also the slowest form
of data collection. Returns start to trickle in
around a week or so after the initial mailing and
continue to arrive for several weeks thereafter.
In fact, it may be months before some responses
are returned. Many researchers simply set a cut-
off date, after which returns are not included in
the analysis.

Another problem with mail surveys is that
researchers never know exactly who answers the
questions. A survey sent to corporate executives,
for example, may be completed by assistants.
Furthermore, replies are often received only
from people who are interested in the survey,
and this injects bias into the results. Most re-
searchers agree, however, that the biggest dis-
advantage of the mail survey is the typically low
return rate. A typical survey (depending on area
and type of survey) will achieve a response rate
of 20%—-40%. This low return casts doubt on
the reliability of the findings.

INCREASING RESPONSE RATES. A number of
procedures for improving return rates have been
investigated by survey researchers. There are no
hard and fast guarantees. However, in a meta-
analysis (in which the findings of several studies
are treated as independent observations and
combined to calculate an overall or average ef-
fect) of numerous studies concerning mail sur-
veys, Fox, Crask, and Kim (1989) found that, on
the average, response rates can be increased in a
variety of ways. In descending order of impor-
tance, the authors found the following proce-
dures to increase mail survey response rates:
university sponsorship; stamped return postage
as opposed to business reply; written prenotifi-
cation of the survey sent to the respondent; post-
card follow-up; first-class outgoing postage;
questionnaire color (green paper as opposed to
white); notification of cutoff date; and stamped
outgoing postage as compared to metered

stamping. Offering monetary incentives also in-
creases response rates, but the authors did not
pursue this area since only a few studies offering
incentives were available to them.

The authors further suggest that additional
research is required to determine which com-
binations of the procedures, if any, can have an
interactive effect to increase response rates even
more than any single element does alone.

Telephone Surveys

Telephone surveys and personal interviews em-
ploy trained members of a research team to ask
questions orally and record the responses. The
respondents generally do not get a chance to see
the actual questionnaire. Since telephone and
personal interviewing techniques have certain
similarities, much of what follows applies to
personal interviews as well.

Telephone surveys fill a middle ground be-
tween mail surveys and personal interviews.
They offer more control and higher response
rates than most mail surveys but are limited in
the types of questions that can be used. Tele-
phone interviews are generally more expensive
than mail surveys but less expensive than face-
to-face interviews. Because of these factors, tele-
phone surveys seem to represent a compromise
between the other two techniques, and this may
account for their growing popularity in mass
media research.

Interviewers are extremely important to
both telephone surveys and personal surveys.
An interviewer ideally should function as a neu-
tral medium through which the respondents’
answers are communicated to the researcher.
The interviewer’s presence and manner of
speaking should not influence respondents’ an-
swers in any way. Adequate training and instruc-
tion can minimize bias that the interviewer
might inject into the data. For example, if the
interviewer shows disdain or shock over an an-
swer, it is unlikely that the respondent will con-
tinue to answer questions in a totally honest




manner. Showing agreement with certain re-
sponses might prompt similar answers to other
questions. Skipping questions, carelessly asking
questions, and being impatient with the re-
spondent might also cause problems. As an aid
to minimizing interviewer bias, the National As-
sociation of Broadcasters has published the fol-
lowing recommendations to interviewers:*

1. Read the questions exactly as worded. Ask
them in the exact order listed. Skip ques-
tions only when the instructions on the
questionnaire tell you to. There are no ex-
ceptions to this.

2. Never suggest an answer, try to explain a
question, or imply what kind of reply is
wanted. Don’t prompt in any way.

3. If a question is not understood, say, “Let me
read it again,” and repeat it slowly and
clearly. If it is still not understood, report a
“no answer.”

4. Report answers and comments exactly as
given, writing fully. If an answer seems
vague or incomplete, probe with neutral
questions, such as, “Will you explain that?”
or, “How do you mean that?” Sometimes just
waiting a bit will tell the respondent you
want more information.

5. Act interested, alert, and appreciative of the
respondent’s cooperation. But never com-
ment on his or her replies. Never express
approval, disapproval, or surprise. Even an
“Oh” can cause a respondent to hesitate or
refuse to answer further questions. Never
talk up or down to a respondent.

6. Follow all instructions carefully, whether
you agree with them or not.

7. Thank each respondent. Leave a good im-
pression for the next interviewer.

8. Discuss any communication problems im-
mediately with the researcher in charge.

*From A Broadcast Research Primer, 1976, pp. 37—38. Re-
printed with permission (edited).
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A general procedure for conducting a tele-
phone survey follows. Again, the steps are pre-
sented in numerical order, but it is possible to
address many tasks simultaneously.

1. Select a sample. Telephone surveys re-
quire researchers to clearly specify the geo-
graphic area to be covered and to identify the
type of respondent to be interviewed in each
household contacted. Many surveys are re-
stricted to people over 18, heads of house-
holds, and so forth. The sampling procedure
used depends on the purpose of the study (see
Chapter 4).

2. Construct the questionnaire. Phone sur-
veys require straightforward and uncomplicated
response options. Ranking a long list of items is
especially difficult over the telephone, and this
task should be avoided. In addition, the length
of the survey should not exceed 10 minutes for
nonprofessional interviewers. Longer interviews
require professionals who are capable of keep-
ing people on the telephone.

3. Prepare an interviewer instruction man-
ual. This document should cover the basic me-
chanics of the survey (what numbers to call,
when to call, how to record times, and so on). It
should also specify which household member
to interview and provide general guidelines on
how to ask the questions and how to record the
responses.

4. Train the interviewers. Interviewers
need to practice going through the question-
naire to become familiar with all the items, re-
sponse options, and instructions. It is best to
train interviewers in a group using interview
simulations that allow each person to practice
asking questions. It is advisable to pretest inter-
viewers as well as the questionnaire.

5. Collect the data. Data collection is most
efficient when conducted from one central lo-
cation (assuming enough telephone lines are
available). Problems that develop are easier to
remedy, and important questions raised by one
interviewer can easily be communicated to the
rest of the group. A central location also makes
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it easier for researchers to check (validate) the
interviewers’ work. The completion rate should
also be monitored during this stage.

6. Make necessary callbacks. Additional
calls (usually no more than two) should be
made to respondents whose lines were busy or
who did not answer during the first session.
Callbacks done on a different day or night tend
to have a greater chance of success in reaching
someone willing to be interviewed.

Backstrom and Hursh-Cesar (1981, p. 134)
offer the following advice about callbacks:

About 95% of all telephone interviews are suc-
cessfully completed within three calls, However,
we have rules for the number of callbacks to
make if the first call results in a busy signal or a
no answer. . . . We generally permit only three
calls —one original and two callbacks —but if
any of these calls produce busy signals or [future
interview] appointments, we allow up to five calls
total. . . .

When the first call produces a busy signal,
the rule is to wait one-half hour before calling
again. If the first call produced a “no answer,” wait
2 1o 3 hours before calling again, assuming it will
still be a reasonable hour to call. If evening calls
produce no answer, call during the following day.

In addition, interviewers should keep track of
the disposition or status of their sample num-
bers. Figure 6.3 contains a sample disposition
sheet.

7. Verify the results. When all question-
naires have been completed, a small subsample
of each interviewer’s respondents should be
called again to check that the information they
provided was accurately recorded. Respondents
should be told during the initial survey that they
may receive an additional call at a later date. This
tends to eliminate any confusion when subjects
receive a second call. A typical procedure is to
ask the subject’s first name in the interview so
that it can be used later. The interviewer should
ask, “Were you called a few days ago and asked

questions about television viewing?” The verifi-
cation can begin from there, and need consist of
only two or three of the original questions (pref-
erably open-ended and sensitive questions,
since interviewers are most likely to omit these).

8. Tabulate the data. Along with the nor-
mal data analysis, telephone researchers gener-
ally compute response rates for the following
items: completed interviews, initial refusals, un-
qualified respondents, busy signals, language
barriers, no-answers, terminates, breakoffs, and
disconnects.

ADVANTAGES. The cost of telephone surveys
tends to be reasonable. The sampling involves
minimal expense, and there are no elaborate
transportation costs. Callbacks are simple and
economical. Wide Area Telephone Service
(WATS) enables researchers to conduct tele-
phone surveys from any location.

Compared to mail surveys, telephone sur-
veys can include more detailed questions, and,
as stated earlier, interviewers can clarify misun-
derstandings that might arise during the admin-
istration of the questionnaire.

The response rates of telephone surveys
about the media are generally high, especially
when multiple callbacks are used. In addition,
phone surveys are much faster than mail. A large
staff of interviewers can collect the data from the
designated sample in a relatively short time. In
summary, phone surveys tend to be fast, easy,
and relatively inexpensive.

DISADVANTAGES. First of all, researchers must
recognize that much of what is called survey
“research” by telephone is not research at all, but
an attempt to sell people something. Unfortu-
nately, many companies disguise their sales
pitch as a “survey.” This has made respondents
suspicious and even prompts some to terminate
an interview before it has gotten started. Addi-
tionally, it is impossible to include questions
that involve visual demonstrations. A researcher
cannot, for example, hold up a picture of a prod-
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FIGURE 6.3 SAMPLE TELEPHONE

INTERVIEW DISPOSITION SHEET

Phone number
Call #1 #2 #3 #4 #5
Date Date Date Date Date
Time Time Time Time Time
Code
1 Completed interview
2 Answering machine
3 Busy
4 No answer
5 Refusal
6 Appointment to call again
(when )
7 Nonworking number (out of order, disconnected, nonexistent)
8 Nonresidential number
9 Reached but respondent not available (out of town, hospital, etc.)
10 Reached but not interviewed (ineligible household, speech or physical

problem, age disqualification)

uct and ask if the respondent remembers seeing
it advertised. A potentially severe problem is
that not everyone in a community is listed in the
telephone directory, the most often used sam-
pling frame. Not everyone has a phone, and
many people have unlisted phone numbers;
also, some numbers are listed incorrectly, and
others are too new to be listed. These problems
would not be serious if the people with no
phones or with unlisted numbers were just like
those listed in the phone book. Unfortunately,
researchers generally have no way of checking
for such similarities or differences, so it is pos-
sible that a sample obtained from a telephone
directory may be significantly different from the
population. (See Chapter 4 concerning random
digit dialing.)

Finally, telephone surveys with low inci-
dence rates require numerous calls to obtain the
desired sample. The list below is an actual sum-
mary of calls made by Paragon Research in Den-

ver, Colorado, for a West Coast city radio study
conducted in October 1992. Respondents were
25- to 54-year-old adults who listen “at least
sometimes” to country music on radio during a
typical week.

Call breakdown Incidence (%)
Total calls made 17,777 -
Completions 800 4.5
Ineligible 5,511 31.0
No answer 3,484 19.6
Refusals 2915 16.4
Recordings 3,769 21.2
Busy/Nonworking 1,120 6.3
Business 178 <1.0

The telephone numbers used by Paragon Re-
search were selected from a list prepared by a
sample-generation company (discussed earlier).
The list specified households with at least one
resident between the ages of 25 and 54.
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With an average completion time of 15 min-
utes, the completed surveys took about 200
hours. The remaining 16,977 calls took an av-
erage of 1 minute each, or another 283 hours,
which means the survey took a grand total of
about 483 hours. It would take one person al-
most 60.4 8-hour workdays (no breaks, no
lunch, and constant dialing or talking) to com-
plete this survey!

Personal Interviews

Personal interviews usually involve inviting a re-
spondent to a field service location or a research
office (called a one-on-one interview). Some-
times interviews are conducted at a person’s
place of work or at home. There are two basic
typesofinterviews, structuredand unstructured.
In a structured interview, standardized ques-
tions are asked in a predetermined order; rela-
tively little freedom is given to interviewers. In
an unstructured interview, broad questions are
asked, which allows interviewers freedom in de-
termining what further questions to ask to ob-
tain the required information. Structured inter-
views are easy to tabulate and analyze but do
not achieve the depth or expanse of unstruc-
tured interviews. Conversely, the unstructured
type elicits more detail but takes a great deal of
time to score and analyze.

The steps in constructing a personal inter-
view survey are similar to those for a telephone
survey. The following list discusses instances in
which the personal interview differs substan-
tially from the telephone method:

1. Select a sample. Drawing a sample for a
personal interview is essentially the same as
sample selection in any other research method.
In one-on-one interviews, respondents are se-
lected on the basis of a predetermined set of
screening requirements. In door-to-door inter-
views, a multistage sample is used to first select
a general area, then select a block or a neighbor-
hood, and finally, randomly select a household

from which a person will be chosen (Figure 4.2
on page 73).

2. Construct the questionnaire. Personal in-
terviews are flexible: detailed questions are easy
to ask, and the time taken to complete the survey
can be greatly extended. (Many personal inter-
views last 30-60 minutes.) Researchers can also
make use of visual exhibits, lists, and photo-
graphs to ask questions, and respondents can be
asked to sort photos or materials into categories,
or to point to their answers on printed cards.
Respondents can have privacy and anonymity by
marking ballots, which can then be slipped into
envelopes and sealed.

3. Preparean interviewer instruction guide.
The detail in an instruction guide depends on
the type of interview. One-on-one interviewer
guides are not very detailed because there is
only one location, respondents are prerecruited
by a field service, and interviewing times are
prearranged. Door-to-door interviewer guides
contain information about the household to se-
lect, the respondent to select, and an alternative
action to take in the event the target respondent
is not at home. Interviewer guides often contain
information about how to conduct the interview,
how to dress, how to record data, and how to
ask questions.

4. Train the interviewers. Training is im-
portant because the questionnaires in a personal
interview are longer and more detailed. Inter-
viewers should receive instructions on estab-
lishing a rapport with subjects, on administra-
tive details (for example, time and length of
interviews, interviewer salaries, and so on), and
on asking follow-up questions. Several practice
sessions are necessary to ensure that the proj-
ect’s goal is met and that interviewers follow the
established guidelines.

5. Collect the data. Personal interviews are
both labor- and cost-intensive. These problems
are why most researchers prefer to use telephone
or mail surveys. A personal interview project
can take several days to several weeks to com-



plete because turnaround is slow. One inter-
viewer can complete only a handful of surveys
each day. In addition, costs for salaries and ex-
penses escalate quickly. It is not uncommon for
some research companies to charge as much as
$1,000 per respondent in a one-on-one situation.

Data gathering is accomplished either by
writing down answers or by audiotaping or
videotaping the respondents’ answers. Both
methods are slow, and detailed transcriptions
and editing are often necessary.

6. Make necessary callbacks. Each call-
back requires an interviewer to return to a
household originally selected or the location
used for the original interview. Additional salary,
expenses, and time are required.

7. Verify the results. As with telephone sur-
veys, a subsample of each interviewer’s com-
pleted questionnaires is selected for verification.
Respondents can be called on the phone or rein-
terviewed in person.

8. Tabulate the data. Data tabulation pro-
cedures for personal interviews are essentially
the same as with any other research method. A
codebook must be designed, questionnaires are
coded, and data input into a computer.

ADVANTAGES. Many advantages of the per-
sonal interview technique have already been
mentioned. It is the most flexible means of ob-
taining information, since the face-to-face situ-
ation lends itself easily to questioning in greater
depth and detail. Also, some information can be
observed by the interviewer during the interview
without adding to the length of the question-
naire. Additionally, the interviewers can develop
a rapport with the respondents and may be able
to get replies to sensitive questions that would
remain unanswered in a mail or phone survey.

The identity of the respondent is known or
can be controlled in the personal interview sur-
vey. Whereas in a mail survey it is possible that
all members of a family might confer on an an-
swer, this can usually be avoided in a face-to-
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face interview. Finally, once an interview has be-
gun, it is harder for respondents to terminate
the interview before all the questions have been
asked. In a phone survey, the respondent can
simply hang up the telephone.

DISADVANTAGES. As mentioned, time and
costs are the major drawbacks to the personal
interview technique. Another major disadvan-
tage is the problem of interviewer bias. The
physical appearance, age, race, sex, dress, non-
verbal behavior, and/or comments of the inter-
viewer may prompt respondents to answer ques-
tions untruthfully. Moreover, the organization
necessary for recruiting, training, and adminis-
tering a field staff of interviewers is much greater
than that required for other data collection pro-
cedures. If large numbers of interviewers are
needed, it is usually necessary to employ field
supervisors to coordinate their work, which in
turn will make the survey even more expensive.
Finally, if personal interviews are conducted
during the day, most of the respondents will not
be employed outside the home. If it is desirable
to interview respondents with jobs outside the
home, it is necessary to schedule interviews on
the weekends or during the evening.

A recent development in personal interviews
is a self-administered interview that respon-
dents answer on a personal computer. Respon-
dents are usually invited to the research company
or field service to participate in the project by
answering questions presented to them on the
computer.

A hybrid of personal interviewing is inten-
sive, or in-depth, interviewing, which is dis-
cussed in Chapter 7.

Mall Interviews

Although mall interviews are essentially a form
of personal interviews as just discussed, their
recent popularity and widespread use warrant
individual consideration.
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During the late 1980s, mall intercepts be-
came one of the most popular research ap-
proaches among marketing and consumer re-
searchers. Schleifer (1986) found that of all the
people who participated in a survey in 1984,
33% were mall intercepts. In addition, Market-
ing News (1983) stated that 90% of the market
researchers it surveys in the United States use
mall intercepts. Both figures have risen since the
studies were conducted.

Although mall intercepts use convenience
samples and sampling error cannot be deter-
mined, the method has become the standard for
many researchers. Itis rare to go into a shopping
mall without seeing a man or a woman with
a clipboard trying to interview a shopper. The
method has become commonplace, and some
shoppers resent the intrusion. In fact, it is com-
mon for shoppers to take paths to avoid the in-
terviewers they can so easily detect.

The procedures involved in conducting mall
intercepts are the same as those for personal
interviews. The only major difference is that it
is necessary to locate the field service that con-
ducts research in the particular mall of interest.
Field services pay license fees to mall owners to
allow them to conduct research on the premises.
Not just any field service can conduct research
in any mall.

One recent trend in some mall-intercept re-
search is the use of a personal computer for data
collection. As with one-on-one interviews con-
ducted in a field service, the respondents simply
answer questions posed to them on the com-
puter monitor.

ADVANTAGES. Mall intercepts are a quick and
inexpensive way to collect personal interview
data.

DISADVANTAGES. Most of the disadvantages of
mallintercepts have been discussed in other sec-
tions of this book. However, as a review, some
major problems are as follows: convenience

sampling restricts the generalizability of the re-
sults; the length of interviews must be short (no
more than about 10 minutes); and there is no
control over data collection (researchers are at
the mercy of the field service to conduct a proper
job).

Disk-By-Mail Surveys

During the late 1980s, a high-tech form of mail
surveys appeared that offers great promise for
future use. The procedure is called disk-by-mail
surveys, or DBM. The name of the survey ap-
proach essentially explains the procedure: re-
spondents are sent computer disks that contain
a self-administered questionnaire, and they are
asked to complete it by using a personal com-
puter. This method obviously involves several
new areas to consider when conducting a re-
search project.

DBM surveys are essentially the same as a
typical self-administered mail survey. The nor-
mal steps involved in problem definition, ques-
tionnaire design, and pretesting are used. How-
ever, there are several unique considerations
researchers must address when using DBM.

TYPE OF STUDY. Most DBM surveys are con-
ducted with professionals or other business-
related samples. The reason is simple. Only
about 20% of American households have per-
sonal computers. Sample selection would be
time-consuming and costly. However, computer
ownership will certainly increase in the future,
and in-home DBM surveys may become com-
monplace. For the time being, DBM surveys are
conducted with professionals who generally
have access to personal computers in their
workplace.

SAMPLE SELECTION. Locating qualified re-
spondents for DBM surveys is the same as for
any other research project, except that in ad-
dition to the other screener questions, there




must be one about the availability of a personal
computer.

COMPUTER HARDWARE. A typical self-admin-
istered mail survey requires only that the re-
spondent have a writing instrument. DBM sur-
veys complicate the process in several ways.
First, computers can use one of several different
operating systems, or languages, which run the
computer (Chapter 17). Fortunately, the sys-
tems used by IBM and Apple are the most widely
used. The problems with the two operating sys-
tems can be solved by preparing two different
DBM disks, or by asking one of the groups of
users to try to locate the other type of computer
to complete the survey.

A second problem with the DBM method is
whether to use a color or monochrome display
to present the questionnaire. Not all color mon-
itors are equal, and the color appearance may be
drastically different from one monitor to an-
other. A monochrome display is best to avoid
problems.

Size of disk drive presents a third problem.
The screener must include questions about the
size of the respondent’s disk drive (that is, 5.25-
inch or 3.5-inch) so the respondent receives the
correct type of disk.

Another problem, and not necessarily the
last, occurs in the form of physical risk to the
floppy disks. Disks may be accidentally erased;
they are fragile and may be damaged in the disk-
duplication process, in shipment, or by the re-
spondent. Thus, replacement disks may have to
be sent to some respondents.

SUPPORT. Because computer problems may
occur or respondents may be unable to complete
the survey, most DBM surveys offer respondents
a toll-free number to call for assistance. This
service adds further costs to the project.

RELIABILITY AND VALIDITY. Significant ques-
tions are raised about these two areas in relation
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to DBM surveys. Who actually completes the
surveys? Are responses more or less accurate
than those provided to interviewers or in typical
mail interviews? How does the novelty of the
approach affect respondents?

As mentioned earlier, DBM surveys are a to-
tally new approach in research. Not much is
known about the procedure, but in all likeli-
hood, they will be used more frequently in the
fucure.

Group Admiinistration

Group administration combines the features of
mail surveys and personal interviews. The
group-administered survey takes place when a
group of respondents is gathered together (pre-
recruited by a field service) and given individual
copies of a questionnaire or asked to participate
in a group interview (a large focus group). The
session can take place in a natural setting, but it
is usually held at a field service location or a
hotel ballroom. For example, respondents may
be recruited to complete questionnaires about
radio or television stations; students in a class-
room may complete questionnaires about their
newspaper reading habits; or an audience may
be asked to answer questions after viewing a
sneak preview of a new film.

The interviewer in charge of the session may
or may not read questions to respondents. Read-
ing questions aloud may help respondents who
have reading problems, but this is not always
necessary. (It is possible to screen respondents
for reading or language skills.) The best ap-
proach is to have several interviewers present in
the room so individual problems can be resolved
without disturbing the other respondents.

Some group-administered sessions include
audio and/or video materials for respondents to
analyze. The session allows respondents to pro-
ceed at their own pace, and in most cases, inter-
viewers allow respondents to ask questions, al-
though this is not a requirement.
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ADVANTAGES. The group administration tech-
nique has certain advantages. For example,
a group-administered questionnaire can be
longer than the typical questionnaire used in a
mail survey. Since the respondents are usually
assembled for the express purpose of complet-
ing the questionnaire, the response rates are al-
most always quite high. The opportunity for
researchers to answer questions and handle
problems that might arise generally means
that fewer items are left blank or answered
incorrectly.

DISADVANTAGES. On the negative side, if a
group-administered survey leads to the percep-
tion that the study is sanctioned by some author-
ity, suspicion or uneasiness on the part of re-
spondents might result. For example, if a group
of teachers is brought together to fill out a ques-
tionnaire, some might think that the survey has
the approval of the local school administration
and that the results will be made available to
their superiors. Also, the group environment
makes it possible for interaction among the re-
spondents; this has the potential for making the
situation more difficult for the researcher to
control. In addition, not all surveys can use sam-
ples that can be tested together in a group. Sur-
veys often require responses from a wide variety
of people, and mixing respondents together may
bias the results.

Finally, group administration can be expen-
sive. Costs usually include recruiting fees, co-
op payments, hotel rental, refreshments, and
salaries for interviewers. A typical list of costs
for group sessions include the following:

CPI $25-$100 per person
Co-op $25-$50 per person
Hotel $200-$1,000 per night
Refreshments $0-$50 per person
Audio/video $0—thousand of dollars
materials and

rental

Hostesses $0-$100 per hostess
Parking fees $0-$10 per person
Interviewers/ $0—thousands of dollars
assistants
Travel expenses ~ $0—thousands of dollars
for researchers

ACHIEVING A REASONABLE

RESPONSE RATE

No matter what type of survey is conducted, it
is virtually impossible to get a 100% response
rate. Researchers have more control over the sit-
uation in some types of surveys (such as the
personal interview) and less in others (such as
the mail survey). But no matter what the situa-
tion, not all respondents will be available
for interviews and not all will cooperate. Con-
sequently, the researcher must try to achieve
the highest response rate possible under the
circumstances.

What constitutes an acceptable response
rate? Obviously, the higher the response rate the
better, since as more respondents are sampled it
becomes less likely that response bias is present.
But is there a minimum rate that should be
achieved? Not everyone agrees on an answer to
this question, but there are some helpful data
available. Several studies have calculated the av-
erage response rates for surveys of various kinds.
A comparison with these figures can at least tell
a researcher if a given response rate is above or
below the norm. For example, Diliman (1978)
noted that response rates for face-to-face inter-
views have dropped sharply in recent years. In
the 1960s, the average rate was 80%—85%. More
recently, the completion rates of general popu-
lation samples interviewed by the face-to-face
technique is about 60%-65%. Yu and Cooper
(1983) studied the completion rates reported in
93 social science journal articles from 1965 to
1981. They found the completion rate for per-




sonal interviews to be 82% and for telephone
surveys, about 72%. Mail surveys had an aver-
age completion rate of about 47%. (Note that
many of the personal interviews included in
this study were done in the 1960s and early
1970s. This should be kept in mind when com-
paring these figures to Dillman’s data men-
tioned above.)

Regardless of how good the response rate is,
the researcher is responsible for examining any
possible biases in response patterns. Were fe-
males more likely to respond than males? Older
respondents more likely than younger ones?
Whites more likely than minorities? A signifi-
cant lack of response from a particular group
might weaken the strength of any inferences
from the data to the population under study. To
be on the safe side, the researcher should at-
tempt to gather information from other sources
about the people who did not respond; by com-
paring such additional data with those from re-
spondents, it should be possible to determine
whether underrepresentation introduced any
bias into the results.

Using common sense will help increase the
response rate. In phone surveys, respondents
should be called when they are likely to be at
home and receptive to interviewing. Do not
call when people are likely to be eating or sleep-
ing. In a one-on-one situation, the interviewer
should be appropriately attired. In addition, the
researcher should spend time tracking down
some of the nonrespondents and asking them
why they refused to be interviewed or why they
did not fill out the questionnaire. Responses
such as, “The interviewer was insensitive and
pushy,” “The questionnaire was delivered with
postage due,” and “The survey sounded like a
ploy to sell something,” can be illuminating.

Along with common sense, certain ele-
ments of the research design can have a signifi-
cant impact on response rates. Yu and Cooper
(1983), in their survey of 93 published studies,
discovered the following:
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1. Monetary incentives increased the response,
with larger incentives being the most effec-
tive. Nonmonetary incentives (for example,
ballpoint pens) were also helpful.

2. Preliminary notification, personalization of
the questionnaire, follow-up letter, and as-
sertive “foot-in-the-door” personal interview
techniques all significantly increased the re-
sponse rate.

3. Things that were not significantly related to
an increased response rate were a cover let-
ter, assurance of anonymity, and statement
of a deadline.

4. Stressing the social utility of the study and
appealing to the respondent to help out the
researcher did not affect response rates.

GENERAL PROBLEMS IN SURVEY
RESEARCH

Although surveys are valuable tools in mass me-
dia research, there are problems present in any
survey. Experience in survey research confirms
the following points:

1. Subjects or respondents are often un-
able to recall information about themselves or
their activities. This inability may be caused by
memory failure, nervousness related to being
involved in a research study, confusion about the
questions asked, or some other intervening
factor. Questions that are glaringly simple to
researchers may create severe problems for
respondents.

For example, radio station managers often
want to ask respondents which radio stations
they have set on their vehicle’s radio push but-
tons. The managers are surprised to discover the
number of people who not only do not know
which stations are programmed on their radio
buttons, but also do not know how many but-
tons are on their radio. Radio general managers
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and program directors worry about the finite
aspects of their radio station, and many average
listeners do not know if they have five or six (or
any) buttons on their radio!

2. Due to a respondent’s feelings of inade-
quacy or lack of knowledge about a particular
topic, he or she may often provide “prestigious”
answers rather than admit they do not know
something. This is called prestige bias. An ex-
ample of this was given earlier in the book
where respondents claimed to watch public TV
and listen to public radio, when, in fact, they
did not.

3. Subjects may purposely deceive re-
searchers by giving incorrect answers to ques-
tions. Almost nothing can be done about re-
spondents who knowingly lie. A large sample
may discount this type of response. However,
there is no acceptable and valid method to de-
termine whether a respondent’s answers are
truthful; the answers must be accepted as they
are given.

4. Respondents often give elaborate an-
swers to simple questions because they try to
“figure out” what the purpose of a study is and
what the researcher is doing. People are natu-
rally curious, but they become even more curi-
ous when they are the focus of a scientific re-
search project.

5. Surveys are often complicated by the in-
ability of respondents to explain their true feel-
ings, perceptions, and beliefs — not because they
do not have any, but because they cannot put
them into words. The question, “Why do you
like to watch soap operas?” may be particularly
difficult for some people. They may watch them
every day, but respond only by saying “Because
I like them.” Probing respondents for further
information may help, but not in every case.

Survey research can be an exciting process.
It is fun to find out why people think in certain
ways or what they do in certain situations. But
researchers must continually remain aware of
obstacles that may hinder data collection and
they must deal with these problems. The United

States is the most surveyed country in the world,
and many citizens now refuse to take part in any
type of research project. Researchers must con-
vince respondents and subjects that their help
is important in decision making and solving
problems.

The face of survey research is continually
changing. One-on-one and door-to-door inter-
views are now very difficult to carry out. This
means there is a greater emphasis on mail sur-
veys, mall intercepts, and electronic data-
gathering procedures. In telephone surveys, for
example, computer-assisted telephone inter-
viewing (CATI) is now common.

CATI uses video display terminals operated
by interviewers to present questions and accept
respondent answers, thus eliminating the need
for the traditional pencil-and-paper question-
naires. The computer displays the proper ques-
tions in the proper order, eliminating the possi-
bility of the interviewer making an error by
asking the wrong questions or skipping the right
ones. The respondent’s answers are entered by
the interviewer through the keyboard, making
data coding much easier. Groves and Mathio-
wetz (1984) and Wimmer (1992) found that there
is little difference in results from using CATI
and non-CATI techniques. The response rates,
reactions of the interviewers and respondents,
and quality of data were virtually equivalent.
CATI interviews tended to take slightly more
time, but this was balanced by the presence of
fewer interviewer errors due to skipping ques-
tions. As new software is developed in this area,
it seems likely that a greater proportion of sur-
veys will use the CATI technique.

Other areas of change include computer-
generated, voice-synthesized surveys in which
respondents answer by pushing Touch-Tone
telephone buttons; 800 telephone numbers for
recruited respondents to call to answer ques-
tions asked by an interviewer or computer; and
various types of touch-sensitive TV screens that
present questionnaires to respondents. Survey
research is changing very quickly.




SUPPLEMENT ON CODEBOOK

DEVELOPMENT

Since most research data are analyzed by com-
puter, questionnaire responses must be quanti-
fied. A project codebook is a column-by-
column explanation of the responses and their
corresponding code numbers.

For example, the following codebook was
prepared for the data used in Chapter 17 of this
book. For those readers interested in conducting
further analysis, the raw data for the study are

included in Appendix 4.
Column(s) Variable
1-3 Respondent number
4 Age and sex
1 = Male 18-24
2 = Male 25-34

10

11

3 = Female 18-24

4 = Female 25-34

WAAA Listen

1 = Yes

2 = No

WAAA Morning Show Listener
1 = Frequently

2 = Sometimes

3 = Never
‘WBBB Listen
1 = Yes

2 = No

‘WBBB Morning Show Listener
1 = Frequently
2 = Sometimes

3 = Never
WCCC Listen
1 = Yes

2 = No

WCCC Morning Show Listener
1 = Frequently

2 = Sometimes

3 = Never

WDDD Listen

1 = Yes

Column(s)

12

13

14

15

16

17
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Variable

2 = No

WDDD Morning Show Listener
1 = Frequently

2 = Sometimes

3 = Never
WEEE Listen
1 = Yes

2 = No

WEEE Morning Show Listener
1 = Frequently
2 = Sometimes

3 = Never
WEFFF Listen
1 = Yes

2 = No

WFFF Morning Show Listener
1 = Frequently

2 = Sometimes

3 = Never

Favorite Station

1 = Don’t know/No answer

2 = Other
3 = WAAA
4 = WBBB
5 = WCCC
6 = WDDD
7 = WEEE
8 = WFFF
9 = WGGG

The following columns relate to why re-
spondents listen to station WCCC. The pos-
sible answers are: 1 = Agree; 2 = Disagree;
3 = Don’t know/No answer.

18
19
20
21
22
23
24
25
26

Amount of new or current music
Quality of new or current music
Amount of older music

Quality of older music

Morning show

Upbeat/energetic feeling
Contests and prizes

Because friends listen

Afternoon announcers
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27 Involvement in local activities
28 Hear favorite songs frequently
29 Attitude toward its listeners
30 Morning show announcers

31 Pace or tempo of station

32 News and information

33 Traffic reports

34 To hear new music and artists
35 Variety of music played

36 Source of local information
37 Amount of music

Coding questionnaires consists of reading
each question, referring to the codebook, and
assigning the appropriate code for the respon-
dent’s answer(s). These data are then input into
the computer for analysis.

S UMMARY

Survey research is an important and useful
method of data collection. The survey is also one
of the most widely used methods of media re-
search, primarily due to its flexibility. Surveys,
however, involve a number of steps. Researchers
must decide whether to use descriptive or ana-
lytical approach; define the purpose of the
study; review the available literature in the area;
select survey approach, questionnaire design,
and sample; analyze and interpret the data; and
finally, decide whether to publish or dissemi-
nate the results. These steps are not necessarily
taken in that order, but all must be considered
before a survey is conducted.

To ensure that all the steps in the survey
process are in harmony, researchers should
conduct one or more pilot studies to detect any
errors in the approach. Pilot studies save time,
money, and frustration, since an error that could
void an entire analysis sometimes is overlooked
until this stage.

Questionnaire design is also a major step in
any survey. In this chapter, examples have been
provided to show how a question or an inter-
viewing approach may elicit a specific response.
The goal in questionnaire design is to avoid bias
in answers. Question wording, length, style, and
order may affect a respondent’s answers. Ex-
treme care must be taken when questions are
developed, to ensure that they are neutral. To
achieve a reasonable response rate, researchers
should consider including an incentive, notify-
ing survey subjects beforehand, and personaliz-
ing the questionnaire. Also, researchers should
mention the response rate in their description of
the survey.

Finally, researchers are charged with select-
ing a survey approach from among four ba-
sic types: mail, telephone, personal interview,
and group administration. Each approach has
advantages and disadvantages that must be
weighed before a decision is made. The type of
survey used will depend on the purpose of the
study, the amount of time available to the re-
searcher, and the funds available for the study.
In the future, survey researchers may depend
less on the face-to-face survey and more on
computer-assisted telephone interviewing.

Questions and Problems
for Further Investigation

1. Develop five questions or hypotheses that could
be tested by survey research. What approaches
could be used to collect data on these topics?

2. Nonresponse is a problem in all survey research.
In addition, many people refuse to participate in
surveys at all. Provide an example of a cover letter
for a survey on television viewing habits. Include
comments that might help increase the response
rate.

3. Define a target group and design questions to
collect information on the following topics:
a. Political party affiliation
b. Attitudes toward television soap operas
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Attitudes toward newspaper editorials

d. Attitudes toward the frequency of television
commercials

e. Public television viewing habits

4. Locate one or more survey studies in journals
related to mass media research. Answer the fol-
lowing questions in relation to the article(s):

a. What was the purpose of the survey?

b. How were the data collected?

¢. What type of information was produced?

d. Did the data answer a particular research
question or hypothesis?

e. Were any problems evident with the survey
and its approach?

5. Design a survey to collect data on a topic of your
choice. Be sure te address the following points:
a. What is the purpose of the survey? What is its
goal?

b. What research questions or hypotheses will
be tested?

c. Are any operational definitions required?

d. Develop at least 10 questions relevant to the
problem.

e. Describe the approach to be used to collect
data.

f. Design a cover letter or an interview schedule
for the study.

g- Conduct a pretest to test the questionnaire.
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he quantitative approaches discussed in the
preceding chapters are not suitable for all re-
search problems. In some situations, a different
technique is appropriate. Qualitative research
and its advantages and disadvantages were in-
troduced in Chapter 3. This chapter outlines the
major differences between the two methods and
examines the most frequently used techniques
in qualitative research.

AIMS AND PHILOSOPHY

Qualitative research differs from quantitative re-
search along three main dimensions. First, the
two methods have a different philosophy of real-
ity. For the quantitative researcher, reality is ob-
jective; it exists apart from researchers and can
be seen by all. In other words, it is out there. For
the qualitative researcher, there is no one single
reality. Each observer creates reality as part of
the research process; it is subjective and exists
only in reference to the observer. Further, the
quantitative researcher believes that reality can
be divided into component parts, and that he or
she gains knowledge of the whole by looking at
these parts. On the other hand, the qualitative
researcher examines the entire process believing
that reality is holistic and cannot be subdivided.

Second, the two methods have different
views of the individual. The quantitative re-
searcher believes all human beings are basically
similar and looks for general categories to
summarize their behaviors or feelings. The
qualitative investigator believes that human
beings are fundamentally different and cannot
be pigeonholed.

Third, quantitative researchers aim to gen-
erate general laws of behavior and explain many
things across many settings. In contrast, quali-
tative scholars attempt to produce a unique
explanation about a given situation or individ-
ual. Whereas quantitative researchers strive for
breadth, qualitative researchers strive for depth.

The practical differences between these ap-
proaches are perhaps most apparent in the re-
search process. The following five major re-
search areas describe significant differences
between quantitative research and qualitative
research:

1. Role of the researcher. The quantitative re-
searcher strives for objectivity and is sepa-
rated from the data. The qualitative re-
searcher is an integral part of the data; in
fact, without the active participation of the
researcher, no data exist.

2. Design. In quantitative methods, the design
of a study is determined before it begins.
In qualitative research, the design evolves
during the research; it can be adjusted or
changed as it progresses.

3. Setting. The quantitative researcher tries to
limit contaminating and/or confounding
variables by conducting investigations in
controlled settings. The qualitative researcher
conducts studies in the field, in natural sur-
roundings, trying to capture, when possible,
the normal flow of events without trying to
control extraneous variables.

4. Measurement instruments. In quantitative re-
search, measurement instruments exist apart
from the researcher; another party could use
the instruments to collect data in the research-
er's absence. In qualitative research, the re-




searcher is the instrument; no other individual
can substitute for the qualitative researcher.

5. Theory building. Whereas the quantitative
researcher uses research to test, support, or
reject theory, the qualitative researcher de-
velops theories as part of the research pro-
cess — theory is “data driven” and emerges as
part of the research process, evolving from
the data as they are collected.

Despite these differences, many researchers
are now using a combination of the quantitative
and qualitative approaches in order to fully un-
derstand the phenomenon they are studying. As
Miles and Huberman (1984, p. 20) putit:

—It is getting harder to find any methodologists
solidly encamped in one epistemology or the
other. More and more “quantitative” methodolo-
gists . . . are using naturalistic and phenomeno-
logical approaches to complement tests, surveys,
and structured interviews. On the other side, an
increasing number of ethnographers and quali-
tative researchers are using predesigned concep-
tual frameworks and prestructured instrumenta-
tion. . .. Most people now see the world with
more ecumenical eyes.

Although qualitative research can be an excel-
lent method to collect and analyze data, re-
searchers must keep in mind that the results of
such studies have interpretational limits. In
most cases, qualitative research studies use
small samples: respondents or units that are
not representative of the population from which
they are drawn. Qualitative research is a useful
mass media research tool only when its limita-
tions are recognized. All too often the results
from small-sample qualitative projects are inter-
preted as though they were collected via large-
sample quantitative techniques. This approach
can only cause problems in the long run: incor-
rect decisions are highly likely if they are based
on small-sample research.
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This chapter discusses four common quali-
tative techniques: field observations, focus
groups, intensive interviews, and case studies.

FIELD OBSERVATIONS

Field observation was rarely used in mass media
research before 1980. Lowry (1979) reported
that only 2%-~3% of the articles published in
journalism and broadcasting journals used this
technique. Recently, however, field observations
have become more common in the research lit-
erature (Anderson, 1987; Lindlof, 1987, 1991).

Field observation is useful for collecting
data and for generating hypotheses and theories.
Like all qualitative techniques, it is concerned
more with description and explanation than
it is with measurement and quantification. Fig-
ure 7.1 shows that field observations are classi-
fied along two major dimensions: (1) the degree
to which the researcher participates in the be-
havior under observation; and (2) the degree to
which the observation is concealed.

Quadrant 1 represents overt observation. In
this situation, the researcher is identified when
the study begins and those under observation
are aware that they are being studied. Further,
the researcher’s role is only to observe, refrain-
ing from participation in the process under ob-
servation. Quadrant 2 represents overt partici-
pation. In this arrangement, the researcher is
also known to those being observed, but unlike
the situation represented in Quadrant 1, the re-
searcher goes beyond the observer role and be-
comes a participant in the situation. Quadrant 3
represents the situation where the researcher’s
role is limited to that of observer, but those un-
der observation are not aware they are being
studied. Quadrant 4 represents a study in which
the researcher participates in the process under
investigation but is not identified as a researcher.

To illustrate the difference between the var-
ious approaches, assume a researcher wants to
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FIGURE 7.1

DIMENSIONS OF FIELO OBSERVATION

Overt

Observer

Participant

Covert

observe and analyze the dynamics of writing
comedy for television. The researcher could
choose the covert observer technique and pre-
tend to be doing something else (such as fixing
a computer) while actually observing the TV
writing team at work. Or, the researcher could
be introduced as someone doing a study of com-
edy writing and allowed to watch the team in
action. If the research question is best answered
by active participation, the researcher might be
introduced as a researcher but would still partic-
ipate in the writing process. If the covert partic-
ipant strategy is used, the researcher might be
introduced as a new writer just joining the
group. (Such an arrangement might be made
with the head writer who would be the only
person to know the identity of the researcher.)

The choice of technique depends upon the
research problem, the degree of cooperation
available from the group or individual observed,
and the ethical considerations. Covert partici-
pation may affect subjects’ behavior and raise
the ethical question of deception. On the
other hand, the information gathered may be
more valid if subjects are unaware of being
scrutinized.

Some examples of field observation studies
in mass media research include Gieber’s (1956)
classic study of gatekeeping (information flow)
in the newsroom and Epstein’s (1974) descrip-
tion of network news operations. Browne (1991)
observed the operations at 11 Swiss radio sta-
tions for his study of localism in Swiss radio
programming. Pekurny (1980) was an overt par-
ticipant in his study of NBC’s “Saturday Night
Live.” He was given access to all phases of
the program including discussions with writers
about joke structure and the suitability of ma-
terial for broadcast. Lemish (1987) used overt
observation in her study of television viewing by
infants and toddlers. Researchers visited the
homes of 16 families and observed the viewing
behavior of infants during 1- to 2-hour periods.

Lull (1982) conducted a mass observation
study of the TV viewing habits of more than 90
families. Observers spent 2 days with the fami-
lies and then returned to conduct interviews
with each person they observed. Note that, by
using the two data sources (observations and
interviews), Lull was “triangulating” to gain ad-
ditional perspective on his data. He found that
the interview data were only partially supported



by the observations. Observers noted that the
father was the primary controller of the TV set,
but the interviews suggested the father’s influ-
ence was somewhat less.

Advantages of Field Observations

Although field observation is not an appropriate
technique for every research question because
of the lack of control and quantification, it does
possess several unique advantages. For one
thing, many mass media problems and ques-
tions cannot be studied using any other meth-
odology. Field observation often helps the re-
searcher to define basic background information
necessary to frame a hypothesis and to isolate
independent and dependent variables. For ex-
ample, a researcher interested in how creative
decisions in advertising are made could observe
several decision-making sessions to see what
happens. Field observations often make excel-
lent pilot studies because they identify impor-
tant variables and provide useful preliminary
information. In addition, since the data are gath-
ered firsthand, observation is not dependent on
the subjects’ ability or willingness to report their
behavior. For example, young children may
lack reading or verbal skills necessary to respond
to a questionnaire concerning their television
viewing behavior, but such data are easily gath-
ered by the observational technique.

A field observation is not always used as
a preliminary step to other approaches. Some-
times it alone is the only appropriate approach,
especially when quantification is difficult. Field
observation is particularly suitable for a study
of the gatekeeping process in a network televi-
sion news department because quantification of
gatekeeping is difficult.

Field observation may also provide access to
groups that would otherwise be difficult to ob-
serve or examine. For example, a questionnaire
sent to a group of producers of X-rated movies
is not likely to have a high return rate. An ob-
server, however, may be able to establish enough
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mutual trust with such a group to persuade
them to respond to rigorous questioning.

Field observation is usually inexpensive. In
most cases, it requires only writing materials or
a small tape recorder. Expenses increase if the
problem under study requires several observers,
extensive travel, or special equipment (such as
video recording machines).

Perhaps the most noteworthy advantage of
field observation is that the study takes place in
the natural setting of the activity being observed
and thus can provide data rich in detail and
subtlety. Many mass media situations, such as
a family watching television, are complex and
constantly subjected to intervening influences.
Field observation, because of the opportunity
for careful examination, allows observers to
identify these otherwise unknown variables.

Disadvantages of Field Observations

On the negative side, field observation is a bad
choice if the researcher is concerned with exter-
nal validity. This difficulty is partly due to the
potentially questionable representativeness
of the observations made and partly due to
problems in sampling. Observing the television
viewing behavior of a group of children at a day
care center can provide valuable insights into
the social setting of television viewing, but it
probably has little correlation to what pre-
schoolers do in other places and under different
circumstances. Besides, since field observation
relies heavily on a researcher’s perceptions and
judgments and on preconceived notions about
the material under study, experimenter bias may
unavoidably favor specific preconceptions of re-
sults, while observations to the contrary are ig-
nored or distorted. This, primarily, is why one
observer is rarely used in a field observation
study. Observations need to be cross-validated
by second or third observers.

Finally, like field experiments, field obser-
vations suffer from the problem of reactiv-
ity. The very process of being observed may
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influence the behavior under study. Of course, re-
activity can be a problem with other research
methods, but it is most often mentioned as a
criticism of field observation (Chadwick, Bahr,
& Albrecht, 1984). Lull (1985) provides per-
spective on observer effects using data taken
from an observational study of families’ TV
viewing behavior. He found that the presence of
an observer in the house did have some impact
on family members. About 20% of parents and
25% of children reported that their overall be-
havior was affected by the presence of an ob-
server. Most of those who were affected thought
that they became nicer or more polite and for-
mal because of the observer’s presence. When it
came to differences in the key behavior under
study, 87% said that the observer’s presence had
no effect on their TV viewing activity. Addition-
ally, among those who reported an observer ef-
fect, there were no systematic differences in the
distribution of changes. About the same number
said that they watched more because of the ob-
server as said they watched less. Obviously, ad-
ditional studies of different groups in different
settings are needed before this problem is fully
understood, but Lull’s data suggest that, though
reactivity is a problem with observational tech-
niques, its impact may not be as drastic as some
suggest.

In any case, at least two strategies are avail-
able to diminish the impact of selective per-
ception and reactance. One is to use several ob-
servers to cross-validate the results. A second
strategy relates to triangulating, or supplement-
ing observational data with data gathered by
other means (for example, questionnaires or ex-
isting records). Accuracy is sought by using
multiple data collection methods.

Field Observation Techniques

There are at least six stages in a typical field
observation study: choosing the research site,
gaining access, sampling, collecting data, ana-
lyzing data, and exiting.

CHOOSING THE RESEARCH SITE. The nature of
the research question or area of inquiry usually
suggests a behavior or a phenomenon of interest.
Once identified, the next step is to select a set-
ting where the behavior or phenomenon occurs
with sufficient frequency to make observation
worthwhile. The settings also should fit the re-
cording forms and instruments the observer
plans to use. For example, videotaping requires
adequate lighting for the camera to operate.

Anderson (1987) suggests that the re-
searchers should select two or three research
sites and then “hang around” (Anderson’s ter-
minology) each one to discover their main ad-
vantages and disadvantages. He cautions re-
searchers that the site must be permanent and
stable enough to permit observations over a pe-
riod of time.

GAINING ACCESs. Once the site is selected, the
next step is to establish contact. Williamson,
Karp, and Dalphin (1977) note that the degree
of difficulty faced by researchers in gaining
access to settings depends on two factors:
(1) how public the setting is, and (2) how will-
ing are the subjects in the setting to be observed.
The easiest setting to enter is one that is open to
the public and that gives people little reason to
keep their behavior secret (for example, a place
in which people are watching TV in public —an
airport, a bar, a dormitory viewing room). The
most difficult setting to enter is one in which
entry is restricted because participants have
good reason to keep their activities secret (for
example, a place in which one could observe the
behavior of hostage takers).

Observing a formal group (such as a film
production crew) often requires permission
from management and perhaps union officials.
School systems and other bureaucracies usually
have a special unit to handle requests from re-
searchers and to help them obtain necessary
permissions.

Gaining permission to conduct field obser-
vation research requires persistence and public



relations skills. Researchers must decide how
much to disclose about the nature of the re-
search. Usually it is not necessary to provide a
complete explanation of the hypothesis and
procedures unless there are objections to sensi-
tive areas. Researchers interested in observing
which family member actually controls the tele-
vision set might explain that they are studying
patterns of family communication. After the
contact is made, it is necessary to establish a
rapport with the subject(s). Bogdan and Taylor
(1984) suggested the following techniques for
building rapport: establish common interests
with the participants; start relationships slowly;
if appropriate, participate in common events and
activities; and do not disrupt participants’ nor-
mal routines.

SAMPLING. Sampling in field observation is
more ambiguous than in most other research
approaches. First, there is the problem of how
many individuals or groups to observe. If the
focus of the study is communication in the
newsroom, how many newsrooms should be ob-
served? If the topic is family viewing of televi-
sion, how many families should be included?
Unfortunately, there are no guidelines to help
answer these questions. The research problem
and the goals of the study are indicators for sam-
ple size: if the results are intended for generali-
zation to a population, one subject or group is
inadequate.

Another problem is deciding what behavior
episodes or segments to sample. The observer
cannot be everywhere and see everything, so
what is observed becomes a de facto sample of
what is not observed. If an observer views one
staff meeting in the newsroom, this meeting rep-
resents other, unobserved meetings; one conver-
sation at the coffee machine represents all such
conversations. Even when researchers cannot
follow the principles of probability sampling,
representativeness must be considered.

Most field observations use purposive sam-
pling: observers draw on their knowledge of the
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subject(s) under study and sample only from
the relevant behaviors or events. Sometimes pre-
vious experience and study of the activity in
question will suggest what needs to be exam-
ined. In a study of newsroom decision making,
for example, researchers would want to observe
staff meetings, since they are an important part
of the process. However, restricting the sam-
pling to observations of staff meetings would be
a mistake since many decisions are made at the
water fountain, at lunch, and in the hallways.
Experienced observers tend not to isolate a spe-
cific situation but instead to consider even the
most insignificant situation for analysis. For
most field observations, researchers need to
spend some time simply getting the feel of the
situation and absorbing the pertinent aspects of
the environment before beginning a detailed
analysis.

COLLECTING DATA. The traditional data col-
lection tools —notebook and pencil —have
been joined by other instruments. For example,
Bechtel, Achelpohl, and Akers (1972) installed
television cameras in a small sample of house-
holds to document the families” television-
viewing behavior. Two cameras, automatically
activated when the television set was turned on,
videotaped the scene in front of the set. How-
ever, even though a camera can record more in-
formation than an observer, Bechtel reported
that the project was difficult because of prob-
lems in finding consenting families, maintain-
ing the equipment, and interpreting tapes shot
at low light levels.

Similarly, Anderson (1987) notes that
though the advantages offered by audio and
video recording are tempting, there are five ma-
jor drawbacks to their use:

1. Recording devices take time away from the
research process because they need regular
calibration and adjustment to work properly.

2. The frame of the recording is different
from the frame of the observer; a human
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observer’s field of view is about 180°, whereas
a camera’s is about 60°.

3. Recordings have to be cataloged, indexed,
and transcribed, adding extra work to the
project.

4. Recordings take behavior out of context.

5. Recordings tend to fragment behavior and
distract attention from the whole process.

Consequently, researchers must weigh the pros
and cons carefully before deciding to use re-
cording equipment for observations.

Note taking in the covert participant situ-
ation requires special attention. Continually
scribbling away on a notepad is certain to draw
attention and suspicion to the note taker and
might expose the study’s real purpose. In this
type of situation, researchers should make men-
tal notes and transcribe them at the first oppor-
tunity. If a researcher’s identity is known ini-
tially, the problem of note taking is eliminated.
Regardless of the situation, it is not wise for a
researcher to spend a lot of time furiously taking
notes. Subjects are already aware of being ob-
served, and note taking could make them un-
easy. Brief notes jotted down during natural
breaks in a situation attract a minimum of atten-
tion and can be expanded later.

The field notes constitute the basic corpus
of data in any field study. In these notes, the
observers record not only what happened and
what was said, but also personal impressions,
feelings, and interpretations of what was ob-
served. A general procedure is to separate per-
sonal opinions from the descriptive narrative by
enclosing the former in brackets.

How much should be recorded? It is always
better to record too much information than
too little. A seemingly irrelevant observation
made during the first viewing session might be-
come significant later on in the project. If the
material is sensitive or if the researcher does not
wish it known that research is taking place,
notes may be written in abbreviated form or in
code.

In addition to firsthand observation, three
other data collection techniques are available to
field researchers: diary keeping, unobtrusive
measures, and document analysis. With the first
technique, an investigator will routinely supple-
ment his or her field notes by keeping a research
diary. This diary consists of personal feelings,
sentiments, occasional reflections, and other pri-
vate thoughts about the research process itself;
the writings augment and help interpret the raw
data contained in the field notes. Moreover, the
researcher may also ask the individuals under
study to keep a diary for a specified length of
time. This enables the researcher to learn about
behaviors that take place out of his or her sight
and extends the horizontal dimension of the ob-
servation. Individuals may be instructed to track
certain habits — such as the reading of books or
magazines during a specific time of day — or to
record general feelings and thoughts —such as
the way they felt while watching commercials
onTV.

One form of diary keeping actually provides
researchers with a glimpse of the world as seen
through the eyes of the subject(s). The re-
searcher gives the subjects still cameras and asks
them to make photographic essays or to keep
photographic diaries. Analysis of these photo-
graphs might help determine how the subjects
perceive reality and what they find important.
To illustrate, Ziller and Smith (1977) asked cur-
rent and former students of the University of
Florida to take photographs that described the
school. The perceptions of the two groups were
very different: current students brought in pic-
tures of buildings, and former students brought
in pictures of people.

A second data collection technique available
to the field researcher is unobtrusive measure-
ment. This technique helps overcome the prob-
lem of reactivity by searching out naturally oc-
curring phenomena relevant to the research
task. The people who provide data through un-
obtrusive measurement are unaware that they
are providing information for a research project.




Covert observation, as previously mentioned, is
obviously a technique of this type; but there are
also other very subtle ways to collect data in this
way. It might be possible, for example, to deter-
mine the popularity of radio stations in a given
market by asking auto mechanics to keep track
of dial positions of radio push buttons of cars
brought in for repair. Or, in another case, an
investigator might use the parking lot at an auto
race to discover which brand of tires appears
most often on cars owned by people attending
the race. Such information might enable tire
companies to determine whether their sponsor-
ship of various races has an impact.

Webb, Campbell, Schwartz, and Secrest
(1968) identify two general types of unobtrusive
measurements: erosion and accretion. The first
type, erosion, estimates wear and tear on a spe-
cific object or material. For example, to deter-
mine what textbooks are heavily used by stu-
dents, a researcher might note how many
passages in the text are highlighted, how many
pages are dog-eared, whether the book’s spine is
creased, and so on. Accretion, on the other hand,
quantifies deposits that have built up over time,
such as the amount of dust that has built up on
the cover of a textbook.

Accretion and erosion measurement meth-
ods, however, do have drawbacks. First, they are
passive measures and out of the control of the
researcher. Second, other factors might influ-
ence what is being observed. Compulsively neat
students, for example, might dust their books
every day, whether or not they open them, thus
providing a misleading accretion measurement.
For these reasons, unobtrusive measurements
are usually used to support or corroborate find-
ings from other observational methods rather
than to draw conclusions.

Finally, existing documents may represent
a fertile source of data for the qualitative re-
searcher. In general terms, there are two vari-
eties of documents available for analysis: public
and private. Public documents include police
reports, newspaper stories, transcripts of TV
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shows, data archives, and so on. Other items
may be less recognizable as public documents;
however, messages on computer bulletin boards,
company newsletters, tombstones, posters, graf-
fiti, and bumper stickers can all fit into this cat-
egory. Any of these messages may represent a
rich source of data for the qualitative researcher.
Shamp (1991), for example, examined messages
that had been left on computer bulletin boards
to examine user’s perceptions of their commu-
nication partners. Priest (1992) used transcripts
of the “Donahue” TV program to structure in-
depth interviews with people who appeared on
the show.

Private documents, on the other hand, in-
clude personal letters, diaries, memos, faxes,
home movies and videos, telephone logs, ap-
pointment books, reports, and so on. For exam-
ple, a public relations researcher interested in
examining the communication flow among ex-
ecutives in an organization might find copies of
memos, faxes, appointments and phone logs of
special interest.

Much like unobtrusive measurements, how-
ever, document analysis also has occasional dis-
advantages: missing documents; subjects un-
willing to make private documents available;
ethical problems with the use of private records
such as diaries and letters; and so on. In addi-
tion, to reduce the possibility of error when
working with archival data, Berg (1989) urges
researchers to use a number of data collection
methods at the same time.

ANALYZING DATA. In field observation, data
analysis consists primarily of filing and content
analysis. Constructing a filing system is an im-
portant step in observation. The purpose of the
filing system is to arrange raw field data in an
orderly format to enable systematic retrieval
later. (The precise filing categories are deter-
mined by the data.) Using the hypothetical
study of decision making in the newsroom,
filing categories might include the head-
ings “Relationships,” “Interaction — Horizontal,”
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“Interaction — Vertical,” and “Disputes.” An
observation may be placed in more than one
category. It is a good idea to make multiple cop-
ies of notes; periodic filing of notes during the
observation period will save time and confusion
later.

A rough content analysis is performed to
search for consistent patterns once all the notes
have been assigned to their proper files. Perhaps
most decisions in the newsroom are made in
informal settings such as hallways rather than
in formal settings such as conference rooms.
Perhaps most decisions are made with little
superior-subordinate consultation. At the same
time, deviations from the norm should be inves-
tigated. Perhaps all reporters except one are typ-
ically asked their opinions on the newsworthi-
ness of events. Why the exception?

The overall goal of data analysis in field ob-
servation is to arrive at a general understanding
of the phenomenon under study. In this regard,
the observer has the advantage of flexibility. In
laboratory and other research approaches, inves-
tigators must at some point commit themselves
to a particular design or questionnaire. If it sub-
sequently turns out that a crucial variable was
left out, there is little that can be done. In field
observation, however, the researcher can ana-
lyze data during the course of the study and can
change the research design accordingly. For de-
tailed procedures in qualitative data analysis,
see Miles and Huberman (1984).

EXITING. A participant also must have a plan
for leaving the setting or the group under study.
Of course, if the participant is known to every-
one, exiting will not be a problem. Exiting from
a setting that participants regularly enter and
leave is also not a problem. Exiting can be diffi-
cult, however, when participation is covert. In
some instances, the group may have become de-
pendent on the researcher in some way, and the
departure may have a negative affect on the
group as a whole. In other cases, the sudden
revelation that a group has been infiltrated or
taken in by an outsider might be unpleasant or

distressing to some. The researcher has an ethi-
cal obligation to do everything possible to pre-
vent psychological, emotional, or physical in-
jury to those being studied. Consequently,
leaving the scene must be handled with diplo-
macy and tact.

FOCUS GROUPS

The focus group, or group interviewing, is a
research strategy for understanding audience/
consumer attitudes and behavior. From 6 to 12
people are interviewed simultaneously, with a
moderator leading the respondents in a rela-
tively free discussion about the focal topic. The
identifying characteristic of the focus group is
controlled group discussion, which is employed
to gather preliminary information for a research
project, to help develop questionnaire items for
survey research, to understand the reasons be-
hind a particular phenomenon, or to test prelim-
inary ideas or plans.

Appendix 3 contains a brief guide for con-
ducting focus groups.

Advantages of Focus Groups

One advantage of focus groups is that they allow
for the collection of preliminary information
about a topic or a phenomenon. Focus groups
may be used in pilot studies to detect ideas that
will be further investigated using another re-
search method, such as a telephone survey, or
another qualitative method.

A second important advantage is that focus
groups can be conducted very quickly. Most of
the time is spent recruiting the respondents. A
good research company that specializes in re-
cruiting focus groups can usually recruit re-
spondents in about 7~10 days, depending on the
type of participant required.

The cost of focus groups also makes the
approach an attractive research method; most
groups can be conducted for about $1,000-
$3,000 per group, depending on the type of re-




spondent required, the part of the country in
which the group is conducted, and the modera-
tor or company used to conduct the group.
When respondents are difficult to recruit or
when the topic requires a specially trained mod-
erator, a focus group may cost several thousand
dollars. The price however, is not excessive if
the groups provide valuable data for further re-
search studies.

Researchers also like focus groups because
of the flexibility in question design and follow-
up. In conventional surveys, interviewers work
from a rigid series of questions and are in-
structed to follow explicit directions in asking
the questions. A moderator in a focus group,
however, works from a list of broad questions
as well as more refined probe questions; hence,
follow-up on important points raised by partici-
pants in the group is easy. The ability to clear up
confusing responses from respondents makes
the use of focus groups valuable in the research
process.

Most professional focus group moderators or
research companies use a procedure known as
an extended focus group in which respondents
are required to complete a written questionnaire
before the start of the group. The pregroup ques-
tionnaire, which basically covers the material
that will be discussed during the group session,
“forces” the respondents to commit to a partic-
ular answer or position before entering the
group session. This commitment eliminates one
potential problem created by group dynamics —
namely, the person who does not wish to offer
an opinion because he or she is in a minority.

Finally, focus group responses are often
more complete and less inhibited than those
from individual interviews. One respondent’s
remarks tend to stimulate others to pursue lines
of thinking that might not have been brought
out in a situation involving just one individual.
With a competent moderator, the discussion can
have a beneficial snowball effect, as one re-
spondent comments on the views of another. A
skilled moderator also can detect the opinions
and attitudes of those who are less articulate by
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noting facial expressions and other nonverbal
behavior while others are speaking.

Disadvantages of Focus Groups

Focus group research is not free from compli-

cations; the approach is far from perfect. Some

of the problems are discussed here; others are
—included later in Appendix 3.

Some groups become dominated by a self-
appointed group leader who monopolizes the
conversation and attempts to impose his or her
opinion on other participants. Such a person
usually draws the resentment of the other partic-
ipants and may have an extremely adverse effect
on the performance of the group. The moderator
needs to control such situations tactfully before
they get out of hand.

Gathering quantitative data is inappropriate
for a focus group. If quantification is important,
it is wise to supplement the focus group with
other research tools that permit more specific
questions to be addressed to a more represen-
tative sample. Many people unfamiliar with
focus group research incorrectly assume that the
method will answer questions of “how many” or
“how much.” Focus group research is intended
to gather qualitative data to answer questions
such as “why” or “how.” Many times people who
hire a person or company to conduct a focus
group are disgruntled with the results because
they expected exact numbers and percentages.
Focus groups do not provide such information.

As suggested earlier, focus groups depend
heavily on the skills of the moderator, who must
know when to probe for further information,
when to stop respondents from discussing irrel-
evant topics, and how to get all respondents in-
volved in the discussion. All these things must
be accomplished with professionalism and care,
since one sarcastic or inappropriate comment to
a respondent may have a chilling effect on the
group’s performance.

There are other drawbacks as well. The small
focus group samples are usually composed of
volunteers and do not necessarily represent the



150  PartII o Research Approaches

TELEFOCUS

A recent development in qualitative research conducted with professionals (radio and television

station owners and managers, newspaper and magazine editors, and so on) is the telefocus

session. Basically speaking, a telefocus group is conducted over the telephone, and it is used

when a typical focus group cannot be arranged because of the difficulty involved in getting

group members together in one location. Telefocus sessions are often conducted with

individuals who live or work in several parts of the country.

The procedure for a telefocus session is simple: individuals are recruited; a time convenient
to all participants is arranged (the most difficult part of the procedure); and a conference call is
made. The moderator conducts the conference call in the same manner as that of a typical focus

group, and the conversation is audiotaped for review. After completing the discussion, the

participants receive a co-op check.

The telefocus session procedure has recently been modified to include one-on-one open-
ended interviews over the telephone. These interviews are conducted with the intention of

generating questions for more detailed quantitative studies by investigating the preliminary

aspects of a problem. Specifically, they are used in the case where a researcher may know that
a problem exists, but does not know which questions to ask. Enter the one-on-one telefocus:

10-20 specifically qualified respondents are called and, quite literally, a totally open-ended
discussion is conducted. The individuals are told about the topics being investigated and asked

their opinions and perceptions. This method requires highly trained and skilled professional

interviewers, but it always provides valuable information. The one-on-one telefocus provides
researchers with information about what “real people” think.

population from which they were drawn; the
recording equipment or other physical charac-
teristics of the location may inhibit respondents;
and if the respondents are allowed to stray too
far from the topic under consideration, the data
produced may not be useful.

Methodology of Focus Groups

There are seven basic steps in focus group re-
search:

1. Define the problem. This step is similar
in all types of scientific research: a well-defined
problem is established, either on the basis of
some previous investigation or out of curiosity.
For example, many television production com-
panies that produce pilot programs for potential
series will conduct 10-50 focus groups with tar-

get viewers to determine the groups’ reactions to
each concept.

2. Select a sample. Because focus groups
are small, researchers must define a narrow au-
dience for the study. The type of sample depends
on the purpose of the focus group: the sample
might consist of consumers who use a particular
type of laundry detergent, men aged 18-34
who listen to a certain type of music, or teen-
agers who purchase more than 10 record albums
a year.

3. Determine the number of groups neces-
sary. To help eliminate part of the problem of
selecting a representative group, most research-
ers conduct two or more focus groups on the
same topic. Results can then be compared to
determine whether any similarities or differ-
ences exist; or, one group may be used as a basis




for comparison to the other group. A focus group
study using only one group is rare, since there is
no way to know whether the results are group-
specific or characteristic of a wider audience.

4. Prepare the study mechanics. A more de-
tailed description of the mechanical aspects of
focus groups is presented in Appendix 3; suffice
it to say here that this step includes arranging
for the recruitment of respondents (by telephone
or possibly by shopping center intercept); re-
serving the facilities at which the groups will be
conducted; and deciding what type of recording
(audio and/or video) will be used. The modera-
tor must be selected and briefed about the pur-
pose of the group. In addition, the researcher
needs to determine the amount of co-op money
each respondent will receive for participating.
Respondents usually receive between $10 and
$50 for attending, although professionals such
as doctors and lawyers may require up to $100
or more for co-op.

5. Prepare the focus group materials. Each
aspect of a focus group must be planned in de-
tail; nothing should be left to chance — in partic-
ular, the moderator must not be allowed to
“wing it.” The screener questionnaire is devel-
oped to produce the correct respondents; re-
cordings and other materials the subjects will
hear or see are prepared; any questionnaires the
subjects will complete are produced (including
the presession questionnaire); and a list of ques-
tions is developed for the presession question-
naire and the moderator’s guide.

Generally a focus group session begins with
some type of shared experience, so that the in-
dividuals have a common base from which to
start the discussion. The members may listen to
or view a tape or examine a new product, or they
may simply be asked how they answered the first
question on the presession questionnaire.

The existence of a moderator’s guide (Ap-
pendix 3) does not mean that the moderator
cannot ask questions not contained in the guide.
Quite the opposite is true. The significant qual-
ity of a focus group is that it allows the modera-
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tor to probe comments that respondents make
during the session. A professional moderator is
often able to develop a line of questioning that
no one thought about before the group began,
and many times the questioning provides ex-
tremely important information. Professional
moderators who have this skill receive very sub-
stantial fees for conducting focus groups.

6. Conduct the session. Focus groups may
be conducted in a variety of settings, from
professional conference rooms equipped with
two-way mirrors to hotel rooms rented for the
occasion. In most situations, a professional con-
ference room is used. Hotel and motel rooms
are used when a focus facility is not located
close by.

7. Analyze the data and prepare a summary
report. The written summary of focus group in-
terviews depends on the needs of the study and
the amount of time and money available. At one
extreme, the moderator/researcher may simply
write a brief synopsis of what was said and offer
an interpretation of the subjects’ responses. For
a more elaborate content analysis or a more com-
plete description of what happened, the sessions
can be transcribed so that the moderator/
researcher can scan the comments and develop
a category system, coding each comment into
the appropriate category. Focus groups con-
ducted in the private sector rarely go beyond a
summary of the groups; clients also have access
to the audiotapes and videotapes if they desire.

INTENSIVE INTERVIEWS

Intensive interviews, or in-depth interviews,
are essentially a hybrid of the one-on-one inter-
view approach discussed in Chapter 6. Intensive
interviews are unique in that they

* Generally use smaller samples.
* Provide detailed background about the rea-
sons why respondents give specific answers.
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Elaborate data concerning respondents
opinions, values, motivations, recollections,
experiences, and feelings are obtained.
Allow for lengthy observation of respon-
dents’ nonverbal responses.
Are usually very long. Unlike personal inter-
views used in survey research that may last
only a few minutes, an intensive interview
may last several hours and may take more
than one session.
Are customized to individual respondents.
In a personal interview, all respondents are
usually asked the same questions. Intensive
interviews allow interviewers to form ques-
tions based on each respondent’s answers.
* Can be influenced by the interview climate.
To a greater extent than with personal inter-
views, the success of intensive interviews de-
pends on the rapport established between
the interviewer and respondent.

Advantages and Disadvantages
of Intensive Interviews

As is probably obvious, the biggest advantage of
the in-depth interview is the wealth of detail that
it provides. Further, when compared to more
traditional survey methods, intensive interview-
ing provides more accurate responses on sensi-
tive issues. The rapport between respondent and
interviewer makes it easier to approach certain
topics that might be taboo in other approaches.
In addition, there may be certain groups for
which intensive interviewing is the only practi-
cal technique. For example, a study of the media
habits of U.S. senators would be hard to carry
out as an observational study. Also, it would be
difficult to get a sample of senators to take the
time to respond to a survey questionnaire. But
in some cases, such persons might be willing to
talk to an interviewer.

On the negative side, generalizability is some-
times a problem. Intensive interviewing is typi-
cally done with a nonrandom sample. Further,

since interviews are usually nonstandardized,
each respondent may answer a slightly different
version of a question. In fact, it is very likely that
a particular respondent may answer questions
not asked of any other respondent. Another dis-
advantage of in-depth interviews is that they are
especially sensitive to interviewer bias. In a long
interview, it is possible for a respondent to learn
agood deal of information about the interviewer.
Despite practice and training, some interviewers
may inadvertently communicate their attitudes
through loaded questions, nonverbal cues, or
tone of voice. The effect this may have on the
validity of the respondent’s answers is hard to
gauge. Finally, intensive interviewing presents
problems in data analysis. A researcher given the
same body of data taken from an interview may
wind up with interpretations significantly differ-
ent from the original investigator.

- Procedures

The procedures for conducting intensive inter-
views are similar to those used in personal in-
terviews in reference to problem definition, re-
spondent recruiting, and data collection and
analysis. The primary differences with intensive
interviews are as follows:

* Co-op payments are usually higher, gener-
ally $50-$1,000.
* The amount of data is tremendous. Analysis
may take several weeks to several months.
Interviewers get extremely tired and bored.
Interviews must be scheduled several hours
apart, which makes data collection take
much longer.
It is very difficult to arrange intensive inter-
views because of the time required. This is
especially true with respondents who are
professionals.
Small samples do not allow for generaliza-
tion to the target population.




Merton, Fiske, and Kendall (1990) provide fur-
ther details concerning the in-depth interview
technique.

Locating Respondents

In most cases, identifying and contacting re-
spondents for intensive interviewing is not a
problem. In a few cases, however, it can be a
downright challenge. Consider the problems
faced by Priest (1992) in her study of self-
disclosure on television. She wished to recruit
subjects who had appeared on TV talk shows
and revealed something intimate and personal
about themselves. For obvious reasons, full
names and addresses of such people are rarely
given when they appear. In addition, executive
producers of “Oprah,” “Donahue,” and “Sally
Jesse Raphael” were unwilling to assist her in
contacting guests.

What to do? Priest taped several months of
“Donahue” for clues about how to reach the
show’s guests. On several occasions, a guest was
identified by name and a place of residence was
subsequently mentioned during the interview.
One panel member mentioned the more tolerant
atmosphere in San Francisco. The researcher
found her name in the San Francisco phone
book and called her. Some guests came with
their therapists, since the therapists were usu-
ally identified, Priest was able to call them and
ask that her request for an interview be for-
warded to their patients. Potential respondents
were given a toll-free number they could call.
One guest had mentioned that she worked at a
McDonald’s restaurant in a certain town. The
researcher called the various McDonald’s in that
area until the person was located. A couple was
reached by addressing a letter to them in care of
the show. Another man had mentioned frequent-
ing a local bar in New York City. Priest wrote
him a letter in care of the bar, and he called the
toll-free number. Eventually, the researcher was
able to locate and interview 24 informants, in-
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cluding a transsexual lesbian, a sex priestess, an
incest survivor, and a “swinging” couple. Her
experience suggests that qualitative researchers
need imagination and perseverance when build-
ing their samples.

Examples of Intensive Interviews

In their study of violence on television, Baldwin
and Lewis (1972) conducted interviews that
ranged from 1 to 4 hours in length with a sample
of Hollywood writers, producers, and directors.
They followed the semistructured approach and
worked from an outline of topics. The subjects
were people responsible for the content of a
prime time series most likely to contain vio-
lence. The researchers sent letters explaining the
project to the respondents and followed up with
a phone call. None of their respondents refused
an interview.

Graber (1988) conducted intensive inter-
views with 21 registered voters about their use
of information media. The respondents were
drawn randomly from the voter registration list
and were contacted by the researchers. The final
sample was selected to represent a fourfold ty-
pology based on the respondents’ interest in pol-
itics and access to the media. Interviews aver-
aged 2 hours in length, and each respondent was
interviewed for a total of 20 hours.

Swenson (1989) recruited respondents for
her study of TV news viewers by placing classi-
fied ads in the local newspapers. After finding
eight individuals who fit the study criteria, the
researcher then conducted five interview ses-
sions averaging about 2—3 hours in length with
each respondent. Priest (1992), as previously
mentioned, personally interviewed people who
had revealed highly intimate information about
themselves on the “Donahue” TV show. Each of
her 24 semistructured interviews lasted about
2 hours in length, and respondents were pro-
vided with a toll-free number they could call if
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they later wished to make further comments on
or add to their interview.

CASE STUDIES

The case study method is another common
qualitative research technique. Simply put, a
case study uses as many data sources as pos-
sible to systematically investigate individuals,
groups, organizations, or events. Case studies
are performed when a researcher needs to un-
derstand or explain a phenomenon. They are fre-
quently used in medicine, anthropology, clinical
psychology, management science, and history.
Sigmund Freud wrote case studies of his pa-
tients; economists wrote case studies of the ca*
ble TV industry for the FCC; the list is endless.

On a more formal level, Yin (1989) defines a
case study as an empirical inquiry that uses
multiple sources of evidence to investigate a
contemporary phenomenon within its real-life
context, in which the boundaries between the
phenomenon and its context are not clearly evi-
dent. This definition highlights how a case
study differs from other research strategies. For
example, an experiment separates a phenome-
non from its real-life context. The context is
controlled by the laboratory environment. The
survey technique tries to define the phenome-
non under study narrowly enough to limit the
number of variables to be examined. Case study
research includes both single cases and multiple
cases. Comparative case study research, fre-
quently used in political science, is an example
of the multiple case study technique.

Merriam (1988) lists four essential charac-
teristics of case study research:

1. Particularistic. This means that the case
study focuses on a particular situation,
event, program, or phenomenon, makingita
good method for studying practical, real-life
problems.

2. Descriptive. The final result of a case study
is a detailed description of the topic under
study.

3. Heuristic. A case study helps people to un-
derstand what’s being studied. New inter-
pretations, new perspectives, new meaning,
and fresh insights are all goals of a case
study.

4. Inductive. Most case studies depend on in-
ductive reasoning. Principles and generali-
zations emerge from an examination of the
data. Many case studies attempt to discover
new relationships rather than verify existing
hypotheses.

Advantages of Case Studies

The case study method is most valuable when
the researcher wants to obtain a wealth of infor-
mation about the research topic. Case studies
provide tremendous detail. Many times re-
searchers want such detail when they do not
know exactly what they are looking for. The case
study is particularly advantageous to the re-
searcher who is trying to find clues and ideas for
further research (Simon, 1985). This is not to
suggest, however, that case studies are to be
used only at the exploratory stage of research.
The method can also be used to gather descrip-
tive and explanatory data.

The case study technique can suggest why
something has occurred. For example, in many
cities in the mid-1980s, cable companies asked
to be released from certain promises made when
negotiating for a franchise. To learn why this
occurred, a multiple case study approach, ex-
amining several cities, could have been used.
Other research techniques, such as the survey,
might not be able to get at all the possible rea-
sons behind this phenomenon. Ideally, case
studies should be used in combination with the-
ory to achieve maximum understanding.

The case study method also affords the re-
searcher the ability to deal with a wide spec-
trum of evidence. Documents, historical arti-




facts, systematic interviews, direct observations,
and even traditional surveys can all be incorpo-
rated into a case study. In fact, the more data
sources that ¢an be brought to bear in a case,
the more likely it is that the study will be valid.

Disadvantages of Case Studies

There are three main criticisms. The first has to
do with a general lack of scientific rigor in many
case studies. Yin (1989) points out that “too
many times, the case study researcher has been
sloppy, and has allowed equivocal evidence or
biased views to influence the . .. findings and
conclusions” (p. 21). It is easy to do a sloppy
case study; rigorous case studies require a good
deal of time and effort.

The second criticism is that the case study
is not easily open to generalization. If the main
goal of the researcher is to make statistically
based normative statements about the frequency
of occurrence of a phenomenon in a defined
population, some other method may be more
appropriate. This is not to say that the results of
all case studies are idiosyncratic and unique. In
fact, if generalizing theoretic propositions is the
main goal, the case study method is perfectly
suited to the task.

Finally, like participant observation, case
studies are likely to be time-consuming and may
occasionally produce massive quantities of data
that are hard to summarize. Consequently, fel-
low researchers are forced to wait years for the
results of the research, which too often are
poorly presented. Some authors, however, are
experimenting with nontraditional methods of
reporting to overcome this last criticism (see
Peters & Waterman, 1982).

Conducting a Case Study

The precise method of conducting a case study
has not been as well documented as the more
traditional techniques of the survey and the ex-
periment. Nonetheless, there appear to be five
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distinct stages in carrying out a case study: de-
sign, pilot study, data collection, data analysis,
and report writing.

DESIGN. The first concern in case study design
is what to ask. The case study is most appropri-
ate for questions that begin with “how” or “why.”
A research question that is clear and precise will
focus the remainder of the efforts in a case study
A second design concern is what to analyze.
What constitutes a “case”? In many instances, a
case is an individual, several individuals, or an
event or events. If information is gathered about
each relevant individual, the results are reported
in the single or multiple case study format; in
other instances, however, the precise boundaries
of the case are harder to pinpoint. A case might
be a specific decision, a particular organization
at a certain time, a program, or some other dis-
crete event. One rough guide for determining
what to use as the unit of analysis is the available
research literature. Since researchers want to
compare their findings with the results of pre-
vious research, it is sometimes a good idea
not to stray too far from what was done in past
research.

PILOT sTUDY. Before the pilot study is con-
ducted, the case study researcher must con-
struct a study protocol. This document contains
the procedures to be used in the study and also
includes the data-gathering instrument or in-
struments. A good case study protocol contains
the procedures necessary for gaining access to a
particular person or organization and the meth:
ods for accessing records. It also contains the
schedule of data collection and addresses
the problems of logistics. For example, the pro-
tocol should note whether a copy machine will
be available in the field to duplicate records,
whether office space is available to the research-
ers, and what will be needed in the way of sup-
plies. The protocol should also list the questions
central to the inquiry and the possible sources
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of information to be tapped in answering these
questions. If interviews are to be used in the case
study, the protocol should contain the questions
to be asked.

Once the protocol has been developed, the
researcher is ready to go into the field for
the pilot study. A pilot study is used to refine
both the research design and the field proce-
dures. Variables that were not foreseen during
the design phase can crop up during the pi-
lot study, and problems with the protocol or
with study logistics can also be uncovered. The
pilot study also allows the researchers to try
different data-gathering approaches and to ob-
serve different activities from several trial per-
spectives. The results of the pilot study are
used to revise and polish study protocol.

DATA COLLECTION. At least four sources of
data can be used in case studies. Documents,
which represent a rich data source, may take the
form of letters, memos, minutes, agendas,
historical records, brochures, pamphlets, post-
ers, and so on. A second source is the inter-
view. Some case studies make use of survey
research methods and ask respondents to fill
out questionnaires; others may use intensive
interviewing.

Observation/participation is the third data
collection technique. The same general com-
ments made about this technique earlier in this
chapter apply to the case study method as well.
The last source of evidence used in case studies
is the physical artifact — a tool, a piece of furni-
ture, or even a computer printout. Although ar-
tifacts are commonly used as a data source in
anthropology and history, they are seldom used
in mass media case study research. (They are,
however, frequently used in legal research con-
cerning the media.)

Most case study researchers recommend us-
ing multiple sources of data, thus affording
triangulation of the phenomenon under study
(Rubin, 1984). In addition, multiple sources

help the case study researcher improve the reli-
ability and validity of the study. Not surpris-
ingly, a study of the case study method found
that the ones that used multiple sources of evi-
dence were rated higher than those relying on a
single source (Yin, Bateman, & Moore, 1983).

DATA ANALYSIS. Unlike more quantitative re-
search techniques, there are no specific formu-
las or “cookbook” techniques to guide the re-
searcher in analyzing the data. Consequently,
this stage is probably the most difficult in the
case study method. Although it is hard to gen-
eralize to all case study situations, Yin (1989)
has suggested three broad analytic strategies:
pattern matching, explanation building, and
time series.

In the pattern-matching strategy, an empiri-
cally based pattern is compared with a predicted
pattern or several alternative predicted patterns.
For instance, suppose a newspaper is about to
initiate a new management tool: a regular series
of meetings between top management and re-
porters, excluding editors. Based on organiza-
tional theory, a researcher might predict certain
outcomes — namely, more stress between edi-
tors and reporters, increased productivity, weak-
ened supervisory links, and so on. If analysis of
the case study data indicates that these results
did in fact occur, some conclusions about the
management change can be made. If the pre-
dicted pattern did not match the actual one, the
initial study propositions would have to be
questioned.

In the analytic strategy of explanation build-
ing, the researcher tries to construct an expla-
nation about the case by making statements
about the cause or causes of the phenomenon
under study. This method can take several
forms. Typically, however, an investigator drafts
an initial theoretical statement about some pro-
cess or outcome, compares the findings of an
initial case study against the statement, revises
the statement, analyzes a second comparable




case, and repeats this process as many times as
necessary. For example, to explain why some
new communication technologies are failing,
a researcher might suggest lack of managerial
expertise as an initial proposition. But an in-
vestigator who examined the subscription
television industry might find that lack of man-
agement expertise is only part of the problem —
inadequate market research is also contributory:.
Armed with the revised version of the explana-
tory statement, the researcher would next ex-
amine the direct broadcast satellite industry to
see whether this explanation needs to be further
refined, and so on, until a full and satisfactory
answer is achieved.

In the analytic strategy ol time series analy-
sis, the investigator tries to compare a series of
data points to some theoretic trend that was pre-
dicted before the research, or to some rival
trend. If, for instance, several cities have ex-
perienced newspaper strikes, a case study in-
vestigator might generate predictions about the
changes in information-seeking behaviors of
residents in these communities and conduct a
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case study to see whether these predictions were
supported.

REPORT WRITING. The case study report can
take several forms. The report can follow the
traditional research study format: problem,
methods, findings, and discussion. Or it can use
a nontraditional technique. Some case studies
are best suited for a chronological arrangement,
whereas case studies that are comparative in na-
ture can be reported from that perspective. No
matter what form is chosen, the researcher must
consider the intended audience of the report. A
case study report written for policy makers
would be done in a style different from one that
was (o be published in a scholarly journal.

Examples of Case Studies

Browne (1983) conducted a comparative case
study of the newsroom practices at the Voice of
America, the BBC, and Deutsche-Welle, three of
the world’s largest international radio stations.
Browne’s study illustrated how multiple sources

PERSONAL COMPUTERS IN QUALITATIVE RESEARCH

Quantitative researchers have made extensive use of personal computers, or PCs, in compiling
and summarizing statistics. Similarly, qualitative researchers have discovered that the PC can
aid them in their work as well. For instance, before the use of PCs became commonplace, field
notes were either handwritten or typed and stored in file folders or boxes. Today, however, a
researcher can store field notes as text with a text editing or word processing program and can
structure data as text files. The availability of notebook computers enables researchers to word
process field notes on location. Without a computer, creating typologies and concepts from the
text was a laborious process. Using a PC, however, enables a researcher to cut and paste, move,
scan, and search field notes for key words and phrases. In addition, key items or sections of text
in notes can be flagged or specially coded for easy retrieval and/or indexing. When researchers
worked without computers, the number of times a particular event or theme occurred had to
be manually counted and summarized. PCs can scan text for codes and count and display
frequencies. At this point in time, many specific programs have been written for the qualitative
researcher and many more are in the works. For more specifics, see Brent and Anderson (1990).
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QUALITATIVE RESEARCH AND ETHNOGRAPHY

This discussion on qualitative research necessitates a brief explanation of terminology in

relation to ethnography. The term ethnographic research is sometimes used as a synonym for

qualitative research (Lindlof, 1991). Ethnography, however, is in fact a special kind of qualitative

research. As first practiced by anthropologists and sociologists, ethnography referred to the

process by which researchers spent long periods of time living with and observing other

cultures in a natural setting. This immersion in the other culture helped the researcher

understand another way of life as seen from the native perspective. Recently, however, the notion

of ethnography has been adopted to other areas: political science, education, social work, and

communication. These disciplines were less interested in describing the way of life of an entire

culture and more concerned with analyzing smaller units: subgroups, organizations,

institutions, professions, audiences, and so on. To reduce confusion, Berg (1989) suggests
referring to the traditional study of entire cultures as macro-ethnography and the study of

smaller units of analysis as micro-ethnography. The latter approach is the one most often used

by mass communication researchers.

Regardless of whether it is focusing on an entire culture or on a cultural subunit,

ethnography is characterized by several qualities:

1. It puts the researcher in the middle of the topic under study. The researcher goes to the data

rather than the other way around.

2. Itemphasizes studying an issue or topic from the participants’ frame of reference.

W

. Itinvolves spending a considerable amount of time in the field.

4. It uses a variety of research techniques including observation, interviewing, diary keeping,

analysis of existing documents, photography, videotaping, and so on.

Item 4 seems to distinguish ethnographic research from other forms of qualitative research.
Ethnographic research relies upon an assortment of data collection techniques. Although

other qualitative research projects may be adequately conducted using only one method,

ethnographic research will generally utilize several of the four common qualitative techniques
discussed in this chapter: field observations, intensive interviewing, focus groups, and case

studies.

of evidence are used in the case study technique.
He interviewed 55 staff members of the three
stations, observed actual newsroom practices,
and had access to corporate documents. He
found that all three stations had common prob-
lems, particularly in their relationships with
their foreign language services.

Dimmick and Wallschlaeger (1986) con-
ducted a case study of new media ventures by
television network parent companies. They de-

pended primarily upon published documents,
particularly annual reports, to reach their con-
clusion that companies most dependent on net-
work television profits were most active in new
media ventures. Stipp, Hill-Scott, and Dorr
(1987) used the case study approach in their
analysis of the making of the “Mr. T" cartoon
series. Working with a social science advisory
panel, the authors observed meetings with pro-
ducers and writers and examined story treat-




ments, scripts, and storyboards. Additionally,
the researchers were able to work directly with
the series production staff.

Kaplan and Houlberg's (1990) case study in-
volved the first television advertising for con-
doms on San Francisco’s KRON-TV. The re-
searchers conducted personal interviews with
the executives involved in the decision to air the
commercials,~examined transcripts of the ac-
cepted ad, inspected station policy documents,
and scrutinized local and national newspaper
accounts of the event.

S UMMARY

This chapter discusses four alternatives to lab-
oratory and survey research: field observations,
focus groups, intensive interviews, and case
studies. Field observation involves the study of a
phenomenon in natural settings. The researcher
may be a detached observer or a participant in
the process under study. The main advantage of
this technique is its flexibility; it can be used to
develop hypotheses, to gather preliminary data,
or to study groups that would otherwise be in-
accessible. Its biggest disadvantage is the diffi-
culty in achieving external validity.

The focus group, or group interviewing, is
used to gather preliminary information for a re-
search study or to gather qualitative data con-
cerning a research question. The advantages of
the focus group method are the ease of data col-
lection and the depth of information that can be
gathered. Among the disadvantages: the quality
of information gathered during focus groups
depends heavily on the group moderators
skill; focus groups can only complement other
research because they provide qualitative not
quantitative data.

Intensive interviewing is used to gather ex-
tremely detailed information from a small sam-
ple of respondents. The wealth of data that can
be gathered with this method is its primary
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advantage. Because intensive interviewing is
usually done with small, nonrandom samples,
however, generalizability is sometimes a dis-
advantage. Interviewer bias can also be a dis-
advantage.

The case study method draws from as many
data sources as possible to investigate an event.
Case studies are particularly helpful when a re-
searcher desires to explain or understand some
phenomenon. Some problems with case studies
are that they can lack scientific rigor, they can
be time-consuming to conduct, and the data
they provide can be difficult to generalize from
and to summarize.

Ethnographic research is a special form of
qualitative research that utilizes one or more of
the techniques mentioned above.

Questions and Problems
for Further Investigation

1. Develop a research topic that would be appropri-
ate for a study by
a. Intensive interview
b. Field observation
c. Case study

2. Suggest three specific research topics that would
be best studied by the technique of covert partic-
ipation. Would any ethical problems be involved?

3. Select a research topic that is suitable for study
using the focus group method, then assemble six
or eight of your classmates or friends and conduct
a sample interview. Select an appropriate method
for analyzing the data.

4. Examine recent journals in the mass media re-
search field and identify instances where the case
study method was used. For each example, spec-
ify the sources of data used in the study, how
the data were analyzed, and how the study was
reported.
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p to this point, the chapters in Part 1] have
concentrated on the more general approaches
used in mass media investigation. This chapter
moves to a discussion of content analysis, a spe-
cific research approach used frequently in all
areas of the media. The method is popular with
mass media researchers because it provides an
efficient way to investigate the content of the
media, such as the number and types of com-
mercials or advertisements in broadcasting or in
the print media. The beginning researcher will
find content analysis a valuable tool in answer-
ing many mass media questions.

Modern content analysis can be traced back
to World War 11, when allied intelligence units
painstakingly monitored the number and types
of popular songs played on European radio sta-
tions. By comparing the music played on Ger-
man stations with that on other stations in oc-
cupied Europe, the allies were able to measure
with some degree of success the changes in troop
concentration on the continent. In the Pacific
theater, communications between Japan and
various island bases were carefully tabulated;,
an increase in message volume usually meant
that some new operation involving that partic-
ular base was planned.

About this time, content analysis was used
in attempts to verify the authorship of historical
documents. These studies (Yule, 1944) were pri-
marily concerned with counting words in docu-
ments of questionable authenticity and comparing
their frequencies with the same words in docu-
ments whose authors were known. These literary
detective cases demonstrated the usefulness of
quantification in content analysis.

After the war, content analysis was used by
researchers to study propaganda in newspapers

and radio. In 1952 Bernard Berelson published
Content Analysis in Communication Research,
which signaled that the technique had gained
recognition as a tool for media scholars.

Since that time, the method has achieved
wide popularity. In 1968, Tannenbaum and
Greenberg reported that content analysis of
newspapers was the largest single category of
master’s theses in mass communication. A later
publication (Comstock, 1975) listed more than
225 content analyses of television program-
ming. Recent concern over the portrayal of vio-
ence on television and the treatment of women
and minority groups in print and television ad-
vertising and in music videos has further pop-
ularized the content analysis technique among
mass media researchers. From 1977 to 1985, 21%
of the quantitative studies published in the
Journal of Broadcasting & Electronic Media were
content analyses (Moffett & Dominick, 1987).
This popularity shows no signs of decreasing.
Communication Abstracts listed more than 70
content analytic studies in 1990 and 1991,
indicating that it is still a favored research
technique.

DEFINITION OF CONTENT ANALYSIS

Many definitions of content analysis exist. Wal-
izer and Wienir (1978) define it as any system-
atic procedure devised to examine the content
of recorded information; Krippendorf (1980)
defines it as a research technique for making
replicable and valid references from data to their
context. Kerlinger's (1986) definition is fairly
typical: content analysis is a method of studying
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and analyzing communication in a systematic,
objective, and quantitative manner for the pur-
pose of measuring variables.

Kerlinger's definition involves three concepts
that require elaboration. First, content analysis
is systematic. This means that the content to be
analyzed is selected according to explicit and
consistently applied rules: sample selection
must follow proper procedures, and each item
must have an equal chance of being included in
the analysis. The evaluation process, also, must
be systematic: all content under consideration is
to be treated in exactly the same manner. There
must be uniformity in the coding and analysis
procedures and in the length of time coders are
exposed to the material. Systematic evaluation
simply means that one and only one set of guide-
lines for evaluation is used throughout the study.
Alternating procedures in an analysis is a sure
way to confound the results.

Second, content analysis is objective. That
is, the researcher’s personal idiosyncrasies and
biases should not enter into the findings; if
replicated by another researcher, the analysis
should yield the same results. Operational defi-
nitions and rules for classification of variables
should be explicit and comprehensive enough
that other researchers who repeat the process
will arrive at the same decisions. Unless a clear
set of criteria and procedures is established that
fully explains the sampling and categorization
methods, the researcher does not meet the re-
quirement of objectivity, and the reliability of
the results may be called into question. Perfect
objectivity, however, is seldom achieved in a
content analysis. The specification of the unit of
analysis and the precise makeup and definition
of relevant categories are areas in which individ-
ual researchers must exercise subjective choice.
(Reliability, as it applies to content analysis, is
discussed at length later in the chapter.)

Third, content analysis is quantitative. The
goal of content analysis is the accurate repre-
sentation of abody of messages. Quantification is
important in fulfilling that objective, since it aids

researchers in the quest for precision. The state-
ment “Seventy percent of all prime time programs
contains at least one act of violence,” is more
precise than “Most shows are violent.” Addition-
ally, quantification allows researchers to sum-
marize results and to report them with greater
parsimony. If measurements are to be made over
intervals of time, comparisons of the numerical
data from one time period to another can help
simplify and standardize the evaluation proce-
dure. Finally, quantification gives researchers
additional statistical tools that can aid in inter-
pretation afid analysis.

Note, however, that quantification should
not blind the researcher to other ways of assess-
ing the potential impact or effects of the content.
The fact that some item or behavior was the most
frequently occurring element in a body of con-
tent does not necessarily make that element the
most important. For example, a content analysis
of the news coverage of the urban violence in
Los Angeles in 1992 might disclose that 90%
of the coverage showed nonviolent scenes. The
other 10% that contained violence, however,
might have been so powerful and so sensational
that its impact on the audience far outweighed
the nonviolent coverage.

USES OF CONTENT ANALYSIS

Over the past decade, the symbols and messages
contained in the mass media have become in-
creasingly popular research topics in both the
academic sector and the private sector. The
American Broadcasting Company (ABC) con-
ducts systematic comparative studies of the
three networks’ evening newscasts to see how
ABC’s news coverage compares to that of its
competitors. The national Parent-Teachers’ As-
sociation has offered do-it-yourself training in
rough forms of content analysis so that local
members can monitor television violence levels
in their viewing areas. Citizens’ groups, such as
the National Coalition on Television Violence,




keep track of TV content. Public relations firms
use content analysis to monitor the subject
matter of company publications, and some labor
unions now conduct content analyses of the
mass media to examine their images. The Media
Monitor publishes periodic studies of how the
media treat social and political issues.

Content analysis in the mass media often
makes use of medium variables, the aspects of
content that are unique to the medium under
consideration. For example, in newspapers and
magazines, such variables include typography,
layout, and makeup; in television, they include
shot duration, editing pace, shot selection, scene
location, and camera angle. A discussion of me-
dium variables as they relate to television news
is contained in Adams and Schreibman (1978).

Although it is difficult to classify and cate-
gorize studies as varied and diverse as those
using content analysis, they are generally em-
ployed for one of five purposes. A discussion of
these aims will help illustrate some ways in
which this technique can be applied.

Describing Communication Content

Several recent studies have cataloged the char-
acteristics of a given body of communication
content at one or more points in time. These
studies exemplify content analysis used in the
traditional, descriptive manner: to identify what
exists. For example, Larson (1991) described the
portrayal of sexual content on the soap “All My
Children.” In like manner, Lowry and Towles
(1989) analyzed the way sex, contraception, and
sexually transmitted diseases are portrayed on
soap operas. Note that one of the advantages of
content analysis is its potential to study trends
occurring over long periods of time. Gross and
Sheth (1989), for example, analyzed magazine
ads from 1890 to 1988, and Siegelman and Bul-
lock (1991) studied newspaper coverage of elec-
tion campaigns from 1888 to 1988.

These descriptive studies also can be used
to study societal change. For example, changing
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public opinion on various controversial issues
could be gauged with a longitudinal study (see
Chapter 9) of letters to the editor or newspaper
editorials. Statements about what values are
judged to be important by a society could be
inferred by a study of the nonfiction books on
the best-seller list at different points in time.
Chadwick, Bahr, and Albrecht (1984) sug-
gest that content analysis is useful in the
analysis of projective personality tests such as
the Rorschach and the Thematic Apperception
tests. Subjects' responses to these tests can be
content analyzed for characteristics suggesting
certain personality traits. For example, Attkis-
son, Handler, and Shrader (1969) used content
apalysis to assess the validity of the Draw-A-
Man test in determining religious values. The
size, position, and details of the drawings were
compared with subjects’ religious beliefs.

Testing Hypotheses of Message
Characteristics

A number of analyses attempt to relate certain
characteristics of the source of a given body
of message content to characteristics of the
messages that are produced. As Holsti (1969)
pointed out, this category of content analysis
has been used in many studies that test hy-
potheses of form: “If the source has characteris-
tic A, then messages containing elements x and
y will be produced,; if the source has character-
istic B, then messages with elements w and z
will be produced.” Lacy, Fico and Simon (1991)
for example, found that prestige newspapers
more often reported both sides of a controversy
than did mass appeal, large circulation news-
papers. Eaton and Dominick (1991) found that
cartoons built around characters merchandised
as toys (for example, G.I. Joe) had larger casts
and contained more violence than did cartoons
whose characters were not used in toy merchan-
dising. Benze and Declercq (1985) analyzed 113
TV commercials by 23 male and 23 female polit-
ical candidates. They found that ads for female
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candidates were less likely to stress strength
and more likely to stress compassion. Soderlund,
Surlin, and Romanow (1989) compared the gen-
der of anchors and reporters on private and
government-operated stations in Canada and
found that females were far more likely to serve
as anchors on the government stations.

Comparing Media Content
to the “Real World”

Many content analyses may be described as real-
ity checks, in which the portrayal of a certain
group, phenomenon, trait, or characteristic is as-
sessed against a standard taken from real life.
The congruence of the media presentation and
the situation that exists is then discussed.
Probably the earliest study of this type was by
Davis (1951), who found that crime coverage in
Colorado newspapers bore no relationship to
changes in state crime rates. DeFleur (1964)
compared television’s portrayal of the work
world with job data taken from the U.S. census.
More recently, the National Commission on the
Causes and Prevention of Violence used content
analysis data collected by Gerbner (1969) to
compare the world of television violence with
real-life violence. Lowry (1981) compared alco-
hol consumption patterns shown on prime time
TV with those that exist in real life, and con-
cluded that TV portrays drinking as being more
prevalent than it is in real life and as having less
negative consequences than it does in real life.
Trujillo and Ekdom (1987) examined the por-
trayal of American industry on TV and found
that, when compared to government statistics,
the service and public administration industries
were overrepresented, whereas the manufactur-
ing segment was underrepresented. Finally,
O'Callaghan and Duke (1992) matched media
coverage of the caseload of the Supreme Court
and found that civil rights and First Amendment
issues were covered more than the actual num-
ber of cases would seem to justify. In contrast,
economic decisions received far less coverage
than their numbers would warrant.

Assessing the Image of Particular
Groups in Society

Ever-growing numbers of content analyses have
focused on exploring the media image of certain
minority or otherwise notable groups. In many
instances, these studies are conducted to assess
changes in media policy toward these groups, to
make inferences about the media’s responsive-
ness to demands for better coverage, or to doc-
ument social trends. For example, as part of a
license renewal challenge, Hennessee and Ni-
cholson (1972) performed an extensive analysis
of the image presented of women by a New York
television station, and Greenberg (1983) com-
pleted a lengthy content analysis of the image of
Mexican-Americans in the mass media. More
recently, Barber and Gandy (1990) studied the
representation of African-American U.S. repre-
sentatives in daily newspapers, and Greenwald
(1990) analyzed the coverage of women in the
business sections of two metropolitan news-
papers. She found that women were the main
subjects in only 5 out of 180 stories.

Establishing a Starting Point for Studies
of Media Effects

The use of content analysis as a starting point
for subsequent studies is relatively new. The
best known example is cultivation analysis,
whereby the dominant message and themes in
media content are documented by systematic
procedures and a separate study of the audience
is conducted to see whether these messages are
fostering similar attitudes among heavy media
users. Gerbner, Gross, Signorielli, Morgan, and
Jackson-Beeck (1979) discovered that heavy
viewers of television tend to be more fearful of
the world around them. In other words, televi-
sion content — in this case, large doses of crime
and violence —may cultivate attitudes more
consistent with its messages than with reality.
Other work that has used a similar framework
includes DeFleur and DeFleur’s (1967) study of
the possible effects of occupational stereotypes



in television programs and Morgan and Shana-
han’s (1991) analysis of television program-
ming and the cultivation of political attitudes in
Argentina.

A second example of this approach was
summarized by Zillmann and Bryant (1983).
These investigators examined the effects of the
most common forms of humor used in educa-
tional TV programs. Among other things, they
found that, for a children’s audience, humor that
is unrelated to the educational message fosters
superior information gain.

LIMITATIONS OF CONTENT ANALYSIS

Content analysis alone cannot serve as a basis
for making statements about the effects of con-
tent on an audience. A study of Saturday morn-
ing cartoon programs on television might reveal
that 80% of these programs contain commer-
cials for sugared cereal, but this finding alone
does not allow researchers to claim that chil-
dren who watch these programs will want to
purchase sugared cereals. To make such an as-
sertion, an additional study of the viewers would
be necessary (as in cultivation analysis). Con-
tent analysis cannot serve as the sole basis for
claims about media effects.

Also, the findings of a particular content
analysis are limited to the framework of the cat-
egories and definitions used in that analysis.
Different researchers may use varying defini-
tions and category systems to measure a single
concept. In mass media research, this problem
is most evident in studies of televised violence.
Some researchers rule out comic or slapstick
violence in their studies, whereas others con-
sider it an important dimension. Obviously, great
care should be exercised in comparing the results
of different content analysis studies. Researchers
who use different tools of measurement will nat-
urally arrive at different conclusions.

Another potential limitation of content
analysis is a lack of messages relevant to the
research. There are many topics or characters
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that receive little exposure in the mass media.
For example, a study of how Asians are por-
trayed in U.S. television commercials would be
difficult because characters of this ethnicity are
rarely seen. (Of course, this fact in itself might
be a significant finding.) A researcher interested
in such a topic must be prepared to examine a
large body of media content to find sufficient
quantities for analysis.

Finally, content analysis is frequently time-
consuming and expensive. The task of examin-
ing and categorizing large volumes of content is
often laborious and tedious. Plowing through
100 copies of the New York Times or 50 issues of
Newsweek involves large chunks of time and pa-
tience. In addition, if television content is se-
lected for analysis, some means of preserving
the programs for detailed examination is neces-
sary. Typically, researchers videotape programs
for analysis, but this requires access to a re-
corder and large supplies of videotape, materials
not all researchers can afford.

STEPS IN CONTENT ANALYSIS

In general, a content analysis is conducted in
several discrete stages. Although the steps are
listed here in sequence, they need not be fol-
lowed in the order given. In fact, the initial
stages of analysis can easily be combined. None-
theless, the following steps may be used as a
rough outline:

1. Formulate the research question or hypoth-
esis.

. Define the population in question.

3. Select an appropriate sample from the pop-
ulation.

4. Select and define a unit of analysis.

5. Construct the categories of content to be
analyzed.

6. Establish a quantification system.

7. Train coders and conduct a pilot study.

8. Code the content according to established
definitions.

N
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9. Analyze the collected data.
10. Draw conclusions and search for indica-
tions.

Formulating a Research Question

One problem to avoid in content analysis is the
“counting-for-the-sake-of-counting” syndrome.
The ultimate goal of the analysis must be clearly
articulated, to avoid aimless exercises in data
collection that have little utility for mass media
research. For example, by counting the punc-
tuation marks that are used in the New York
Times and Esquire, it would be possible to gen-
erate a statement such as “Esquire used 45%
more commas, but 23% fewer semicolons than
the New York Times.” The value of such in-
formation for mass media theory or policy
making, however, is dubious. Content analysis
should not be conducted simply because the ma-
terial exists and can be tabulated.

As with other methods of mass media re-
search, content analyses should be guided by
well-formulated research questions or hy-
potheses. A basic review of the literature is a
required step. The sources for hypotheses are
the same as for other areas of media research. It
is possible to generate a research question based
on existing theory, prior research, or practical
problems, or as a response to changing social
conditions. For example, a research question
might ask whether the growing visibility of the
women’s movement has produced a change in
the way women are depicted in advertisements.
Or, a content analysis might be conducted to
determine whether the public affairs program-
ming of group-owned television stations differs
from that of other stations. Well-defined re-
search questions or hypotheses enable the de-
velopment of accurate and sensitive content cat-
egories, which in turn helps to produce more
valuable data.

Defining the Universe

This stage is not as grandiose as it sounds. To
“define the universe”is to specify the boundaries

of the body of content to be considered, which
requires an appropriate operational definition of
the relevant population. If researchers are inter-
ested in analyzing the content of popular songs,
they must define what is meant by a popular
song: All songs listed in Billboard’s “Hot 100"
chart or on the back page of Radio & Records?
The top 50 songs? The top 10? They must also
ask what time period will be considered: The
past 6 months? This month only? A researcher
who intends to study the image of minority
groups on television must first define what the
term television means. Is it evening program-
ming, or does it also include daytime shows?
Will the study examine news content or confine
itself to dramatic offerings? Basically, two di-
mensions are used to determine the appropriate
universe for a content analysis: the topic area
and the time period. The specification of the
topic area should be logically consistent with
the research question and related to the goals of
the study. For example, if a researcher plans a
study of the United States’ relationship with
Nicaragua, should it include the Iran-Contra
hearings? The time period to be examined
should be sufficiently long so that the phenom-
enon under study has ample chance to occur.

By clearly specifying the topic area and the
time period, the researcher is providing a basic
requirement of content analysis: a concise state-
ment that spells out the parameters of the inves-
tigation. For example:

This study considers TV commercials
broadcast in prime time in the New York
City area from September 1, 1993, to Octo-
ber 1,1993.

Or

This study considers the news content on
the front pages of the Washington Post and
the New York Times, excluding Sundays,
from January 1 to December 31 of the past
year.



Selecting a Sample

Once the universe has been defined, a sample is
selected. Although many of the guidelines and
procedures discussed in Chapter 4 are applica-
ble here, the sampling of content involves some
special considerations. On one hand, some
analyses are concerned with a relatively finite
amount of data, and it may be possible to con-
duct a census of the content. Thus, Wurtzel
(1975) was able to conduct a census of 2 years
of public access television programming in New
York, and Wimmer and Haynes (1978) con-
ducted a census of 7 years' worth of articles
published in the Journal of Broadcasting. On the
other hand, in the more typical situation, the
researcher has such a vast amount of content
available that a census is not practical. Thus, a
sample must be selected.

Most content analysis in mass media in-
volves multistage sampling. This process typi-
cally involves two stages (though it may entail
three). The first stage is usually to take a sam-
pling of content sources. For example, a re-
searcher interested in the treatment of the nu-
clear freeze movement by American newspapers
would first need to sample from among the
1,650 or so newspapers published each day. The
researcher may decide to focus primarily on the
way big city dailies covered the story and opt to
analyze only the leading circulation newspapers
in the 10 largest American cities. To take another
example, a researcher interested in the chang-
ing portrayal of elderly people in magazine ad-
vertisements would first need to sample from
among the thousands of publications available.
In this instance, the researcher might select only
the top 10, 15, or 25 mass-circulation maga-
zines. Of course, it is also possible to sample
randomly if the task of analyzing all the titles is
too overwhelming. A further possibility is to use
the technique of stratified sampling discussed
in Chapter 4. A researcher studying the environ-
mental movement might wish to stratify the
sample by circulation size and sample from
within strata composed of big-city newspapers,
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medium-city newspapers, and small-city news-
papers. The magazine researcher might stratify
by type of magazine: news, women'’s interests,
men’s interests, and so on. A researcher inter-
ested in television content might stratify by net-
work or by program type.

When the sources have been identified, the
dates can be selected. In many studies, the time
period from which the issues are to be selected
is determined by the goal of the project. If the
goal is to assess the nature of news coverage of
the 1992 election campaign, then the sampling
period is fairly well defined by the actual dura-
tion of the story. If the research question is di-
rected toward changes in the media image of
Los Angeles following the violence in the sum-
mer of 1992, then content should be sampled
before, at the time of, and after the violence. But
within this period, what editions of newspapers
and magazines and which television programs
will be selected for analysis? It would be a tre-
mendous amount of work to analyze each copy
of Time, Newsweek, and U.S. News and World
Report over a 5-year period. It is possible to sam-
ple from within that time period and obtain a
representative group of issues. A simple random
sample of the calendar dates involved is one pos-
sibility: after a random start, every nth issue of
a publication is selected for the sample. This
method cannot be used without planning,
however. For instance, if the goal is 50 edition
dates, and an interval of 7 is used, the sample
might include 50 Saturday editions (periodic-
ity). Since news content is not randomly distrib-
uted over the days of the week, the sample will
not be representative.

Another technique for sampling edition
dates is stratification by week of the month and
by day of the week. A sampling rule that no more
than two days from one week can be chosen is
one way to ensure a balanced distribution across
the month. Another procedure is to construct a
composite week for each month in the sample.
For example, a study might use a sample of one
Monday (drawn at random from the four or five
possible Mondays in the month), one Tuesday
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(drawn from the available Tuesdays), and so on,
until all weekdays have been included. How
many edition dates should be selected? Ob-
viously, this depends on the topic under study.
If an investigator is trying to describe the por-
trayal of Mexican-Americans on prime time tele-
vision, a large number of dates would have to be
sampled to ensure a representative analysis. If
there is an interest in analyzing the geographic
sources of news stories, a smaller number of
dates would be needed, since almost every story
would be relevant. The number of dates should
be a function of the incidence of the phenome-
non in question: the lower the incidence, the
more dates that must be sampled.

There are some rough guidelines for sam-
pling in the media. Stempel (1952) drew sepa-
rate samples of 6, 12, 18, 24, and 48 issues of a
newspaper and compared the average content of
each sample size in a single subject category
against the total for the entire year. He found
that each of the five sample sizes was adequate
and that increasing the sample beyond 12 issues
did not significantly improve upon accuracy.
In television, Gerbner, Gross, Jackson-Beeck,
Jeffries-Fox, and Signorielli (1977) demon-
strated that, at least for the purpose of measur-
ing violent behavior, a sample of one week of fall
programming and various sample dates drawn
throughout the year will produce comparable
results. As a general rule, however, the larger the
sample the better —within reason, of course. If
too few dates are selected for analysis, the
possibility of an unrepresentative sample is in-
creased. Larger samples, if chosen randomly,
usually run less risk of being atypical.

There may be times, however, when purpo-
sive sampling is useful. As Stempel (1989)
points out, a researcher might learn more
about newspaper coverage of South Africa by
examining a small sample of carefully selected
papers (for example, those that subscribe to
the international/national wire service and/or
have correspondents in South Africa) than by
studying a random sample of 100 newspapers.

Another problem to examine during the
sampling phase relates to systematic bias in
the content itself. For example, a study of the
amount of sports news in a daily paper might
yield inflated results if the sampling were done
only in April, when three or more professional
sports are simultaneously in season. A study of
marriage announcements in the Sunday New
York Times for the month of June from 1932 to
1942 revealed no announcement of a marriage
in a synagogue (Hatch & Hatch, 1947). It was
later pointed out that the month of June usually
falls within a period during which traditional
Jewish marriages are prohibited. Researchers fa-
miliar with their topics can generally detect and
guard against this type of distortion.

Once the sources and the dates have been
determined, there may be one further stage of
sampling. A researcher might wish to confine
his or her attention to a selection of content
within an edition. For example, an analysis of
the front page of a newspaper is valid for a study
of general reporting trends but is probably in-
adequate for a study of social news coverage.
Figure 8.1 provides an example of multistage
sampling in content analysis.

Selecting the Unit of Analysis

The unit of analysis is the thing that is actually
counted. It is the smallest element of a content
analysis, but itis also one of the most important.
In written content, the unit of analysis might be
asingle word or symbol, a theme (a single asser-
tion about one subject), or an entire article or
story. In television and film analyses, units of
analysis can be characters, acts, or entire pro-
grams. Specific rules and definitions are re-
quired for determining these units to allow
for greater agreement between coders and fewer
judgment calls.

Certain units of analysis are simpler to
count than others. It is easier to determine the
number of stories on the “CBS Evening News”
that deal with international news than the
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FIGURE 8.1
ANALYSIS STUOY

MULTISTAGE SAMPLING IN A HYPOTHETICAL CONTENT

Research Question: Have there been changes in the type of products advertised in men's magazines from

1980 to 1990?

Sampling Stage 1: Selection of Titles

Men’s magazines are defined as those magazines whose circulation figures show that 80% or more of their
readers are men. These magazines will be divided into two groups: large and medium circulation.

Large circulation: reaches more than 1,000,000 men.

Medium circulation: reaches between 500,000 and 999,999 men.
From all the magazines that fall into these two groups, three will be selected at random from each division,

for a total of six titles.

Sampling Stage 2: Selection of Dates

Three issues from each year will be chosen at random from clusters of four months. One magazine will be
selected from the January, February, March, April issues, etc. This procedure will be followed for each
magazine, yielding a final sample of 30 issues per magazine, or 180 total issues.

Sampling Stage 3: Selection of Content
Every other display ad will be tabulated, regardless of size.

number of acts of violence in a week of network
television because a story is a more readily dis-
tinguishable unit of analysis. The beginning and
ending of a news story are fairly easy to see, but
suppose that a researcher trying to catalog vio-
lent content was faced with a long fistfight be-
tween three characters? Is the whole sequence
one act of violence, or is every blow considered
an act? What if a fourth character joins in? Does
it then become a different act?

Operational definitions of the unit of analy-
sis should be clear-cut and thorough; the criteria
for inclusion should be apparent and easily
observed. These goals cannot be accomplished
without effort and some trial and error. As a
preliminary step, researchers must form a rough
draft of a definition and then sample represen-
tative content to see whether problems exist.
This procedure usually results in further refine-
ment and modification of the operational defi-
nition. Table 8.1 presents typical operational
definitions of units of analysis taken from mass
media research.

Constructing Categories for Analysis

At the heart of any content analysis is the cate-
gory system used to classify media content. The
precise makeup of this system, of course, varies
with the topic under study. As Berelson (1952,
p- 147) pointed out, “Particular studies have
been productive to the extent that the categories
were clearly formulated and well-adapted to the
problem and the content.”

To be serviceable, all category systems should
be mutually exclusive, exhaustive, and reliable. A
category system is mutually exclusive if a unit
of analysis can be placed in one and only one
category. If the researcher discovers that certain
units fall simultaneously into two different cat-
egories, the definitions of those categories must
be revised. For example, suppose researchers
attempt to describe the ethnic makeup of prime
time television characters using the following
category system: (1) African-American, (2) Jew-
ish, (3) white, (4) Native American, and
(5) other. Obviously, a Jewish person would fall
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TABLE 8.1

OPERATIONAL DEFINITIONS OF UNITS OF ANALYSIS

Researcher(s) Title Universe
Stone & Lee Portrayal of Prime time
(1990) Journalists on entertainment
Prime Time programming
Television
Vest (1992) Prime Time TV pilots
Pilots: A Content appearing
Analysis of during 1986-
Changes in 1987 TV season
Gender
Representation
Martindale Changes in U.S. prestige
(1990) Newspaper newspapers
Images of
Black Americans
Dyer, Miller, Wire Service News coverage
& Boone Coverage of the on the
(1991) Exxon Valdez Associated
Crisis Press and
Business Wire
services
Ferguson, In the Pages Ads appearing in
Kreshel, & of Ms.: Sex Ms. magazine
Tinkham Portrayals
(1990) of Women in

Advertising

Sample

Two composite
weeks of prime
time programming
on ABC, CBS, NBC

Shooting scripts
provided by
producers

66 issues of four
prestige papers
published during
'50s, '60s, and
'70s

2091 stories on
AP and 51 on
BW services

Three magazines
randomly
selected per year,
1973-1987

Unit

Depictions of
journalists

Each character
with a proper
name and
speaking role

Any item
concerning
African-
Americans

All stories that
mentioned
Exxon at least
once

All ads a full
page or larger
containing a
visualization
of one or more
women

into two categories at once, thus violating the
exclusivity rule. Or, to take another example, a
researcher might start with the following cate-
gories in an attempt to describe the types of
programming on network television: (1) situa-
tion comedies, (2) children’s shows, (3) movies,
(4) documentaries, (5) action/adventure pro-
grams, (6) quiz and talk shows, and (7) gen-
eral drama. This list might look acceptable at
first glance, but a program such as “Matlock”

raises questions. Does it belong in the action/
adventure category or in the general drama
category? Definitions must have a high degree
of specificity to handle problems such as this.

In addition to exclusivity, content analysis
categories must have the property of exhaustiv-
ity: there must be an existing slot into which
every unit of analysis can be placed. If investi-
gators suddenly find a unit of analysis that
does not logically fit into a predefined category,



they have a problem with their category system.
Taken as a whole, the category system should
account for every unit of analysis. Achieving
exhaustivity usually is not a great problem in
mass media content analysis. If one or two un-
usual instances are detected, a category labeled
“other” or “miscellaneous” usually solves the
problem. (If too many items fall into this cate-
gory, however, a reexamination of the original
category definitions is called for; a study with
10% or more of its content in the “other” category
is probably overlooking some relevant content
characteristic.) An additional way to assure ex-
haustivity is to dichotomize or trichotomize the
content: attempts at problem solving might be
defined as aggressive and nonaggressive; state-
ments might be placed in positive, neutral, and
negative categories. The most practical way to
determine whether a proposed categorization
system is exhaustive is to pretest it on a sample
of content. If unanticipated items appear, the
original scheme requires changes before the pri-
mary analysis can begin.

The categorization system should also be re-
liable; that is, different coders should agree in
the great majority of instances about the proper
category for each unit of analysis. This agree-
ment is usually quantified in content analysis
and is called intercoder reliability. Precise cat-
egory definitions generally increase reliability,
while sloppily defined categories tend to lower
it. Pretesting the category system for reliability
is highly recommended before beginning to
process the main body of content. Reliability is
crucial in content analysis, as discussed in more
detail later in this chapter.

The question of how many categories to in-
clude may arise in constructing category sys-
tems. Common sense, pretesting, and practice
with the coding system are valuable guides to
aid the researcher in steering between the two
extremes: developing a system with too few cat-
egories (so that essential differences are ob-
scured) and defining too many categories (so
that only a small percentage falls into each, thus
limiting generalizations). As an illustration of
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too few categories, consider Wurtzel’s (1975)
study of programming on public access televi-
sion. One of the preliminary categories was la-
beled “informational,” and the data indicated
that more than 70% of the content fell into this
classification. As a result, Wurtzel subdivided
the category into seven informational headings
(ethnic, community, health, consumer, and so
on). An example of the opposite extreme is the
attempt made by Dominick, Richman, and
Waurtzel (1979) to describe the types of prob-
lems encountered by characters in prime time
television shows popular with children. They
originally developed seven categories, including
problems that dealt with romance, problems be-
tween friends, and other emotional problems
arising out of relationships (with siblings, co-
workers, or others). Preliminary analysis, how-
ever, indicated that only a small fraction of
problems fell into the “friendship” and “other
emotional” slots. Consequently, these three cat-
egories were combined into a single classifica-
tion labeled “problems dealing with romance,
sentiment, and other emotions.” As a general
rule, many researchers suggest that too many
initial categories are preferable to too few, since
it is usually easier to combine several categories
than it is to subdivide a large one after the units
have been coded.

Establishing a Quantification System

Quantification in content analysis can involve all
four of the levels of data measurement discussed
in Chapter 3, though usually only nominal, in-
terval, and ratio data are used. At the nominal
level, researchers simply count the frequency
of occurrence of the units in each category.
Gantz, Gartenberg, and Rainbow (1980) em-
ployed nominal measurement to determine the
percentage of elderly people appearing in differ-
ent categories of magazine advertisements: 14%
in “corporate image” advertisements, 12% in
liquor, 11% in travel, and so on. The topics of
conversation on daytime television, the themes
of newspaper editorials, and the occupation of
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prime time television characters can all be quan-
tified by means of nominal measurement.

At the interval level, it is possible to develop
scales for coders to use to rate certain attributes
of characters or situations. For example, in a
study dealing with the images of women in com-
mercials, each character might be rated by cod-
ers on several scales, such as

Independent __:__:__:__:__ Dependent
Dominant __:__:_ :__:_ Submissive

Scales such as these add depth and texture to a
content analysis and are perhaps more interest-
ing than the surface data obtained through nom-
inal measurement. However, rating scales inject
subjectivity into the analysis and may lower
intercoder reliability unless careful training
is undertaken. Chang (1975), for example, con-
structed an interval scale based on the degree of
liking movie critics had for certain films.

At the ratio level, measurements in mass me-
dia research are generally applied to space and
time. In the print media, column-inch measure-
ments are used to analyze editorials, advertise-
ments, and stories about particular events or
phenomena. In television and radio, ratio-level
measurements are made concerning time: the
number of commercial minutes, the types of pro-
grams on the air, the amount of the program day
devoted to programs of various types, and so on.

Coding the Content

Placing a unit of analysis into a content category
is called coding. It is the most time-consuming
and least glamorous part of a content analysis.
Individuals who do the coding are called coders.
The number of coders involved in a content
analysis is typically small; a brief examination
of a sampling of recent content analyses indicate
that typically two to six coders are used.
Careful training of coders, which usually
results in a more reliable analysis, is an integral
task in any content analysis. Although the inves-
tigator may have a firm grasp of the operational
definitions and the category schemes, coders

may not share this close knowledge. Conse-
quently, they must become thoroughly familiar
with the study’s mechanics and peculiarities. To
this end, researchers should plan several lengthy
training sessions in which sample content is ex-
amined and coded. These sessions are used to
revise definitions, clarify category boundaries,
and revamp coding sheets until the coders are
comfortable with the materials and procedure.
Detailed instruction sheets should also be pro-
vided to coders.

Next, a pilot study is done to check inter-
coder reliability. The pilot study should be con-
ducted with a fresh set of coders who are given
some initial training to impart familiarity with
the instructions and the methods of the study.
Some would argue that fresh coders are to be
preferred for this task because intercoder reli-
ability (between coders who have worked for
long periods of time developing the coding
scheme) might be artificially high. As Lorr and
McNair (1966, p. 133) suggest, “Interrater agree-
ment for a new set of judges given a reasonable
but practical amount of training . . . would rep-
resent a more realistic index of reliability.”

To facilitate coding, standardized sheets are
generally used. These sheets allow coders to
classify the data by simply placing check marks
or slashes in predetermined spaces. Figure 8.2
is an example of a standardized coding sheet,
and Figure 8.3 illustrates the coder instruction
sheet that accompanied it. If data are to be tab-
ulated by hand, the coding sheets should be con-
structed to allow for rapid tabulation. Some
studies code data on 4-by-6-inch index cards,
with information recorded across the top of the
card. This enables researchers to quickly sort
the information into categories. Templates are
available to speed the measurement of news-
paper space. Researchers who work with televi-
sion generally videotape the programs and allow
coders to stop and start the tape at their own
pace while coding data. If a tape machine is not
available, the coding procedure has to be sim-
plified, because the coders have no opportunity
for a second look.
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FIGURE 8.2 STANDARDIZED CODING SHEET FOR STUDYING

TV CARTOONS

Character Descriptive Code Sheet

Program name

A. Character number

B. Character name

or description
C. Role 1-Major 3-Other (individual)
2-Minor 4-Other (group)
D. Species
1-Human 4-Robot 7-Other (specify):
2-Animal 5-Animated object
3-Monster/Ghost 6-Indeterminate
E. Sex
1-Male 2-Female 3-Indeterminate 4-Mixed (group)
F Race
1-White 4-Robot 7-Other (specify):

2-African-American 5-Native American

3-Animal 6-Indeterminate
G. Age

1-Child 3-Adult

2-Teenager 4-Mature adult

5-Indeterminate

6-Mixed (group)

When a computer is used in tabulating data,
the data are usually transferred directly to com-
puter coding sheets or perhaps to mark-sense
forms or optical scan sheets (answer sheets
scored by computer). These forms save time and
reduce data errors.

Computers are useful not only in the data-
tabulation phase of a content analysis, but also
in the actual coding process. Computers will
perform with unerring accuracy any coding task
in which the classification rules are unambigu-
ous. Computers can do simple tasks such as

recognizing words or even syllables as they oc-
cur in a sample of text, with extreme speed.
Dyer, Miller, and Boone (1991), for example, in-
structed a computer to recognize the name
“Exxon” whenever it appeared in wire service
copy. Simonton (1990) used a computer to ana-
lyze 154 of Shakespeare’s sonnets in order to de-
tect what lexical choices were related to the aes-
thetic success of the sonnet. The computer gauged
the number of words, the number of different
words, the unique words, and it categorized the
imagery used. Only a few years ago, this approach



FIGURE 8.3 CODER INSTRUCTION SHEET THAT ACCOMPANIED
FORM SHOWN IN FIGURE 8.2

Character Descriptive Code Sheet Instructions

Code all characters that appear on the screen for at least 90 seconds and/or speak more than 15
words (include cartoon narrator when applicable). Complete one sheet for each character to be
coded.

A. Character number: code two-digit program number first (listed on page 12 of this instruc-
tion book), followed by two-digit character number randomly assigned to each character
(starting with 01).

B. Character name: list all formal names, nicknames, or dual identity names (code dual
identity behavior as one character’s actions). List description of character if name is not
identifiable.

C. Role

1-Major: major characters share the majority of dialogue during the program, play the larg-
est role in the dramatic action, and appear on the screen for the longest period of time
during the program.

2-Minor: all codeable characters that are not identified as major characters.

3-Other (individual): one character that does not meet coding requirements but is involved
in a behavioral act that is coded.

4-Other (group): two or more characters that are simultaneously involved in a behavioral act
but do not meet coding requirements.

D. Species

1-Human: any character resembling man, even ghost or apparition if it appears in human
form (e.g., the Ghostbusters)

2-Animal: any character resembling bird, fish, beast, or insect; may or may not be capable of
human speech (e.g., muppets, smurfs, Teddy Ruxpin)

3-Monster/Ghost: any supernatural creature (e.g., my pet monster, ghosts)

4-Robot: mechanical creature (e.g., transformers)

5-Animated object: any inanimate object (e.g., car, telephone) that acts like a sentient being
(speaks, thinks, etc.). Do not include objects that “speak” through programmed mechani-
cal means (e.g., recorded voice playback through computer).

6-Indeterminate

7-Other: if species is mixed within group, code as mixed here and specify which of the
species are represented.

E. 1-Male 2-Female 3-Indeterminate: use this 4-Mixed (group only)
category sparingly (if
animal has low masculine
voice, code as male).

Note: The remainder of the instructions continue in this format.



was laborious and tiring because the material had
to be input by hand into a computer. Recent de-
velopments in computer technology, however,
have eased this problem. Full-page scanners and
teletext allow researchers to input dozens or
hundreds of pages of data in only a few seconds.
In any case, the use of computers in content anal-
ysis is now widely accepted.

Analyzing the Data

The descriptive statistics discussed in Chap-
ters 10, 11, and 12 and in Appendix 2, such as
percentages, means, modes, and medians, are
appropriate for content analysis. If hypothesis
tests are planned, common inferential statistics
(results are generalized to the population) are
acceptable. The chi-square test is the most com-
monly used, since content analysis data tend to
be nominal in form; however, if the data meet
the requirements of interval or ratio levels, a
t-test, ANOVA, or Pearson’s r may be appropriate.
Other statistical analyses are discussed by Krip-
pendorf (1980), such as discriminant analysis,
cluster analysis, and contextual analysis.

Interpreting the Results

If an investigator is testing specific hypotheses
concerning the relationships between variables,
the interpretation will be fairly evident. How-
ever, if the study is descriptive, questions about
the meaning or importance of the results may
arise. Researchers are often faced with a “fully/
only” dilemma. Suppose, for example, that a
content analysis of children’s television pro-
grams reveals that 30% of the commercials
were for snacks and candy. What is the re-
searcher to conclude? Is this a high amount or a
low amount? Should the researcher report, “Fully
30% of the commercials fell into this category,”
or should the same percentage be presented as
“Only 30% of the commercials fell into this cat-
egory”? Clearly, the investigator needs some
benchmark for comparison. Thirty percent may
indeed be a high figure when compared to com-
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mercials for other products or for those shown
during adult programs.

In a study done by one of the authors, the
amount of network news time devoted to the
various states was tabulated. It was determined
that California and New York receive 19% and
18% respectively, of non—Washington DC, na-
tional news coverage. By themselves, these num-
bers are interesting, but their significance is
somewhat unclear. In an attempt to aid interpre-
tation, each state’s relative news time was com-
pared to its population, and an “attention index”
was created by subtracting the ratio of each
state’s population to the national population
from its percentage of news coverage. This pro-
vided a listing of states that were either “over-
covered” or “undercovered” (Dominick, 1977).
To aid in their interpretation, Whitney, Fritzler,
Jones, Mazzarella, and Rakow (1989) created a
sophisticated “attention ratio” in their replica-
tion of this study.

Computers in Content Analysis

Computers have always played an important role
in analyzing content analysis data. Yet, with the
proliferation of inexpensive and powerful PCs,
computers are beginning to play an important
role in data collection as well.

At the most basic level, computers can serve
as intelligent coding sheets by prompting coders
for category decisions and providng coding
instructions on demand through on-line help.
These intelligent coding sheets can then output
the data directly into a computer format ready
for statistical analysis. Use of the computer
eliminates the intermediate step in which tran-
scription errors often occur. (However, it is
wrong to assume that use of the intelligent cod-
ing sheet eliminates error in data recording,
coding, and entry—it does not.)

Although the computer cannot make coding
decisions, it can ease the tedious job of coding. By
linking a computer to a videocassette recorder,
for example, the computer can act as the coding
sheet, remote control, and stopwatch.



178  Part1l e Research Approaches

RELIABILITY

The concept of reliability is crucial to content
analysis. If a content analysis is to be objective,
its measures and procedures must be reliable.
Reliability is present when repeated measure-
ment of the same material results in similar de-
cisions or conclusions. Intercoder reliability re-
fers o levels of agreement among independent
coders who code the same content using the
same coding instrument. If the results fail to
achieve reliability, something is amiss with the
coders, the coding instructions, the category def-
initions, the unit of analysis, or some combina-
tion of these. To achieve acceptable levels of re-
liability, the following steps are recommended:

1. Define category boundaries with maxi-
mum detail. A group of vague or ambiguously
defined categories makes reliability extremely
difficult to achieve. Examples of units of analy-
sis and a brief explanation for each are necessary
for coders to fully understand the procedure.

2. Train the coders. Before the data are col-
lected, training sessions in using the coding
instrument and the category system must be
conducted. These sessions help eliminate meth-
odological problems. During the sessions, the
group as a whole should code sample material,;
afterward, they should discuss the results and

the purpose of the study. Disagreements should
be analyzed as they occur. The end result of the
training sessions is a “bible” of detailed instruc-
tions and coding examples, and each coder
should receive a copy.

3. Conduct a pilot study. Select a subsam-
ple of the content universe under consideration
and let independent coders categorize it. These
data are useful for two reasons: poorly defined
categories can be detected, and chronically dis-
senting coders can be identified. To illustrate
these problems, consider Tables 8.2 and 8.3.

In Table 8.2, the definitions for Categories 1
and IV appear satisfactory. All four coders
placed Units 1, 3, 7, and 11 in the first category;
in Category IV, Item 14 is classified consistently
by three of the four coders and Items 4 and 9 by
all four coders. The confusion apparently lies in
the boundaries between Categories II and IIL
Three coders put Items 2, 6, and/or 13 in Cate-
gory 11, and three placed some or all of these
numbers in Category IIl. The definitions of
these two categories require reexamination and
perhaps revision because of this ambiguity.

Table 8.3 illustrates the problem of the
chronic disagreer. Coders A and B agree seven
times out of eight. Coders B and C, however,
agree only two times out of eight, and Coders A
and C agree only once. Obviously, Coder C is
going to be a problem. As a rule, the investigator

TABLE 8.2
PILOT STUDY DATA"

DETECTING POORLY DEFINED CATEGORIES FROM

Categories
Coders 1 11 m Iv
A 1,3,7,11 2,5,6,8,12,13 10 49,14
B 1,3,7,11 5.8,10,12 26,13 49,14
(& 1,3,7,11 2,8,12,13 56,10 49,14
D 1,3,7,11 5.6 2,8,10,12,13,14 4.9

*Arabic numerals refer to items.



would carefully reexplain to this coder the rules
used in categorization and examine the reasons
for his or her consistent deviation. If the prob-
lem persists, however, it may be necessary to
dismiss the coder from the analysis.

Assuming that the initial test of reliability
yields satisfactory results, the main body of
data is coded. When the coding is complete, it
is recommended that a subsample of the data,
probably between 10% and 25%, be reanalyzed
by independent coders to calculate an overall
intercoder reliability coefficient.

Intercoder reliability can be calculated by
several methods. Holsti (1969) reported a for-
mula for determining the reliability of nominal
data in terms of percentage of agreement:

2M
Reliability = m
1 2

where M is the number of coding decisions on
which two coders agree, and N, and N, refer to
the total number of coding decisions by the first
and second coder, respectively. Thus, if two cod-
ers judge a subsample of 50 units and agree on
35 of them, the calculation is
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. 2(35)
Reliability = 50+50 "
This method is straightforward and easy to
apply, but it is criticized because it does not take
into account the occurrence of some coder
agreement strictly by chance, an amount that is
a function of the number of categories in the
analysis. For example, a two-category system
should obtain 50% reliability simply by chance;
a five-category system would generate a 20%
agreement by chance; and so on. To take this
into account, Scott (1955) developed the pi in-
dex, which corrects for the number of categories
used and also for the probable frequency of use:

% observed

_ % expected
agreement

agreement

i
P 1 — % expected agreement

A hypothetical example will demonstrate
the use of this index. Suppose that two coders
are assigning magazine advertisements to the
six categories shown and obtain the following
distribution:

TABLE 8.3
STUDY DATA"

Coders

Items A B C
1 1 1 11
2 111 I 1
3 11 11 11
4 v v 111
5 1 11 11
6 v v 1
7 1 1 I
8 11 11 1

IDENTIFYING A CHRONIC DISSENTER FROM PILOT

*Roman numerals refer to categories.
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Category Percent of All Ads
1 Prestige appeal 30%
2 Economic appeal 20%
3 Affiliation appeal 20%
4 Fear appeal 15%
5 Utilitarian appeal 10%
6 Other appeal 5%

First, the percentage of expected agreement
must be calculated. This is the sum of the
squared percentages of all categories. Thus,
% expected agreement = (.3)> + (.2)2 + (.2)> +
(.15)2 + (.1)* + (.05)*> = .20. If the coders
agree on 90% of their classifications (% ob-
served agreement), pi can be calculated as
follows:

90 — .20

e = 875
PP= 20

Fless (1971) extended this notion to cases of the
same content seen simultaneously by a number
of coders.

Estimating reliability with interval data re-
quires certain care. Several studies have used
the correlation method called the Pearson r, a
method that investigates the relationship be-
tween two items. The Pearson r can range from
— 1.00 to + 1.00. In estimating reliability in
content analysis, however, if this measure has a
high value, it may indicate either that the coders
were in agreement or that their ratings were as-
sociated in some systematic manner.

For example, suppose an interval scale rang-
ing from 1 to 10 is used to score the degree of
favorability of a news item to some person or
topic. (A score of 1 represents very positive; 10
represents very negative.) Assume that two cod-
ers are independently scoring the same 10 items.
Table 8.4 illustrates two possible outcomes. In
Situation I, the coders agree on every item, and
r equals 1.00. In Situation II, the coders dis-
agree on every item by three scale positions,
yet r still equals 1.00. Clearly, the uses of this

estimate are not equally reliable in the two
situations.

Krippendorf (1980) circumvents this di-
lemma by presenting what might be termed an
“all-purpose reliability measure,” alpha, which
can be used for nominal, ordinal, interval, and
ratio scales and for more than one coder. Al-
though somewhat difficult to calculate, alpha is
the equivalent of Scott’s pi at the nominal level
with two coders and represents an improvement
over r in the interval situation.

What is an acceptable level of intercoder re-
liability? This depends on the research context
and the type of information coded. In some in-
stances, little coder judgment is needed to place
units into categories (for example, counting the
number of words per sentence in a newspaper
story or tabulating the number of times a net-
work correspondent contributes a story to the
evening news), and coding becomes a mechani-
cal or clerical task. In this context, one would
expecta fairly high degree of reliability, perhaps
approaching 100%, since coder disagreements
would probably be the result of carelessness
or fatigue. If, however, a certain amount of in-
terpretation is involved, reliability estimates
are typically lower. In general, the greater the
amount of judgmental leeway given to coders,
the lower the reliability coefficients will be.
As a rule of thumb, most published content
analyses typically report a minimum reliability
coefficient of about 90% or above when using
Holsti’s formula, and about .75 or above when
using pi or alpha.

Note that the previous discussion assumed
that at least two independent coders categorized
the same content. In some situations, however,
intracoder reliability also might be assessed.
These circumstances occur most frequently
when only a few coders are used because exten-
sive training must be employed to ensure the
detection of subtle message elements. To test
intracoder reliability, the same individual codes
a set of data twice, at different times, and the
reliability statistics are computed using the two
sets of results.
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TABLE 8.4
WHEN r IS USED

Situation 1

FALSE EQUIVALENCE AS A RELIABILITY MEASURE

Situation 11

Items Coder 1 Coder2 Items Coder 1 Coder2
1 1 1 1 1 4
2 2 2 2 2 5
3 3 3 3 3 6
4 3 3 4 3 6
5 4 4 5 4 7
6 5 5 6 5 8
7 6 6 7 6 9
8 6 6 8 6 9
9 7 7 9 7 10
10 7 7 10 7 10
r = 1.00 r = 1.00
The definition of violence propounded by Gerb-
VALIDITY ner and his associates in 1977 includes accidents,

In addition to being reliable, a content analysis
must yield valid results. As indicated in Chapter
3, validity is usually defined as the degree to
which an instrument actually measures what it
sets out to measure. This raises special concerns
in content analysis. In the first place, validity is
intimately connected with the procedures used in
the analysis. If the sampling design is faulty, if
categories overlap, or if reliability is low, the re-
sults of the study probably possess little validity.

Additionally, the adequacy of the definitions
used in a content analysis bears directly on the
question of validity. For example, a great deal of
content analysis has focused on the depiction of
televised violence; different investigators have
offered different definitions of what constitutes
a violent act. The question of validity emerges
when one tries to decide whether each of the
various definitions actually encompasses what
one might logically refer to as violence. The con-
tinuing debate between Gerbner and the televi-
sion networks vividly illustrates this problem.

acts of nature, or violence that might occur in a
fantasy or a humorous setting. However, network
analysts do not consider these phenomena to be
acts of violence (Blank, 1977). Both Gerbner and
the networks offer arguments in support of their
decisions. Which analysis is the more valid? The
answer depends in part on the plausibility of the
rationale that underlies the definitions.

This discussion relates closely to a tech-
nique traditionally called face validity. This val-
idation technique assumes that an instrument
adequately measures what it purports to mea-
sure if the categories are rigidly and satisfactor-
ily defined and if the procedures of the analysis
have been adequately conducted. Most descrip-
tive content analyses usually rely on face valid-
ity, but other techniques are available.

The use of concurrent validity in content
analysis is exemplified in a study by Clarke and
Blankenburg (1972). These investigators at-
tempted a longitudinal study of violence in
television shows dating back to 1952. Unfortu-
nately, few copies of the early programs were
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available, and the authors were forced to use
program summaries in TV Guide. To establish
that such summaries would indeed disclose the
presence of violence, the authors compared the
results of a subsample of programs coded from
these synopses to the results obtained from a
direct viewing of the same programs. The results
were sufficiently related to convince the authors
that their measurement technique was valid.
However, this method of checking validity is
only as good as the criterion measurement: if the
direct-viewing technique is itself invalid, there
is little value in showing that synopsis coding is
related to it.

Only a few studies have attempted to docu-
ment construct validity. One instance involves
the use of sensationalism in news stories. This
construct has been measured by semantic differ-
entials and factor analysis (Appendix 2), in an
attempt to isolate its underlying dimensions,
and related to relevant message characteristics
(Tannenbaum, 1962; Tannenbaum & Lynch,
1960). Another technique that investigators
occasionally use is predictive validity. For ex-
ample, certain content attributes from wire
stories might allow a researcher to predict
which items will be carried by a newspaper and
which will not.

In summary, several different methods to as-
sess validity are used in content analysis. The
most common is face validity, which is appropri-
ate for some studies. It is recommended, however,
that the content analyst also examine other meth-
ods to establish the validity of a given study.

CODER PERCEPTION VERSUS AUDIENCE
PERCEPTION

One problem with using content analysis as a
starting point for studies of audience effects
is the possibility of falsely assuming that what
trained coders see in a body of content is the
same as what is perceived by audience members.
For example, a study of the cultivation effects of
TV content on viewers’ attitudes toward sexual

practices might start with an analysis of the
sexual content on specific television programs.
Coders might be trained to count how many
provocatively dressed characters appear; how
many instances of kissing, embracing, caress-
ing, and other forms of sexual behavior occur;
and so on. When they are finished with this
aspect of the study, a list of TV programs could
be rank-ordered with regard to their sexual con-
tent. Audience viewings of these shows could
then be correlated with audience attitudes to-
ward sexual matters. The trouble is that the re-
searchers do not know whether the audience
defines the term sexual content in the same man-
ner as do the coders. For example, perhaps
many in the audience might not define all forms
of kissing as sexual. Or, perhaps programs such
as “Studs” or “Love Connection,” where sexual
activity is only talked about and implied rather
than acted out, are also influential in shaping
audience attitudes. Since these shows would
probably score low on most of the measures
used by coders to gauge sexual content, the in-
fluence of these shows might be overlooked.

Consequently, researchers who intend to use
content analytic data as a starting point for
audience effects studies need to consider how
“normal” people perceive and interpret the con-
tent. Indeed, Kepplinger (1989) argues that a
“reception analysis” along with a content analy-
sis is desirable for many forms of content analy-
sis, and Greenberg (1989) advocates including
“fans” or experts in the content analysis coding
team, to provide context and depth to the raw
data. In any case, researchers need to be aware
that not everybody will perceive the world in the
same way.

EXAMPLES OF CONTENT ANALYSIS

Table 8.5, which summarizes four recent con-
tent analyses, lists the purpose of the analysis,
the sample, the unit of analysis, illustrative cat-
egories, and the type of statistic used for each
study.
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TABLE 8.5§

SUMMARIES OF CONTENT ANALYS)S STUDIES

Researcher(s) Purpose Sample Units of Representative Statistic(s)
of study analysis categories
Moriarty & To examine Issues of All photos Activity, pos- ANOWA,
Popovich visual por- Time, U.S. and illustra- ture, expres- t-tests
(1991) trayals of News, and tions of sion, size
presidential Newsweek — presidential
candidates in September 5 candidates
1988 election to November
3,1988
Singer To analyze 1984 issues Every story Number of Percentages
(1990) the accuracy from 4 New that dealt inaccuracies,
of reporting York news- with a hazard types of inac-
about health papers, 3TV curacies, mis-
hazards networks leading heads,
(newscasts), omitting
1local TV methods
station
(newscast),
Time, and
Newsweek
Yang & Linz To describe 90 R-, X-, and Behavior: a Violent behav- Percentages,
(1990) the sexual XXX-rated vi- sequence of ior, sexually vi- ratios, and
content of deos selected acts in time olent behavior, ANOVA
adult videos from two and space not prosocial
catalogs interrupted behavior
by new
characters
Kahn & To examine Newspaper Any item Paragraphs of t-tests
Goldenberg differences in coverage of 26 mentioning coverage per
(1991) coverage of Senate races either candidate, type
male and female in 17 different candidate of coverage
U.S. Senate states
candidates

S UM MARY

tent analysis; in particular, sampling procedures
need to be objective and detailed, and opera-
tional definitions are mandatory. Coders must

be carefully trained to ensure accurate data. In-
terpreting a content analysis, however, requires
more caution: no claims about the impact of

Content analysis is a popular technique in mass
media research. Many steps involved in labora-
tory and survey studies are also found in con-
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the content can be drawn from an analysis of
the message in the absence of a study that ex-
amines the audience. In the future, the com-
puter will become an integral part of many
content analyses.

Questions and Problems
for Further Investigation

1. Define a unit of analysis that could be used in a
content analysis of the following:
a. Problem-solving on television
b. News emphasis in a daily newspaper and a
weekly newspaper
c. Changes in the values expressed by popular
songs
d. The role of women in editorial cartoons
2. Using the topics in question 1, define a sample-
selection procedure that would be appropriate for
each.

3. Generate two content analyses that could be used
as preliminary tests for an audience study.

4. Conduct a brief content analysis of one of the
topics listed below. (Train a second individual in
the use of the category system that you develop,
and have this person independently code a sub-
sample of the content.)

a. Similarities and differences between local
newscasts on two television stations

b. Changes in the subject matter of movies from
1980 to 1990

c. The treatment of the elderly on network tele-
vision

5. Using the topic selected in question 4, compute
a reliability coefficient for the items that were
scored by both coders.

References and Suggested Readings

Adams, W, & Schreibman, E (1978). Television net-
work news: Issues in content research. Washing-
ton, DC: George Washington University.

Attkisson, C. Handler, L., & Shrader, R. (1969). The
use of figure drawing to assess religious values.
Journal of Psychology, 71, 27-31.

Barber, J. T, & Gandy, O. H. (1990). Press portrayals
of African American and white United States rep-
resentatives. Howard Journal of Communications,
2(2), 213-225.

Benze, J., & Declercq, E. (1985). Content of television
political spot ads for female candidates. Journal-
ism Quarterly, 62(2), 278—283.

Berelson, B. (1952). Content analysis in communica-
tion research. New York: Free Press.

Blank, D. (1977). The Gerbner violence profile. Jour-
nal of Broadcasting, 21, 273-279.

Chadwick, B., Bahr, H., & Albrecht, S. (1984). Social
science research methods. Englewood Cliffs, NJ:
Prentice-Hall.

Chang, W. (1975). A typology study of movie critics.
Journalism Quarterly, 52(4), 721-725.

Clarke, D., & Blankenburg, W. (1972). Trends in vio-
lent content in selected mass media. In G.
Comstock & E. Rubinstein (Eds.), Television and
social behavior: Media content and control.
Washington, DC: U.S. Government Printing
Office.

Comstock, G. (1975). Television and human behavior:
The key studies. Santa Monica, CA: Rand Corpora-
tion.

Davis, F. (1951). Crime news in Colorado newspapers.
American Journal of Sociology, 57, 325-330.

DeFleur, M. (1964). Occupational roles as portrayed
on television. Public Opinion Quarterly, 28,
57-74.

DeFleur, M., & DeFleur, L. (1967). The relative con-
tribution of television as a learning source for
children’s occupational knowledge. American So-
ciological Review, 32, 777-789.

Dominick, J. (1977). Geographic bias in national TV
news. Journal of Communication, 27, 94-99.
Dominick, J., Richman, S., & Wurtzel, A. (1979).
Problem-solving in TV shows popular with chil-
dren: Assertion vs. aggression. Journalism Quart-

erly, 56, 455—463.

Dyer, S. C., Miller, M. M., & Boone, J. (1991). Wire
service coverage of the Exxon Valdez crisis. Pub-
lic Relations Review, 17(1), 27-36.

Eaton, B. C., & Dominick, J. R. (1991). Product-
related programming and children’s TV. Journal-
ism Quarterly, 68(Y2), 67-75.




Ferguson, J. H., Kreshel, P. J., & Tinkham, S. F. (1990).
In the pages of Ms.: Sex role portrayals of women
in advertising. Journal of Advertising, 19(1),
40-51.

Fless, J. L. (1971). Measuring notninal scale agree-
ment among many raters. Psychological Bulletin,
76,378-382.

Gantz, W, Gartenberg, H., & Rainbow, C. (1980).
Approaching invisibility: The portrayal of the
elderly in magazine advertisements. Journal of
Communication, 30, 56—60.

Gerbner, G. (1969). The television world of violence.
In D. Lange, R. Baker, & S. Ball (Eds.), Mass
media and violence. Washington, DC: U.S. Gov-
ernment Printing Office.

Gerbner, G., Gross, L., Jackson-Beeck, M., Jeffries-
Fox, S., & Signorielli, N. (1977). One more time:
An analysis of the CBS “Final Comments on the
Violence Profile.” Journal of Broadcasting, 21,
297-304.

Gerbner, G., Gross, L., Signorielli, N., Morgan, M., &
Jackson-Beeck, M. (1979). The demonstration of
power: Violence profile no. 10. Journal of Com-
munication, 29(3), 177-196.

Gerbner, G., Holsti, O., Krippendorf, K., Paisley, W,,
& Stone, P. (1969). The analysis of communica-
tion content. New York: John Wiley.

Greenberg, B. (1983). Mexican-Americans and the
mass media. Norwood, NJ: Ablex.

Greenberg, B. (1989). On other perceptions toward
message<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>