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PREFACE

n the preface to the second edition of this
book, we stated that the media in the United
States constantly change, which then affects
media researchers. This statement is still valid
with the third edition. The media have contin-
ued to become more competitive, even in small
markets. Owners and operators of electronic
and print media continue to search for answers
to attract the largest audience. Whether it's ra-
dio, television, cable, newspapers or magazines,
the goal is to develop the most attractive product
possible to increase consumer interest and steal
audience or readers away from other outlets.
Each medium continues to search for a new
niche.

One new area of competition is in cable tele-
vision, where the FCC has allowed new cable
systems (build-overs) to be constructed in the
same city. In many parts of the country, con-
sumers now have a choice between cable sys-
tems. Once a monopoly, cable television will
soon become as competitive as other mass
media.

The increased competition, a need to de-
velop more popular products, and various gov-
ernment regulations have further increased the
need for research in the mass media. Media
managers now use research data as part of their
normal activity; few decisions are made without
the aid of research.

The importance of research in the mass me-
dia should be a signal for mass media students.
Understanding research fundamentals is be-
coming a prerequisite to working in the media.
This book is intended to be the first step in the
process of learning about mass media research.

Every chapter in this edition has been re-
written. The changes were made because of

changes in the research field and suggestions
from teachers, students, and others who have
read the text. We always welcome suggestions
for improvement.

The organization of the third edition is
slightly different from the second edition. Part
One includes four chapters about the funda-
mentals of research. Each chapter has been ex-
panded and reorganized. Part Two includes a
variety of research approaches and has been ex-
panded to include longitudinal research and
other qualitative methods. Part Three discusses
data analysis procedures in three chapters, each
of which has been significantly reorganized.
Part Four discusses various research applica-
tions and includes an updated chapter on mass
media effects research; and Part Five concerns
analyzing and reporting research.

The chapters in each section conclude with
problems and questions for further considera-
tion. In addition, there are now four appendixes.
Appendix 1 contains various statistical tables;
Appendix 2 is a brief guide for conducting focus
groups; Appendix 3 discusses some basic mul-
tivariate statistical procedures used in mass me-
dia research, and now includes a discussion of
cluster analysis and multi-dimensional scaling;
and Appendix 4 contains actual data from a Par-
agon Research (Denver, Colorado) study used
in Chapter 17. These data may be used to con-
duct other analyses. The glossary at the end of
the text contains words that are boldface where
they are first introduced in the text.

We wish to thank the following people who
reviewed the manuscript or provided insightful
comments for this third edition: Fiona Chew,
Syracuse University; Jack M. McLeod, Univer-
sity of Wisconsin—-Madison; L. John Martin,
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University of Maryland; and Dilnawaz A. Siddi-
qui, Clarion University of Pennsylvania. We also
thank Denise Cook-Clampert for her superb
job. We greatly appreciate her painstaking re-
view of the manuscript. From Wadsworth, we
thank Kris Clerkin, Nancy Spellman, and Gary
Mcdonald for their helpful suggestions and pa-
tience in dealing with us,

If you find a serious problem in the text,

please call one author— he will be more than
happy to give you the home telephone number
of the other.

Roger Wimmer
Denver, Colorado

Joseph Dominick
Athens, Georgia
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n the introduction to their book, No Way,
Davis and Park (1987) open by stating:

* Itis impossible to translate a poem.

* It is impossible for the president of the
United States to be less than 35 years old.

e It is impossible to send a message into the
past.

e It is impossible for a door to be open and
closed at the same time

Some individuals involved in mass media
would probably like to add another item to this
list:

¢ It is impossible to learn how to conducr
mass media research.

Davis and Park address the nature of the im-
possible in several areas. Their book is a collec-
tion of essays by authors who explain how some
seemingly impossible statements and situations
are not what they appear to be. For example,
they say that the last item in their list (the open/
closed door) sounds like pure logic but it isn’t.
A revolving door provides evidence that the
“pure logic” is incorrect.

For some reason, probably related to a dis-
like for math, many people consider the word
research and everything the word suggests as
unpleasant. But research can be a valuable term.
It can lead to uncovering the answers to “impos-
sible” questions.

Several decades ago Richard Weaver (1953),
a communications scholar, discussed the mean-
ings of language and identified the differences
between “god” and “devil” terms. A god term is
positive and has connotations of strength, good-
ness, and significance; democracy, innovation,
and freedom are god terms in the United States.

A devil term, on the other hand, represents a
negative image and connotes weakness, evil, or
impending doom; communist, drug cartel, and
inferior are examples of devil terms.

One term that transcends both categories is
research. Advertisers, for example, use research
as a god term to sell products and services.
Broadcast commercials and print advertise-
ments include statements such as: “Research
shows that 6 out of 10 doctors . . .” and “Accord-
ing to a recent survey, 80 out of 100 Cadillac
owners preferred. . . .” The intention is to asso-
ciate with the product a degree of importance
based on the mere performance of research;, re-
search results alone are considered enough to
convince consumers of the need for a product.

Research can also be a devil term, however,
especially to those mass media students who
consider statistics and research to be detours on
the road to receiving a college degree. It is the
intention of this book to help dispel the “devil”
connotation of research, as well as demonstrate
that mass media research does not fall into the
realm of the impossible. In communications, re-
search need not be viewed negatively, rather it
should be regarded as a tool with which to
search for answers.

Chapter 1, which introduces mass media re-
search, includes discussions of the development
of mass media research during the past 40 years,
the methods used in collecting and analyzing
information, and an expanded discussion of the
scientific method of research. This chapter pro-
vides the foundation for topics discussed in
greater detail in later chapters.

Two basic questions the beginning re-
searcher must learn to answer are how and when
to use research methods and statistical proce-
dures. Developing methods and procedures are
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valuable tasks, but the focus for the majority of
research students should be on applications.
This book advocates the approach of the applied
data analyst (researcher), not the statistician.

Although both statisticians and researchers
are fundamental in producing research results,
their specialties are different (keep in mind that
one person may serve in both capacities). Stat-
isticians generate statistical procedures or for-
mulas called algorithms; researchers use these
algorithms to investigate research questions and
hypotheses. The results of this cooperative effort
are used to advance our understanding of the
mass media.

Fer example, the users of radio ratings infor-
mation have complained for years about the in-
stability of ratings information. The ratings and
shares (Chapter 14) for stations in a given mar-
ket often vary dramatically from one survey
period to another without any apparent expla-
nation. The users of radio ratings asked statisti-
cians (and the Arbitron company) to help deter-
mine why this problem occurred and to offer
suggestions for making syndicated radio audi-
ence information more reliable. The primary
recommendations were to use larger sample
sizes and more refined methods of selecting re-
spondents. The statisticians and researchers
worked together to solve a problem.

Since the early part of the 20th century,
when there was almost no interest in audience
size and/or the type(s) of people in the audience,
the mass media industry has come to rely on
research results for nearly every major decision
it makes. This increased demand for informa-
tion has created a need for more research orga-
nizations, both public and private, as well as an
increase in research specialization. There are re-
search directors who plan and supervise studies
and act as liaisons to management; methodolog-
ical specialists who provide statistical support;
research analysts who design and interpret stud-
ies; and computer specialists who provide hard-
ware and software support in data analysis.

The importance of research in mass media is
partly due to the realization that gut feelings or

reactions are not entirely reliable as bases for
decisions. Although common sense is often ac-
curate, media decision makers need additional,
more objective information to evaluate prob-
lems, especially when hundreds of thousands of
dollars are at stake. Thus, the past 50 years have
witnessed the slow evolution of an approach
combining research and intuition to create a
higher probability of success in the decision-
making process.

Research is not limited to decision-making
situations. It is also widely used in theoretical
areas to attempt to describe the media, to ana-
lyze media effects on consumers, to understand
audience behavior, and so forth. Barely a day
goes by without some reference in the media to
audience surveys, public opinion polls, the sta-
tus or growth of one medium or another, or the
success of advertising or public relations cam-
paigns. Research in all areas of the media contin-
ues to expand at a phenomenal rate.

THE DEVELOPMENT OF MASS
MEDIA RESEARCH

Mass media research seems to have evolved in
definable steps, and similar patterns have been
followed in each medium’s requirements for re-
search (Figure 1.1). In Phase 1 of the research,
there is an interest in the medium itself. What is
it? How does it work? What technology does it
involve? How is it similar or different to what we
already have? What functions and/or services
does it provide? Who will have access to the
new medium? How much will it cost?

Once the medium is developed, the initial
research phase is followed by Phase 2. In this
phase, specific information about the uses and
the users of the medium is accumulated. How
do people use the medium in real life? Do they
use it for information only or for entertainment?
Do children use it? Do adults use it? Why?
What gratifications does the new medium pro-
vide? What other types of information and en-
tertainment does the new medium replace?
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FIGURE 1.1

RESEARCH PHASES IN MASS MEDIA

PHASE 1
The medium
itself
PHASE 4 PHASE 2
How the medium Uses of the
can be improved medium
PHASE 3
Effects of the
medium

Were original projections about the use of the
medium correct? What uses other than those
that were projected are evident?

Phase 3 includes investigations of the social,
psychological, and physical effects of the me-
dium. How much time do people spend with the
medium? Does it change people’s perspectives
about anything? What do the users of the me-
dium want and expect to hear and/or see? Are
there any harmful effects related to using the
medium? Does the technology cause any harm?
How does the medium help in people’s lives?
How does it hurt? Can the medium be com-
bined with other media or technology to make
it even more useful?

Phase 4 includes research related to how the
medium may be improved, either in its use or
through technological developments. Can the
medium provide information and/or entertain-
ment to more different types of people? How can
new technology be used to perfect or enhance
the sight or sound of the medium? Is there a way
to change the content (programming) to be
more valuable and/or entertaining?

Figure 1.1 is not intended to suggest that

the research phases are linear — that when one
phase is over, it is never considered again. In
reality, once a medium is developed and estab-
lished, research may be conducted simulta-
neously in all four phases. For example, al-
though radio has been around for over 50 years,
researchers are still investigating the medium
itself (stereo AM), the uses of radio (specific
moods generated by listening to radio), effects
(potential health problems caused by living too
close to radio antennas), and improvements (si-
mulcasting television news programs on AM
and/or FM so commuters can listen to their fa-
vorite news program in their cars).

Research is essentially never-ending. In
most instances, a research project designed to
answer one series of questions merely produces
a new set of questions no one thought of before.
This failure to produce a closure may be trou-
blesome to some people, yet it is the essential
nature of research.

Four different phases of research are defined
in Figure 1.1. However, in some instances, as in
private sector research, an additional research
phase is always present: How can the medium
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make money? The largest percentage of research
conducted in the private sector relates in some
way to finance—how to save money, make
money, take money away from another source,
or keep others from making money.

At least four major events or social forces
have contributed to the growth of mass media
research. The first was World War I, which
brought about a need to further understand the
nature of propaganda. Researchers working
from a stimulus-response point of view at-
tempted to uncover the effects of the media on
people (Lasswell, 1927). The media at that time
were thought to exert a very powerful influence
over their audiences, and several assumptions
were made about what the media could and
could not do. One theory of mass media, later
named the “hypodermic needle” model of com-
munication, basically suggested that mass com-
municators need only “shoot” messages at an
audience and they would produce preplanned
and almost universal effects. The belief was that
all people behave in very similar ways when they
encounter media messages, though we know
now that individual differences among people
rule out this rather simplistic view. However, as
DeFleur and Ball-Rokeach (1982) note:

These assumptions may not have been explicitly
formulated at the time, but they were drawn from
fairly elaborate theories of human nature, as well
as the nature of the social order. . . . It was these
theories that guided the thinking of those who
saw the media as powerful.

A second contributor to the development of
mass media research was the realization by ad-
vertisers in the 1950s and 1960s that research
data were useful in devising ways to persuade
potential customers to buy products and ser-
vices. Consequently, they encouraged studies of
message effectiveness, audience demographics
and size, placement of advertising to achieve the
highest level of exposure (efficiency), frequency
of advertising necessary to persuade potential
customers, and selection of the medium that

offered the best chance of reaching the target
audience.

A third contributing social force was the in-
creasing interest of citizens in the effects of the
media on the public, especially on children. The
direct result was an interest in research related
to violence and sexual content in television pro-
grams and in commercials aired during chil-
dren’s programs. Researchers have expanded
their focus to include the positive (prosocial) as
well as the negative (antisocial) effects of tele-
vision (Chapter 16). This phase was active in
the late 1980s with the heated debate over pop
music lyrics and videos, which are shown on
MTYV and elsewhere.

Increased competition among the media for
advertising dollars has been a fourth contributor
to the growth of research. Media management
has grown more sophisticated, utilizing long-
range plans, management by objectives, and in-
creasing dependency on data to support the de-
cision process. Even program producers seek
relevant research data, a task usually assigned
to the creative side of program development.
In addition, the mass media are now headed
full speed into audience fragmentation; we are
experiencing a “demassification” of the mass
media.

The competition among the media for audi-
ences and advertising dollars continues to reach
new levels of complexity. The media “survival
kit” today includes information about consum-
ers’ changing values and tastes, shifts in de-
mographic patterns, and developing trends in
lifestyles. Audience fragmentation in the media
has led to an increased desire for trend studies
(fads, new behavior patterns), image studies
(how people perceive the media and their envi-
ronment), and segmentation studies (explana-
tions of types or groups of people). Major re-
search organizations, consultants, and media
owners and operators now conduct research that
was previously considered the sole property of
marketing, psychology, and sociology. With the
advent of increased competition and audience
fragmentation, media managers are more fre-




quently using marketing strategies in an attempt
to discover their position in the marketplace, and
when this position is isolated or identified, the
medium is packaged as an “image” rather than a
product. (Similarly, the producers of consumer
goods such as soap and toothpaste try to sell the
“image” of these products, since the products
themselves are very similar, if not the same, from
company to company.) This packaging strategy
involves determining what the members of the
audience think, how they use language, how
they occupy their spare time, and so on. Infor-
mation on these ideas and behavior patterns is
then woven into the merchandising effort to
make the medium seem to be part of the audi-
ence. Positioning thus involves taking informa-
tion from the audience, transforming it into re-
search data, and using it to market the medium
(see Ries and Trout, 1986a, 1986b, for more
information about positioning companies and
products in the business and consumer worlds).

Much of the media research up to the early
1960s originated in psychology and sociology
departments at colleges and universities. Re-
searchers with backgrounds in the media were
rare because the media themselves were young.
But this situation has changed. Media depart-
ments in colleges and universities grew rapidly
in the 1960s, and media researchers entered the
scene. Today the field is no longer dominated by
researchers from allied areas. In fact, the trend
is to encourage cross-disciplinary studies in
which media researchers invite participation
from sociologists, psychologists, and political
scientists. Because of the pervasiveness of the
media, researchers from all areas of science are
now actively involved in attempting to answer
media-related questions.

In recent years, mass media research has en-
tered new areas of inquiry. These areas include
the various psychological and sociological as-
pects of mass media, such as physiological and
emotional responses to television programs,
commercials, and music played by radio sta-
tions. In addition, computer modeling and other
sophisticated computer analyses are now com-
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monplace in media research to determine such
things as potential success for television pro-
grams (network or syndicated). Once consid-
ered folly by some, mass media research is now
alegitimate and an esteemed field.

MEDIA RESEARCH
AND THE SCIENTIFIC METHOD

Kerlinger (1986) defines scientific research as a
systematic, controlled, empirical, and critical
investigation of hypothetical propositions about
the presumed relations among observed phe-
nomena. This definition contains the basic
terms necessary in defining the method of sci-
entific research, and describes a procedure that
has been accepted for centuries. In the 16th cen-
tury, for example, Tycho Brahe conducted years
of systematic and controlled observation to
prove wrong many of Aristotle’s theories of the
universe.

However, regardless of its origin, all research
begins with a basic question or proposition
about a specific phenomenon. For example:
Why do viewers select one television program
over another? What sections of the newspaper
do people read most often? What types of mag-
azine covers attract the widest number of read-
ers? Which types of advertising are most effec-
tive in selling specific types of products? Each
of these questions could be answered to some
degree with a well-designed research study. The
difficulty, in many cases, is to determine which
type of study, or which method of collecting
data, is most appropriate to answer the specific
question(s).

There are several possible approaches in an-
swering research questions. Kerlinger (1986),
using definitions provided nearly a century ago
by C. S. Peirce, discussed four approaches to
finding answers, or “methods of knowing”: te-
nacity, intuition, authority, and science.

The user of the method of tenacity follows
the logic that something is true because it has
always been true. An example is the store owner
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who says, “I don’t advertise because my parents
did not believe in advertising.” The basic idea is
that nothing changes; what was good, bad, or
successful before will continue to be so in the
future.

In the method of intuition, the a priori ap-
proach, one assumes that something is true be-
cause it is “self-evident” or “stands to reason.”
Researchers who conduct telephone research
encounter this method of knowing frequently.
Many respondents assume (intuition) that all re-
search projects involve some form of sales. This
“fear,” along with various consumer groups that
wish to ban all forms of telephone contacts for
sales, research, or solicitation, may be the down-
fall of telephone research in the near future.

The method of authority seeks to promote
belief in something because a trusted source,
such as a relative, news correspondent, or
teacher, says it is true. The emphasis is on the
source, not on the methods the source may have
used to gain the information. The claim that
“The world is going to end tomorrow because
the New York Times editorial said so” is based
on the method of authority.

The scientific method approaches learn-
ing as a series of small steps. That is, one study
or one source provides only an indication of
what may or may not be true; the “truth” is found
only through a series of objective analyses.
This means that the scientific method is self-
correcting in that changes in thought or theory
are appropriate when errors in previous research
are uncovered. For example, scientists changed
theirideas about the planets Saturn, Uranus, and
Neptune when, on the basis of information gath-
ered by the Voyager spacecraft, they uncovered
errors in earlier observations. In communica-
tions, researchers discovered that the early per-
ceptions of the power of the media (the “hypo-
dermic needle” theory) were incorrect and, after
numerous research studies, concluded that be-
havior and ideas are changed by a combination
of communication sources and that people may
react to the same message in different ways.

The scientific method may be inappropriate

in many areas of life, such as evaluating works
of art, choosing a religion, or forming friend-
ships, but the method has been valuable in pro-
ducing accurate and useful data in mass media
research. The following section provides a more
detailed look at this method of knowing.

CHARACTERISTICS
OF THE SCIENTIFIC METHOD

Five basic characteristics, or tenets, distinguish
the scientific method from other methods of
knowing. A research approach that does not fol-
low these tenets cannot be considered to be a
scientific approach.

Scientific research is public. Scientific ad-
vancement depends on freely available informa-
tion. A researcher (especially in the academic
sector) cannot plead private knowledge, meth-
ods, or data in arguing for the accuracy of his or
her findings; scientific research information
must be freely communicated from one re-
searcher to another. As Nunnally (1978, p. 8)
noted:

Science is a highly public enterprise in which
efficient communication among scientists is es-
sential. Each scientist builds on what has been
learned in the past, day by day his or her findings
must be compared with those of other scientists
working on the same types of problems.

Researchers, therefore, must take great care in
published reports to include information on
their use of sampling methods, measurements,
and data-gathering procedures. Such informa-
tion allows other researchers to verify indepen-
dently a given study and to support or refute the
initial research findings. This process of repli-
cation, discussed in greater detail in Chapter 2,
allows for correction or verification of previous
research findings.

Researchers also need to save their descrip-
tions of observations (data) and their research




materials so that information not included in a
formal report can be made available to other
researchers on request. It is common practice to
keep all raw research material for 5 years. This
material is usually provided free as a courtesy to
other researchers, or for a nominal fee if photo-
copying or additional materials are required.

Science is objective. Science tries to rule out
eccentricities of judgment by researchers. When
a study is undertaken, explicit rules and proce-
dures are constructed and the researcher is
bound to follow them, letting the chips fall
where they may. Rules for classifying behavior
are used so that two or more independent ob-
servers can classify particular patterns of behav-
ior in the same manner. For example, if the at-
tractiveness of a television commercial is being
measured, researchers might count the number
of times a viewer switches channels while the
commercial is shown. This is considered to be
an objective measure because a change in chan-
nel would be reported by any competent ob-
server. Conversely, to measure attractiveness by
observing how many people make negative fa-
cial expressions while the ad is shown would be
a subjective approach, since observers may have
different ideas of what constitutes a negative
expression. However, an explicit definition of
the term negative facial expression might elimi-
nate the coding error.

Objectivity also requires that scientific re-
search deal with facts rather than interpretations
of facts. Science rejects its own authorities if
their statements are in conflict with direct ob-
servation. As the noted psychologist B. F. Skin-
ner (1953) wrote: “Research projects do not al-
ways come out as one expects, but the facts must
stand and the expectations fall. The subject mat-
ter, not the scientist, knows best.”

Science is empirical. Researchers are con-
cerned with a world that is knowable and poten-
tially measurable. (Empiricism is derived from
the Greek word for “experience.”) They must be
able to perceive and classify what they study and
to reject metaphysical and nonsensical expla-
nations of events. For example, a newspaper
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publisher’s claim that declining subscription
rates are “God’s will” would be rejected by sci-
entists — such a statement cannot be perceived,
classified, or measured.

This does not mean that scientists evade ab-
stract ideas and notions — they encounter them
every day. But they recognize that concepts must
be strictly defined to allow for observation and
measurement. Scientists must link abstract con-
cepts to the empirical world through observa-
tions, which may be observed either directly
or indirectly via various measurement instru-
ments. Typically this linkage is accomplished by
framing an operational definition.

Operational definitions are important in sci-
ence, and a brief introduction necessitates some
backtracking. There are basically two kinds of
definitions. A constitutive definition defines a
word by substituting other words or concepts
forit. For example, “An artichoke is a green leafy
vegetable, a tall composite herb of the Cynara
scolymus family” is a constitutive definition of
the concept “artichoke.” In contrast, an opera-
tional definition specifies procedures to be fol-
lowed in experiencing or measuring a concept.
For example, “Go to the grocery store and find
the produce aisle. Look for a sign that says ‘Ar-
tichokes.” What'’s underneath the sign is one.”
Although an operational definition assures pre-
cision, it does not guarantee validity. An errant
stock clerk may mistakenly stack lettuce under
the artichoke sign and fool someone. This
underlines the importance of considering both
the constitutive and the operational definition of
a concept in evaluating the trustworthiness of
any measurement. A careful examination of the
constitutive definition of artichoke would indi-
cate that the operational definition might be
faulty. For further discussion of operational def-
initions, see Chapter 5, Psychometric Theory
(Nunnally, 1978), and The Practice of Social Re-
search, 5th (Babbie, 1989).

Science is systematic and cumulative. No sin-
gle research study stands alone, nor does it rise
or fall by itself. Astute researchers always utilize
previous studies as building blocks for their
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own work. One of the first steps taken in con-
ducting research is to review the available sci-
entific literature on the topic so that the current
study will draw on the heritage of past research
(Chapter 2). This review is valuable for identi-
fying problem areas and important factors that
might be relevant to the current study (see Cat-
tell, 1966).

In addition, scientists attempt to search for
order and consistency among their findings. In
its ideal form, scientific research begins with a
single, carefully observed event and progresses
ultimately to the formulation of theories and
laws. A theory is a set of related propositions
that presents a systematic view of phenomena
by specifying relationships among concepts.
Researchers develop theories by searching for
patterns of uniformity to explain the data that
have been collected. When relationships among
variables are invariant under given conditions
(that is, when the relationship is always the
same), researchers may formulate a law. Both the-
ories and laws help researchers search for and ex-
plain consistency in behavior, situations, and
phenomena.

Science is predictive. Science is concerned
with relating the present to the future. In fact,
scientists strive to develop theories because, for
one reason, they are useful in predicting behav-
ior. A theory’s adequacy lies in its ability to pre-
dict a phenomenon or event successfully. If a
theory suggests predictions that are not borne
out by data analysis, that theory must be care-
fully reexamined and perhaps discarded. Con-
versely, if a theory generates predictions that are
supported by the data, that theory can be used
to make predictions in other situations.

RESEARCH PROCEDURES

The use of the scientific method of research is
intended to provide an objective, unbiased eval-
uation of data. To investigate research questions
and hypotheses systematically, both academic
and private sector researchers follow a basic

eight-step developmental chain of procedures.
However, merely following the eight research
steps does not guarantee that the research is
good, valid, reliable or useful. An almost count-
less number of intervening variables (influ-
ences) can destroy even the most well-planned
research project. It’s similar to someone assum-
ing he or she can bake a cake just by follow-
ing the recipe. The cake may be ruined by an
oven that doesn’t work properly, spoiled ingre-
dients, high or low altitude, or numerous other
problems.

The typical eight-step research process in-
cludes:

1. Select a problem.

2. Review existing research and theory (when
relevant).

. Develop hypotheses or research questions.

. Determine an appropriate methodology/re-
search design.

. Collect relevant data.

. Analyze and interpret the results.

. Present the results in appropriate form.

. Replicate the study (when necessary).

A W

RN

Step 4 includes the decision of whether to use
qualitative research (such as focus groups or
one-on-one interviews using small samples) or
a quantitative research (such as telephone in-
terviews) where large samples are used to allow
results to be generalized to the general popula-
tion under study (see Chapter 7 for a discussion
of qualitative research).

Steps 2 and 8 are optional in private sector
research because in many instances research is
conducted to answer a specific and unique ques-
tion related to a future decision, such as whether
to invest a large sum of money in a developing
medium. In this type of project there generally
is no previous research to consult, and there
seldom is a reason to replicate (repeat) the study
because a decision will be made on the basis of
the first analysis. However, if the research pro-
vided inconclusive results, the study would be
revised and replicated.



Each step in the eight-step research process
depends on all the others to help produce a max-
imally efficient research study. Before a litera-
ture search is possible, a clearly stated research
problem is required; to design the most efficient
method of investigating a problem, the re-
searcher needs to know what types of studies
have been conducted, and so on. All the steps
are interactive: the results or conclusions of any
step have a bearing on other steps. For example,
a literature search may refine and even alter the
initial research problem; a study conducted pre-
viously by another company or business in the
private sector might have similar effects.

TWO SECTORS OF RESEARCH:
ACADEMIC AND PRIVATE

The practice of research is divided into two ma-
jor sectors, academic and private. Academic and
private research arc sometimes referred to as
“basic” and “applied” research. However, these
terms are not used in this text since research in
both sectors can be basic and/or applied. Both
sectors of research are equally important, and in
many cases the two work together to solve mass
media problems.

Academic sector research is conducted by
scholars from colleges and universities. It also
generally means that the research has a theoret-
ical or scholarly approach; that is, the results
are intended to help explain the mass media
and their effects on individuals. Some popular
research topics in the theoretical area include
the use of the media and various media-related
items, such as video games, teletext, and multi-
ple-channel cable systems; lifestyle analyses of
consumers; media “overload” on consumers;
alternatives to present media systems; and the
effects of various types of programming on
children.

Private sector research is conducted by non-
governmental businesses and industries or their
research consultants. It is generally applied re-
search; that is, the results are intended to be
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used in decision-making situations. Typical
research topics in the private sector include
analyses of media content and consumer pref-
erences, acquisition research to determine
whether to purchase additional businesses or
facilities, public relations approaches to solve
specific informational problems, sales forecast-
ing, and image studies of the properties owned
by the company.

There are other differences between aca-
demic and private sector research. For instance,
academic research is public. Any other re-
searcher or research organization that wishes to
use the information gathered by academic re-
searchers should be able to do so merely by ask-
ing the original researcher for the raw data. Most
private sector research, on the other hand, gen-
erates proprietary data: the results are con-
sidered to be the sole property of the sponsor-
ing agency and cannot generally be obtained
by other researchers. Some private sector re-
search, however, is released to the public soon
after it has been conducted, such as opinion
polls and projections of the future of the media;
still other data are released after several years,
although this practice is the exception rather
than the rule.

Another difference between academic and
private sector research involves the amount of
time allowed to conduct the work. Academic
researchers generally do not have specific dead-
lines for their research projects (except when
research grants are received). Academicians
usually conduct research at a pace that accom-
modates their teaching schedules. Private sector
researchers, however, nearly always operate un-
der some type of deadline. The time frame may
be specified by management or by an outside
agency that requires a decision from the com-
pany or business. For example, the Federal
Communications Commission often indicates
that a rule or regulation will be reviewed on a
specific date and advises that any person, group,
or entity may respond to the review. When an
impending ruling may have an impact on a com-
pany’s operation, the data required for the FCC
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hearing must be collected and analyzed in a very
short time. Private sector researchers rarely have
an opportunity to pursue research questions in
a casual manner; a decision is generally waiting
to be made on the basis of the research.

Also, academic research is generally less ex-
pensive to conduct than research in the private
sector. This is not to say that academic research
is “cheap” — it is not in many cases. But acade-
micians do not need to have enormous sums of
money to cover overhead costs for office rent,
equipment, facilities, computer analysis, sub-
contractors, and personnel. Private sector re-
search, whether it is done within a company or
hired out to a research supplier, must take such
expenses into account. The reduced cost is the
primary reason why many of the large media
companies and groups prefer to use academic
researchers rather than professional research
firms.

Despite these differences, it is important for
beginning researchers to understand that aca-
demic research and private sector research are
not completely independent of each other. The
link between the two areas is important. Acade-
micians perform many studies for the industry,
and private sector groups conduct research that
can be classified as theoretical (for example, the
television networks have departments that con-
duct social research). Many college and univer-
sity professors act as consultants to, and often
conduct private sector research for, the media
industry.

It is also important for all researchers to re-
frain from attaching to academic or private sec-
tor research such stereotypical labels as “unreal-
istic,” “inappropriate,” “pedantic,” and “limited
in scope.” Research in both sectors, although
differing occasionally in terms of cost and
scope, uses similar methodologies and statisti-
cal analyses. Inaddition, both sectors have com-
mon research goals: to understand problems
and to predict the future.

In conducting a study according to the sci-
entific method, researchers need to have a clear
understanding of what they are investigating,

how the phenomenon can be measured or ob-
served, and what procedures are required to test
the observations or measurements. Conceptual-
ization of the research problem in question and
a logical development of procedural steps are
necessary to have any hope of answering a re-
search question or hypothesis. Chapter 2 dis-
cusses research procedures in more detail.

S UMMARY

In an effort to understand any phenomenon, re-
searchers can follow one of several methods of
inquiry. Of the procedures discussed in this
chapter, the scientific approach is most appli-
cable to the mass media because it involves a
systematic, objective evaluation of information.
Researchers first identify a problem, then inves-
tigate it, using a prescribed set of procedures
known as the scientific method of research. In
addition, the scientific method is the only learn-
ing approach that allows for self-correction of
research findings; one study does not stand
alone but must be supported or refuted by others.

The rapid growth of mass media research is
mainly attributable to the rapidly developing
technology of the media industry. Because of
this growth in research, both applied and theo-
retical approaches have taken on more signifi-
cance in the decision-making process of the
mass media and in our understanding of the
media.

Questions and Problems
for Further Investigation

1. Obtain a recent issue of Journal of Broadcasting
& Electronic Media, Journalism Quarterly, or
Public Opinion Quarterly. How many articles fit
into the research phases outlined in Figure 1.1?

2. What are some potential research questions that
might be of interest to both academic and private
sector researchers? Do not limit the questions to
the area of effects research.




3. How might the scientific research approach be
abused by researchers?

4. Theories are important in developing solid bodies
of information; they are used as springboards to
investigation. However, there are few universally
recognized theories in mass media research.
Why do you think this is true?

5. During the past several years, citizens’ groups
have claimed that television has a significant ef-
fect on viewers, especially with regard to violence
and sexual content of programs. More recently,
groups are criticizing song lyrics. How might
these groups have collected data to support their
claims? Which method of knowing would such
citizens’ groups be most likely to use?
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he scientific evaluation of any problem
must follow a sequence of steps to increase the
chances of producing relevant data. Researchers
who do not follow a prescribed set of steps do
not subscribe to the scientific method of inquiry
and simply increase the amount of error present
in the study. This chapter describes the process
of scientific research, from identifying and de-
veloping a topic for investigation to replication
of results. The first section briefly introduces the
steps in the development of a research topic.
Objective, rigorous observation and analysis
are characteristic of the scientific method. To
meet this goal, researchers must follow the pre-
scribed steps shown in Figure 2.1. This research
model is appropriate to all areas of scientific
research.

SELECTING A RESEARCH TOPIC

Selecting a research topic is not a concern for all
researchers; in fact, only a few investigators in
communications fields are fortunate enough to
be able to choose and concentrate on a research
area interesting to them. Many come to be iden-
tified with studies of specific types, such as fo-
cus group methodology, magazine advertising,
or communications and the law. These research-
ers investigate small pieces of a puzzle in com-
munications to obtain a broad picture of their
research area.

In the private sector, researchers generally
do not have the flexibility of selecting topics or
questions to investigate. Instead, they conduct
studies to answer questions raised by manage-
ment or they address the problems/questions for
which they are hired, as is the case with full-
service research companies.

Although some private sector researchers are
limited in the amount of input they can contrib-
ute to topic selection, they usually are given
total control over how the question should be
answered (that is, what research methodology
should be used). The goal of private sector re-
searchers is to develop a method that is fast,
inexpensive, reliable, and valid. If all these cri-
teria are met, the researcher has performed a
valuable task.

However, selecting a topic is a concern for
many beginning researchers, especially those
writing term papers, theses, and dissertations.
The problem is knowing where to start. Fortu-
nately, there are virtually unlimited sources
available in searching for a research topic; aca-
demic journals, periodicals, and newsweeklies,
and everyday encounters can provide a wealth
of ideas. Some of the primary sources are high-
lighted in this section.

Professional Journals

Academic communication journals, such as the
Journal of Broadcasting & Electronic Media,
Journalism Quarterly, and others listed in the
box on page 17 are excellent resources for infor-
mation. Although academic journals tend to
publish research that is 12 to 24 months old
(due to review procedures and backlog of arti-
cles), the articles may provide ideas for research
topics. Most authors conclude their research by
discussing problems encountered during the
study and suggesting topics that need further
investigation. In addition, some journal editors
build issues around individual research themes,
which often can help in formulating research
plans.

15
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FIGURE 2.1 STEPS IN THE DEVELOPMENT OF A

RESEARCH PROIJECT

There are many high-quality journals cov-
ering various aspects of research. Some journals
specialize in mass media research, and others
include media research occasionally. The jour-
nals listed here provide a starting point in using
academic journals for research ideas.

In addition to academic journals, profes-
sional trade publications offer a wealth of infor-
mation relevant to mass media research. These
include Broadcasting, Advertising Age, Elec-
tronic Media, Television/Radio Age, Media Deci-
sions, Editor & Publisher, CableVision, and Me-

[World Radio Histo
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JOURNALS SPECIALIZING

¢ Critical Studies in Mass Communication

* Journalism Quarterly

® Journal of Advertising

® Journal of Advertising Research

® Journal of Broadcasting & Electronic Media
¢ Journal of Consumer Research

® Public Relations Review

IN MASS MEDIA RESEARCH

JOURNALS OCCASIONALLY PUBLISHING MASS MEDIA RESEARCH

® American Psychologist

¢ Communication Education

¢ Communication Monographs
® Communication Reseurch

¢ Feedback (from the Broadcast Education Association)

¢ Human Communication Research
® Journalism Educator

® Journal of Communication

® Journal of Consumer Research

* Journal of Marketing

¢ Journal of Marketing Research

® Multivariate Behavioral Research
® Politics

® Public Opinion Quarterly

® Public Relations Quarterly

* Quarterly Journal of Speech

® Social Forces

® Sociology and Social Research

dia and Marketing Management. Other excellent
sources for identifying current topics in mass
media are the weekly newsletters, such as Media
Industry Newsletter, Cable Digest, and several
publications from Paul Kagan and Associates.
Research abstracts, located in most college
and university libraries, are also valuable
sources for research topics. These volumes con-
tain summaries of research articles published in
nearly every academic journal. Of particular in-
terest to media researchers are Communication

Abstracts, Psychological Abstracts, Sociological
Abstracts, and Dissertation Abstracts.

Magazines and Periodicals

Many educators feel that publications other than
professional journals contain only “watered-
down” articles written for the general public.
To some extent this is true, but these articles
tend to eliminate the tedious technical jargon
and are often good sources for problems and
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hypotheses. In addition, more and more articles
written by highly trained communications
professionals are appearing in weekly and
monthly publications such as TV Guide, Time,
and Newsweek. These sources often provide in-
teresting perspectives on complex problems in
communication and many times raise interest-
ing questions that media researchers can pursue.

Research Summaries

Professional research organizations irregularly
publish summaries that provide a close look at
the major areas of research in various fields.
These summaries are often useful for obtaining
information about research topics, since they
survey a wide variety of studies. Good examples
of summary research (also known as “meta-
research”) in communication include: Television
and Human Behavior, by George Comstock and
others; The Effects of Mass Communication on
Political Behavior, by Sydney Kraus and Dennis
Davis; and Mass Communication: A Research
Bibliography, by Donald Hansen and J. Hershel
Parsons. The Communication Yearbook, pub-
lished annually between 1977 and 1989 by the
International Communication Association, is a
popular summary that contains a variety of me-
dia research. Another popular research source
is the Mass Communication Yearbook, published
by Sage Publications.

Everyday Situations

Each day we are confronted with various types
of communication via broadcasting and print,
interpersonal communication, public relations
campaigns, and so forth. These confrontations
can be excellent sources of research topics for
the researchers who take an active role in ana-
lyzing them. What types of messages are pro-
duced? Why are they produced in a specific
way? What effects are expected from the various
types of communication? These and other ques-
tions may help develop a research idea. Signifi-

cant studies based on questions arising from
everyday encounters with the media and other
forms of mass communication have covered in-
vestigations of television violence, layout of
newspaper advertisements, advisory warnings
on television programs, and approaches to pub-
lic relations campaigns.

Archive Data

Data archives, such as the Inter-University
Consortium for Political Research (ICPR) at the
University of Michigan, the Simmons Target
Group Index (TGI), the Gallup and Roper orga-
nizations, and the collections of Arbitron, Niel-
sen, and Birch media ratings data (Chapter 14),
are valuable sources of ideas for researchers.
The historical data are used by researchers to
investigate questions different from those which
the data were originally intended to address. For
example, ratings books provide information
about audience size and composition for a par-
ticular period in time, but other researchers may
use the data for historical tracking, prediction of
audiences in the future, the changes in popular-
ity of types of stations and/or programs, and the
relationship between audience ratings and ad-
vertising revenue generated by individual sta-
tions or an entire market. This process, known
as secondary analysis, has become a major re-
search approach because of the time and re-
source savings it affords.

Secondary analysis provides an opportunity
for researchers to evaluate otherwise unavail-
able data. Becker (1981, p. 240) defines second-
ary analysis as

[the] reuse of social science data after they have
been put aside by the researcher who gathered
them. The reuse of the data can be by the original
researcher or someone uninvolved in any way in
the initial research project. The research ques-
tions examined in the secondary analysis can be
related to the original research endeavor or quite
distinct from it.




ADVANTAGES OF SECONDARY ANALysis. Ide-
ally every researcher should conduct a research
project of some magnitude to learn about de-
sign, data collection, and analysis. Unfortu-
nately, this ideal situation does not exist.
Modern research is simply too expensive. In
addition, because survey methodology has be-
come so complex, it is rare to find one re-
searcher, or even a small group of researchers,
who are experts in all phases of large studies.

Secondary analysis is one research alterna-
tive that solves some of these problems. There is
almost no expense involved in using available
data. There are no questionnaires or measure-
ment instruments to construct and validate, sal-
aries for interviewers and other personnel are
nonexistent, and there are no costs for subjects
and special equipment. The only expenses en-
tailed in secondary analysis are those for dupli-
cating materials —some organizations provide
their data free of charge —and computer time.
Data archives are valuable sources for empirical
data. In many cases, archive data provide re-
searchers with information that can be used to
help answer significant media problems and
questions.

Secondary analysis has a bad connotation for
some researchers, especially those who are un-
familiar with its potential (Becker, 1981). Al-
though researchers can derive some benefits
from developing questionnaires and conducting
a research project using a small and often un-
representative sample of subjects, this type of
analysis rarely produces results that are exter-
nally valid (discussed later in this chapter). The
argument here is that in lieu of conducting a
small study that has limited (if any) value to
other situations, researchers would benefit from
using data that have been previously collected.

Another advantage of secondary analysis is
that data allow researchers more time to further
understand what has been collected (Tukey,
1969). All too often research is conducted and
after a cursory analysis of the data for publica-
tion or report to management, the data are set
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aside, never to be touched again. It is difficult to
completely analyze all data from any research
study in just one or two studies, yet this proce-
dure is followed in both the academic and pri-
vate sectors.

Tukey (1969, p. 89) argues for data reanal-
ysis especially for graduate students, but his
statement applies to all researchers:

There is merit in having a Ph.D. thesis encompass
all the admitted steps of the research process.
Once we recognize that research is a continuing,
more or less cyclic process, however, we see that
we can segment it in many places. Why should
not at least a fair proportion of theses start with a
reasonably careful analysis of previously col-
lected and presumably already lightly analyzed
data, a process usefully spread out over consid-
erable time. Instant data analysis is—and will
remain — an illusion.

Arguments for secondary analysis come
from a variety of researchers (Glenn, 1972; Hy-
man, 1972; Tukey, 1969). It is clear that the
research method provides excellent opportuni-
ties to produce valuable knowledge. The proce-
dure, however, is not free from criticism.

DISADVANTAGES OF SECONDARY ANALYSIS. Re-
searchers who use secondary analysis are lim-
ited to the types of hypotheses or research ques-
tions that can be investigated. The data already
exist, and since there is no way to go back for
further information, researchers must keep their
analyses within the boundaries of the type of
data originally collected.

Researchers conducting secondary analy-
sis studies also may face the problems of using
data that were poorly collected, inaccurate, or
flawed. Many studies do not include informa-
tion about the research design, sampling proce-
dures, weighting of subjects’ responses, or other
peculiarities. Perhaps it is suspected that some
of the data were fabricated. Large research
firms tend to explain their procedures in detail.
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Although individual researchers in mass media
have begun to make their data more readily
available (Reid, Soley, & Wimmer, 1981; Wim-
mer & Reid, 1982), not all follow adequate sci-
entific procedures. This may seriously affect a
secondary analysis.

Before selecting a secondary analysis ap-
proach, researchers need to consider the advan-
tages and disadvantages. However, with the in-
creased use of secondary analysis, some of the
problems associated with research explanations
and data storage are being solved. For an exam-
ple of secondary analysis, see Becker, Beam, and
Russial (1978).

DETERMINING TOPIC RELEVANCE

Once a basic research idea has been chosen or
assigned, the nextstep is to ensure that the topic
has merit. This step can be accomplished by
answering eight basic questions.

Question 1: Is the Topic Too Broad?

Most research studies concentrate on one small
area of a field; few researchers attempt to ana-
lyze an entire field in one study. There is a ten-
dency, however, for researchers to choose topics
that, while valuable, are too broad to cover in
one study — for example, “the effects of televi-
sion violence on children,” or “the effects of
mass media information on voters in a presiden-
tial election.”

To avoid this problem, researchers usually
write down their proposed title as a visual start-
ing point and attempt to dissect the topic into
small questions.

Question 2: Can the Problem
Really Be Investigated?

Aside from considerations of broadness, a topic
might prove unsuitable for investigation simply
because the question being asked has no answer,

or at least cannot be answered with the facilities
and information available. For example, a re-
searcher who wants to know how people who
have no television receiver react to everyday
interpersonal communication situations must
consider the problems of finding subjects with-
out at least one television set in the home. Some
may exist in remote parts of the country, but the
question is basically unanswerable due to the
current saturation of television. Thus the re-
searcher must attempt to reanalyze the original
idea in conformity with practical considera-
tions. A. S. Tan (1977) solved this particular
dilemma by choosing to investigate what people
do when their television sets are turned off for a
period of time. He persuaded subjects not to
watch television for one week and to record their
use of other media, their interactions with their
family and friends, and so on.

Another point to consider is whether all
terms of the proposed study are definable. Re-
member that all measurable variables must be
operationally defined (Chapter 3). A researcher
who is interested in examining youngsters’ use
of the media needs to come up with a working
definition of the word youngsters to avoid con-
fusion. Potential problems can be eliminated if
an operational definition is stated: “Youngsters
are children between the ages of 3 and 7 years.”

One final consideration is to review available
literature to determine whether the topic has
been investigated. Were there any problems in
previous studies? What methods were used to
answer the research questions? What conclu-
sions were drawn?

Question 3: Are the Data
Susceptible to Analysis?

A topic does not lend itself to productive re-
search if it requires collecting data that cannot
be measured reliably and validly (Chapter 3). In
other words, a researcher who wants to measure
the effects of not watching television should
consider whether the information about the sub-



jects' behavior will be adequate and reliable,
whether the subjects will answer truthfully,
what value the data will have once gathered, and
so forth. Researchers also need to have enough
data to make the study worthwhile. It would be
inadequate to analyze only 10 subjects in the
“television turn-off ” example, since the results
could not be generalized with regard to the en-
tire population.

Another consideration is the researcher’s
previous experience with the statistical method
selected to analyze the data. That is, does he or
she really understand the proposed statistical
analysis? Researchers need to know how the sta-
tistics work and how to interpret the results. All
too often researchers design studies involving
advanced statistical procedures that they have
never used. This tactic invariably creates errors
in computation and interpretation. Research
methods and statistics should not be selected
because they happen to be popular or because a
research director suggests a given method, but
rather because they are appropriate for a given
study and are understood by the person con-
ducting the analysis. A common error made by
beginning researchers is to select a statistical
method without understanding what the statis-
tic actually produces. Using a statistical method
without understanding what the method pro-
duces is called the law of the instrument. It is
much wiser to do simple frequencies and per-
centages and understand the results than to try
to use a high-level statistic and end up totally
confused.

Question 4: Is the Problem Significant?

Before a study is conducted, the researcher must
determine whether it has merit, that is, whether
the results will have practical or theoretical
value. The first question to ask is, Will the re-
sults add knowledge to the information already
available in the field? The goal of all research is
to help further the understanding of the prob-
lems and questions in the field of study; if a
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study does not do this, it has little value beyond
the experience the researcher acquires from
conducting it. This does not mean that all re-
search has to be earth-shattering. Many investi-
gators, however, waste valuable time trying to
develop monumental projects when in fact the
smaller problems are of more concern.

A second question is, What is the real pur-
pose of the study? This is important because it
helps focus ideas. Is the study intended for a
class paper, a thesis, a journal article, a manage-
ment decision? Each of these projects has differ-
ent requirements concerning background infor-
mation needed, amount of explanation required,
and detail of results generated. For example, ap-
plied researchers need to determine whether any
useful action based on the data will prove to be
feasible, as well as whether the study will an-
swer the question(s) posed by management.

Question 5: Can the Results
of the Study Be Generalized?

For a research project to have practical value —
to be significant beyond the immediate analy-
sis — it must have external validity; that is, one
must be able to generalize from it to other situ-
ations. For example, a study of the effects of a
small-town public relations campaign might be
appropriate if plans are made to analyze such
effects in several small towns, or if it is a case
study not intended for generalization; however,
such an analysis has little external validity.

Question 6: What Costs and Time
Are Involved in the Analysis?

In many cases the cost of a research study is the
sole determinant of the feasibility of a project. A
researcher may have an excellent idea, but if
costs would be prohibitive, the project must be
abandoned. A cost analysis must be completed
very early on. It does not make sense to develop
specific designs and the data-gathering instru-
ment for a project that will be canceled because



22 Partl e The Research Process

of lack of funds. Sophisticated research is par-
ticularly expensive: costs may easily exceed
$50,000 for one project.

A carefully itemized list of all materials,
equipment, and other facilities required is nec-
essary before beginning a research project. If the
costs seem prohibitive, the researcher must de-
termine whether the same goal can be achieved
if costs are shaved in some areas. Another pos-
sibility to consider is financial aid from graduate
schools, funding agencies, local governments, or
other groups that subsidize research projects. In
general, private sector researchers are not se-
verely constrained by expenses, however, they
must adhere to budget specifications provided
by management.

Time is also an important consideration in
research planning. Research studies must be de-
signed in such a way that they can be completed
in the amount of time available. Many studies
have failed because not enough time was allotted
for each research step, and in many cases, the
pressure created by deadlines creates problems
in producing reliable and valid results (for ex-
ample, failure to provide alternatives if the cor-
rect sample of people cannot be located).

Question 7: Is the Planned Approach
Appropriate to the Project?

The most marvelous research idea may be
greatly, and often needlessly, hindered by a
poorly planned method of approach. For exam-
ple, a researcher who wished to measure any
change in attendance at movie theaters that may
have accompanied the increase in televison
viewing in one city could mail questionnaires to
a large number of people to determine how me-
dia habits have changed during the past few
years. However, the costs of printing and mailing
questionnaires, plus follow-up letters and possi-
bly phone calls to increase the response rate,
might prove prohibitive.

Could this study be planned differently to
eliminate some of the expense? Possibly, de-

pending on the purpose of the study and the
types of question planned. The researcher could
collect the data by telephone interviews to elim-
inate printing and postage costs. Some questions
might need reworking to fit the telephone pro-
cedure, but the essential information could be
collected. A close look at every study is required
to plan the best approach. Every procedure in a
research study should be considered from the
standpoint of the parsimony principle, or Oc-
cam’s razor. The principle, attributed to 14th-
century philosopher William of Occam (also
spelled Ockham), states that a person should not
increase, beyond what is necessary, the number
of entities required to explain anything, or make
more assumptions than the minimum needed.
Applying this to media research suggests that
the simplest research approach is always the
most efficient.

Question 8: Is There Any Potential
Harm to the Subjects?

Researchers must carefully analyze whether the
project may cause any physical or psychological
harm to the subjects under evaluation. For ex-
ample: Will respondents be frightened in any
way? Will they be required to answer embar-
rassing questions or perform embarrassing acts
that may create adverse reactions? Is there any
possibility that the exposure to the research
conditions will have lasting effects? Prior to the
start of most public research projects involving
human subjects, detailed statements explaining
the exact procedures involved in the research are
required to ensure that subjects will not be in-
jured in any way. These statements are intended
to protect unsuspecting subjects from being ex-
posed to harmful research methods.

Underlying all eight steps in the research
topic selection process, is validity (Chapter 3).
In other words, are all of the steps (initial idea
to data analysis and interpretation) the cor-
rect ones to follow in trying to answer the
question(s)?




REVIEWING THE LITERATURE

Researchers who conduct studies under the
guidelines of scientific research never begin a
research project without first consulting avail-
able literature. The review provides information
about what was done, how it was done, and what
results were generated. Experienced researchers
consider the literature review as one of the most
important steps in the research process because
it not only allows them to learn from (and even-
tually add to) previous research data but also
saves time, effort, and money. Failing to conduct
a literature review is as detrimental to a project
as failing to address any of the other steps in the
research process.

Before any project is attempted, researchers
ask the following questions:

1. What type of research has been done in the
area?

2. What has been found in previous studies?

3. What suggestions do other researchers
make for further study?

4. What has not been investigated?

5. How can the proposed study add to our
knowledge of the area?

6. What research methods were used in pre-
vious studies?

Answers to these questions will usually help de-
fine a specific hypothesis or research question.

STATING A HYPOTHESIS
OR RESEARCH QUESTION

After a general research area has been identified
and the existing literature reviewed, the re-
searcher must state the problem as a workable
hypothesis or research question. A hypothesis
is a formal statement regarding the relationship
between variables, and it is tested directly. The
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predicted relationship between the variables is
either true or false. On the other hand, a re-
search question is a formally stated question in-
tended to provide indications about something,
and it is not limited to investigating relation-
ships between variables. Research questions are
generally used in situations where a researcher
is unsure about the nature of the problem under
investigation. The intent is merely to gather pre-
liminary data. However, testable hypotheses are
often developed from information gathered dur-
ing the research question phase of a study.

For example, Singer and Singer (1981) pro-
vide an example of how a topic is narrowed,
developed, and stated in simple terms. The au-
thors were interested in whether television ma-
terial enhances or inhibits a child’s capacity for
symbolic behavior. After a thorough review of
available literature, Singer and Singer narrowed
their study by seeking to answer three basic re-
search questions.

1. Does television content enrich a child’s im-
aginative capacities by offering materials
and ideas for make-believe play?

2. Does television lead to distortions of reality
for children?

3. Can intervention and mediation on the part
of an adult while a child views a program,
or immediately afterward, evoke changes
in make-believe play, or stimulate make-
believe play?

The information collected from this type of
study could provide data to create testable hy-
potheses. For example, Singer and Singer might
have collected enough valuable information
from their preliminary study to test the hy-
potheses suggested below.

1. The amount of time a child spends in make-
believe play is directly related to the amount
of time spent viewing make-believe play on
television.
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2. A child’s level of distortion of reality is di-
rectly related to the amount and type of tele-
vision program the child views.

3. Parental discussions with children about
make-believe play before, during, and after
a child watches television programs involv-
ing make-believe play will increase the
child’s time spent involved in make-believe

play.

The difference between the two sets of state-
ments is that the research questions only pose
general areas of investigation, whereas the hy-
potheses are testable statements about the rela-
tionship(s) between the variables. The only in-
tent in the research question phase is to gather
information to help the researchers define and
test hypotheses in later projects.

RESEARCH AND EXPERIMENTAL DESIGN

Given the variety of research questions in mass
media, different research approaches are re-
quired. Some questions call for a survey meth-
odology via telephone or mail; others are best
answered through in-person interviews. Still
other problems necessitate a controlled labora-
tory situation to eliminate extraneous variables.
The approach selected by the researcher de-
pends on the goals and purpose of the study and
how much money is available to conduct the
analysis. Even projects that sound very simple
may require a highly sophisticated and complex
research approach.

The terms research design and experimental
design have become interchangeable to refer to
the process involved in developing or planning
a research project. Some researchers prefer to
use research design to describe nonlaboratory
projects, and experimental design only for proj-
ects conducted in a laboratory setting. In this
book, the terms are used interchangeably be-
cause countless arguments can be raised about

whether or not a research project is an “experi-
ment,” and the relationship between “laboratory”
and “experiment.” That is, must an “experiment”
be conducted in a controlled laboratory situa-
tion to be called an “experiment™

Research and experimental design are essen-
tially blueprints, or sets of plans, for collecting
information. The ideal design collects a maxi-
mum amount of information with a minimal
expenditure of time and resources. Depending
on the circumstances, a design may be brief or
very complicated; there are no specific guide-
lines concerning the amount of detail required
for a design. However, all designs incorporate
the steps in the process of collecting and analyz-
ing the data.

Researchers must determine how the data
will be collected and analyzed before beginning
a research project. Attempting to force a study
to follow a particular approach or statistic after
the data have been gathered only invites error.
For example, a director of marketing for a large
shopping mall was interested in finding out
more about the customers who shopped at the
mall (for example, where they lived and how
often they shopped at the mall). With very lit-
tle planning, she designed a simple question-
naire to collect the information. However, the
respondents’ possible answers, or response
choices, to each of the questions were inade-
quate and the questionnaire inappropriately de-
signed for any type of summary analysis. Thus,
the director of marketing was stuck with thou-
sands of useless questionnaires.

All research — from very simple surveys of
only a few people to nationwide studies covering
complex issues —requires a design of some
type. All procedures, including variables, sam-
ples, and measurement instruments, must be se-
lected or designed in light of their appropriate-
ness to the hypotheses or research questions,
and all items must be planned in advance.

There are four characteristics of research de-
sign that should be noted if a study is to produce
reliable and valid results (Haskins, 1968):




1. Naturalistic setting. For the results of
any project to have external validity, the study
must be conducted under normally encountered
environmental conditions. This means that sub-
jects should be unaware of the research situa-
tion, if possible; that phenomena should not be
analyzed in a single session; and that normal
intervening variables, such as noise, should be
included in the study. Also, long-term projects
are more conducive to a naturalistic atmosphere
than short-term studies.

2. Clear cause-and-effect relationships. The
reseacher must make every effort to control in-
tervening or spurious independent/dependent
variable relationships (Chapter 3). The results
of a study can be interpreted with confidence if
and only if all confounding effects are identified.

3. Unobtrusive and valid measurements.
There should be no perceptible connection be-
tween the communication presented to subjects
and the measurement instruments used. Sub-
jects tend to answer questions differently if they
can identify the purpose of the study. Also, the
study should be designed to assess both imme-
diate and long-term effects on the subjects.

To assure the validity of the measurements
used, a sample should be large enough to allow
detection of minor effects or changes (Chapter
4). Additionally, the selection of dependent vari-
ables should be based on their relevance to the
study and the researcher’s knowledge of the
area, not on convenience.

4. Realism. A research design must above
all be realistic. This necessitates a careful con-
sideration of the availability of time, money, per-
sonnel to conduct the study, and researchers
who are competent in the proposed research
methodology and statistical analysis.

Once the research design has been properly
developed, researchers should pretest as many
phases of the project as possible. A pretest of the
questionnaire, and a check for errors in the mea-
surement instrument(s) and equipment will
help determine if significant problems are pres-
ent. A trial run, or pilot study (a small-scale
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version of the planned research project) is rec-
ommended, but is not always necessary or pos-
sible. The mall marketing director in the pre-
vious example could have saved a great deal of
time and money by running a pilot study using
10 or 20 mall shoppers. She would have quickly
discovered that the questionnaire did not pro-
duce the desired results.

RESEARCH SUPPLIERS
AND FIELD SERVICES

Most researchers do not actually conduct every
phase of every project they supervise. That is,
although they usually design research projects,
determine the sample to be studied, and prepare
the measurement instruments, the researchers
generally do not actually make the telephone
calls or interview respondents in shopping
malls. The researchers instead contract with a
research supplier or a field service to perform
these tasks.

Research suppliers provide a variety of ser-
vices. A full-service supplier participates in the
design of a study, supervises data collection,
tabulates the data, and provides an analysis of
the results. The company may offer work in any
field (such as mass media, medical and hospital,
or banking), or the company may specialize in
one type of research work. In addition, some
companies can execute any type of research
method — telephone surveys, one-on-one in-
terviews, shopping center interviews (inter-
cepts) (Chapter 6), focus groups (Chapter 7) —
or may concentrate on only one method.

Field services usually specialize in conduct-
ing telephone interviews, mall intercepts, one-
on-one interviews, and recruiting respondents
for group administration projects (Chapter 6)
and focus groups, which are called prerecruits
(the company prerecruits respondents to attend
a research session). Although some field ser-
vices offer help in questionnaire design and data
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tabulation, most concentrate on telephone inter-
views, mall interviews, and prerecruiting.

Field services usually have focus group
rooms available (with two-way mirrors to allow
clients to view the session), and test kitchens for
projects involving food and cooking. Some field
service facilities are gorgeous and elaborate, but
others look as though the company just filed for
bankruptcy protection under Chapter 11. Most
field services lease space (or lease the right to
conduct research) in shopping malls to conduct
intercepts. Some field services are actually based
in shopping malls.

Hiring a research supplier or field service is
a simple process. The researcher calls the com-
pany, explains the project, and is given a price
quote. A contract or project confirmation letter
is usually signed. In some cases, the price quote
is a flat fee for the total project. However, some-
times costs are based on cost-per-interview
(CPI).

Before describing the CPI procedure, it is
necessary to introduce the term incidence be-
cause it plays an important role in the research
process. The term is used to describe the ease
with which qualified respondents or subjects
are (or can be) found for a research project.
Incidence is given as a percentage of 100 — the

lower the incidence, the more difficult it is to
find a qualified respondent or group of respon-
dents. Gross incidence is the percentage of qual-
ified respondents reached of all contacts (such
as telephone calls) made, and net incidence re-
fers to the number of respondents or subjects
who actually participate in a project.

For example, assume a telephone research
study requires 100 female respondents between
the ages of 18 and 49 who listen to the radio for
at least 1 hour per day. The estimated gross in-
cidence is 10%. A total of 1,818 calls will have
to be made to recruit the 100 females, not 1,000
calls as some people may think. The number of
calls required is not computed as the target sam-
ple size (100 in this example) divided by inci-
dence (.10), or 1,000. The number of calls com-
puted for gross incidence (1,000) must then be
divided by the acceptance rate, or the percent-
age of the target sample that agrees to participate
in the study.

The total calls required are 1,000 divided by
.55 (a generally used acceptance percentage), or
1,818. Of the 1,818 telephone calls made, 10%
(182) will qualify for the interview, but only
55% (100} will actually accept and complete the
interview (net incidence).

Field services and research suppliers base

TABLE 2.1 CPI CHART
Incidence

5 6 7 8
5 Minutes 44.25 38.00 34.00 30.75
10 Minutes 45.50 39.25 35.00 32.00
15 Minutes 46.50 40.50 36.25 33.00
20 Minutes 47.75 41.75 37.50 34.25
25 Minutes 49.00 42.75 38.50 35.50
30 Minutes 50.00 44.00 39.75 36.50

9 10 20 30
28.50 26.50 14.25 10.25
29.50 27.75 15.50 11.50
30.75 29.00 16.75 12.50
32.00 30.00 17.75 13.75
33.00 31.25 19.00 15.00
34.25 32.50 20.25 16.25




their charges on net incidence, not gross inci-
dence. Many novice researchers fail to take this
into account when they plan the financial budget
for a project.

There is no “average” incidence rate in re-
search. The figure differs depending on the com-
plexity of the sample desired, the length of the
research project, the time of year the study is
conducted, and a variety of other problems. The
lower the incidence, the higher the cost for a
research project. That is a guarantee.

In addition, prices quoted by field services
and research suppliers are based on an esti-
mated incidence rate. Costs will be adjusted
after a project is completed and the actual inci-
dence rate is known. In most cases, a quote will
be given with a plus or minus 10% “warning.”

Let's go back to the CPI discussion. Assume
aresearcher wants to conduct a 400-person tele-
phone study with adults who are between the
ages of 18 and 49. A representative of the com-
pany will ask for the researcher’s estimated in-
cidence and the length of the interview (in min-
utes). The two figures determine the CPI. Most
field services and research suppliers use a chart
to compute the CPI, an example based on 1990
prices is shown in Table 2.1.

The table is easy to use. To find a CPI, first
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read down the left-hand side of the table for the
length of the interview, then across for inci-
dence. For example, the CPI for a 20-minute
interview with an incidence of 10% is $30. A
researcher conducting a 400-person telephone
study with these “specs” will owe the field ser-
vice or research supplier $12,000 (400 X $30)
plus any costs for photocopying the question-
naire, mailing, and data tabulation (if re-
quested). If the company analyzes the data and
writes a final report, the total cost would be
between $20,000 and $30,000.

Research projects involving prerecruits,
such as focus groups and group administration,
involve an additional cost: respondent co-op
fees, or incentives. A telephone study respon-
dent generally receives no payment for answer-
ing questions. However, when respondents are
asked to leave their home to participate in a
project, they are paid a co-op fee, usually be-
tween $25 and $100.

Costs escalate quickly in a prerecruit proj-
ect. For example, assume a researcher wants to
conduct a group session with 400 respondents
instead of using a telephone approach. Instead
of paying a field service or research supplier
a CPI for a telephone interview, the payment is
for recruiting respondents to attend a project

TABLE 2.1 CDNTINUED

Incidence

40 50 60 70

5 Minutes 8.25 7.00 6.50 6.00
10 Minutes 9.50 8.25 7.75 7.25
15 Minutes 10.50 9.50 9.00 8.50
20 Minutes 11.75 10.50 10.00 9.50
25 Minutes 13.00 11.75 11.25 10.75
30 Minutes 14.25 13.00 12.50 11.75

80 90 100
5.75 5.50 5.00
7.00 6.75 6.50
8.00 8.00 7.75
9.25 9.00 9.00

10.50 10.25 10.00
11.50 11.00 10.50
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conducted at a specific location. Although most
companies have separate rate cards for prere-
cruiting (they're usually a bit higher than the
card used for telephone interviewing), assume
the costs are the same. Recruiting costs, then,
are $12,000 (400 X $30 CPI), with another
$10,000 (minimum) for respondent co-op (400
X $25). Total costs so far are $22,000, about
twice as much as a telephone study. However,
more costs must be added to this figure: a rental
fee for the room where the study will be con-
ducted, refreshments for respondents, fees for
assistants to check in respondents, and travel
expenses (another $1,000-$4,000).

In addition, to have 400 people show up
(4 sessions of 100 each), it is necessary to over-
recruit since not every respondent will “show.”
In prerecruit projects, field services and re-
search suppliers will overrecruit 25% to 100%.
In other words, for a 400 “show rate,” a company
will prerecruit between 600 and 800 people.
However, rarely does a prerecruit session hit the
target sample size exactly. In many cases, the
show rate falls short and a make-good is re-
quired (the project is repeated at a later date
with another group of respondents to meet the
target sample size). In some cases, more re-
spondents than required show, which means
that projected research costs may skyrocket.

In most prerecruit research projects, field
services and research suppliers are paid on a
“show-basis” only. That is, they receive payment
only for respondents who show, not how many
are recruited. If the companies were paid on a
recruiting basis, they could recruit thousands of
respondents for each project. The show-basis
procedure also adds incentive for the companies
to make sure that those who are recruited show
up for the research session.

Although various problems with hiring and
working with research suppliers and field ser-
vices are discussed in Chapter 7, two important
points are introduced here to help novice re-
searchers when they begin to use these support
companies.

1. Al suppliers and field services are not
equal. Any person or group with any qualifica-
tions can form a research supply company or
field service. There are no formal requirements,
no tests to take, and no national, state, or re-
gional licenses to acquire. What's needed is a
research shingle on the door, advertising in mar-
keting and research trade publications, and (op-
tional) membership in one or more of the vol-
untary research organizations.

Due to the lack of regulations in the re-
search industry, it is the sole responsibility of
the research user to determine which of hun-
dreds of suppliers available are capable of con-
ducting a professional, scientifically based re-
search project. Experienced researchers develop
a list of qualified companies, basically from the
recommendations of other users (mass media
researchers throughout the country are a very
closely knit group of people who trade infor-
mation almost daily).

2. The researcher must maintain close su-
pervision over the project. This is true even with
the very good companies, not because their
professionalism cannot be trusted, but rather, to
be sure that the project is answering the ques-
tions that were posed. Because of security con-
siderations, a research supplier may never com-
pletely understand why a particular project is
being conducted, and the researcher needs to be
sure that the project will provide the exact infor-
mation required.

DATA ANALYSIS AND INTERPRETATION

The time and effort required for data analysis
and interpretation depends on the study’s pur-
pose and the methodology used. Analysis and
interpretation may take several days to several
months. In many private sector research studies
involving only a single question, however, data
analysis and interpretation may be completed




in a few minutes. For example, a business or
company may be interested in discovering the
amount of interest in a new product or service.
After a survey, for example, the question may be
answered by summarizing only one or two
items on the questionnaire that relate to demand
for the product or service. In this case, interpre-
tation is simply “go” or “no-go.”

Every analysis should be carefully planned
and performed according to guidelines designed
for that analysis. Once the computations have
been completed, the researcher must “step back”
and consider what has been discovered. The re-
sults must be analyzed with reference to their
external validity and the likelihood of their ac-
curacy. Here, for example, is an excerpt from the
conclusion drawn by Singer and Singer (1981).

Television by its very nature is a medium that
emphasizes those very elements that are generally
found in imagination: visual fluidity, time and
space flexibility and make-believe. . . . Very little
effort has emerged from producers or educators
to develop age-specific programming . . . it is ev-
ident that more research for the development of
programming and adult mediation is urgently
needed.

Researchers must determine through analy-
sis whether their work is valid internally and
externally. This chapter has touched briefly on
the concept of external validity; an externally
valid study is one whose results can be general-
ized to the population. To assess internal va-
lidity, on the other hand, one asks: Does the
study really investigate the proposed research
question?

Internal Validity

Control over research conditions is necessary to
enable researchers to rule out all plausible rival
explanations of results. Researchers are inter-
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ested in verifying that “y is a function of x,” or y
= f(x). Control over the research conditions is
necessary to eliminate the possibility of finding
that y = f(b), where b is an extraneous variable.
Any such variable that creates a rival explana-
tion of results is known as an artifact (also re-
ferred to as extraneous variable). The presence
of an artifact indicates a lack of internal validity:
the study has failed to investigate its hypothesis.

Suppose, for example, that researchers dis-
cover through a study that children who view
television for extended lengths of time have
lower grade point averages in school than chil-
dren who watch only a limited amount of tele-
vision. Could an artifact have created this find-
ing? It may be that children who view fewer
hours of television also receive parental help
with their school work: parental help (the arti-
fact), not hours of television viewed, may be the
reason for the difference in grade point averages
between the two groups.

Sources of internal invalidity may arise from
several places. Those most frequently encoun-
tered are described in the list below. Researchers
should be familiar with these sources to achieve
internal validity in the experiments they conduct
(Campbell & Stanley, 1963; Cook & Campbell,
1979).

1. History. Various events occurring dur-
ing a study may affect the subjects’ attitudes,
opinions, and behavior. For example, to analyze
an oil company’s public relations campaign for
a new product, researchers first pretest subjects
concerning their attitudes toward the company.
The subjects are next exposed to an experimen-
tal promotional campaign (the experimental
treatment); then a posttest is administered to
determine whether changes in attitude occurred
as a result of the campaign. Suppose the results
indicate that the public relations campaign was
a complete failure — that the subjects displayed
a very poor perception of the oil company in the
posttest. Before the results are reported, the re-
searchers need to determine whether an inter-
vening variable could have caused the poor
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perception. An investigation discloses that dur-
ing the period between tests, subjects learned
from a television news story that the oil com-
pany was planning to raise gasoline prices by
20%. The news of the price increase —not the
public relations campaign — may have acted as
an artifact that created the poor perception. The
longer the time period between a pretest and a
posttest, the greater the possibility that history
might confound the study.

The effects of history in a study can be dev-
astating, as was shown during the late 1970s and
early 1980s. Several broadcast companies and
other private businesses perceived a need to de-
velop Subscription Television (STV) in various
markets throughout the country where cable
television penetration was thought to be very
low. An STV service allows a household to pick
up, using a special antenna, pay television ser-
vices similar to Home Box Office or Showtime.
Several cities became prime targets for STV be-
cause both Arbitron and Nielsen reported very
low cable penetration. Several companies con-
ducted research in many of these cities, and re-
sults supported the Arbitron and Nielsen data.
In addition, the research found that people who
did not have access to cable television were very
receptive to the idea of STV. However, it was
discovered later that even as some of the studies
were being conducted, cable companies in the
target areas were expanding very rapidly and
had wired many of the previously nonwired
neighborhoods. What were once prime targets
for STV soon became accessible to cable televi-
sion. The major problem was that researchers
attempting to determine the feasibility of STV
failed to consider the historical changes (wiring
of the cities) that could affect the results of their
research. The net result was that many compa-
nies lost millions of dollars and STV soon faded
from memory.

2. Maturation. Subjects’ biological and
psychological characteristics change during the
course of a study. Growing hungry or tired or
becoming older may influence the manner in

which subjects respond to a research study. An
example of how maturation can affect a research
project was seen in the early 1980s when radio
stations around the country began to test their
music playlist in auditorium sessions (where lis-
teners are invited to a large hotel ballroom to
rate short segments of songs; Chapter 14). Some
unskilled research companies tested up to 500
or 600 songs in one session and wondered why
the songs after about the 400th one tested dra-
matically different from the other songs. With-
out a great deal of investigation, researchers dis-
covered that the respondents were physically
and emotionally drained once they reached 400
songs (about 2 hours), and merely wrote down
any number just to complete the project.

3. Testing. Testing in itself may be an arti-
fact, particularly when subjects are given simi-
lar pretests and posttests. A pretest may sensi-
tize subjects to the material and improve their
posttest scores regardless of the type of experi-
mental treatment given to subjects. This is es-
pecially true when the same test is used for both
situations. Subjects learn how to answer ques-
tions and to anticipate researchers’ demands. To
guard against the effects of testing, different pre-
tests and posttests are required. Or, instead of
being given a pretest, subjects can be tested
for similarity (homogeneity) by means of a var-
iable or set of variables that differs from the
experimental variable. The pretest is not the
only way to establish a point of prior equiva-
lency (the groups were equal before the experi-
ment) between groups— this can also be ac-
complished through sampling (randomization
and matching).

4. Instrumentation. Also known as instru-
ment decay, this term refers to the deterioration
of research instruments or methods over the
course of a study. Equipment may wear out, ob-
servers may become more casual in recording
their observations, and interviewers who mem-
orize frequently asked questions may fail to
present them in the proper order. Some college
entrance tests, such as the SAT and ACT, are



targets of debate by many researchers and/or
statisticians. The complaints mainly address the
concern that the current tests do not adequately
measure knowledge of today, but rather what
was once considered necessary and important.

5. Statistical regression. Subjects who
achieve either very high or very low scores on a
test tend to regress to the sample or population
mean during following testing sessions. Often
outliers (subjects whose pretest scores are far
from the mean) are selected for further testing
or evaluation. Suppose, for example, that re-
searchers develop a series of television programs
designed to teach simple mathematical con-
cepts, and they select only subjects who score
very low on a mathematical aptitude pretest. An
experimental treatment is designed to expose
these subjects to the new television series, and a
posttest is given to determine whether the pro-
grams increased the subjects’ knowledge of sim-
ple math concepts. The experimental study may
show that indeed, after only one or two expo-
sures to the new programs, math scores in-
creased. But the higher scores on the posttest
may not be due to the television programs; they
may be a function of statistical regression. That
is, regardless of whether the subjects viewed the
programs, the scores in the sample may have
increased merely because of statistical regres-
sion to the mean. The programs should be tested
with a variety of subjects, not just those who
score low on a pretest.

6. Experimental mortality. All research
studies face the possibility that subjects will
drop out for one reason or another. This is es-
pecially true in long-term studies. Subjects may
become ill, move away, drop out of school, or
quit work. This mortality, or loss of subjects, is
sure to have an effect on the results of a study,
since most research methods and statistical
analyses make assumptions about the number
of subjects used. It is always better, as men-
tioned in Chapter 4, to select more subjects
than are actually required — within the budget
limits of the study.
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7. Selection. Most research designs com-
pare two or more groups of subjects to deter-
mine whether differences exist on the dependent
measurement. These groups must be randomly
selected and tested for homogeneity to ensure
that results are not due to the type of sam-
ple used.

8. Demand characteristics. The term de-
mand characteristics is used to describe sub-
jects’ reactions to experimental conditions. Orne
(1969) suggested that under some circum-
stances, subjects’ awareness of the experimental
purpose may be the sole determinant of how
they behave; that is, subjects who recognize the
purpose of a study may produce only “good”
data for researchers.

People who become involved in research
quickly learn about the many variations of de-
mand characteristics. For example, research
studies seeking to find out about respondents’
listening and viewing habits always find sub-
jects who report high levels of listening and
viewing to PBS. However, when the same sub-
jects are asked to name their favorite PBS pro-
grams, many cannot recall a single one (their
TV favorite is usually something like Wheel of
Fortune, while their radio favorite is something
like the American Top 40 Countdown).

Cross-validating questions are often neces-
sary to verify subjects’ responses; by giving sub-
jects the opportunity to answer the same ques-
tion phrased in different ways, the researcher
can spot discrepant, potentially error-producing
responses. In addition, researchers can help
control demand characteristics by disguising
the real purpose of the study; however, research-
ers should use caution when employing this
technique (Chapter 18).

In addition, most respondents who partici-
pate in research projects are eager to provide the
information the researcher requests. They are
flattered to be asked for their opinions. Unfor-
tunately, this means that they will answer any
type of question, even if the question is totally
ambiguous, misleading, vague, or absolutely
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uninterpretable. For example, a recent tele-
phone study was conducted by Paragon Re-
search (where the senior author is president)
with respondents in Pennsylvania who have area
code 717. An interviewer using a telephone that
did not have area codes blocked out (no access),
unknowingly called area code 714 (Orange
County, California). For nearly 20 minutes, the
respondent in California answered questions
about radio stations with W call letters — sta-
tions impossible for her to pick up on any radio.
The problem was discovered in the question-
naire validation process. When called back, the
“real” respondent at the 717 area code claimed
to have never answered questions about local
radio stations, and the computer printout of calls
made for the project highlighted the erroneous
telephone number.

9. Experimenter bias. Rosenthal (1969)
discussed a variety of ways in which a re-
searcher may influence the results of a study.
Bias can enter through mistakes made in obser-
vation, data recording, mathematical computa-
tions, and interpretation. Whether experimenter
errors are intentional or unintentional, they usu-
ally support the researcher’s hypothesis and are
considered bias (Walizer & Wienir, 1978).

Experimenter bias can also enter into any
phase of a research project if the researcher be-
comes swayed by a client’s wishes for how a
project will turn out. The following example
describes a situation that can cause significant
problems for researchers if they do not remain
totally objective throughout the entire project.
The example is not included here to suggest that
research always works this way, nor is it an en-
dorsement of the situation.

Researchers are sometimes hired by individ-
uals or companies to “prove a point” or to have
“supporting information” for a decision (this is
usually unknown to the researcher). For exam-
ple, the program director at a television station
may have a particular dislike for a program on
the station and wants to “prove” his “theory” cor-

rect. A researcher is hired under the premise of
finding out whether the audience likes or dis-
likes the program. In this case, it is very easy for
the program director to intentionally or unin-
tentionally sway the results just through the con-
versations with the researcher in the planning
stages of the study. It is possible for a researcher
to intentionally or unintentionally interpret the
results in order to support the program direc-
tor’s desire to eliminate the program. The re-
searcher may, for instance, have like/dislike
numbers that are very close, but may give the
“edge” to dislike because of the program direc-
tor’s influence.

Experimenter bias is a potential problem in
all phases of research, and those conducting the
study must be aware of problems caused by out-
side influences. Several procedures can help to
reduce experimenter bias. For example, individ-
uals who provide instructions to subjects and
make observations should not be informed of
the purpose of the study, experimenters and
others involved in the research should not know
whether subjects belong to the experimental
group or the control group (this is called a dou-
ble blind experiment); and automated devices
such as tape recorders should be used whenever
possible to provide uniform instructions to sub-
jects. (See Chapter 5 for more information about
control groups.)

Researchers can also ask clients not to dis-
cuss the intent of a research project beyond what
type of information is desired. The program di-
rector should say only that information is de-
sired about the like/dislike of the program and
should not discuss what decisions will be made
with the research. In cases where researchers
must be told about the exact purpose of the
project, or where the researcher is conducting
the study independently, experimenter bias
must be repressed at every phase.

10.  Evaluation apprehension. Rosenberg’s
(1965) concept of evaluation apprehension is
similar to demand characteristics, but it empha-




sizes that subjects are essentially afraid of being
measured or tested. They are interested in re-
ceiving only positive evaluations from the re-
searcher and from the other subjects involved in
the study. Most people are hesitant to exhibit
behavior that differs from the norm and will
tend to follow the group, even though they may
totally disagree with the others. The researcher’s
task is to try to eliminate this passiveness by
letting subjects know that their individual re-
sponses are important.

11. Causal time-order. The organization of
an experiment may in fact create problems with
data collection and/or interpretation. It may be
that results of an experiment are not due to the
stimulus (independent) variable, but rather to
the effect of the dependent variable. For exam-
ple, respondents in an experiment about how
advertising layouts in magazines influence their
purchasing behavior may change their opinions
when they read or complete a questionnaire
after viewing several ads.

12. Diffusion or imitation of treatments. In
situations where respondents participate at dif-
ferent times during one day or over several days,
or groups of respondents are studied one after
another, respondents may have the opportunity
to discuss the project with someone else and
contaminate the research project. This is a spe-
cial problem with focus groups where one group
often leaves the focus room while a new group
enters.

13. Compensation. Sometimes individuals
who work with a control group (the one that
receives no experimental treatment) may un-
knowingly treat the group differently since the
group was “deprived” of something. In this case,
the control group is no longer legitimate.

14. Compensatory rivalry. In some situa-
tions, subjects who know they are in a control
group may work harder or perform differently
to out-perform the experimental group.

15. Demoralization. Control group sub-
jects may literally lose interest in a project be-
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cause they are not experimental subjects. These
people may give up or fail to perform normally
because they may feel demoralized or angry that
they are not in the experimental group.

The sources of internal invalidity are com-
plex and may arise in all phases of research. For
this reason, it is easy to see why the results from
a single study cannot be used to refute or sup-
port a theory or hypothesis. To try and control
these artifacts, researchers use a variety of ex-
perimental designs and try to keep strict control
over the research process so subjects and re-
searchers will not intentionally or unintention-
ally influence the results. As Hyman (1954)
recognized:

All scientific inquiry is subject to error, and it is
far better to be aware of this, to study the sources
in an attempt to reduce it, and to estimate the
magnitude of such errors in our findings, than to
be ignorant of the errors concealed in our data.

External Validity

External validity refers to how well the results
of a study can be generalized across popula-
tions, settings, and time (Cook & Campbell,
1979). The external validity of a study can be
severely affected by the interaction in an analy-
sis of variables such as subject selection, in-
strumentation, and experimental conditions
(Campbell & Stanley, 1963). A study that lacks
external validity cannot be projected to other
situations. The study is only valid for the sample
tested.

Most procedures to guard against external
invalidity relate to sample selection. Cook and
Campbell (1979) describe three considerations:

1. Use random samples.
2. Use heterogeneous samples and replicate the
study several times.
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3. Select a sample that is representative of
the group to which the results will be gen-
eralized.

Using random samples rather than conve-
nience or available samples (Chapter 4) allows
researchers to gather information from a variety
of subjects rather than those who may share
similar attitudes, opinions, and lifestyles. As
Chapter 4 discusses, a random sample means
that everyone (within the guidelines of the proj-
ect) has an equal chance of being selected for
the research study.

Several replicated research projects using
samples with a variety of characteristics (heter-
ogeneous) allow researchers to test hypotheses
and research questions and not worry that the
results will only relate to one type of subject.

Selecting a sample that is representative of
the group to which the results will be general-
ized is basic common sense. For example, the
results from a study of a group of high school
students cannot be generalized to a group of
college students.

A fourth way to increase external validity is
to conduct research over a long period of time.
Mass media research is often designed as short-
term projects: subjects are exposed to an exper-
imental treatment and are immediately tested or
measured. However, in many cases, the imme-
diate effects of a treatment are negligible. In ad-
vertising, for example, research studies de-
signed to measure brand awareness are generally
based on only one exposure to a commercial or
advertisement. It is well known that persuasion
and attitude change rarely take place after only
one exposure; they require multiple exposures
over time. Logically, such measurements should
be made over a period of weeks or months
to take into account the sleeper effect: that atti-
tude change may be minimal or nonexistent in
the short run and still prove significant in the
long run.

PRESENTING RESULTS

The format used in presenting results depends
on the purpose of the study. Research intended
for publication in academic journals follows a
format prescribed by each journal, research
conducted for management in the private sector
tends to be reported in simpler terms, excluding
detailed explanations of sampling, methodol-
ogy, and review of literature. However, all pre-
sentations of results need to be written in a clear
and concise manner appropriate to both the re-
search question and the individuals who will
read the report. A more detailed discussion of
reporting is included in Chapter 18.

REPLICATION

One important point mentioned throughout this
book is that the results of any single study are,
by themselves, only indications of what might
exist. A study provides information that says, in
effect, “This is what may be the case.” To be
relatively certain of the results of any study, the
research must be replicated. Too often, re-
searchers conduct one study and report the re-
sults as if they are providing the basis for a the-
ory or law. The information presented in this
chapter, and in other chapters that deal with
internal and external validity, argues that this
cannot be true.

A research question or hypothesis requires
investigation from many different perspectives
before any significance can be attributed to the
results of any one study. Research methods and
designs must be altered to eliminate design-
specific results, that is, results that are based
on, hence specific to, the design used. Similarly,
subjects with a variety of characteristics should
be studied from many angles to eliminate sam-




ple-specific results; and statistical analyses
need variation to eliminate method-specific re-
sults. In other words, all effort must be made to
ensure that the results of any single study are
not created by or dependent on a methodologi-
cal factor; studies must be replicated.

Researchers overwhelmingly advocate the
use of replication to establish scientific fact.
Lykken (1968) and Kelly, Chase, and Tucker
(1979) have identified four basic types of repli-
cation that can be used to help validate a scien-
tific test.

* Literal replication involves the exact dupli-
cation of a previous analysis, including the
sampling procedures, experimental condi-
tions, measuring techniques, and methods
of data analysis.

Operational replication attempts to dupli-
cate only the sampling and experimental
procedures of a previous analysis, to test
whether the procedures will produce similar
results.

Instrumental replication attempts to dupli-
cate the dependent measures used in a pre-
vious study and to vary the experimental
conditions of the original study.
Constructive replication tests the validity
of methods used previously by deliberately
avoiding the imitation of the earlier study;
both the manipulations and the measures
used in the first study are varied. The re-
searcher simply begins with a statement of
empirical “fact” uncovered in a previous
study and attempts to find the same “fact.”

Although the process of replication has not
been widely used in communications research,
the trend seems to indicate that more and more
mass media researchers consider it an invalu-
able step in producing scientific data (Wimmer
& Reid, 1982).
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RESEARCH HAZARDS

All researchers quickly discover that research
projects do not always turn out the way they
were planned. It seems that Murphy’s Law —
Anything that can go wrong will go wrong —
holds true in any type of research. It is there-
fore necessary to be prepared for difficulties,
however minor, in conducting a research proj-
ect. Planning and flexibility are essential. Pre-
sented below are what are known as the TAT
(They’re Always There) laws. Although these
“laws” are somewhat tongue-in-cheek, they
are nonetheless representative of the prob-
lems one may expect to encounter in research
studies.

1. Aresearch project always takes longer than
planned.

2. No matter how many people review a re-
search proposal and say that it’s perfect be-
fore you start, they will always have sugges-
tions to make it better after the study is
completed.

. There are always errors in data entry.

4. The data errors that take the longest to find

and correct are the most obvious.

5. Regardless of the amount of money re-
quested for a research project, the final
project always costs more.

6. A computer program never runs the first

time.

. A sample is always too small.

8. Regardless of how many times a pilot study
or pretest is conducted to make sure that
measurement instructions are clear, there
will always be at least one subject who
doesn’t understand the directions.

9. All electronic equipment breaks down dur-
ing the most crucial part of an experiment.

10. Subjects never tell you how they really feel

or what they really think or do.

W
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SUPPLEMENT ON INCIDENCE
RATES AND CP1

Incidence rate is an important concept in re-
search because it determines both the diffi-
culty and cost of a research project. Table 2.1
(on pages 26—27) shows a standard CPI rate
chart. These individual numbers are computed

through a complicated series of steps. Without
going into exact detail, this supplement explains
the general procedure of how each CPI is
computed.

As mentioned earlier, CPI is based on inci-
dence and interview length. In prerecruiting,
only incidence is considered, but CPIs are basi-
cally the same as those for telephone interviews.
To determine a CPI, let's assume we wish to

TABLE 2.2 DETERMINING A CPI

Step
1. Gross incidence: 1,000
2. Acceptance rate: 55%
3. Real contacts necessary: 1,818
4. Minutes per contact: 4
5. Total contact minutes: 7,272
6. Productive minutes per hour: 40
7. Total contact hours: 182
8. Total interview hours: 33
9. Total hours: 215

10. Hourly rate: $15

11. Total cost: $3,225

12. CPL: $32.25

Explanation

Gross incidence figure. Simply
100 + .10.

Standard figure used. Use accep-
tance rate to determine how many
calls are needed.

1,000 + .55

Number of minutes to find correct
respondent (bad numbers, busy
lines, etc.)

4 x 1,818

Average number of minutes inter-
viewers usually work in 1 hour
(breaks, etc.)

7272 + 40

100 X 20 minutes
Contact + interview hours
Industry standard

215 x $15

$3,225 + 100 interviews




conduct a 100-person telephone study, with an
incidence of 10% and an interview length of 20
minutes. The computation and an explanation
of each step is shown in Table 2.2. In other
words, 1,818 contacts are made. Of these, 10%
will qualify for the interview (182) and 55% of
these will accept (100). The total number of
hours required to conduct the 100-person sur-
vey is 215, with a CPI of $32.25.

S UMMARY

This chapter has described the processes in-
volved in identifying and developing a topic for
research investigation. It was suggested that re-
searchers consider several sources for potential
ideas, including a critical analysis of everyday
situations. The steps in developing a topic for
investigation naturally become easier with ex-
perience; beginning researchers need to pay par-
ticular attention to material already available.
They should not attempt to tackle broad re-
search questions, but should try to isolate a
smaller, more practical subtopic for study. They
should develop an appropriate method of anal-
ysis and then proceed, through data analysis and
interpretation, to a clear and concise presenta-
tion of results.

The chapter stresses that the results of a sin-
gle survey or other research approach only pro-
vide indications of what may or may not exist.
Before researchers can claim support for a re-
search question or hypothesis, the study must
be replicated a number of times to eliminate
dependence on extraneous factors.

While conducting research studies, investi-
gators must be constantly aware of potential
sources of error that may create spurious results.
Phenomena that affect an experiment in this way
are sources of breakdowns in internal validity. If
and only if differing and rival hypotheses are
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ruled out can researchers validly say that the
treatment was influential in creating differences
between the experimental and control groups. A
good explanation of research results rules out
intervening variables; every plausible rival ex-
planation should be considered. However, even
when this is accomplished, the results of one
study can be considered only as indications of
what may or may not exist. Support for a theory
or hypothesis can be made only after the com-
pletion of several studies that produce similar
results.

In addition, for a study to have substantive
worth to the understanding of mass media, the
results must be generalizable to subjects and
groups other than those involved in the experi-
ment. External validity can be best achieved
through randomization of subject selection:
there is no substitute for random sampling
(Chapter 4).

Questions and Problems
for Further Investigation

1. The focus of this chapter is on developing a re-
search topic by defining a major problem area
and narrowing the topic to a manageable study.
Develop two different research projects in an area
of mass media research. Use either an outline or
a flowchart format.

2. Replication has long been a topic of debate in
scientific research, but until recently, mass media
researchers have not paid it a great deal of atten-
tion. Read the articles by Reid, Soley, and Wim-
mer (1981) and Wimmer and Reid (1982). Ex-
plain in your own words why replication has not
been a major factor in mass media research.
What could be done to correct the current situa-
tion in replication?

3. In an analysis of the effects of television viewing,
it was found that the fewer the hours of television
students watched per week, the higher were
the scores achieved in school. What alternative
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explanations or artifacts might explain such differ-
ences? How could these variables be controlled?

4. The fact that some respondents will answer any
type of question, whether it is a legitimate ques-
tion or not, is something novice researchers can-
not relate to until they encounter it firsthand.
Although it may not work, ask this question to a
friend in another class or at a party: What effects
do you think the sinking of Greenland into the
Labrador Sea will have on the country’s fishing
industry?
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hapters 1 and 2 presented a brief overview
of the research process. In this chapter, four
basic elements of this process are defined and
discussed: concepts and constructs, measure-
ment, variables, and scales. To conduct and un-
derstand empirical research, it is necessary to
understand these elements.

CONCEPTS AND CONSTRUCTS

A concept is a term that expresses an abstract
idea formed by generalization from particulars.
It is formed by summarizing related observa-
tions. For example, a researcher might observe
that a public speaker becomes restless, starts to
perspire, and continually fidgets with a pencil
just before giving an address. The researcher
might summarize these observed patterns of be-
havior and label them speech anxiety. On a more
concrete level, the word table is a concept that
represents a wide variety of observable objects,
ranging from a plank supported by concrete
blocks to a piece of furniture typically found in
dining rooms. In mass media, terms such as
message length, media usage, and readability are
typically used as concepts.

Concepts are important for at least two rea-
sons. First, they reduce the amount of detail
researchers must take into account by combin-
ing particular characteristics or objects or peo-
ple into more general categories. For example, a
researcher may study families that own personal
computers, modems, VCRs, CD players, cord-
less phones, and DAT players. To make it easier
to describe these families, the researcher calls
them “Taffies,” and categorizes them under the

concept of Technologically Advanced Families.
Now, instead of describing each of the charac-
teristics that make these families unique, the
researcher has a general term that is more inclu-
sive and convenient to use.

Second, concepts facilitate communication
among those who have a shared understanding
of them. Researchers use concepts to organize
their observations into meaningful summaries
and to transmit this information to their col-
leagues. Researchers who use the concept of
“agenda setting” to describe a complicated set of
audience and media activities will find that their
colleagues will understand what is being dis-
cussed. Note that individuals must share an un-
derstanding of a concept if it is to be useful.
Teenagers sometimes use the word dweeb to de-
scribe their acquaintances, and most teens un-
derstand perfectly what is meant by the concept.
However, many adults have trouble understand-
ing the concept.

A construct is a concept that has three dis-
tinct characteristics. First, it is a highly abstract
notion that is usually broken down into dimen-
sions represented by lower level concepts. In
other words, a construct is a combination of
concepts. Second, because of its abstraction, a
construct usually can’t be observed directly.
Third, a construct is usually designed for some
particular research purpose so that its exact
meaning relates only to the context in which it
is found. For example, the construct “involve-
ment” has been used in many advertising studies
(Pokrywczynski, 1986). It is a construct that
is difficult to see directly, and it includes the
concepts of attention, interest, and arousal.
Researchers can only observe its likely or
presumed manifestations. In some contexts
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involvement means product involvement; in oth-
ers it refers to involvement with the message or
even with the medium. Its precise meaning de-
pends on the larger research context.

To take another example, in mass commu-
nication research, the term authoritarianism
represents a construct specifically defined to de-
scribe a certain type of personality; it comprises
nine different concepts, including convention-
alism, submission, superstition, and cynicism.
Authoritarianism itself cannot be seen; its pres-
ence must be determined by some type of ques-
tionnaire or standardized test. The results of
such tests indicate what authoritarianism might
be and whether it is present under given condi-
tions, but they do not provide exact definitions
for the concept.

The empirical counterpart of a construct or
concept is called a variable. Variables are impor-
tant because they link the empirical world with
the theoretical; they are the phenomena and
events that can be measured or manipulated
in research. Variables can have more than one
value along a continuum. For example, the vari-
able “satisfaction with cable TV programs” can
take on different values — a person can be satis-
fied a lot, a little, or not at all —reflecting in the
empirical world what the concept “satisfaction
with cable TV programs” represents in the the-
oretical world.

Researchers attempt to test a number of as-
sociated variables to develop an underlying
meaning or relationship among them. After suit-
able analysis, the important variables are re-
tained while the others are discarded. These im-
portant variables are labeled marker variables
since they seem to define or highlight the con-
struct under study. After further analysis, new
marker variables may be added to increase un-
derstanding of the construct and to permit more
reliable predictions.

Concepts and constructs are valuable tools
in theoretical research. But, as noted in Chap-
ter 1, researchers also function at the observa-
tional, or empirical, level. To understand how

this is done, it is necessary to examine variables
and to know how they are measured.

independent and Dependent Variables

Variables are classified in terms of their relation-
ship with one another. It is customary to talk
about independent and dependent variables:
independent variables are systematically varied
by the researcher, while dependent variables are
observed and their values presumed to depend
on the effects of the independent variables. In
other words, the dependent variable is what the
researcher wishes to explain. For example, as-
sume that an investigator is interested in deter-
mining how the angle of a camera shot affects an
audience’s perception of the credibility of a tele-
vision newscaster. Three different versions of a
newscast are videotaped: one shot from a very
low angle, another from a high angle, and a third
from eye level. Groups of subjects are randomly
assigned to view one of the three versions and to
complete a questionnaire that measures credi-
bility. In this experiment, the camera angle is
the independent variable. Its values are system-
atically varied by the experimenter, who se-
lects only three of the camera angles possible.
The dependent variable to be measured is the
perceived credibility of the newscaster. If the
researcher’s assumption is correct, the news-
caster’s credibility will vary according to the
camera angle. (Note that the actual values of the
dependent variable are not manipulated; they
are simply observed or measured.)

Keep in mind that the distinction between
types of variables depends on the purposes of
the research. An independent variable in one
study may be a dependent variable in another.
Also, a research task may involve examining the
relationship of more than one independent vari-
able to a single dependent variable. For example,
a study designed to examine the impact of type
size and page layout on learning would encom-
pass two independent variables (type size and
layout) and one dependent variable (learning).




Moreover, in many instances multiple depen-
dent variables are measured in a single study.
This type of study, called a multivariate analysis,
is discussed in Appendix 2.

Other Types of Variables

In nonexperimental research, where there is no
active manipulation of variables, different terms
are sometimes substituted for independent and
dependent variables. The variable that is used
for predictions or is assumed to be causal (anal-
ogous to the independent variable) is sometimes
called the predictor or antecedent variable. The
variable that is predicted or assumed to be af-
fected (analogous to the dependent variable) is
sometimes called the criterion variable.
Researchers often wish to account for or
control variables of certain types for the purpose
of eliminating unwanted influences. These con-
trol variables are used to ensure that the results
of the study are due to the independent vari-
ables, not some other source. However, a control
variable need not always be used to eliminate an
unwanted influence. On occasion, researchers
use a control variable such as age, sex, or socio-
economic status to divide subjects into specific
relevant categories. For example, in studying the
relationship between newspaper readership and
reading ability, it is apparent that 1Q will affect
the relationship and must be controlled; thus,
subjects may be selected on the basis of 1Q
scores, or placed in groups with similar scores.
One of the most difficult aspects of any type
of research is trying to identify all the variables
that may create spurious (false) or misleading
results. Some researchers refer to this problem
as “noise.” Noise can occur even in very simple
research projects. For example, a researcher de-
signs a telephone survey that asks respondents
to name the local radio station listened to the
most during the past week. The researcher uses
an open-ended question—that is, no specific
response choices are provided; thus the inter-
viewer writes down exactly what each respon-
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dent says in answer to the question. When the
completed surveys are tabulated, the researcher
notices that several people mentioned radio sta-
tion WAAA. But if the city has a WAAA-AM and
a WAAA-FM, which station gets the credit? The
researcher cannot arbitrarily assign credit to the
AM or the FM station; nor can credit be split,
because such a practice may distort the actual
listening pattern.

The researcher could attempt call-backs of
everyone who said “WAAA,” but this method is
not suggested for two reasons: (1) the likelihood
of reaching all the people who gave that re-
sponse is low; and (2) even if the first condi-
tion is met, some respondents may not recall
which station they mentioned originally. The re-
searcher, therefore, is unable to provide a reli-
able analysis of the data because all possible
intervening variables were not considered. (The
researcher should have foreseen this prob-
lem, and the interviewers should have been
instructed to find out in each case whether
“WAAA” meant the AM or the FM station.)

Another type of research noise is created by
people who unknowingly provide false infor-
mation. For example, people who keep diaries
for radio and television surveys may err in re-
cording the station or channel they tune in; that
is, they may listen to or watch station KAAA but
incorrectly record KBBB (this problem is par-
tially solved by the use of people meters —see
Chapter 14). In addition, people often answer a
multiple-choice or yes/no research question at
random because they do not wish to appear ig-
norant or uninformed. To minimize this prob-
lem, researchers should construct their mea-
surement instruments with great care. Noise is
always present, but a large and representative
sample should decrease the effects of some re-
search noise. (In later chapters, noise is referred
to as “error.”)

Many simplistic problems in research are
solved with experience. In many situations,
however, researchers understand that total con-
trol over all aspects of the research is impossible,
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and the imposibility of achieving perfect control
is accounted for in the interpretation of results.

Defining Variables Operationally

In Chapter 1 it was stated that an operational
definition specifies procedures to be followed in
experiencing or measuring a concept. Research

depends on observations, and observations can-
not be made without a clear statement of what
is to be observed. An operational definition is
such a statement.

Operational definitions are indispensable in
scientific research because they enable investi-
gators to measure relevant variables. In any
study, it is necessary to provide operational def-

TABLE 3.1 ILLUSTRATIONS OF OPERATIONAL DEFINITIONS

Study

Fischer, Richards,
Berman, and Krugman
(1989)

Carroll (1989)

Lin and Atkin (1989)

Wanta and Leggett
(1988)

Bergen and Weaver
(1988)

Variable

Reading of tobacco ads

Television market size

IV viewing rules

Clichés used by sports
announcers

Journalists’ job satisfaction

Operational Definition

Eye tracking behavior based
on pupil and corneal
reflection as measured by an
Eye View Monitor System

Market ranking as listed in
Arbitron Ratings Company,
“Revised ADI Market
Rankings, 1985-1986"

A five-point scale that
measured how frequently
family rules were used to
govern (1) amount of time the
child watches TV, (2) types
of shows the child is allowed
to watch; (3) how late the
child is allowed to watch

209 clichés as listed in
Harold Evans’s Newsman's
English, various newspaper
guidelines, and other clichés
as suggested by reporters and
journalism instructors
contacted during the study

Response to the question
“All things considered, how
satisfied are you with your
present job —would you say
very satisfied, fairly satisfied,
somewhat dissatisfied, very
dissatisfied?”




initions for both independent and dependent
variables. Table 3.1 contains examples of such
definitions taken from research studies in mass
communication.

Kerlinger (1986) identified two types of op-
erational definitions, measured and experimen-
tal. A measured operational definition specifies
how to measure a variable. For instance, a re-
searcher investigating dogmatism and media
use might operationally define dogmatism as a
subject’s score on the Twenty-Item Short Form
Dogmatism Scale. An experimental operational
definition explains how an investigator has
manipulated a variable. Obviously, this type of
definition is used when defining the indepen-
dent variable in a laboratory setting. For exam-
ple, in a study concerning the impact of televi-
sion violence, the researcher might manipulate
media violence by constructing two 8-minute
films. The first film, labeled “the violent condi-
tion,” might contain scenes from a boxing
match. The second film, labeled “the nonviolent
condition,” could depict a swimming race. Or,
to take another example, source credibility
might be manipulated by alternately attributing
an article on health to the New England Journal
of Medicine and to the National Enquirer.

Operationally defining a variable forces the
researcher to express abstract concepts in con-
crete terms. Occasionally, after unsuccessfully
grappling with the task of making a key variable
operational, the investigator may conclude that
the variable as originally conceived is too vague
or ambiguous and that redefinition is required.
Because operational definitions are expressed so
concretely, they can communicate exactly what
the terms represent. For instance, a researcher
might define political knowledge as the number
of correct answers on a 20-item true/false test.
And while it is possible to argue over the validity
of the operational definition “Women possess
more political knowledge than men,” there is no
confusion as to what the statement means.

Finally, there is no single infallible method
for operationally defining a variable. No opera-
tional definition satisfies everybody. The inves-
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tigator must decide which method is best suited
for the research problem at hand.

MEASUREMENT

Mass media research, like all research, can be
qualitative or quantitative. Qualitative research
refers to several methods of data collection,
which include focus groups, field observation,
in-depth interviews, and case studies. Although
there are substantial differences among these
techniques, all involve what some writers refer
to as “getting close to the data® (Chadwick,
Bahr, & Albrecht, 1984).

Qualitative research has certain advantages.
In most cases, it allows a researcher to view
behavior in a natural setting without the artifi-
ciality that sometimes surrounds experimental
or survey research. In addition, qualitative tech-
niques can increase a researcher’s depth of
understanding of the phenomenon under in-
vestigation. This is especially true when the phe-
nomenon has not been previously investigated.
Finally, qualitative methods are flexible and al-
low the researcher to pursue new areas of inter-
est. A questionnaire is unlikely to provide data
about questions that were not asked, but a per-
son conducting a field observation or focus
group might discover facets of a subject that
were not even considered before the study began.

There are, however, some disadvantages as-
sociated with qualitative methods. First of all,
sample sizes are generally too small (sometimes
as small as one) to allow the researcher to gen-
eralize the data beyond the sample selected for
the particular study. For this reason, qualitative
research is often used as a preliminary step to
further investigation rather than the final phase
of a project. The information collected from
qualitative methods is often used to prepare a
more elaborate quantitative analysis, although
the qualitative data may in fact constitute all the
information needed for a particular study.

Reliability of the data can also be a problem
since single observers are describing unique
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events. Because a person doing qualitative re-
search must become very closely involved with
the respondents, loss of objectivity when col-
lecting data is possible. If the researcher be-
comes too close to the study, the necessary
professional detachment may be lost.

Finally, if qualitative research is not properly
planned, the project may produce nothing of
value. Qualitative research looks easy to con-
duct, but projects must be carefully planned to
ensure that they focus on key issues.

Although this book is primarily about quan-
titative research, several qualitative methods are
discussed in Chapter 7. For those who wish to
know more about the other research techniques
that make up qualitative analysis, two sources
are Anderson (1987) and Lindlof (1987).

Quantitative research requires that the vari-
ables under consideration be measured. This
form of research is concerned with how often a
variable is present and generally uses numbers
to communicate this amount. Quantitative re-
search has certain advantages. One is that the
use of numbers allows greater precision in re-
porting results. For example, the Violence In-
dex (Gerbner, Gross, Morgan, & Signorielli,
1980), a quantitative measuring device, makes
it possible to report the exact increase or de-
crease in violence from one television season to
another, whereas qualitative research could only
describe whether violence went up or down. An-
other advantage is that quantitative research
permits the use of powerful methods of mathe-
matical analysis. The importance of mathemat-
ics to mass media research is difficult to over-
emphasize. As pointed out by measurement
expert]. P. Guilford (1954):

The progress and maturity of a science are often
judged by the extent to which it has succeeded in
the use of mathematics. . . . Mathematics is a uni-
versal language that any science or technology
may use with great power and convenience. Its
vocabulary of terms is unlimited. . . . Its rules of
operation . . . are unexcelled for logical precision.

For the past several years some friction has
existed in the mass media field as well as in
several other disciplines between those who
have favored quantitative methods and those
who preferred qualitative techniques. Recently,
however, most researchers have come to real-
ize that both qualitative and quantitative tech-
niques are important in understanding any
phenomenon. In fact, the term triangulation,
commonly used by marine navigators, is fre-
quently heard now in conversations about com-
munication research. If a ship picks up signals
from only one navigational aid, it is impossible
to know the vessel's precise location. If, how-
ever, signals from more than one source are de-
tected, elementary geometry can be used to pin-
point location. In the context of this book,
triangulation refers to the use of both qualitative
and quantitative methods to understand fully
the nature of a research problem.

Although most of this book is concerned
with skills relevant to quantitative research, it is
not implied that quantitative research is in any
sense “better” than qualitative research. Ob-
viously, each technique has value, and different
research questions and goals may make one or
the other more appropriate in a given appli-
cation. Over the past 30 years, however, quan-
titative research has become more and more
common in mass media. Consequently, it is in-
creasingly important for beginning researchers
to familiarize themselves with common quanti-
tative techniques.

The Nature of Measurement

The idea behind measurement is a simple one:
aresearcher assigns numerals to objects, events,
or properties according to certain rules. Exam-
ples of measurement are everywhere: “She or he
isa 10.” “Unemployment increased by 1%.” “The
earthquake measured 5.5 on the Richter scale.”
Note that the definition contains three central
concepts: numerals, assignment, and rules. A
numeral is a symbol, such as V, X, C, or 5, 10,




100. A numeral has no implicit quantitative
meaning. When itis given quantitative meaning,
it becomes a number and can be used in mathe-
matical and statistical computations. Assign-
ment is the designation of numerals or numbers
to certain objects or events. A simple measure-
ment system might entail assigning the numeral
1 to the people who get most of their news from
television, the numeral 2 to those who get most
of their news from a newspaper, and the numeral
3 to those who get most of their news from some
other source.

Rules specify the way that numerals or num-
bers are to be assigned. Rules are at the heart of
any measurement system; if they are faulty, the
system will be flawed. In some situations, the
rules are obvious and straightforward. To mea-
sure reading speed, a stopwatch and a standard-
ized message may be sufficient. In other in-
stances, the rules are not so apparent. Measuring
certain psychological traits such as “source cred-
ibility” or “attitude toward violence” calls for
carefully explicated measurement techniques.

Additionally, in mass communication re-
search and in much of social science research,
investigators usually measure indicators of the
properties of individuals or objects rather than
the individuals or objects themselves. Concepts
such as “authoritarianism” or “motivation for
reading the newspaper” cannot be directly ob-
served; they must be inferred from presumed
indicators. Thus, if a person endorses state-
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ments such as “Orders from a superior should
always be followed without question” and “Law
and order are the most important things in so-
ciety,” it can be deduced that he or she is more
authoritarian than someone who disagreed with
the same statements.

Measurement systems strive to be isomor-
phic to reality. Isomorphism means identity or
similarity of form or structure. In some re-
search areas, such as the physical sciences, iso-
morphism is not a key problem, since there is
usually a direct relationship between the objects
being measured and the numbers assigned to
them. For example, if an electrical current trav-
els through Substance A with less resistance
than it does through Substance B, it can be de-
duced that A is a better conductor than B. Test-
ing a few more substances can lead to a ranking
of conductors whereby the numbers assigned
indicate the degree of conductivity. The mea-
surement system is isomorphic to reality.

In mass media research, the correspondence
is seldom that obvious. For example, imagine
that a researcher is trying to develop a scale to
measure the “persuasibility” of people in con-
nection with a certain type of advertisement.
She devises a test and administers it to five peo-
ple. The scores are displayed in Table 3.2. Now
imagine that an omniscient being is able to dis-
close the “true” persuasibility of the same five
people. These scores are also shown in Table 3.2.
For two people, the test scores correspond

TABLE 3.2 ILLUSTRATION OF

Person Test score “True” score
A 1 0
B 3 1
C 6 6
D 7 7
E 8 12

ISOMORPHISM
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exactly to the “true” scores. The other three
scores miss the “true” scores, but there is a cor-
respondence between the rank orders. Also note
that the “true” persuasibility scores ranged from
0 to 12, while the measurement scale ranged
from 1 to 8. To summarize, there is a general
correspondence between the test and reality, but
the test is far from an exact measure of what
actually exists.

Unfortunately, the degree of correspondence
between measurement and reality is rarely
known in research. In some cases researchers
are not even sure they are actually measuring
what they are trying to measure. In any event,
researchers must carefully consider the degree
of isomorphism between measurement and real-
ity. This topic is discussed in greater detail later
in the chapter.

Levels of Measurement

Scientists have distinguished four different ways
to measure things, or four different levels of
measurement. The operations that can be per-
formed with a given set of scores depend on the
level of measurement achieved. The four levels
of measurement are nominal, ordinal, interval,
and ratio.

The nominal level is the weakest form of
measurement. In nominal measurement, nu-
merals or other symbols are used to classify per-
sons, objects, or characteristics. For example, in
the physical sciences, rocks can generally be
classified into three categories: igneous, sedi-
mentary, and metamorphic. A geologist who as-
signs a 1 to igneous, a 2 to sedimentary, and a
3 to metamorphic has formed a nominal scale.
Note that the numerals are simply labels that
stand for the respective categories; they have no
mathematical significance. A rock that is placed
in Category 3 does not have more “rockness”
than those in Categories 2 and 1. Other exam-
ples of nominal measurement are numbers on
football jerseys and license plates, and social
security numbers. An example of nominal mea-

surement in the area of mass communications
would be classifying respondents according to
the medium they depend on most for news.
Those depending most on TV would be in Cat-
egory 1, those depending most on newspapers
would be in Category 2, and so on.

The nominal level, like all levels, possesses
certain formal properties. Its basic property is
that of equivalence. If an object is placed in Cat-
egory 1,itis considered equal to all other objects
in that category. Suppose a researcher is at-
tempting to classify all the advertisements in a
magazine according to primary appeal. If an ad
has an economic appeal it is placed in Category
1, if it uses an appeal to fear, it is placed in
Category 2, and so on. Note that all ads using
“fear appeal” are considered equal even though
they may differ on other dimensions, such as
product type, size, or use of illustrations.

Another property of nominal measurement
is that all categories are exhaustive and mutually
exclusive. This means that each measure ac-
counts for every possible option and that each
measurement is appropriate to only one cate-
gory. For instance, in the example of primary
appeals in magazine advertisements, all possible
appeals would need to be included in the anal-
ysis (exhaustive): economic, fear, morality, reli-
gion, and so on. Each advertisement would be
placed in one and only one category (mutually
exclusive).

~Nominal measurement is frequently used in
mass media research. For example, Hinkle and
Elliot (1989) divided science coverage by super-
market tabloids and mainstream newspapers
into medical coverage and hard technology sto-
ries and discovered that tabloids had far more
medical stories. Weinberger and Spotts (1989)
divided the use of humorous devices in British
and American ads into six nominal categories —
pun, understatement, joke, ludicrous, satire,
and irony —and found that the use of humor
was similar in both countries.

Even when it is measured at the nominal
level, a variable may be used in higher order




statistics by transforming it into another form.
The results of this transformation process are
known as dummy variables. For example, polit-
ical party affiliation could be coded as follows:

Republican 1
Democrat 2
Independent 3
Other 4

However, this measurement scheme can be in-
terpreted incorrectly to imply that a person
classified as “Other” is three units “better” than
a person classified as a “Republican.” To mea-
sure political party affiliation and use the data
in higher order statistics, the variable must be
transformed into a more neutral form.

One way of transforming the variable to give
equivalent value to each option is to recode it as
a dummy variable that creates an “either/or” sit-
uation for each option: a person is either a “Re-
publican” or something else. For example, a bi-
nary coding scheme could be used:

Republican 001

Democrat 010
Independent 100
Other 000

This scheme treats each affiliation equivalently
and allows the variable to be used in higher or-
der statistical procedures.

Note that the final category “Other” is coded
using all zeros. A complete explanation for this
practice is beyond the scope of this book; basi-
cally, however, its purpose is to avoid redun-
dancy, since the number of individuals classified
as “Other” is known from the data on the first
three options. If, in a sample of 100 subjects, 25
are found to belong in each of the first three
options, it is obvious that there will be 25 in the
“Other” option. (For more information on the
topic of dummy variable coding, see Kerlinger
& Pedhazur, 1986.)

Objects measured at the ordinal level are

Chapter 3 o Elements of Research 49

generally ranked along some dimension, usually
in a meaningful way, from smaller to greater. For
example, one might measure the variable “so-
cioeconomic status” by categorizing families ac-
cording to class: lower, lower middle, middle,
upper middle, or upper. A rank of 1 is assigned
to lower, 2 to lower middle, 3 to middle, and so
forth. In this situation, the numbers have some
mathematical meaning: families in Category 3
have a higher socioeconomic status than fami-
lies ranked 2. Note that nothing is specified with
regard to the distance between any two rank-
ings. Ordinal measurement has often been com-
pared to a horse race without a stopwatch. The
order in which the horses finish is relatively easy
to determine, but it is difficult to calculate the
difference in time between the winner and the
runner-up.

An ordinal scale possesses the property of
equivalence; thus in the previous example, all
families placed in a category are treated equally,
even though some might have greater incomes
than others. It also possesses the property of
order among the categories. Any given category
can be defined as being higher or lower than any
other category. Common examples of ordinal
scales include rankings of football or basketball
teams, military ranks, restaurant ratings, and
beauty pageant finishing orders.

Ordinal scales are frequently used in mass
communication research. Schweitzer (1989)
ranked 16 factors that were important to the
success of mass communication researchers. In
a study of electronic text news, Heeter, Brown,
Soffin, Stanley, and Salwen (1989) rank ordered
audience evaluations of the importance of 25
different issues in the news and found little evi-
dence for an agenda setting effect.

When a scale has all the properties of an
ordinal scale and the intervals between adjacent
points on the scale are of equal value, the scale
is at the interval level. The most obvious exam-
ple of an interval scale is temperature. The same
amount of heat is required to warm an object
from 30 to 40 degrees as to warm it from 50 to
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60 degrees. Interval scales incorporate the for-
mal property of equal differences; that is, num-
bers are assigned to the positions of objects on
an interval scale in such a way that one may
carry out arithmetic operations on the differ-
ences between them.

One disadvantage of an interval scale is that
it lacks a true zero point, or a condition of noth-
ingness. For example, it is difficult to conceive
of a person having zero intelligence or zero per-
sonality. The lack of a true zero point means that
the researcher cannot make statements of a pro-
portional nature: someone with an IQ of 100 is
not twice as smart as someone with an 1Q of 50,
and a person who scores 30 on a test of aggres-
sion is not three times as aggressive as a person
who scores 10. Despite this disadvantage, inter-
val scales are frequently used in mass commu-
nication research. Zohoori (1988) constructed a
“motivations for using TV” scale by presenting
respondents with a list of 11 reasons for viewing
television. The response options ranged from
“not at all like me,” coded 1; “a little like me,”
coded 2; and “a lot like me,” coded 3. Baren,
Mok, Land, and Kang (1989) developed a five-
point agree/disagree interval scale to measure a
person’s worth as seen by others by eliciting
responses to seven statements such as “It’s likely
that I'd have this woman/man as a friend”; “It’s
fairly likely that this man/woman is punctual.”

Scales at the ratio level of measurement have
all the properties of interval scales plus one
more: the existence of true zero point. With the
introduction of this fixed zero point, ratio judg-
ments can be made. For example, since time and
distance are ratio measures, one can say that a
car traveling at 50 miles per hour is going twice
as fast as a car traveling at 25. Ratio scales are
relatively rare in mass media research, although
some variables, such as time spent watching
television or number of words per story, are ratio
measurements. For example, Gantz (1978) mea-
sured news recall ability by asking subjects to
report whether they had seen or heard 10 items
taken from the evening news. Scores could

range from O to 10 on this test. Giffard (1984)
counted the length of wire service reports re-
lated to 101 developed or developing nations.
Theoretically, scores could range from zero (no
coverage) to hundreds of words.

As we shall see in Chapter 12, researchers
using interval or ratio data are able to use para-
metric statistics, which are specifically designed
for these data. Procedures designed for use with
“lower” types of data can also be used with data
at a higher level of measurement. Statistical pro-
cedures designed for higher level data, how-
ever, are generally more powerful than those
designed for use with nominal or ordinal levels
of measurement. Thus, if an investigator has
achieved the interval level of measurement, para-
metric statistics should generally be employed.

Statisticians disagree about the importance
of the distinction between ordinal and interval
scales and about the legitimacy of using inter-
val statistics with data that may in fact be ordi-
nal. Without delving too deeply into these ar-
guments, it appears that the safest procedure is
to assume interval measurement unless there is
clear evidence to the contrary, in which case
ordinal statistics should be employed. For ex-
ample, for a research task in which a group
of subjects ranks a set of objects, ordinal statis-
tics should be used. If, on the other hand, sub-
jects are given an attitude score constructed by
rating responses to various questions, the re-
searcher would be justified in using paramet-
ric procedures.

Most statisticians seem to feel that statistical
analysis is performed on the numbers yielded by
the measures, not the measures themselves, and
that the properties of interval scales actually be-
long to the number system (Nunnally, 1978;
Roscoe, 1975). Additionally, there have been
several studies in which various types of data
have been subjected to different statistical anal-
yses. These studies suggest that the distinction
between ordinal and interval data is not partic-
ularly crucial in selecting an analysis method
{(McNemar, 1962).




DISCRETE AND CONTINUOUS
VARIABLES

Two forms of variables are used in mass media
investigations. A discrete variable includes only
a finite set of values; it cannot be divided into
subparts. For instance, the number of children
in a family is a discrete variable because the unit
is a person. It would not make much sense to
talk about a family size of 2.24 because it is hard
to conceptualize 0.24 of a person. Political affil-
iation, population, and sex are other discrete
variables.

A continuous variable can take on any value
(including fractions) and can be meaningfully
broken into smaller subsections. Height is a
continuous variable. If the measurement tool is
sophisticated enough, it is possible to distin-
guish between one person 72.113 inches tall and
another 72.114 inches tall. Time spent watch-
ing television is another example. It is perfectly
meaningful to say that Person A spent 3.12115
hours viewing while Person B watched 3.12114
hours. The average number of children in a fam-
ily is a continuous variable. In this regard, it may
be perfectly legitimate to talk about 0.24 of a
person.

When dealing with continuous variables, it
is sometimes necessary to keep in mind the dis-
tinction between the variable and the measure of
the variable. If a child’s attitude toward televi-
sion violence is measured by counting his or her
positive responses to six questions, there are
only seven possible scores: 0,1, 2, 3,4, 5, and 6.
It is entirely likely, however, that the underlying
variable is continuous even though the measure
is discrete. In fact, even if a fractionalized scale
were developed, it would still be limited to a
finite number of scores. As a generalization,
most of the measures in mass communication
research tend to be discrete approximations of
continuous variables.

Variables measured at the nominal level are
always discrete variables. Variables measured at
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the ordinal level are generally discrete, although
there may be some underlying continuous mea-
surement dimension. Variables measured at the
interval or ratio level can be either discrete
(number of magazine subscriptions in a house-
hold) or continuous (number of minutes per day
spent reading magazines). Both the level of mea-
surement and the type of variable under consid-
eration are important in developing useful mea-
surement scales.

SCALES

A scale represents a composite measure of a
variable; it is based on more than one item.
Scales are generally used with complex variables
that do not easily lend themselves to single-item
or single-indicator measurement. Some items,
such as age, newspaper circulation, or number
of radios in the house, can be adequately mea-
sured without scaling techniques. Measurement
of other variables, such as attitude toward TV
news or gratifications received from moviego-
ing, generally requires the use of scales.

Several different scaling techniques have
been developed over the years. This section dis-
cusses only the better known methods.

Thurstone Scales

Thurstone scales are also called equal-appearing
interval scales because of the technique used to
develop them. They are typically used to mea-
sure the attitude toward a given concept or
construct. To develop a Thurstone scale, a re-
searcher first collects a large number (Thur-
stone recommended at least 100) of statements
that relate to the concept or construct to be mea-
sured. Next, judges rate these statements along
an 11-category scale in which each category ex-
presses a different degree of favorableness to-
ward the concept. After this laborious task,
the items are ranked according to the mean or
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median ratings assigned by the judges. These val-
ues are then used to construct a questionnaire
of 20-30 items that are chosen more or less
evenly from across the range of ratings. The
statements are worded so that a person can agree
or disagree with them. The scale is then admin-
istered to a sample of respondents whose scores
are determined by computing the mean or
median value of the items agreed with. A per-
son who disagrees with all the items has a score
of zero.

One advantage of the Thurstone method is
that it is an interval measurement scale. On the
downside, this method is time-consuming and
labor intensive. Thurstone scales are not often
used in mass media research, but are common
in psychology and education research.

Guttman Scaling

Guttman scaling, also known as scalogram
analysis, is based on the idea that items can be
arranged along a continuum in such a way that
a person who agrees with an item or finds an
item acceptable will also agree with or find ac-
ceptable all other items expressing a less ex-
treme position. For example, here is a hypothet-
ical four-item Guttman scale:

1. Indecent programming on TV is harmful to
society.

2. Children should not be allowed to watch
indecent TV shows.

3. Television station managers should not al-
low indecent programs on their stations.

4. The government should ban indecent pro-
gramming from TV.

Presumably, a person who agrees with State-
ment 4 will also agree with Statements 1-3. Fur-
ther, assuming the scale is valid, a person who
agrees with Statement 2 will also agree with
Statement 1, but will not agree with Statements
3 and 4. Because each score represents a unique

set of responses, the number of items a person
agrees with is the person’s total score on a Gutt-
man scale.

A Guttman scale also requires a great deal of
time and energy to develop. Although they do
not appear often in mass media research, Gutt-
man scales are fairly common in political sci-
ence, sociology, public opinion research, and
anthropology.

Likert Scales

Perhaps the most commonly used scale in mass
media research is the Likert scale, also called
the summated rating approach. A number of
statements are developed with respect to a topic,
and respondents can strongly agree, agree, be
neutral, disagree, or strongly disagree with the
statements (see Figure 3.1). Each response op-
tion is weighted, and each subject’s responses
are added to produce a single score on the topic.

The basic procedure for developing a Likert
scale is as follows:

1. Compile a large number of statements that
relate to a specific dimension. Some state-
ments are positively worded; some are neg-
atively worded.

2. Administer the scale to a randomly selected
sample of respondents.

3. Code the responses consistently so that high
scores indicate stronger agreement with the
attitude in question.

4. Analyze the responses and select for the fi-
nal scale those statements that most clearly
differentiate the highest from the lowest
scorers.

Semantic Differential Scales

Another commonly used scaling procedure is
the semantic differential technique. As origi-
nally conceived by Charles Osgood and his as-
sociates (Osgood, Suci, & Tannenbaum, 1957),
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FIGURE 3.1

SAMPLE OF LIKERT SCALE

ITEMS

1. Only US. citizens should be allowed to own broadcasting stations.

Response
Strongly agree
Agree
Neutral
Disagree

Strongly disagree

Score assigned

5
4
3
2

1

2. Prohibiting foreign ownership of broadcasting stations is bad for business.

Response
Strongly agree
Agree
Neutral
Disagree

Strongly disagree

Score assigned

1

2
3
4
5

Note: To maintain attitude measurement consistency, the scores are reversed for a negatively worded item.

Question 1 is a positive item; Question 2 is a negative item.

this technique is used to measure the meaning
an item has for an individual. Research indi-
cated that three general factors— activity, po-
tency, and evaluation — were measured by the
semantic differential. Communication research-
ers were quick to adapt the evaluative dimension
of the semantic differential for use as a measure
of attitude.

To use the technique, a name or concept is
placed at the top of a series of seven-point scales
anchored by bipolar attitudes. Figure 3.2 shows
an example of this technique as used to measure
attitudes toward Time magazine. The bipolar
adjectives that typically “anchor” such evalua-
tive scales are pleasant/unpleasant, valuable/

worthless, honest/dishonest, nice/awful, clean/
dirty, fair/unfair, and good/bad. It is recom-
mended, however, that a unique set of anchoring
adjectives be developed for each particular mea-
surement situation. For example, Markham
(1968), in his study of the credibility of televi-
sion newscasters, used 13 variable sets, includ-
ing deep/shallow, ordered/chaotic, annoying/
pleasing, and clear/hazy. Robinson and Shaver
(1973) present a collection of scales commonly
used in social science research.

Strictly speaking, the semantic differential
technique attempts to place a concept in seman-
tic space through the use of an advanced statis-
tical procedure called factor analysis. When
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FIGURE 3.2

SAMPLE FORM FOR APPLYING THE SEMANTIC

DIFFERENTIAL TECHNIQUE

Time magazine

biased unbiased
trustworthy untrustworthy
valuable worthless
unfair fair
good bad

researchers borrow parts of the technique to
measure attitudes, or images or perceptions of
objects, persons, or concepts, they are not using
the technique as originally developed. Conse-
quently, perhaps a more appropriate name for
this technique might be bipolar rating scales.

Reliability and Validity

Developing any scale and using it without prior
testing is poor research. At least one pilot study
should be conducted for any newly developed
scale to ensure its reliability and validity. To be
useful, a measurement must possess these two
related qualities.

A measure is reliable if it consistently gives
the same answer. Reliability in measurement is
the same as reliability in any other context. For
example, a reliable person is one who is depend-
able, stable, and consistent over time. An unre-
liable person is unstable and unpredictable and
may act one way today and another way tomor-
row. Similarly, if measurements are consistent
from one session to another, they are reliable and
can be believed to some degree.

In understanding measurement reliability, it
is helpful to think of a measure as containing
two components. The first represents an individ-
ual’s “true” score on the measuring instrument.
The second represents random error and does

not provide an accurate assessment of what is
being measured. Error can slip into the mea-
surement process from several sources. Perhaps
a question has been worded ambiguously, or a
person’s pencil slipped as he or she was filling
out a measuring instrument. Whatever the
cause, all measurement is subject to some de-
gree of random error. Figure 3.3 illustrates this
concept. As is evident, Measurement Instru-
ment 1 is highly reliable — the ratio of the true
component of the score to the total score is high.
Measurement Instrument 2, however, is unreli-
able — the ratio of the true component to the
total is low.

A completely unreliable measurement mea-
sures nothing at all. If a measure is repeatedly
given to individuals and each person’s responses
at a later session are unrelated to that individu-
al's earlier responses, the measure is useless. If
the responses are identical or nearly identical
each time the measure is given, the measure is
reliable —it at least measures something —al-
though not necessarily what the researcher in-
tended (this problem is discussed below).

The importance of reliability should be ob-
vious now. Unreliable measures cannot be used
to detect relationships between variables. When
the measurement of a variable is unreliable, it is
composed mainly of random error, and random
error is seldom related to anything else.
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FIGURE 3.3

ILLUSTRATION OF “TRUE"” AND “ERROR"”

COMPONENTS OF A SCALE

Measurement Instrument 1: Obtained Score = 50

True

Error

4

Measurement Instrument 2: Obtained Score = 50

True

Error

!

.\‘Q:'» vm

Reliability is not a unidimensional concept.
It consists of three different components: stabil-
ity, internal consistency, and equivalency.

Stability is the easiest of the components to
understand. It refers to the consistency of a re-
sult or of a measure at different points in time.
For example, suppose that a test designed to
measure proofreading ability is administered
during the first week of an editing class and
again during the second week. The test pos-
sesses stability if the two results are consistent.
Caution should be used whenever stability is
used as a measure of reliability, since people and
things can change over time. To use the previous
example, it is entirely possible for a person to
score higher the second time because some peo-
ple might actually have improved their ability
from week one to week two. In this case the
measure is not really unstable; actual change
has occurred.

An assessment of reliability is necessary in
all mass media research and should be reported
along with other facets of the research as an aid
in interpretation and evaluation. One commonly

used statistic for assessing reliability takes the
form of a correlation coefficient denoted as r,,.
Chapter 9 provides a more detailed examination
of the correlation coefficient, but for now we say
only that r,, is a number ranging from — 1.00
to + 1.00, used to gauge the strength of a rela-
tionship between two variables. When r,, is
high — that is, approaching * 1.00 — the rela-
tionship is strong. A negative number indicates
a negative relationship (high scores on one vari-
able are associated with low scores on the other),
and a positive number indicates a positive rela-
tionship (a high score goes with another high
score). In measuring reliability, a high, positive
r,, is desired.

One method that uses correlation coeffi-
cients to determine reliability is the test-retest
method. This procedure measures the stability
component of reliability. The same people are
measured at two different points in time, and a
coefficient between the two scores is computed.
An r__ that approaches + 1.00 indicates that a
person’s score at Time A was similar to his or
her score at Time B, showing consistency over
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time. There are two limitations to the test—retest
technique. First, the initial administration of the
measure might affect scores on the second test-
ing. If the measuring device is a questionnaire,
a person might remember responses from ses-
sion to session, thus falsely inflating reliability.
Second, the concept measured may change from
Time A to Time B, thus lowering the reliability
estimate.

Internal consistency involves examining
the consistency of performance among the items
composing a scale. If separate items on a scale
assign the same values to the concept being mea-
sured, the scale possesses internal consistency.
For instance, suppose a researcher designs a
20-item scale to measure attitudes toward news-
paper reading. For the scale to be internally con-
sistent, the total score on the first half of the test
should highly correldte with the score on the
second half of the test. This method of deter-
mining reliability is called the split-half tech-
nique. Only one administration of the measuring
instrument is made, but the test is split into
halves and scored separately. For example, if the
test is in the form of a questiohnaire, the even-
numbered items might constitute one half and
the odd-numbered items the other. A correlation
coefficient is then computed between the two
sets of scores. Since this coefficient is computed
from a test that is only half as long as the final
form, it is corrected by using the following
formula:

_ 2
o l4+r,

where r,, is the correlation between the odd and
the even items.

Another common reliability coefficient is
alpha (sometimes referred to as Cronbach’s
alpha), which uses the analysis of variance ap-
proach (Chapter 10) to assess the internal con-
sistency of a measure.

The equivalency component of reliability
assesses the relative correlation between two

parallel forms of a test. Two instruments using
different scale items are developed to measure
the same concept. The two versions are then
administered to the same group of people dur-
ing a single time period and the correlation be-
tween the scores on the two forms of the test is
taken as a measure of the reliability. The big
problem with this method, of course, is devel-
oping two forms of a scale that are perfectly
equivalent. The less parallel the two forms, the
lower the reliability.

A special case of the equivalency component
occurs when two or more observers judge the
same phenomenon, as is the case in content anal-
ysis (Chapter 8). This type of reliability is called
intercoder reliability and is used to assess the
degree to which a result can be achieved or re-
produced by other observers. Ideally, two indi-
viduals using the same operational measure and
the same measuring instrument should end up
with the same results. For example, if two re-
searchers try to identify acts of violence in tele-
vision content based on a given operational def-
inition of violence, the degree to which their
results are consistent is a measure of intercoder
reliability. Disagreements reflect a difference
either in perception or in the way the original
definition was interpreted. Special formulas for
computing intercoder reliability are discussed
in Chapter 8.

In addition to being reliable, a measurement
must be valid if it is to be of use in studying
variables. A valid measuring device measures
what it is supposed to measure. Or, to put it in
familiar terms, determining validity requires an
evaluation of the congruence between the oper-
ational definition of a variable and its conceptual
or constitutive definition. Assessing validity re-
quires some degree of judgment on the part of
the researcher. In the following discussion of the
major types of measurement validity, note that
each one depends at least in part on the judg-
ment of the researcher. Also, validity is almost
never an all-or-none proposition,; it is usually a




matter of degree. A measurement rarely turns
out to be totally valid or invalid. Typically it
winds up somewhere in the middle.

There are four major types of validity, and
each has corresponding techniques for evaluat-
ing the measurement method. They are: face va-
lidity, predictive validity, concurrent validity,
and construct validity.

The simplest and most basic kind of validity,
face validity, is achieved by examining the mea-
surement device to see whether, on the face of
it, it measures what it appears to measure. For
example, a test designed to measure proofread-
ing ability could include accounting problems,
but this measurement would lack face validity.
A test that asks people to read and correct cer-
tain paragraphs has more face validity as a mea-
sure of proofreading skill. Whether a measure
possesses face validity depends to some degree
on subjective judgment. To minimize subjectiv-
ity, the relevance of a given measurement should
be independently judged by several experts.

Predictive validity is assessed by checking a
measurement instrument against some future
outcome. For example, scores on a test to pre-
dict whether a person will vote in an upcoming
election can be checked against actual voting
behavior. If the test scores allow the researcher
to predict with a high degree of accuracy which
people will actually vote and which will not, the
test has predictive validity. Note that it is possi-
ble for a measure to have predictive validity and
at the same time lack face validity. The sole fac-
tor in determining validity in the predictive
method is the measurement’s ability to correctly
forecast future behavior. The concern is not
what is being measured but whether the mea-
surement instrument can predict something.
Thus, a test to determine whether a person will
become a successful mass media researcher
could conceivably consist of geometry prob-
lems. If it predicts the ultimate success of a re-
searcher reasonably well, the test has predictive
validity but little face validity. The biggest prob-
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lem associated with predictive validity is deter-
mining the criteria against which test scores are
to be checked. What, for example, constitutes a
“successful mass media researcher”? One who
obtains an advanced degree? One who pub-
lishes research articles? One who writes a book?

Concurrent validity is closely related to pre-
dictive validity. In this method, however, the
measuring instrument is checked against some
present criterion. For example, it is possible to
validate a test of proofreading ability by admin-
istering the test to a group of professional proof-
readers and to a group of nonproofreaders. If the
test discriminates well between the two groups,
it can be said to have concurrent validity. Simi-
larly, a test of aggression might discriminate be-
tween a group of children who are frequently
detained after school for fighting and another
group who have never been reprimanded for
antisocial behavior.

The last form of validity, construct validity,
is the most complex. In simplified form, con-
struct validity involves relating a measuring in-
strument to some overall theoretic framework to
ensure that the measurement is actually logi-
cally related to other concepts in the framework.
Ideally, a researcher should be able to suggest
various kinds of relationships between the prop-
erty being measured and other variables. For
construct validity to exist, the researcher must
show that these relationships are in fact present.
For example, an investigator might expect the
frequency with which a person views a particu-
lar television newscast to be influenced by his or
her attitude toward that program. If the measure
of attitudes correlates highly with frequency of
viewing, there is some evidence for the validity
of the attitude measure. By the same token, con-
struct validity is evidenced if the measurement
instrument under consideration does not relate
to other variables when there is no theoretic rea-
son to expect such a relationship. Thus, if an
investigator finds a relationship between a mea-
sure and other variables that is predicted by a
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theory and fails to find other relationships that
are not predicted by a theory, there is evidence
for construct validity. For example, Milavsky,
Kessler, Stipp, and Rubens (1982) established
the validity of their measure of respondent
aggression by noting that, as expected, boys

scored higher than girls and that high aggres-
sion scores were associated with high levels of
parental punishment. In addition, aggression
was negatively correlated with scores on a scale
measuring prosocial behavior. Figure 3.4 sum-
marizes the various types of validity.

FIGURE 3.4 TYPES OF VALIDITY
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Before closing this discussion, it should be
pointed out that reliability and validity are re-
lated. Reliability is necessary to establish valid-
ity, but it is not a sufficient condition — a reliable
measure is not necessarily a valid one. Figure
3.5 demonstrates this relationship.

The X'’s represent a test that is both reliable
and valid. The scores are consistent from session
to session and lie close to the true value. The o’s
represent a measure that is reliable but not valid.
The scores are stable from session to session but
they are not close to the true score. The +’s
represent a test that is neither valid nor reliable.
Scores vary widely from session to session and
are not close to the true score.

S UMMARY

Understanding empirical research requires a
basic knowledge of concepts and constructs,
variables, and measurement. Concepts summa-
rize related observations and express an abstract
notion that has been formed by generalizing
from particulars. Connections among concepts
form propositions which, in turn, are used to
build theories. Constructs consist of combina-
tions of concepts and are also useful in building
theories.

Variables are phenomena or events that take
on one or more different values. Independent
variables are manipulated by the researcher; de-
pendent variables are what the researcher at-
tempts to explain. All variables are related to
the observable world by means of operational
definitions.

Researchers frequently use scales to mea-
sure complex variables. Thurstone, Guttman,
Likert, and semantic differential scales are used
in mass media research.

Measurement is the assignment of numerals
to objects, events, or properties according to
certain rules. There are four levels of measure-
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ment: nominal, ordinal, interval, and ratio. To be
useful, a measurement must be both reliable and
valid.

Questions and Problems
for Further Investigation

1. Provide conceptual and operational definitions
for the following items:

Violence

. Artistic quality

Programming appeal

. Sexual content

. Objectionable song lyrics

Compare your definitions to those of others in

the class. Would there be any difficulty in con-

ducting a study using these deflinitions? Might

you have demonstrated why so much controversy

surrounds the topics, for example, of sex and

violence on television?

nap o

2. What type of data (nominal, ordinal, interval, ra-
tio) does each of the following concepts or mea-
surements represent?

a. Baseball team standings

b. A test of listening comprehension

c. A. C. Nielsen’s list of the top 10 television
programs

d. Frequency of heads versus tails on coin flips

Baseball batting averages

f. A scale measuring intensity of attitudes to-
ward violence

g. VHF channels 2-13

h. A scale for monitoring your weight over time

0

3. Try to develop a measurement technique that
would examine each of the following concepts:
a. Newspaper reading
b. Aggressive tendencies
¢. Brand loyalty (to purchase of products)
d. Television viewing
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his chapter describes the basics of the
sampling methods that are widely used in mass
media research. However, considering that sam-
pling theory has become a distinct discipline in
itself, there are some studies, such as nationwide
surveys, that require a consultation of more
technical discussions of sampling (for example,
Blalock, 1972; Cochran, 1963; Kish, 1965, Raj,
1972).

POPULATION AND SAMPLE

One goal of scientific research is to describe the
nature of a population, that is, a group or class
of subjects, variables, concepts, or phenomena
(Walizer & Wienir, 1978). In some cases this is
achieved through the investigation of an entire
class or group, such as a study of prime-time
television programs during the week of Septem-
ber 10-16. The process of examining every
member of such a population is called a census.
In many situations, however, the chance of in-
vestigating an entire population is remote, if not
nonexistent, due to time and resource con-
straints. Studying every member of a population
is also generally cost prohibitive, and may in fact
confound the research because measurements of
large numbers of people often affect measure-
ment quality.

The usual procedure in these instances is
to select a sample from the population. A sam-
ple is a subset of the population that is taken
to be representative of the entire population.
An important word in this definition is repre-
sentative. A sample that is not representative of
the population, regardless of its size, is inade-

quate for testing purposes: the results cannot be
generalized.

The sample selection process is illustrated
using a Venn diagram (Figure 4.1}, the popula-
tion is represented by the larger of the two
spheres. A census would test or measure every
element in the population (A); a sample would
measure or test a segment of the population
(A)). Although in Figure 4.1 it might seem that
the sample is drawn from only one portion of
the population, it is actually selected from every
portion. Assuming that a sample is chosen ac-
cording to proper guidelines and is representa-
tive of the population, the results from a study
using the sample can be generalized to the pop-
ulation. However, generalizing results must pro-
ceed with some caution because of the error that
is inherent in all sample selection methods. The-
oretically, when a population is studied, only
measurement error (that is, inconsistencies pro-
duced by the instrument used) will be present.
However, when a sample is drawn from the pop-
ulation, the procedure introduces the likelihood
of sampling error (that is, the degree to which
measurements of the units or subjects selected
differ from those of the population as a whole).
Because a sample does not provide the exact
data that a population would, the potential error
must be taken into account.

A classic example of sampling error oc-
curred during the 1936 presidential campaign.
Literary Digest had predicted, based on the re-
sults of a sample survey, that Alf Landon would
beat Franklin D. Roosevelt. Although the Digest
sample included more than a million voters, it
was composed mainly of affluent Republicans.
Consequently, it inaccurately represented the
population of eligible voters in that election.
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FIGURE 4.1 A VENN DIAGRAM, AS USED IN THE PROCESS OF

SAMPLE SELECTION

Population

The researchers who conducted the study had
failed to consider the population parameters
(characteristics) before selecting their sample.
Of course FDR was reelected in 1936, and it may
be no coincidence that the Literary Digest went
out of business shortly thereafter.

PROBABILITY AND NONPROBABILITY
SAMPLES

A probability sample is selected according to
mathematical guidelines whereby the chance for
selection of each unit is known. A nonprobabil-
ity sample does not follow the guidelines of
mathematical probability. However, the most
significant characteristic distinguishing the two
types of samples is that probability sampling
allows researchers to calculate the amount of
sampling error present in a research study; non-
probability sampling does not.

In deciding whether to use a probability or
a nonprobability sample, a researcher should
consider four points.

. Purpose of the study. Some research studies

are not designed for generalization to the
population, but rather to investigate variable
relationships or to collect exploratory data
for designing questionnaires or measure-
ment instruments. A nonprobability sample
is often appropriate in situations of these

types.

. Cost versus value. The sample should pro-

duce the greatest value for the least invest-
ment. If the cost of a probability sample is
too high in relation to the type and quality
of information collected, a nonprobability
sample is a possible alternative.

. Time constraints. In many cases researchers

collecting preliminary information operate
under time constraints imposed by spon-
soring agencies, management directives, or
publication guidelines. Since probability
sampling is often time-consuming, a non-
probability sample may provide temporary
relief.

. Amount of error allowed. In preliminary or

pilot studies, where error control is not a



prime concern, a nonprobability sample is
usually adequate.

Probability sampling generally incorporates
some type of systematic selection procedure,
such as a table of random numbers, to ensure
that each unit has an equal chance of being se-
lected. However, it does not always guarantee a
representative sample from the population, even
when systematic selection is followed. It is pos-
sible to randomly select 50 members of the stu-
dent body at a university in order to determine
the average height of all students enrolled and,
by extraordinary coincidence, end up with 50
candidates for the basketball team. Such an
event is unlikely, but it is possible, and this pos-
sibility underscores the need to replicate any
study.

Types of Nonprobability Samples

Nonprobability sampling is frequently used in
mass media research, particularly in the form of
available samples, samples using volunteer sub-
jects, and purposive samples. Mall intercepts
(Chapter 6) use nonprobability sampling. An
available sample (also known as convenience
sample) is a collection of readily accessible sub-
jects for study, such as a group of students en-
rolled in an introductory mass media course, or
shoppers in a mall. Although available samples
can be helpful in collecting exploratory infor-
mation and may produce useful data in some
instances, the samples are problematic because
they contain unknown quantities of error. Re-
searchers need to consider the positive and neg-
ative qualities of available samples before using
them in a research study.

Available samples are a subject of heated de-
bate in many research fields. Critics argue that
regardless of what results they may generate,
available samples do not represent the popula-
tion and therefore have no external validity.
(This problem was discussed in Chapter 2.)
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Proponents of the available sample procedure
claim that if a phenomenon, characteristic, or
trait does in fact exist, it should exist in any
sample. In addition, Raj (1972) has contested
the very notion of sample representativeness:

Some writers suggest the use of a “representative”
sample as a safeguard against the hazards of sam-
pling. This is an undefined term which appears
to convey a great deal but which is unhelpful. If
it means the sample should be a miniature of the
population in every respect, we do not know how
to select such a sample.

Available samples can be useful in pretesting
questionnaires or other preliminary (pilot
study) work. They often help eliminate potential
problems in research procedures, testing, and
methodology before the final research study is
attempted.

Subjects who constitute a volunteer sample
also form a nonprobability sample, since the in-
dividuals are not selected mathematically. There
is concern in all areas of research with regard to
persons who willingly participate in research
projects; these subjects differ greatly from non-
volunteers and may consequently produce erro-
neous research results. Rosenthal and Rosnow
(1969) identified the characteristics of volunteer
subjects on the basis of several studies and
found that such subjects, in comparison with
nonvolunteers, tend to exhibit higher educa-
tional levels, higher occupational status, greater
need for approval, higher intelligence, and lower
authoritarianism. They also seem to be more so-
ciable, more “arousal-seeking,” and more un-
conventional; they are more likely to be first
children, and they are generally younger.

These characteristics mean that use of vol-
unteer subjects may significantly bias the results
of a research study and may lead to inaccurate
estimates of various population parameters (Ro-
senthal & Rosnow, 1969). Also, available data
seem to indicate that volunteers may more often
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than nonvolunteers provide data to support a
researcher’s hypothesis. In some cases volunteer
subjects are necessary —for example, in com-
parison tests of products or services. However,
volunteers should be used with caution because,
as with available samples, there is an unknown
quantity of error present in the data.

Although volunteer samples have been
shown to be inappropriate in scientific research,
the electronic media have begun to legitimize
volunteers through the various polls conducted
on radio and television stations, and the televi-
sion networks. Local television news programs,
for example, often report the results of the latest
“viewer poll” about some local concern. MTV
reports the results of a weekly artist popularity
poll conducted by having viewers call an 800
telephone number. And ABC asks viewers to call
a 900 number to vote on the “greatest moments”
shown during the halftime of Monday Night
Football (the survey votes cost viewers 95¢
each). Even though announcers occasionally say
that the polls are not intended to be scientific in
nature, the results are presented as such. Un-
wary listeners and viewers are being conned by
the media. Such telephone polls are disturbing
to legitimate scientific researchers.

A purposive sample includes subjects se-
lected on the basis of specific characteristics or
qualities and eliminates those who fail to meet
these criteria. Purposive samples are often used
in advertising studies: researchers select sub-
jects who use a particular type of product and
ask them to compare it with a new product. A
purposive sample is chosen with the knowledge
that it is not representative of the general popu-
lation; rather it attempts to represent a specific
portion of the population. In a similar method,
the quota sample, subjects are selected to meet
a predetermined or known percentage. For ex-
ample, a researcher interested in finding out
how VCR owners differ in their use of television
from non-VCR-owners may know that 10% of
a particular population owns a VCR. The sam-

ple the researcher selected, therefore, would be
composed of 10% of VCR owners and 90% non-
VCR-owners (to reflect the population charac-
teristics).

Another nonprobability sampling method is
to select subjects haphazardly on the basis of
appearance or convenience, or because they
seem to meet certain requirements (the subjects
look educated). Haphazard selection involves re-
searcher subjectivity and introduces error. Some
haphazard samples give the illusion of a prob-
ability sample; these must be carefully ap-
proached. For example, interviewing every 10th
person who walks by in a shopping center is
haphazard, since not everyone in the population
has an equal chance of walking by that particu-
lar location. Some people live across town, some
shop in other centers, and so on.

Some researchers, research suppliers, and
field services try to work around the problems
associated with convenience samples in mall in-
tercepts by using a procedure based on what is
called “The Law of Large Numbers.” Essentially,
the researchers interview thousands of respon-
dents instead of hundreds. The presumption (and
sales approach used on clients) is that the large
number of respondents eliminates the problems
of convenience sampling. It does not. The large
number approach is still a convenience sample.
It is not a random sample as described in the
first sentence of the next section.

Types of Probability Samples

The most basic type of probability sampling is
the simple random sample, where each subject
or unit in the population has an equal chance
of being selected. If a subject or unit is drawn
from the population and removed from subse-
quent selections, the procedure is known as ran-
dom sampling without replacement— the most
widely used random sampling method. Random
sampling with replacement involves returning




the subject or unit into the population so that it
has a chance of being chosen another time. Sam-
pling with replacement is often used in more
complicated research studies such as nation-
wide surveys (Raj, 1972).

Researchers usually use a table of random
numbers to generate a simple random sample.
For example, a researcher who wants to analyze
10 prime-time television programs out of a total
population of 100 programs to determine how
the medium portrays elderly people can take a
random sample from the 100 programs by num-
bering each show from 00 to 99 and then select-
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ing 10 numbers from a table of random num-
bers, such as the brief listing in Table 4.1. First,
a starting point in the table is selected at ran-
dom. There is no specific way to choose a start-
ing point; it is an arbitrary decision. The re-
searcher then selects the remaining 9 numbers
by going up, down, left, or right on the table —
or even randomly throughout the table. For ex-
ample, if it is decided to go down in the table
from the starting point 44 until a sample of 10
has been drawn, the sample would include tele-
vision programs numbered 44, 85, 46, 71, 17,
50, 66, 56, 03, and 49.

TABLE 4.1 RANDOM NUMBERS

38 71 81 39 18 24 33 94 56 48
27 29 03 62 76 85 37 00 44 11
34 24 23 64 18 79 80 33 98 94
32 44 31 87 37 41 18 38 01 71
41 88 20 11 60 81 02 15 09 49
95 65 36 89 80 51 03 64 87 19
77 66 74 33 70 97 79 01 19 44
54 55 22 17 35 56 66 38 15 50
33 95 06 68 60 97 09 45 44 60
83 48 36 10 11 70 07 00 66 50
34 35 8 77 88 40 03 63 36 35
58 35 66 95 48 56 17 04 44 99
98 48 03 63 53 58 03 87 97 57
83 12 51 88 33 98 68 72 79 69
56 66 06 69 44 70 43 49 35 46
68 07 59 51 48 87 64 79 19 76
20 11 75 63 05 16 96 95 66 00
26 56 75 77 75 69 93 54 47 39
26 45 74 77 74 55 92 43 37 80
73 39 44 06 59 48 48 99 72 90
34 36 64 17 21 39 09 97 33 34
26 32 06 40 37 02 11 83 79 28
04 52 8 62 24 76 53 83 52 05
33 93 35 91 24 92 47 57 23 06
16 29 97 86 31 45 96 33 83 77

80 95 52 63 0l 93 62
07 61 17 26 8 63 79
56 23 17 05 96 52 94
19 42 52 78 80 21 07
9 38 27 07 74 20 12
06 09 53 69 37 06 85
06 64 39 70 63 46 86
77 94 08 46 57 70 6l
60 07 49 98 78 61 88
51 93 19 88 45 33 23
73 39 06 51 48 84
79 87 8 01 73 33 65
16 38 46 55 96 66 80
88 41 71 55 8 50 31
98 61 17 63 14 55 74
46 68 50 55 Ol 10 61
18 8 66 67 54 68 06
67 49 56 96 94 53 68
76 31 03 48 40 25 11
88 96 49 09 57 45 07
40 99 36 12 12 53 77
38 49 44 84 94 47 32
14 14 49 19 94 62 51
33 56 07 94 98 39 27
28 14 40 43 59 04 79
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Simple random samples for use in telephone
surveys are often obtained by a process called
random digit dialing. One method involves ran-
domly selecting four-digit numbers (usually
generated by a computer or through the use of a
random numbers table) and adding them to the
three-digit exchange prefixes in the city in
which the survey is conducted. A single four-
digit series may be used once, or it may be added
to all the prefixes.

Unfortunately, a large number of the tele-
phone numbers generated by this method of
random digit dialing are invalid because some
phones have been disconnected, some numbers
generated have not yet been assigned, and for
other reasons. Therefore, it is advisable to pro-
duce at least three times the number of tele-
phone numbers needed; if a sample of 100 is
required, at least 300 numbers should be gen-
erated to allow for invalid numbers.

A second random digit dialing method that
tends to decrease the occurrence of invalid num-
bers involves adding from one to three random
digits to a telephone number selected from a
phone directory or list of phone numbers. One
first selects a number from a list of telephone
numbers (a directory or list purchased from a

supplier). Assume that the number 448-3047
was selected from the list. The researcher could
simply add a predetermined number, say 6, to
produce 448-3053; or a predetermined two-
digit number, say 21, to achieve 448-3068; or
even a three-digit number, say 112, to produce
448-3159. Each variation of the method helps to
eliminate many of the invalid numbers pro-
duced in pure random number generation, since
telephone companies tend to distribute tele-
phone numbers in series, or blocks. In this ex-
ample, the block 30— is in use, and there is a
good chance that random add-ons to this block
will be residential telephone numbers.

As indicated here, random number genera-
tion is possible via a variety of methods. How-
ever, two rules are always applicable: (1) each
unit or subject in the population must have an
equal chance of being selected, and (2) the se-
lection procedure must be free from subjective
intervention by the researcher. The purpose of
random sampling is to reduce sampling error;
violating random sampling rules only increases
the chance of introducing such error into a study.

Similar in some ways to simple random sam-
pling is a procedure called systematic sam-
pling, in which every nth subject or unit is se-

SIMPLE RANDDM SAMPLE

Advantages

1. Detailed knowledge of the population is not required.

2. External validity may be statistically inferred.
3. Arepresentative group is easily obtainable.

4. The possibility of classification error is eliminated.

Disadvantages
1. Alist of the population must be compiled.

2. A representative sample may not result in all cases.

3. The procedure can be more expensive than other methods.




lected from a population. For example, to get a
sample of 20 from a population of 100, or a
sampling rate of 1/5, a researcher randomly se-
lects a starting point and a sampling interval.
Thus, if the number 11 is chosen, the sample
will include the 20 subjects or items numbered
11,16, 21, 26, and so on. To add further random-
ness to the process, the researcher may ran-
domly select both the starting point and the in-
terval. For example, an interval of 11 together
with a starting point of 29 would generate the
numbers 40, 51, 62, 73, and so on.

Systematic samples are frequently used in
mass media research. They often save time, re-
sources, and effort when compared to simple
random samples. In fact, since the procedure
so closely resembles a simple random sample,
many researchers consider systematic sampling
equal to the random procedure (Babbie, 1989).
The method is widely used in selecting subjects
from lists such as telephone directories, Broad-
casting/Cablecasting Yearbook, and Editor &
Publisher.

The degree of accuracy of systematic sam-
pling depends on the adequacy of the sampling
frame, or a complete list of members in the pop-
ulation. Telephone directories are inadequate
sampling frames in most cases, since not all
phone numbers are listed, and some people do
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not have telephones at all. However, lists that
include all the members of a population have a
high degree of precision. Before deciding to use
systematic sampling, one should consider the
goals and purpose of a study, as well as the avail-
ability of a comprehensive list of the population.
If such a list is not available, systematic sam-
pling is probably ill-advised.

One major problem associated with system-
atic sampling is that the procedure is susceptible
to periodicity; thatis, the arrangements or order
of the items in the population list may bias the
selection process. For example, consider the
problem mentioned earlier of analyzing televi-
sion programs to determine how the elderly are
portrayed. Quite possibly, every 10th program
listed may have been aired by ABC; the result
would be a nonrepresentative sampling of the
three networks.

Periodicity also causes problems when tele-
phone directories are used to select samples.
The alphabetical listing does not allow each per-
son or household an equal chance of being se-
lected. One way to solve the problem is to cut
each name from the directory, place them in a
“hat,” and draw names randomly. Obviously, this
would take days to accomplish and is not a real
alternative. An easier way to use a directory is to
tear the pages loose, mix them up, randomly

SYSTEMATIC SAMPLING

Advantages
1. Selection is easy.

2. Selection can be more accurate than in a simple random sample.

3. The procedure is generally inexpensive.

Disadvantages

1. A complete list of the population must be obtained.

2. Periodicity may bias the process.
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select pages, and then randomly select names.
Although this procedure doesn'’t totally solve
the problem, it is generally accepted when sim-
ple random sampling is impossible. If periodic-
ity is eliminated, systematic sampling can be an
excellent sampling methodology.

Although a simple random sample is the
usual choice in most research projects, some
researchers don’t wish to rely on randomness.
In some projects, researchers want to guarantee
that a specific subsample of the population is
adequately represented. No such guarantee is
possible using a simple random sample. A strat-
ified sample is the approach used when ade-
quate representation from a subsample is de-
sired. The characteristics of the subsample
(strata or segment) may include almost any vari-
able: age, sex, religion, income level, or even
individuals who listen to specific radio stations
or read certain magazines. The strata may be
defined by an almost unlimited number of char-
acteristics; however, each additional variable or
characteristic makes the subsample more diffi-
cult to find. Therefore, incidence drops.

Stratified sampling ensures that a sample is
drawn from a homogeneous subset of the pop-
ulation, that is, from a population with similar

characteristics. Homogeneity helps researchers
to reduce sampling error. For example, consider
a research study on subjects’ attitudes toward
two-way, interactive cable television. The inves-
tigator, knowing that cable subscribers tend to
have higher achievement levels, may wish to
stratify the population according to education.
Before randomly selecting subjects, the re-
searcher divides the population into three levels:
grade school, high school, and college. Then, if
itis determined that 10% of the population com-
pleted college, a random sample proportional to
the population should contain 10% who meet
this standard. As Babbie (1989, p. 190) noted:

Stratified sampling ensures the proper represen-
tation of the stratification variables to enhance
representation of other variables related to them.
Taken as a whole, then, a stratified sample is
likely to be more representative on a number of
variables than a simple random sample.

Stratified sampling can be applied in two
different ways. Proportionate stratified sam-
pling includes strata with sizes based on their
proportion in the population. If 30% of the pop-
ulation is adults 18-24, then 30% of the total

STRATIFIED SAMPLING

Advantages

1. Representativeness of relevant variables is ensured.

2. Comparisons can be made to other populations.
3. Selection is made from a homogeneous group.
4. Sampling error is reduced.

4
Disadvantages

1. A knowledge of the population prior to selection is required.

2. The procedure can be costly and time-consuming.
3. Itcan be difficult to find a sample if incidence is low.
4

Variables that define strata may not be relevant.




sample will be subjects in this age group. This
procedure is designed to give each person in the
population an equal chance of being selected.
Disproportionate stratified sampling is used to
oversample or overrepresent a particular stra-
tum. The approach is used basically because the
stratum is considered important for some rea-
son: marketing, advertising, or other similar rea-
sons. For example, a radio station that targets
25- to 54-year-olds may have ratings problems
with the 25- to 34-year-old group. In a telephone
study of 500 respondents, the station manage-
ment may wish to have the sample represented
as: years old, 70% 25-34, 20% 35—49, and 10%
50-54. This distribution would allow research-
ers to break the 25-34 group in smaller groups
such as males, females, fans of specific stations,
and other subcategories and still have reason-
able sample sizes.

The usual sampling procedure is to select
one unit or subject at a time. But this requires
the researcher to have a complete list of the pop-
ulation. In some cases there is no way to obtain
such a list. One way to avoid this problem is to
select the sample in groups or categories; this
procedure is known as cluster sampling. For
example, analyzing magazine readership habits
of people in the state of Wisconsin would be
time-consuming and complicated if individual
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subjects were randomly selected. With cluster
sampling, one can divide the state into districts,
counties, or zip code areas and select groups of
people from these areas.

Cluster sampling creates two types of error:
in addition to the error involved in defining the
initial clusters, errors may arise in selecting
from the clusters. For example, a zip code area
may comprise mostly residents of a low socio-
economic status who are unrepresentative of the
remainder of the state; if selected for analysis,
such a group may confound the research results.
To help control such error, it is best to use small
areas or clusters, both to decrease the number
of elements in each cluster and to maximize the
number of clusters selected (Babbie, 1989).

In many nationwide studies, researchers use
a form of cluster sampling called multistage
sampling, in which individual households or
persons are selected, not groups. Figure 4.2
demonstrates a four-stage sequence for a nation-
wide survey. First, a cluster of counties (or an-
other specific geographic area) in the United
States is selected. This cluster is narrowed by
randomly selecting a county, district, or block
group within the principal cluster. Next, indi-
vidual blocks are selected within each area. Fi-
nally, a convention such as “the third household
from the northeast corner” is established, and

CLUSTER SAMPLING

Advantages
1. Only part of the population need be enumerated.
2. Costs are reduced if clusters are well defined.

3. Estimates of cluster parameters are made and compared to the population.

Disadvantages
1. Sampling errors are likely.

2. Clusters may not be representative of the population.

3. Each subject or unit must be assigned to a specific cluster.
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FIGURE 4.2 CENSUS TRACTS
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TABLE 4.2
AT RANDOM

EXAMPLE OF MATRIX FOR SELECTING RESPONDENTS

Number of people in household

1 2 3

Person to interview: 1 2 1
1 3

2

4 5 6 7
3 5 5 7
4 3 2 6
2 1 4 1
1 2 6 4
4 1 3

3 2

5

then the individual households in the sample
can be identified by applying the selection for-
mula in the stages just described.

In many cases researchers also need to ran-
domly select an individual in a given house-
hold. In most cases researchers cannot count
on being able to interview the person who hap-
pens to answer the telephone. Usually demo-
graphic quotas are established for a research
study, which means that a certain percentage
of all respondents must be of a certain sex or
age. In this type of study, researchers determine
which person in the household should answer
the questionnaire by using a form of random
numbers table, as illustrated in Table 4.2.

To get a random selection of individuals in
the selected households, the interviewer simply
asks each person who answers the telephone,
“How many people are there in your home who
are age 12 or older?” If the first respondent an-
swers “Five,” the interviewer asks to speak to the
fifth oldest (the youngest in this case) person in
the home. Each time a call is completed, the
interviewer checks off on the table the number
representing the person questioned. If the next
household called also had five family members,
the interviewer would move to the next number

in the 5 column and ask to talk to the third
oldest person in the home.

The same table can be used to select re-
spondents by sex. That is, the interviewer could
ask, “How many males who are age 12 or older
live in your home?” The interviewer could then
ask for the “nth” oldest male, or female, accord-
ing to the requirements of the survey.

Since the media are complex systems, re-
searchers frequently encounter complicated
sampling methods. These are known as hybrid
situations. Consider some researchers attempt-
ing to determine the potential for videotext
distribution of a local newspaper to cable sub-
scribers. This problem requires investigating
readers and nonreaders of the newspaper as well
as cable subscribers and nonsubscribers. The
research, therefore, requires random sampling
from the following four groups:

Group A Subscribers/Readers

Group B Subscribers/Nonreaders
Group C Nonsubscribers/Readers
Group D Nonsubscribers/Nonreaders

The researchers must identify each subject as
belonging to one of these four groups. If three
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variables were involved, sampling from eight
groups would be required, and so on. In other
words, researchers are often faced with very
complicated sampling situations that involve
numerous steps.

SAMPLE SIZE

Determining an adequate sample size is one of
the most controversial aspects of sampling. How
large must a sample be to provide the desired
level of confidence in the results? Unfortunately,
there is no simple answer. There are suggested
sample sizes for various statistical procedures,
but no single sample size formula or method is
available for every research method or statisti-
cal procedure. For this reason, it is advisable to
consult sampling texts for information concern-
ing specific techniques (Cochran, 1963; Raj,
1972).

The size of the sample required for a study
depends on at least one or more of the following
seven points: (1) project type, (2) project pur-
pose, (3) project complexity, (4) amount of er-
ror willing to be tolerated, (5) time constraints,
(6) financial constraints, and (7) previous re-
search in the area. Research designed as a pre-
liminary investigation to search for general in-
dications generally does not require a large
sample. However, projects intended to answer
significant questions (those designed to provide
information for decisions involving large sums
of money or decisions that may affect people’s
lives) require high levels of precision and, there-
fore, large samples.

A few general principles guide researchers in
determining an acceptable sample size. These
suggestions are not based on mathematical or
statistical theory, but they should provide a
starting point in most cases.

1. Aprimary consideration in determining
sample size is the research method used. Focus
groups (Chapter 7) use samples of 6—12 people,

but the results are not intended to be generalized
to the population from which the respondents
were selected. Samples of 25-50 are commonly
used for pretesting measurement instruments,
pilot studies, and for studies conducted only for
heuristic value.

2. A sample of 100 subjects per demo-
graphic group (such as adults 18—24 years old)
is often used by researchers. This base figure is
used to “back in” to a total sample size. For
example, assume a researcher is planning to
conduct a telephone study with adults 18-54.
Using the normal mass media age spans of 18—
24, 25-34, 35—44, and 45-54, the researcher
would probably consider a total sample of 400
as satisfactory (100 per age group, or “cell”).
However, the researcher may also wish to in-
vestigate the differences in opinions/attitudes
among men and women, which produces a total
of eight different demographic cells. In this
case, a sample of 800 would probably be used —
100 for each of the cell possibilities.

3. Sample size is almost always controlled
by cost and time. Although researchers may
wish to use a sample of 1,000 for a survey, the
economics of such a sample are usually prohib-
itive. Research with 1,000 respondents can eas-
ily exceed $50,000. Most research is conducted
using a sample that conforms to the project’s
budget. If a small sample is forced on a re-
searcher by someone else (a client or project
manager), the results must be interpreted ac-
cordingly — that is, with caution regarding the
generalization of results.

4. Multivariate studies (Appendix 2) al-
ways require larger samples than univariate
studies because they involve the analysis of mul-
tiple response data (several measurements on
the same subject). One guideline recommended
for multivariate studies is: 50 = very poor;
100 = poor; 200 = fair, 300 = good; 500 =
very good; 1,000 = excellent (Comrey, 1973).
Other researchers suggest using a sample of 100
plus 1 subject for each dependent variable in the
analysis (Gorsuch, 1974).




5. Researchers should always select a
larger sample than is actually required for a
study, since mortality must be compensated for.
Subjects drop out of research studies for one
reason or another, and allowances must be made
for this in planning the sample selection. Sub-
ject mortality is especially prevalent in panel
studies, where the same group of subjects is
tested or measured frequently over a long period
of time. In most cases, researchers can expect
from 10% to 25% of the sample to drop out of a
study before it is completed.

6. Information about sample size is avail-
able in published research. Consulting the work
of other researchers provides a base from which
to start. If a survey is planned and similar re-
search indicates that a representative sample of
400 has been used regularly with reliable re-
sults, a sample larger than 400 may be un-
necessary.

7. Generally speaking, the larger the sam-
ple used, the better. However, a large unrepre-
sentative sample is as meaningless as a small
unrepresentative sample, so researchers should
not consider numbers alone. Quality is always
more important in sample selection than mere
size.

SAMPLING ERROR

Since researchers deal with samples from a pop-
ulation, there must be some way for them to
compare the results of (or make inferences
about) what was found in the sample to what
exists in the target population. The comparison
allows researchers to determine the accuracy of
their data and involves the computation of error.
All research involves error: sampling error,
measurement error, and random error (also
called unknown or uncontrollable error). Sam-
pling error is also known as standard error. The
different sources of error are additive. That is,
total error is the sum of the three different
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sources. This section discusses sampling error
in mass media research.

Sampling error occurs when measurements
taken from a sample do not correspond to what
exists in the population. For example, assume
we wish to measure attitudes toward a new tele-
vision program by 18- to 24-year-old viewers
in Denver, Colorado. Further assume that all
the viewers produce an average score of 6 on a
10-point program appeal measurement scale.
Some viewers may dislike the program and rate
the show a 1, 2, or 3, some find it mediocre and
rate it 4, 5, 6, or 7, whereas the remaining view-
ers consider the show one of their favorites and
rate it an 8, 9, or 10. The differences among the
18- to 24-year-old viewers provide an example
of how sampling error may occur. If we asked
each viewer to rate the show in a separate study
and each one rated the program a 6, then no
error exists. However, an error-free sample is
unlikely.

Respondent differences do exist; some dis-
like the program, and others like it. Although
the average program rating is 6 in the hypothet-
ical example, it is possible to select a sample
from the target population that does not match
the average rating. A sample could be selected
that includes only viewers who dislike the pro-
gram. This would misrepresent the population
because the average appeal score would be lower
than the mean score. Computing the rate of
sampling error allows researchers to have an
idea concerning the risk involved in accepting
research findings as “real.”

Computing sampling error is appropriate
only with probability samples. Sampling error
cannot be computed with research using non-
probability samples because everyone did not
have an equal chance of being selected. This is
one reason why nonprobability samples are
used only in preliminary research, or in studies
where error rates are not considered important.

Sampling error computations are essential
in research and are based on the concept of the
central limit theorem. In its simplest form, the
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theorem states that the sum of a large number of
independent and identically distributed random
variables (or sampling distributions), has an
approximate normal distribution. A theoretical
sampling distribution is the set of all possible
samples of a given size. This distribution of
values is described by a bell-shaped curve, or
normal curve (also known as a Gaussian distribu-
tion, after German mathematician and astron-
omer Karl E Gauss who used the concept to
analyze observational errors). The normal distri-
bution is important in computing sampling er-
ror because sampling errors (a sampling distri-
bution) made in repeated measurements tend to
be normally distributed.

Computing standard error is a process of
determining, with a certain amount of confi-
dence, the difference between a sample and the
target population. Error occurs by chance, or
through some fault of the research procedure.
However, when probability sampling is used, the
incidence of error can be determined because of
the relationship between the sample and the nor-
mal curve. A normal curve, as shown in Figure
4.3, is symmetrical about the mean or midpoint,

which indicates that an equal number of scores
lie on either side of the midpoint.

In every normal distribution, the standard
deviation defines a standard unit of distance
from the midpoint of the distribution to the
outer limits of the distribution. These standard
deviation interval units (values) are used in es-
tablishing a confidence interval that is accepted
in a research project. In addition, the standard
deviation units indicate the amount of standard
error. For example, using an interval (confi-
dence interval) of + or — one standard devia-
tion unit — 1 standard error — says that the prob-
ability is that 68% of the sample selected from
the population will produce estimates within
that distance from the population value (one
standard deviation unit).

Researchers use a number of different con-
fidence intervals. Greater confidence in results
is achieved when they are tested at higher lev-
els, such as 95%. The areas under the normal
curve in Table 3 of Appendix 1 are used to deter-
mine other confidence intervals. For example,
the 90% confidence interval (.45 on either side
of the mean) corresponds to 1.645 standard er-
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rors, the 95% interval corresponds to 1.96 stan-
dard errors, and the 99% interval corresponds to
2.576 standard errors. If the statistical data from
the sample falls within the range set by the re-
searcher, the results are considered significant.

Computing Standard Error

The essence of statistical hypothesis testing is to
draw a sample from a target population, com-
pute some type of statistical measurement, and
compare the results to the theoretical sampling
distribution. The comparison determines the
frequency with which sample values of a statis-
tic are expected to occur.

The expected value of a statistic is the mean
of the sampling distribution. The standard error
is the standard deviation of the sampling distri-
bution. There are several ways to compute stan-
dard (sampling) error, but no single method is
appropriate for all sample types or for all situa-
tions. In addition, error formulas vary in com-
plexity. One error formula, designed for estimat-
ing audience sizes during certain time periods
or for certain programs and for measuring cu-
mulative audiences (see Chapter 14), uses the
standard error of a percentage derived from a
simple random sample. If the sample percent is
designated as p, the size of the sample as n, and
the estimated or standard error of the sample
percentage as SE(p), the formula is:
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100 -
s =\/ & - p)

Suppose a random sample of 500 house-
holds produces a rating (or estimate of the per-
centage of viewers, see Chapter 14) of 20 for a
particular show. This means that 20% of those
households were tuned in to that channel at that
time. The formula can be used to calculate the
standard error as follows:

20 (80)
500

A /1,600
- 300
V32
+1.78

SE(p) =

That is, the rating of 20 computed in the sur-
vey is subject to an error of £ 1.78 points; the
actual rating could be as low as 18.22 or as high
as 21.78.

Standard error is directly related to sample
size. The error figure improves as the sample
size is increased, but in decreasing increments.
Thus, an increase in sample size does not pro-
vide a big gain, as illustrated by Table 4.3. As
can be seen, even with a sample of 1,500, the

TABLE 4.3

FINDING ERROR RATE USING A RATING OF 20

Sample size Error Lower limit
600 *1.63 18.37
700 *1.51 18.49
800 *1.41 18.59
900 +1.33 18.67
1,000 +1.26 18.74
1,500 *1.03 18.97

Upper limit

21.63
21.51
21.41
21.33
21.26
21.03
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TABLE 4.4 SAMPLING ERROR

1% 5%
or or
Survey result is: 99% 95%
Sample of: 25 4.0 8.7
50 2.8 6.2
75 23 5.0
100 2.0 4.4
150 1.6 3.6
200 1.4 3.1
250 1.2 2.7
300 1.1 25
400 .99 22
500 .89 20
600 81 1.8
800 69 1.5
1,000 .63 1.4
2,000 44 .96
5,000 .28 .62

10% 15% 20%
or or or
90% 85% 80%
12.0 14.3 16.0
8.5 10.1 11.4
6.9 8.2 9.2
6.0 7.1 8.0
4.9 59 6.6
4.3 5.1 57
3.8 4.5 5.0
35 4.1 4.6
3.0 3.6 4.0
2.7 3.2 3.6
25 2.9 33
2.1 25 28
1.9 2.3 2.6
1.3 1.6 1.8

.85 1.0 1.1

Source: A Broadcast Research Primer. Washington, DC: National Association of Broadcasters, 1976, p. 19.

Reprinted by permission.

standard error is only .75 better than with a
sample of 500 computed above. A researcher
would need to determine whether the increase
in time and expense caused by an additional
1,000 subjects would justify such a proportion-
ally small increase in precision.

Table 4.4 shows the amount of error at the
95% confidence level for measurements that
contain dichotomous variables (such as “yes/
no”). For example, with a sample of 1,000 and a
30% “yes” response to a question, the probable
error due to sample size alone is * 2.9. This
means that we are 95% sure that our values
for this particular question fall between 27.1%
and 32.9%.

Sampling error is an important concept in
all research areas because it provides an indica-
tion of the degree of accuracy of the research.

Research studies published by large audience
measurement firms such as Arbitron and A. C.
Nielsen are required by the Electronic Media
Ratings Council to include simplified charts to
assist in determining sampling error. In addi-
tion, each company provides some type of ex-
planation about error, such as the Arbitron state-
ment contained in every ratings book:

Arbitron estimates are subject to statistical vari-
ances associated with all surveys using a sample
of the universe. . . . The accuracy of Arbitron es-
timates, data and reports and their statistical eval-
uators cannot be determined to any precise math-
ematical value or definition.

Statistical error due to sampling is found in all
research studies. Researchers must pay specific
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TABLE 4.4 CONTINUEDO

25% 30% 35%
or or or
Survey result is: 75% 70% 65%
Sample of: 17.3 18.3 19.1
123 13.0 135
10.0 10.5 11.0
8.7 9.2 9.5
7.1 75 7.8
6.1 6.5 6.8
5.5 5.8 6.0
5.0 53 55
4.3 4.6 4.8
3.9 4.1 43
36 38 39
3.0 32 33
2.8 29 3.1
1.9 2.0 2.1
1.2 13 1.4

40% 45%
or or

60% 55% 50%

19.6 19.8 20.0

139 14.1 14.2

11.3 11.4 11.5
9.8 9.9 10.0
8.0 8.1 8.2
7.0 7.0 7.1
6.2 6.2 6.3
5.7 5.8 5.8
4.9 5.0 5.0
4.4 4.5 4.5
4.0 4.1 4.1
3.4 35 35
3.1 3.2 3.2
2.2 2.2 2.2
1.4 1.4 1.4

attention to the potential sources of error in any
study. Producing a study riddled with error is
tantamount to never having conducted the study
at all. If the magnitude of error were subject to
accurate assessment, researchers could simply
determine the source of error and correct it.
Since this is not possible, however, they must
accept error as part of the research process, at-
tempt to reduce its effects to a minimum, and
remember always to interpret their results with
regard to its presence.

SAMPLE WEIGHTING

In an ideal research study, a researcher has
enough respondents or subjects with the re-

quired demographic, psychographic (why peo-
ple behave in specific ways), or lifestyle charac-
teristic. The ideal sample, however, is rare, due
to the time and budget constraints of most re-
search. Instead of canceling a research project
because of sampling inadequacies, most re-
searchers utilize a statistical procedure known
as weighting, or sample balancing. That is,
when subject totals in given categories do not
reach the necessary population percentages,
subjects’ responses are multiplied (weighted) to
allow for the shortfall. A single subject’s re-
sponses may be multiplied by 1.3, 1.7, 2.0, or
any other figure to reach the predetermined re-
quired level.

Subject weighting is a controversial data ma-
nipulation technique, especially in the area of
broadcast ratings. The major question is just
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how much one subject’s responses can be
weighted and still be representative. Weighting
is discussed in greater detail in Chapter 14.

S UMMARY

To make predictions about events, concepts, or
phenomena, researchers must perform detailed,
objective analyses. One procedure to use in
such analyses is a census, in which every mem-
ber of the population is studied. Conducting a
census for each research project is impractical,
however, and researchers must resort to alter-
native methods. The most widely used alterna-
tive is to select a random sample from the pop-
ulation, examine it, and make predictions from
it that can be generalized to the population.
There are several procedures for identifying the
units that are to compose a random sample.

If the scientific procedure is to provide valid
and useful results, researchers must pay close
attention .to the methods they use in selecting
a sample. This chapter has described several
types of samples commonly used in mass media
research. Some are elementary and do not re-
quire a great deal of time or resources. Other
sampling methods entail great expense and
time. Researchers must decide whether costs
and time are justified in relation to the results
generated.

Sampling procedures must not be taken
lightly in the process of scientific investigation.
It makes no sense to develop a research design
for testing a valuable hypothesis or research
question and then nullify this effort by neglect-
ing correct sampling procedures. These proce-
dures must be continually scrutinized to ensure
that the results of an analysis are not sample-
specific; that is, results are not based on the type
of sample used in the study.

Questions and Problems
for Further Investigation

1. The use of available samples in research has long
been a target for heated debate. Some researchers
say that available samples are inaccurate repre-
sentations of the population; others claim that if
a concept or phenomenon exists, it should exist
in an available sample as well as in a random
sample. Which argument do you agree with? Ex-
plain your answer.

2. Many research studies use small samples. What
are the advantages or disadvantages of this prac-
tice? Can any gain other than cost savings be
realized by using a small sample in a research
study?

3. What sampling technique might be appropriate
for the following research projects?

a. A pilot study to test whether people under-
stand the directions to a telephone question-
naire.

b. A study to determine who buys videocassette
recorders.

c. A study to determine the demographic
makeup of the audience for a local television
show.

d. A content analysis of commercials during Sat-
urday morning children’s programs.

e. A survey examining the differences between
newspaper readership in high- and low-in-
come households.

References and Suggested Readings

Babbie, E. R. (1989). The practice of social research
(5th ed.). Belmont, CA: Wadsworth.

Blalock, H. M. (1972). Social statistics. New York:
McGraw-Hill.

Cochran, W. G. (1963). Sampling techniques. New
York: John Wiley.

Comrey, A. L. (1973). A first course in factor analysis.
New York: Academic Press.

Fletcher, J. E. (Ed.). (1981). Handbook of radio and TV
broadcasting. New York: Van Nostrand Reinhold.



Gorsuch, R. L. (1974). Factor analysis. Philadelphia:
W. B. Saunders.

Kish, L. (1965). Survey sampling. New York: John
Wiley.

Nunnally, . C. (1978). Psychometric theory. New
York: McGraw-Hill.

Chapter 4 e Sampling 81

Raj, D. (1972). The design of sample surveys. New
York: McGraw-Hill.

Rosenthal, R., & Rosnow, R. L. (1969). Artifact in
behavioral research. New York: Academic Press.

Walizer, M. H., & Wienir, P. L. (1978). Research meth-
ods and analysis. New York: Harper & Row.

World Radio Histo



World Radio Histor




PART 1I1

 RESEARCH

APPROACHES
1 |

5 EXPERIMENTAL RESEARCH

6 SURVEY RESEARCH

7 QUALITATIVE RESEARCH METHODS

8 CONTENT ANALYSIS

9 LONGITUDINAL RESEARCH




CHAPTEHR

5

EXPERIMENTAL

- RESEARCH

ADVANTAGES AND DISADVANTAGES OF

LABORATORY EXPERIMENTS

CONDUCTING EXPERIMENTAL

RESEARCH

EXPERIMENTAL DESIGN

LABORATORY RESEARCH EXAMPLE

QUASI-EXPERIMENTAL DESIGNS

FIELD EXPERIMENTS
SUMMARY

QUESTIONS AND PROBLEMS FOR
FURTHER INVESTIGATION

REFERENCES AND SUGGESTED
READINGS




he mass media are complicated phenom-

ena. Not only are there a variety of media pre-
senting information to audience members, the
audience uses these media in a variety of ways.
Some people use the media for information, oth-
ers use them for entertainment or just to pass
time, creating a variety of research opportuni-
ties for investigators. A single research approach
cannot be used because there are simply too
many different situations that need investiga-
tion. Some situations require that subjects be
studied under controlled conditions; other situ-
ations require telephone or in-person interviews.
This chapter describes the experimental
method of research and its use in mass media
investigations. The experimental method is the
oldest approach in mass media research and
continues to provide a wealth of information for
researchers and critics of the media. We will
discuss controlled laboratory experiments, then
examine quasi-experimental designs, and con-
clude with a consideration of field experiments.

ADVANTAGES AND DISADVANTAGES
OF LABORATORY EXPERIMENTS

There are several reasons why mass media re-
searchers might select the experimental method.

1. Evidence of causality. First, experiments
help establish cause and effect. Although philos-
ophers of science might argue whether we can
ever really prove a cause—effect link between
two variables, the experiment is undoubtedly
the best social science research method for
establishing causality. The researcher controls
the time order of the presentation of two vari-
ables and thus makes sure that the cause actu-

ally precedes the effect. In addition, the ex-
perimental method allows the investigator to
control other possible causes of the variable un-
der investigation.

2. Control. As suggested previously, con-
trol is another advantage of the experimental
method. Researchers have control over the envi-
ronment, the variables, and the subjects. Labo-
ratory research allows investigators to isolate a
testing situation from the competing influences
of normal activity. Researchers are free to struc-
ture the experimental environment in almost
any way. Lighting and temperature levels, prox-
imity of subjects to measuring instruments,
soundproofing, and nearly every other aspect of
the experimental situation can be arranged and
altered. Environmental control, however, has its
drawbacks, and the artificially created environ-
ment of the laboratory is one of the main disad-
vantages of the technique.

Laboratory studies also allow researchers to
control the number and types of independent
and dependent variables selected and the way
these variables are manipulated. Variable con-
trol strengthens internal validity and helps elim-
inate confounding influences. Appel, Wein-
stein, and Weinstein (1979), for example, were
able to control almost every detail of their labo-
ratory analysis of alpha brain wave activity
while subjects viewed television commercials.

The experimental approach allows research-
ers to control subjects. This includes control
over the selection process, assignment to the
control or experimental group, and exposure to
the experimental treatment. Researchers can
place limits on the number of subjects partici-
pating in such a study and can choose specific
types of subjects for exposure in varying de-
grees to the independent variable. For example,
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they may select subjects according to which me-
dium they use for news information and vary
each subject’s exposure to commercials of dif-
ferent types to determine which is the most
effective.

3. Cost. In relative terms, the cost of an
experiment can be low when compared to other
research methods. An advertising researcher, for
example, can examine the impact of two differ-
ent ad designs using an experimental design
with as few as 40-50 subjects. A comparable
test done in the field would be far more costly.

4. Replication. Finally, the experimental
method aids in replication. The conditions of the
study are typically clearly spelled out in the de-
scription of an experiment making it easier for
others to replicate. In fact, classic experiments
are often repeated, sometimes under slightly dif-
ferent conditions, to ensure that the original re-
sults were not idiosyncratic.

The experimental technique, however, is not
perfect. It has two major disadvantages:

1. Artificiality. Perhaps the biggest prob-
lem with using this technique is the artificial
nature of the experimental environment. The be-
havior under investigation must be placed in cir-
cumstances that afford proper control. Unfor-
tunately, much behavior of interest to mass
media researchers is altered when studied out of
its natural environment. Critics claim that the
sterile and unnatural conditions created in the
laboratory produce results that have little direct
application to real-world settings, where sub-
jects are continually exposed to competing
stimuli. Miller (1983) noted that critics of the
laboratory method often resort to ambiguous
and disjunctive arguments about the artificiality
of the procedure, suggesting that contrasting the
“real” world with the “unreal” world may, in fact,
be merely a problem in semantics. The main
point, he claimed, is that both laboratory and
field methods investigate communication be-
havior, and if viewed in this way, it is meaning-
less to speak of behavior as “real” or “unreal”: all
behavior is real.

Miller also noted, however, that it is unsat-
isfactory and unscientific to dodge the problem
of artificiality in laboratory procedures by in-
cluding a disclaimer in a study indicating that
the findings are applicable only to a particular
audience, to the environmental conditions of the
analysis, and to the period during which the
study was conducted. Since external validity is
a major goal of scientific research, a disclaimer
of this nature is counterproductive. If research-
ers are not willing to expand their interests be-
yond the scope of a single analysis, such studies
have only heuristic value; they make little or no
contribution to the advancement of knowledge
in mass media.

Many researchers have conducted field ex-
periments in an attempt to overcome the artifi-
ciality of the laboratory. Although done in more
natural surroundings, field experiments are
prone to problems with control.

2. Experimenter bias. Experiments can
have a problem with an experimenter bias (Chap-
ter 2). Rosenthal and Jacobson (1966) discov-
ered that experimenters who were told what
findings were expected had results more in line
with the research hypothesis than experiment-
ers who were not told what to expect. To coun-
teract this problem, some researchers use the
double blind technique, in which neither the
subjects nor the researchers know whether a
given subject belongs to the control or the ex-
perimental group.

CONDUCTING EXPERIMENTAL
RESEARCH

The experimental method involves both manip-
ulation and observation. In the simplest form of
an experiment, researchers manipulate the in-
dependent variable and then observe the re-
sponses of subjects on the dependent variable.
Although every experiment is different, most re-
searchers agree that eight steps are necessary in
conducting an experiment.




1. Select the setting. Many experiments are
best done in a laboratory or in another environ-
ment under the direct control of the researcher.
Others are best done in more natural surround-
ings where the researcher has little, if any, con-
trol over the experimental situation. This latter
type of experiment is called a field experiment
and is discussed in more detail later in this
chapter.

2. Select the experimental design. The ap-
propriate design depends upon the nature of the
hypothesis or research question, the types of
variables to be manipulated or measured, the
availability of subjects, and the amount of re-
sources available.

3. Operationalize the variables. In the ex-
perimental approach, the independent vari-
able(s) are generally operationalized in terms of
the manipulation used to create them. Depen-
dent variables are operationalized by construct-
ing scales or rules for categorizing observations
of behavior.

4. Decide how to manipulate the indepen-
dent variable. To manipulate the independent
variable (or variables), a set of specific instruc-
tions or events or stimuli are developed for pre-
sentation to the experimental subjects. There are
basically two types of manipulations. In the
straightforward manipulation, written mate-
rials, verbal instructions, or other stimuli are
presented to the subjects. These items accom-
plish the task of manipulating the independent
variable. For example, Baran et al. (1989) used
a straightforward manipulation of their inde-
pendent variable, product positioning. One
group of subjects was presented with a “generic”
shopping list containing items such as ice
cream, frozen dinner, mustard, and coffee. An-
other group saw the “practical” list with items
such as Borden’s ice cream, Swanson’s frozen
dinner, French’s mustard, and Maxwell House
coffee. A third group was presented with the
“upscale” list consisting of Haagen-Dazs ice
cream, Lean Cuisine frozen dinner, Grey Pou-
pon mustard, General Foods International Cof-
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fees, and similar items. Each group was then
asked to make judgments about the character of
the person to whom the list belonged. As pre-
dicted by the experimenters, the shopping lists
had an impact on the way subjects evaluated the
general goodness and responsibility of the lists’
authors.

In a staged manipulation, researchers con-
struct events and circumstances that enable
them to manipulate the independent variable.
Staged manipulations can be relatively simple
or rather elaborate. They frequently involve the
use of a confederate, a person who pretends to
be a subject but who is actually part of the ma-
nipulation. For example, staged manipulations
and confederates have been used in experiments
to examine the impact ot media aggression. In
their study of cue properties of available targets,
Berkowitz and Geen (1966) introduced each of
their subjects to a confederate as part of their
rather elaborate staged manipulation. Half of
their subjects were introduced to a Kirk Ander-
son and half were introduced to a Bob Anderson.
The confederate then evaluated a project com-
pleted by the subjects by administering a series
of electric shocks. One group of subjects got a
single shock and another group got a series of
seven shocks. Half of the subjects then saw a
violent film starring Kirk Douglas. The other
half saw an exciting but nonviolent film. Follow-
ing this, the tables were turned and the subjects
were told to evaluate a project allegedly done by
the confederate by giving either Bob or Kirk a
series of electric shocks. The subjects who had
received the seven shocks and seen the violent
film, and who had been introduced to the con-
federate named Kirk, gave him a significantly
larger mean number of shocks than did those
subjects who also got seven shocks from the
confederate named Bob.

In his study of the effects of televised court-
room coverage, Hoyt (1977) asked his subjects
questions about a film they had just seen under
three different staged conditions. One group an-
swered questions in the presence of a TV camera
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at the front of the room. A second group an-
swered questions with the camera concealed be-
hind a full-length mirror, and a third group was
questioned with no camera present. Hoyt found
no differences in subjects’ verbal behavior across
the three conditions.

No matter what manipulation technique is
used, a general principle for the experimenter to
follow is to construct or choose a manipulation
that is as strong as possible so that potential
differences between the experimental groups are
maximized. If, for example, an experimenter
was trying to assess the effects of different de-
grees of newspaper credibility on audience per-
ceptions of the accuracy of a story, one condition
might attribute the story to the New York Times
while another might attribute it to the National
Enquirer or the National Star. A strong manip-
ulation maximizes the chances that the inde-
pendent variable will have an effect.

5. Select and assign subjects to experimen-
tal conditions. Recall from Chapter 2 that to
ensure external validity, experimental subjects
should be selected randomly from the popula-
tion under investigation. The various random
sampling techniques discussed in Chapter 4 are
also appropriate for selecting subjects for exper-
imental studies.

Random assignment is the most popular
method of assigning subjects to experimental
groups. If there are only two groups in the ex-
periment, one way to achieve randomness is to
flip a coin. If heads comes up, the subject goes
to Group 1; if tails, Group 2. Experimental de-
signs with more than two groups might use a
table of random numbers to assign subjects. In
a four-group design, a two-digit tandom num-
ber might be assigned to each subject. Those
assigned 00—24 are placed in Group 1, 25-49 in
Group 2, 50-74 in Group 3, and 75-99 in
Group 4.

In some instances, randomization may not
be possible and the experimenter might use a
design where subjects are matched on relevant
characteristics, or a repeated measures design

where subjects serve as their own controls (this
is discussed more later in this chapter). What-
ever method is used, the goal of subject assign-
ment is to ensure internal validity by making
certain that all groups are as similar as possible
before the experimental manipulation takes
place.

6. Conducta pilot study. A pilot study with
a small number of subjects will reveal any prob-
lems, and it will also allow the experimenter to
make a manipulation check — a test to see if the
manipulation of the independent variable ac-
tually had the intended effect. For example, sup-
pose a researcher wanted to assess the effect of
the viewer’s involvement in a TV show on how
well the viewer remembers the ads in the show.
The experimenter constructs TV shows labelled
high involvement (a cliff-hanger with lots of sus-
pense), medium involvement (a family drama),
and low involvement (a Senate committee hear-
ing taped from C-SPAN). To check if these pro-
grams actually differ in involvement, the exper-
imenter should measure the degree to which
subjects were actually involved with the pro-
grams in each of the conditions. Such a check
might include a self-report, an observational re-
port (such as counting the number of times a
subject looked away from the screen), or even a
physiological measure. If the check shows that
the manipulation was not effective, the experi-
menter can revamp the manipulation before the
main experiment is conducted. (It’s also not a
bad idea to include a manipulation check in the
main experiment itself.)

7. Administer the experiment. After the
bugs are out and the manipulation checked, the
main phase of data collection begins. Experi-
mental manipulations are carried out on sub-
jects either individually or in groups. The de-
pendent variable is measured and subjects are
debriefed. During debriefing, the experimenter
explains the purpose and the implications of the
research. If the manipulation required decep-
tion, the experimenter must explain why and
how the deception was used. (See Chapter 18




for more about deception and other ethical prob-
lems of research.)

8. Analyze and interpret the results. The
subjects’ scores on the dependent variable(s) are
tabulared, and the data are suhjected to statisti-
cal analysis. Many of the statistics discussed in
Chapters 10, 11, and 12 are used to analyze the
results of experiments. Finally, the experimenter
has to decide what the results mean. In some
experiments, this may be the most difficult part
to do.

EXPERIMENTAL DESIGN

When used in the context of experimental re-
search, the word design can have two different
meanings. In the first place, it can refer to the
statistical procedures to be used to analyze the
data. Hence, it is common to hear about an anal-
ysis of variance design or a repeated measures
t-test design. On the other hand, design can refer
to the total experimental plan or structure of the
research. Used in this sense, it means selecting
and planning the entire experimental approach
to a research problem. This chapter uses the
latter meaning of design. The appropriate statis-
tical techniques for the various experimental de-
signs discussed in this chapter are discussed in
Part 3.

An experimental design does not have to be
a complicated series of statements, diagrams,
and figures; it may be as simple as:

Pretest — Experimental treatment — Posttest

Although other factors, such as variable and
sample selection, control, and construction of a
measurement instrument, enter into this design,
the diagram does provide a legitimate starting
point for research.

To facilitate the discussion of experimental
design, the following notations are used to rep-
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resent specific parts of a design (Campbell &
Stanley, 1963):

* R represents a random sample or random
assignment.

* X represents a treatment or manipulation
of the independent variables so that the ef-
fects of these variables on the dependent
variables can be measured.

* O refers to a process of observation or
measurement; it is usually followed by a nu-
merical subscript indicating the number of
the observation (O, = “observation 17).

A left-to-right listing of symbols, suchasR O, X
O,, represents the order of the experiment. In
this case, subjects are randomly sclected or as
signed to groups (R) and then observed or mea-
sured (O,). Next, some type of treatment or
manipulation of the independent variable is per-
formed (X), followed by a second observation or
measurement (O,). Each line in experimental
notation refers to the experience of a single
group. A design such as the following:

R O X O,
R O, o,

indicates that the operations in the experiment
are conducted simultaneously on two differ-
ent groups. Notice that the second group, the
control group, does not receive the experimental
treatment.

An alternative notation system that provides
a number of more complex notational schemes
was developed by Haskins (1981). Research-
ers interested in a more detailed approach to
research design notation should consult this

paper.

Basic Experimental Designs

Each experimental design makes assumptions
about the type of data the researcher wishes to
collect, since different data require different re-
search methods. Several questions need to be
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answered by the researcher before any type of
design is constructed.

1. What is the purpose of the study?
2. What is to be measured or tested?
3. How many factors (independent variables)
are involved?
4. How many levels of the factors (degrees of
the independent variables) are involved?
5. What type of data is desired?
6. What is the easiest and most efficient way
to collect the data?
7. What type of statistical analysis is appro-
priate for the data?
. How much will the study cost?
9. How can these costs be trimmed?
10. What facilities are available for conducting
the study?
11. What types of studies have been conducted
in the area?
12. What benefits will be received from the re-
sults of the study?

e ]

The answer to each question has a bearing on
the sequence of steps a study should follow. For
example, if a limited budget is available for the
study, a complicated, four-group research de-
sign must be excluded. Or, if previous studies

have shown the “posttest only” design to be use-
ful, another design may be unjustified.

Not all experimental designs are covered in
this section; only the most widely used are con-
sidered. The sources listed at the end of the
chapter provide more information about these
and other designs.

PRETEST-POSTTEST CONTROL GROUP.  The pre-
test-posttest control group design is a funda-
mental and widely used procedure in all re-
search areas. The design controls many of the
rival hypotheses generated by artifacts; the ef-
fects of maturation, testing, history, and other
sources are controlled because each group faces
the same circumstances in the study. As shown
in Figure 5.1, subjects are to be randomly se-
lected or assigned, and each group is to be given
a pretest. Only the first group, however, is to
receive the experimental treatment. The differ-
ence between O, and O, for Group 1 is compared
to the difference between O, and O, for Group
2. If a significant statistical difference is found,
it is assumed that the experimental treatment
was the primary cause.

POSTTEST-ONLY CONTROL GROUP. When re-
searchers are hesitant to use a pretest because

FIGURE 5.1

R O X O
R O 0,

PRETEST-POSTTEST CONTROL GROUP DESIGN

FIGURE 5.2

POSTTEST-ONLY CONTROL GROUP OESIGN




of the possibility of subject sensitization to the
posttest, the design in Figure 5.1 can be altered
to describe a posttest-only control group (Fig-
ure 5.2). Neither group has a pretest, but Group
1 is exposed to the treatment variable, followed
by a posttest. The two groups are compared to
determine if a statistical significance is present.

The posttest-only control group design is
also widely used to control rival explanations.
Both groups are equally affected by maturation,
history, and so on. Also, both normally call for
a t-test, a test to compare the significance be-
tween two groups, to determine whether a sig-
nificant statistical difference is present (Chap-
ter 12).

SOLOMON FOUR-GROUP DESIGN.  The Solomon
four-group design (Figure 5.3) combines the
first two designs and is useful if pretesting is
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considered to be a negative factor. Each alterna-
tive for pretesting and posttesting is accounted
for in the design, which makes it attractive to
researchers. For example, consider the hypo-
thetical data presented in Figure 5.4. The num-
bers in the figure represent college students’
scores on a test of current events knowledge.
The X represents a program of regular newspa-
per reading.

To determine if the newspaper reading had
an effect, O, should be significantly different
from O, and also significantly different from O,.
In addition, O, should be significantly different
from O, and also from O,. Assuming the 20-
point difference shown in Figure 5.4 is signifi-
cant, it appears that the independent variable
in our example is indeed having an effect on
current events knowledge. Note that other in-
formative comparisons are also possible in this

FIGURE S$.3
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FIGURE S.4

DESIGN
Group
1 R 20 (0) X 40 (0,
2 R 20(0,) 20(0,)
3 R X 40 (Os,)
4 R 20 (O,)

HYPOTHETICAL DATA FOR SOLOMON FOUR-GROUP
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design. To assess the possible effects of pretesting,
O, can be compared with O,. Comparing O, and
O; allows the experimenter to check on the effi-
cacy of randomization and any possible pretest—
manipulation interaction can be detected by
comparing O, and O,.

The biggest drawback of the Solomon four-
group design is a practical one. The design re-
quires four separate groups, which means more
subjects, more time, and more money. Further,
some results produced from this design can be
difficult to interpret. For example, what does it
mean if O, is significantly greater than O,, while
O, is significantly less than O,?

Factorial Studies

Research studies involving the simultaneous
analysis of two or more independent variables
are called factorial designs, and each indepen-
dent variable is called a factor. The approach
saves time, money, and resources and allows re-
searchers to investigate the interaction between
the independent variables. That is, in many in-
stances, it is possible that two or more variables
are interdependent in the effects they produce on
the dependent variable, a relationship that could
not be detected if two simple randomized de-
signs were used.

The term two-factor design indicates that
two independent variables are manipulated; a
three-factor design includes three independent
variables, and so on. (A one-factor design is a
simple random design because only one inde-
pendent variable is involved.) A factorial design
for a study must have at least two factors or
independent variables.

Factors may also have two or more levels.
Therefore, the term 2 X 2 factorial design
means “two independent variables, each with
two levels.” A 3 X 3 factorial design has three
levels for each of the two independent variables.
A2 X 3 X 3 factorial design has three inde-
pendent variables: the first has two levels, and
the second and third have three levels each.

To demonstrate the concept of levels, imag-
ine that a television station manager would like
to study the success of a promotional campaign
for a new movie-of-the-week series. The man-
ager plans to advertise the new series on radio
and in newspaper. Subjects selected randomly
are placed into one of the cells of the 2 X 2
factorial design in Figure 5.5. This allows for
the testing of two levels of two independent vari-
ables, exposure to radio and exposure to news-
papers.

Four groups are involved in the study: Group
1 is exposed to both newspaper and radio mate-
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rials; Group II is exposed only to newspaper;
Group 111 is exposed only to radio; and Group
IV serves as a control group and receives no
exposure to either radio or newspaper. After the
groups have undergone the experimental treat-
ment, the manager can administer a short ques-
tionnaire to determine which medium, or com-
bination of media, worked most effectively.

A2 X 3factorial design, which adds a third
level to the second independent variable, is
shown in Figure 5.6. This design demonstrates
how the manager might investigate the relative
effectiveness of full-color versus black and
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white newspaper advertisements while also
measuring the impact of the exposure to radio
materials.

Say the television station manager wants to
include promotional advertisements on televi-
sion as well as using radio and newspaper. The
third factor produces a 2 X 2 X 2 factorial
design. This three-factor design (see Figure 5.7)
shows the eight possibilities of 2 2 X 2 X 2
factorial study. Note that the subjects in Group
I are exposed to newspaper, radio, and television
announcements, whereas those in Group VIII
are not exposed to any of the announcements.
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The testing procedure in the three-factor de-
sign is similar to that of previous methods. Sub-
jects in all eight cells would be given some type
of measurement instrument, and differences be-
tween the groups would be tested for statistical
significance.

Other Experimental Designs

Research designs are as unique and varied as the
questions and hypotheses they help answer. De-
signs of different types yield different types of
information. If information about the effects of
multiple manipulations is desired, a repeated
measures design (several measurements of the
same subject) is appropriate. In this design,
instead of assigning different people to differ-
ent manipulations, the researcher exposes the
same subjects to multiple manipulations. The
effects of the various manipulations appear as
variations within the same person’s perfor-
mance rather than differences between groups
of people.

One obvious advantage of the repeated mea-
sures design is that fewer subjects are necessary
since each subject participates in all conditions.
Further, since each subject in effect acts as his
or her own control, the design is quite sensitive
to detecting treatment differences. On the other
hand, repeated measures designs are subject to
carry-over effects —the effects of one manipu-
lation may still be present when the next manip-
ulation is presented. Another possible disadvan-
tage stems from the fact that subjects experience
all of the various experimental conditions and
they may figure out the purpose behind the ex-
periment. As a result, they may behave differ-
ently than they would if they were unaware of
the study’s goal.

If the experimenter thinks that the order
of presentation of the independent variables in
a repeated measures design will be a problem,
a Latin square design can be used. Figure 5.8

FIGURE 5.8 LATIN SQUARE

DESIGN
Subjects Experimental conditions
A 1 2 4
B 2 3 4 1
C 3 4 1 2
D 4 1 2 3

shows an example of a Latin square design for a
repeated measures experiment with four sub-
jects. Note that each of the subjects is exposed
to all conditions and that each of the four con-
ditions appears only once per row and once per
column. The Latin square arrangement can also
be used in a situation where repeated measures
are made on independent groups rather than in-
dividual subjects.

LABORATORY RESEARCH EXAMPLE

An example from published literature is used
here to illustrate the various facets of research
design and the laboratory method. Cantor and
Venus (1980) were interested in the effects of
humor on the ability to recall radio commer-
cials. It would have been possible to study this
topic by conducting a survey or by launching a
field experiment, but these researchers chose to
investigate the problem under tightly controlled
laboratory conditions. The authors were dissat-
isfied with the ambiguity of existing literature
relating to humor and advertising and decided
to investigate the problem using a broad re-
search question: they tested the “effect of humor
on the memorability and persuasiveness of a rig-
orously manipulated radio advertisement which
was heard in a quasi-naturalistic setting.” Here
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FIGURE 5.9

Serious commercial
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DESIGN FOR THE CANTOR-VENUS STUDY
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Male

Female

are the steps Cantor and Venus followed in their
investigation:

STEP 1: SELECT THE SETTING. As just men-
tioned, Cantor and Venus chose the laboratory
setting but tried to approximate a more natural
listening condition.

STEP 2: SELECT THE EXPERIMENTAL DESIGN.
After reviewing the available literature in the
field and defining their research question, Can-
tor and Venus designed a 2 X 2 X 2 factorial
study (Figure 5.9).

STEP 3: OPERATIONALIZE THE VARIABLES.
One dependent variable, recall, was measured
by a 10-question test regarding the information
contained in the advertisements. A second de-
pendent variable, impression of the product,
was measured using a rating scale that ranged
from — 10 (extremely unfavorable) to + 10 (ex-
tremely favorable). The operationalizations of
the independent variables, serious vs. humorous
commercial, serious intro vs. humorous intro
and sex are described next.

STEP 4: DECIDE HOW TO MANIPULATE THE
INDEPENDENT VARIABLES. The serious com-

mercial involved two people talking about a
fictitious magazine called Newsline. In the non-
humorous spot, a male and female simply talk
politely about the magazine. In the humorous
spot, the male keeps tearing articles out of the
magazine while the woman is trying to read it.
The serious intro to the commercial was a
straight news report on the problem of prisoner
exchange between nations; the humorous intro
was a segment from Steve Martin’s album, Let’s
Get Small. The operationalization of sex is self-
evident.

STEP 5: SELECT AND ASSIGN SUBJECTS TO EX-
PERIMENTAL CONDITIONS. The authors re-
cruited undergraduate students at the Univer-
sity of Wisconsin (59 male and 58 female) as
subjects for the experiment and assigned them
randomly to the four different exposure groups
for each sex.

STEP 6: CONDUCT A PILOT sTUDY. Although
the published article does not mention a pilot
study, probably for reasons of space, it is likely
the authors did carry one out. In any case, a
manipulation check was built into the final ex-
periment, which disclosed that the humorous
version of the ad and the humorous intro were
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perceived by subjects as funnier than the serious
material.

STEP 7: ADMINISTER THE EXPERIMENT.
Cantor and Venus first escorted subjects indi-
vidually to a cubicle where they heard a radio
message, then transferred them to another cu-
bicle where they were exposed to the experi-
mental treatments. Subjects were then taken to
another room to fill out an instrument that mea-
sured recall and impressions of the product. Fi-
nally, all subjects were debriefed.

STEP 8: ANALYZE AND INTERPRET THE RE-
suLts. The authors selected the analysis of
variance as the appropriate statistical technique
to analyze their data (Chapter 12). They con-
cluded that advertisers should be cautious in
using humor as an attention getter and that hu-
mor had no impact on the evaluation of the ad-
vertised product.

QUASI-EXPERIMENTAL DESIGNS

The experimenter does not have the luxury of
randomly assigning subjects to experimental
conditions in many instances. Suppose, for ex-
ample, a researcher knows that a local radio sta-

tion is about to be sold and she or he is interested
in determining the effects of this change of own-
ership on employee morale. The researcher mea-
sures morale of a sample of employees at the
station before and after the sale. At the same
time, the researcher collects morale data from a
sample of employees at a comparable station in
the same community. This design is similar to
the pretest-posttest control group design dis-
cussed on page 90, but it does not involve ran-
dom assignment of subjects to experimental
groups. To use Campbell and Stanley’s (1963)
terminology, it is a quasi-experiment. Quasi-
experiments represent a valuable source of
information but there are design faults that
must be considered in the interpretation of
the data.

This chapter discusses only two types of
quasi-experimental designs, the pretest-posttest
nonequivalent control group design and the in-
terrupted time series design. For further infor-
mation, consult Campbell and Stanley (1963)
and Cook and Campbell (1979).

PRETEST-POSTTEST NONEQUIVALENT CONTROL
GROUP DESIGN. This approach, illustrated in
Figure 5.10, is the one used by the hypothetical
researcher studying employee morale at radio
stations. In this design, one group is exposed to
the experimental manipulation and is compared

FIGURE S.10 P
GROUP DESIGN

o, X 0,

0, o,

RETEST-POSTTEST NONEQUIVALENT CONTROL

Note: The line dividing the two groups indicates that no random assignment occurred.
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FIGURE S.11

o0 o O ©O, O X o, O

INTERRUPTED TIME SERIES DESIGN

08 OQ OlO

to a similar group not exposed. The pre- and
posttest differences are compared to see if the
experimental condition had an effect.

In the radio station example mentioned be-
fore, assume the pretest of employee morale
showed that the workers at both radio stations
had the same morale level before the sale. The
posttest, however, showed that the morale of the
employees at the sold station decreased signifi-
cantly after the sale while the morale level at the
other (control) station remained constant. This
indicates that the station sale had an impact on
morale. However, this may not be true. The two
groups might have been different on other vari-
ables at the time of the pretest. For example,
suppose the two groups of employees were of
different ages. It is possible that the effect of the
station sale on older employees produced the
difference. The quasi-experimental design'does
not rule out this rival selection—treatment inter-
action explanation.

INTERRUPTED TIME SERIES DESIGN. In this ar-
rangement, diagrammed in Figure 5.11, a series
of periodic measurements is made of a group.
The series of measurements is interrupted by the
experimental treatment and then measurements
are continued.

This design can rule out several threats to
internal validity. If there is a significant differ-
ence between O, and O, maturation can be
ruled out by examining the scores for all the
intervals prior to the manipulation. If matura-
tion were occurring, it would probably produce
differences between O, and O, and O, and O,

and so on. If the only difference is between O,
and Oy, then maturation is not a plausible expla-
nation. The same logic can be applied to rule
out the sensitizing effects of testing. The biggest
threat to the internal validity in this design is
history. It’s possible that any apparent changes
occurring after the experimental manipulation
might be due to some other event that occurred
at the same time as the experimental treatment.

FIELD EXPERIMENTS

Experiments conducted in a laboratory can be
disadvantageous for many research studies be-
cause of certain problems they present: they are
performed in controlled conditions that are un-
like natural settings; they are generally consid-
ered to lack external validity; and they usually
necessitate subject awareness of the testing sit-
uation. Because of these shortcomings, many re-
searchers prefer to use field experiments (Has-
kins, 1968).

The exact difference between laborato