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PREFACE

During the fourteen years following the first edition of this book
television has grown from a restricted experimental field to a nation-
wide major industry. This tremendous growth has been accomplished
by a parallel development in the technology of television. Although
most of the fundamental principles which form the basis of present-
day picture transmission and reception (with the exception of color)
were outlined in the first edition, the engineering advances have been
so profound as to make necessary the revision of every chapter and
the complete rewriting of many. New chapters have been added dis-
cussing color and industrial television.

The organization of material in the second edition follows closely
that of the first. Part 1 discusses the basic field of physics important
to television, including newly added sections dealing with semiconduc-
tors, photoconductors, and recent developments in photoemitters and
phosphors. The fundamentals of television are covered in Part 2, and
a background of the development of television leading up to the present
system is presented there. In Part 3 the components making up the
television system in use today are described in detail and then inte-
grated into the complete receiver and transmitter. Part 3 starts with
a discussion of the pickup tube problem and the camera tubes, such
as the image orthicon and Vidicon, which have been developed as a
solution to this problem. The kinescope is next considered in detail.
This section is followed by a consideration of some of the associated
components, including the video amplifier, the scanning generator, and
the synchronizing system. Finally, the complete television transmitter
and receiver are covered in as much detail as is practicable. Part 4
presents some of the newest aspects of television. The problem of
color television is treated both from the standpoint of the fundamental
principles involved and its practical aspects in Chapters 17, 18, and
19. The specialized features of industrial television are presented in
Chapter 20. The final chapter deals with some of the practical aspects
of television broadcasting, including studio arrangement, program pres-
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entation, the television station, and the integration of stations into a
network by means of coaxial cables and radio relay links.

Even at the time of writing the first edition, when television was in
the first stages of its development, it was impossible to cover the field
completely in a single volume. Today, with the enormous growth of
the art, adequate coverage is even more difficult. In preparing this
edition the authors have attempted to emphasize those aspects of the
field which are most characteristic of television. For that reason the
camera tube and the viewing tube, together with both the physics back-
ground and the television fundamentals associated with them, have
been singled out for greatest emphasis. Specific aspects of circuitry
relating to the television problem, such as the video amplifier, are con-
sidered in detail. Coverage of the theoretical and engineering features
of the entire television system is included, but extensive collateral read-
ing in general radio engineering, circuit theory, and vacuum tube prac-
tice isassumed for a detailed understanding of the whole field of television.

The authors wish to take this opportunity to express their indebted-
ness to Dr. .. G. Ramberg. Without his cooperation this revision would
not have heen possible. e is responsible for much of the new subject
matter presented, and, in addition, his assistance in the general prepara-
tion and editing of material has been invaluable. Chapters 18 and 19
on the problems of color television are exclusively his work.

The generous cooperation of many other staff members of the Radio
Corporation of America Laboratories has also been of great assistance
in this work. Specific mention should be made of Dr. G. L. Frendendall
in connection with the television receiver, Drs. G. H. Brown, D. W,
Epstein, R. D. Kell, and W. C. Morrison for aid with the chapters on
the kinescope, the transmitter, and color television. Finally, the
authors wish to acknowledge the assistance given them by the tech-
nical staff of WNBT and the courtesy of the RCA Tube Department,
the RCA Review, Broadcast News, and other RCA sources in making
available illustrative material.

V. K. ZwoRYKIN
G. A. Morton

Princeton, New Jersey
June, 1954
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] Physical Electronics

1.1 Electron Physics. Television systems, in addition to employ-
ing ordinary metallic electron conduction, require as fundamental to
their operation other electronically active solids. These solids include
materials which exhibit the properties of photoelectric emission, photo-
conductivity, thermionic emission, semiconduction, secondary emis-
sion, and fluorescence (the last forming the subject of the next chap-
ter). The present chapter discusses very briefly some of the electron
physies which is the basis of the phenomena.

In some respects, electricity is not a modern discovery since there are
recorded observations on static electricity which date back to an-
tiquity. However, it was not until the eighteenth century that elec-
trical conduction and electric current, which form the basis of its present
usefulness, became known and recognized. During the nineteenth cen-
tury, rapid strides were made by such men as Maxwell, Faraday, and
Hertz toward unraveling the laws of electromagnetic phenomena. The
last two decades of that century were particularly fruitful, culminating
in the discovery of the electron by J. J. Thomson in 1897. Before the
discovery of the electron itself, many observations had been made on
the special electronic phenomena mentioned above. The interaction
between light and electricity was noted during the first half of the
nineteenth century. Early observations on photoemission, that is,
the emission of electrons under the action of light, date back to ob-
servations made by Hertz in 1887 on the fact that electrical discharges
were facilitated if the negative electrode of the spark gap was irradiated
with ultraviolet light. The following year, Hallwachs undertook a
systematic study of the effect observed by Hertz and came to the con-
clusion that negative electricity leaves a body which is illuminated by
ultraviolet light. The work was forwarded by Elster and Geitel, who
gathered data on the rate at which charge left different metals and on
the relationship between the wavelength of the incident radiation and
the rate of transfer of electricity. With the discovery of the electron,
the nature of the phenomena was disclosed. Again, in 1905, the theory

3
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4 Physical Electronics [Chap. 1

of photoemission was advanced another major step when Einstein ap-
plied the then new quantum theory put forward by Planck to the prob-
lem of the photoelectric long wavelength threshold. Since then, the
theory has advanced steadily, keeping pace with an increasing knowl-
edge of the quantum mechanics of metallic and semiconduction.

The development of photoconductivity followed a nearly parallel
course. The increase in conductivity of selenium upon exposure to
light was discovered in the year 1873 by Willoughby Smith. It was
recognized as related to the phenomena of semiconductivity and in-
sulation rather than the phenomenon of metallic conduction, long be-
fore the mechanism of these different forms of conductivity was under-
stood. It was not until quantum mechanics was very well developed
that a really satisfactory model of photoconductors and semiconductors
could be devised. Important contributions by Bloch, Mott, Frohlich,
and many others have led to a model which gives a fairly quantitative
explanation of the experimental observations of both photoconductors
and semiconductors.

Although the effect of temperature on the rate of discharge of elec-
trified bodies has been known to science for a long time, thermionic
cmission cannot be said to have been discovered until 1883. In this
year, Edison discovered that a negative current could be made to flow
from an incandescent filament in an evacuated bulb. By the begin-
ning of the twentieth century, a considerable amount of data had been
collected pertaining to this phenomenon. In 1905, O. W. Richardson
derived, with the aid of classical thermodynamics, an equation which
described the observations very accurately. Later, the equation de-
rived by Richardson was revised and reinterpreted by Dushman, Lang-
muir, and others, but the original exponential form was retained. With
the development of quantum mechanics, the understanding of the effect
was again increased greatly. Nordheim and others, with the aid of the
Sommerfeld model of metals, were able to show that thermionic emis-
sion is closely related to the phenomena of conduction, photoemission,
thermoelectricity, etc. This discovery, together with technical ad-
vances in making thermionic cathodes, has brought the field to its
present status.

Secondary emission, that is, the emission of electrons from a circuit
which is bombarded by high-velocity electrons, did not enter the field
until somewhat later. The phenomenon became known by 1900 as the
result of experimental work by Starke, Lenard, and others. Until
about 1920, very little was done in investigating this aspect of elec-
tronics. During the last four decades, however, its practical impor-
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Sec. 1.2] Structure of Metals 5

tance has become considerably greater, and this has resulted in an
impetus to the investigation of this type of emission. Important ana-
lytical work done by Frohlich, Wooldridge, and others, using the quan-
tum-mechanical model of electronically active solids, has led to theo-
retical interpretations which quantitatively account for many of the
experimental observations of the phenomena of secondary emission.
However, many of the complicated surfaces in use in devices which
employ secondary emission as the basis of their operation are still
beyond the range of theoretical treatment.

In the succeeding sections, the electronic phenomena mentioned
above will be discussed without reference to the historical order of
their development. For a complete history of electronically active
solids, the reader is referred to standard textbooks dealing with the
history of electricity.

1.2 Structure of Metals. Reading across the Periodic Table of ele-
ments from right to left, one finds that the elements become increas-
ingly electropositive. That is, the elements in the columns on the left
have an electron configuration such that they can easily lose one or
more of these electrons and become positive ions. In the solid state
these electropositive elements form the group of substances called
metals. This group is characterized by the fact that its members are
excellent conductors of both heat and electricity. Furthermore, the
metals are in general both malleable and ductile, although there are
some exceptions. It should be noted that these exceptions occur in the
center columns of the table, and are all elements which are only slightly
electropositive; in other words, these exceptions might be termed “poor
metals.”

X-ray analysis of the metals shows them to be crystalline. The
erystal structure of these substances (at least for all the good metals)
is extremely simple. All the elements of the first column of the
periodic table, together with tungsten, iron, molybdenum, and many
others as well, have a body-centered cubic structure. The very malle-
able and ductile metals such as gold, silver, copper, and aluminum are
face-centered cubic; others such as zine, magnesium, and beryllium are
hexagonal close-packed.

The atoms making up the metal lattice no longer retain the loosely
bound electrons associated with them in their free state. The electrons
released when a metal crystal is formed do not have definite positions
in the lattice, but exist rather as an electron gas which is free to move
through the structure.
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6 Physical Electronics [Chap. 1

This theory, which assumes that the valence electrons form an
clectron gas, was proposed as early as 1905 by H. A. Lorentz. He
assumned that the electrons which form this gas are in thermal equilib-
rium with the atoms of the lattice, and that they have a Maxwellian
energy distribution. On the basis of this hypothesis, in order that the
clectrons stay within the metal, it is necessary to postulate a potential
barrier at the boundaries of the metal. At a large distance from the
metal, this potential is assumed to be due to the image force of the
clectron, but, since the ideal image force rises to infinity at the surface
of the metal, it is necessary to assume a departure from this law near
the boundary.

The Lorentz hypotliesis explained fairly satisfactorily electrical
conduction, thermionic emission, and a number of other observed
phenomena, but required that the specific heat of a metal be nearly
twice the observed value.

It was not until the advent of quantum mechanics and the exclusion
principle that the reason for this discrepancy became evident. With
the aid of the new mechanics, Sommerfeld, Pauli, and others were
able to modify the Lorentz theory in such a way that it gave a very
accurate quantitative account of the behavior of metals.

The difference between the old Lorentz theory and the Sommerfeld
theory lies in the type of energy distribution assumed for the electron.
In either case the energy E of an electron is

»?
E=Vo+— (1.1)
2m

where V, is its potential energy and p its momentum. Lorentz placed
no restrictions upon the values which p could assume. The newer
theory, on the other hand, assumes, in accordance with quantum laws,
that the three momentum components are restricted and, for a block
of metal with the dimensions L,, L,, and L,, can only have values sat-
isfying the relation

nzh nyh nh

Pz = z" Py = L, D: = L

where h is Planck’s constant, and n,, n, and n, are integers. The
allowed energies are therefore not continuous but consist of a vast
number of discrete levels. A further restriction is imposed by the
exclusion principle. This rule states that only two electrons can exist
in any one energy level, two electrons being allowed because of the
two possible spin directions.

(1.2)
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See. 1.2] Structure of Metals 7

The effect of these two restrictions becomes clearly apparent upon
consideration of what happens when the crystal is cooled to absolute
zero. In the older theory, all the electrons come to rest, since they are
in thermal equilibrium with the atoms making up the crystal lattice.
However, this cannot happen according to the newer theory because
there can be only two electrons in a state of zero energy. The remain-
ing electrons must retain enough energy to be able to occupy other
energy levels. As a result, all the lower levels are filled up, so that
cnergies corresponding to several electron volts exist in a erystal even
at zero absolute.

If, instead of being at zero absolute, the crystal is at room tempera-
ture, the mean energy of its atoms is still far below the energy held by
the eleetrons in the highest filled level. Consequently, the probability
of an electron receiving enough energy from the thermal motion of the
atoms making up the crystal to raise it to an unfilled energy level is
extremely small. The electrons, therefore, because they can be given
almost no thermal energy by the lattice, contribute very little to the
heat capacity of a metal. The greatest difficulty encountered by the
older theory is thus overcome.

At very high temperature, the mean energy of the atoms making up
the lattice may become greater than the energy of the highest filled
level. Under these circumstances, the electrons receive thermal energy
and come into equilibrium with the lattice, their energy distribution
approximating the Maxwellian distribution postulated by the earlier
theory. An abnormally high specific heat would exist at such tempera-
tures. A calculation of the temperature required to increase the specific
heat appreciably shows it to be beyond the vaporizing temperature of
any known metal.

A more quantitative consideration, starting with the potential bar-
rier, is neccessary if these ideas are to be of practical value. The
potential energy, which keeps the electrons within the material, in-
creases with the distance from the surface, asymptotically approaching
some arbitrarily chosen zero at infinity. As has been mentioned, at
distances from the crystal greater than the lattice spacing this potential
is the result of the simple image force. This force, as is well known, is
given by the relation F = —e2/42?, where z is the distance from the
surface. As the charge necars the surface, the forces rise and would
approach infinity as z approaches zero if the law were applicable at
all distances. However, from the very nature of its derivation, which
assumes a plane surface, it is obvious that this law will not hold for
distances of less than a few atom diameters. The law which most
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8 Physical Electronics [Chap. 1

nearly satisfies the observed facts assumes that the attractive force is
zero at the metal surface, rises rapidly to a2 maximum, then decreases
inversely with the square of the distance from the metal surface. The
force law close to the surface is extremely complicated, but for the
present, purpose a knowledge of its exact form is unnecessary. Figure
1.1 shows the approximate shape of the force curve.

TS o S 5 £ e o)

\ e
\ ot 3
X. —
1 Metal 2
= Yacuum
F |
! g
) 5
& ! g
Lattice atoms 1
x (distance from surface)} Distance
Fig. 1.1. Modified Image Forces. Fig. 12. Idealized Potential Field.

The potential at any point outside the metal is calculated by inte-
grating the force curve. The form of the potential curve is illustrated
in Fig. 1.2. Inside the metal, the potential is not uniform but consists
of a three-dimensional array of potential minima, the minima corre-
sponding to the crystal atoms. These minima are shown to the left

Dye /

/

\ Distance

Fig. 1.3. Electron Enpergies in an Ideal Metal.

=
)
Energy

of the metal surface in Fig. 1.2. For purposes of this discussion, the
non-uniformity of the potential within the metal can be ignored and
the variable potential can be replaced by a uniform averaged potential
as shown in Fig. 1.3. The value of the potential rise at the surface of
a metal is extremely important in determining its emission properties.
This potential, known as the “inner potential,” is shown as W, on the
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Sec. 1.2] Structure of Metals 9

diagram. It can be measured experimentally by the change in wave-
length of electron waves passing through the metal surface observed in
electron diffraction experiments. The values obtained by this method
are in the neighborhood of 10 to 15 volts.

With these values for the inner potential, it is possible to calculate
the approximate minimum distance at which the square law image
force on an electron applies. This distance turns out to be of the same
order of magnitude as the distance between atoms in the metal lattice.

For convenience of illustration, the kinetic energies of the electrons
can be included in an energy diagram, together with the potential
energy. The kinetic energy is plotted along the ordinate just as is the
potential energy of the lattice. Such a diagram is shown in Fig. 1.3.
The energy distribution in the electron gas, based upon the exclusion
principle, was derived by both Fermi and Dirac, independently, in
1926. According to their distribution function, the number of electrons
N (u, v, w) du dv dw having velocity components u, v, w, in the range
du, dv, dw is

2m3
—— du dvdw
13
N(u, v, w) dudvdw = m (1.3)
where
R? <3n)% 4
= 2m \8« (1.4)

k is the Boltzmann constant, and
n is the number of electrons per unit volume.

o md

%) .—0°K
= 1600° K)1

w,

Energy
Fig. 14. Distribution of Electron Energies by Fermi-Dirac Statistics.

A plot of this function is shown in Fig. 1.4. Curves are given for
T = 0and 7" = 1600°. At T = 0, this function becomes
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ms
N(u,v, w) = 2713- for We < n

N(u,v,w) =0 for We > 1

Thus there are no electrons in energy levels above W, = p, which is
in accordance with the qualitative picture given in the preceding para-
graphs.

The numerical value for W, max can be found from the equation

- h2 <3n)% 5
© T om \8rr ’

Ilowever, to evaluate the expression, it is necessary to assign a value
to m. This requires a knowledge of the number of atoms per unit
volume and the number of electrons each atom contributes to the
cleetron gas. If the former is calculated from the density, composi-
tion, and Avogadro’s number, and a reasonable assumption is made
for the latter, We max is found to lie between 5 and 10 volts.

At temperatures other than zero, the velocity distribution does not
end sharply at the value W, max but decreases asymptotically to zero.
As the temperature is increased, the high-velocity electrons become
more and more numerous. Finally, at very high temperatures the
Fermi-Dirac distribution approaches a Maxwellian distribution. How-
ever, this is found, as has been mentioned, to be a higher temperature
than can be reached using any known metal.

When a potential difference is established between two points in a
metal, electrical conduction takes place because the field thus pro-
duced causes a drift to be superimposed upon the random motion of
the electrons in the upper levels. This drift is in a direction opposite
to that of the field because of the negative charge of the electron. In
other words, the drift motion is opposite to the conventional direction
of current flow. Although the electrons behave largely as though they
were free, there is some interaction between them and the crystal lat-
tice, which appears as the heat generated due to electrical resistance.
In order to account quantitatively for electrical resistance of a metal,
it is necessary to deal with the wave functions of the electrons and to
consider resistance as a scattering and diffraction problem. Looked at
in this way, both resistance and change of resistance with temperature
can be accounted for very nicely.

1.3 Semiconductors. The metals are to be found in the left-hand
column of the Periodic Table. As one moves toward the center of the
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See. 1.3] Semiconductors 11

Table, the elements found there lose their valence electrons less easily
when in solid form and the materials are not good conductors. In the
extreme right-hand column lie the elements which have very firmly
bound outer electrons and, therefore, go to make up the class of ma-
terials known as insulators. Silicon, germanium, carbon, and arsenic
in the center of the Periodic Table are examples of semiconductors,
whereas sulphur, iodine, and bromine are examples of good insulators.
However, any model which describes semi-

conductors in terms of electrons which are Serieslmit____________
moderately bound to their parent atoms and 3p 7T
insulators in terms of crystal lattices with 3s

strongly bound electrons is not adequate to

account for the essential behavior of these

two classes of materials. As in the case of

metals, the concepts of quantum mechanics

must be introduced to give a quantitative

. . 2p
interpretation of observed phenomena. A

single atom, according to the quantum-me-
chanical model, has its extranuclear electrons
in definite energy states or levels. The num-
ber of the extranuclear electrons depends
upon the positive charge of the nucleus of the
atom in question. Although the electrons
about the nucleus of an atom cannot have
their positions specified at any instant of
time, they can, nevertheless, be thought of as
moving in some form of orbit around the
nucleus with the total energy of each specified and their position given
by a probability function. Thus, a sodium atom has eleven extra-
nuclear electrons. Of these, two are in a 1s energy state, two in a
2s-state, six in a 2p-state, and one is in a 3s-state. The energies of these
states (with the exception of the lowest, 1s-, state), as well as those of
discrete higher energy levels into which the electrons can be excited, are
shown in Fig. 1.5. Electrons cannot, however, exist in the atom except
in these discrete energy levels. In other words, energy transitions can
occur only between these levels. It is this, of course, which gives rise
to the spectral lines observed in light, ultraviolet radiation, and x-rays.
If two atoms are brought close together, each energy level splits into
two levels very close together. Again, if three atoms are brought to-
gether, each level splits into three; and, if some large number n atoms
join together, as is the case when they form the crystal lattice of the

2s

Fig. 15. Electron Energy
Levels of a Sodium Atom.
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12 Physical Electronics [Chap. 1

element in question, each level divides into n very closely spaced levels.
The spacing between each of the n subdivisions is so small that the
original level may be thought of as giving rise to a continuous energy
band rather than to a multiplicity of discrete levels. Thus a sodium
crystal will have energy bands as pictured in Fig. 1.6.
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Fig. 16. Band Structure as Function of Atomic Spacing for Sodium. (After
Slater, reference 15; courtesy of Reviews of Modern Physics.)
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Sec. 1.3] Semiconductors 13

One narrow triple band which results from the splitting up of the
occupied energy levels of the sodium atom is completely filled by the
6n 2p-electrons belonging to the n atoms. Therefore, it would, for
example, be impossible to give a small amount of additional energy to
an electron in the 2p-band without taking it away from another elec-
tron in the same band. The minimum amount of energy that could be
accepted by any electron in this band without such compensation would
be that required to lift it to the next vacant band. However, it will be
observed that the next band is only half filled by the n 3s-electrons.
Therefore, small amounts of energy can be added to the electrons in
this band in such fashion as to give the group as a whole o® drift
velocity in the direction of the applied field. The ability of the elec-
tron to accept small amounts of additional energy so that it can drift
through the material and serve as a current carrier is the property
which gives the material its metallic characteristics.

If a similar examination is made of the element sulphur, it will be
found that all the bands containing electrons are completely filled.
The minimum amount of energy which an electron in sulphur must
accept to escape from a filled band is 5 electron volts. The material,
therefore, is a good insulator since the application of an electric field
across the material cannot modify the velocity distribution of the elec-
trons so that they may serve as current carriers.

Examined in this same way, germanium is found to have all the
bands occupied by electrons completely filled. Adjoining the topmost
filled band there is, however, an empty band separated from it by an
cnergy gap of only about 0.7 electron volt. This energy gap is small
enough so that the thermal energy of the lattice at room temperature
is sufficient to supply a large number of electrons in the filled band
with sufficient energy to he excited into the conduction band adjoining
it. 'The material, therefore, at room temperature will be an electrical
conductor with an electrical specific resistivity of 60 ohm-centimeters.
By way of comparison, the resistivity of a good metal is lower by 6 or
7 orders of magnitude. Germanium is, accordingly, classified as a
semiconductor.

In considering the electrical properties of semiconductors, it is
actually necessary to consider only the filled band, the empty or con-
duction band adjoining it, and the forbidden band which separates
the two, as shown in Fig. 1.7. In other words, the presence of electrons
in the conduction band or absence of them in the filled bands alone can
contribute to the conductivity of the material. As has already been
pointed out, if an electron is excited, for example, by the thermal energy
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14 Physical Electronics [Chap. 1

of the crystal lattice, into the conduction band, it can move under the
influence of an electrostatic field, thus causing the matcrial to be a con-
ductor. However, if the electron is excited from a filled band, an
unfilled energy level will be left in the filled band. Now a neighboring
electron can move into the level vacated by the excited electron. This,
in turn, leaves another vacant level which can be occupied by a second
electron so that in effect the vacancy moves through the material in
much the same way as an electron in the conduction band. Indeed, an
analysis of the behavior of such a vacancy shows that its movement is
identical with the motion of a charged particle having about the mass
of arffelectron but carrying a positive charge in an empty conduction
band. Such a vacancy, termed a “hole,” is capable of serving as a cur-
rent carrier just as is an excited electron.

Semiconductors whose conductivity is due to clectron and hole cur-
rent resulting from the excitation of electrons from the filled band to
the conduction band are known as intrinsic semiconductors. Fre-
quently, when a semiconductor or insulator crystallizes, imperfections
may occur in its lattice, due either to foreign atom impurities or to
lattice defects. These imperfections can introduce additional energy
levels in the forbidden gap. If such a level contains an electron, the
clectron can be excited into the conduction band more easily than can
an electron from the filled band because of the small energy difference
between the conduction band and the impurity level. Such a transition
is indicated by transition B shown in Fig. 1.7. An impurity of this
type is called a donor level, and a semiconductor whose conductivity
depends on the excitation of carriers from donor levels is known as an
n-type semiconductor. Germanium, which has 4 valence electrons,
crystallizes to form a semiconductor. If arsenic, with 5 valence elec-
trons, is introduced as an impurity, the result is an n-type semicon-
ductor. Only a minute amount of impurity leads to a marked change
in the clectrical characteristics of the material. For example, one part
in ten million of arsenic changes the specific resistivity of germanium
from 60 ohm-centimeters for the intrinsic pure material to less than
1 ohm-centimeter for the resulting n-type semiconductor. It also com-
pletely alters the variation of conductivity with temperature.

In an exactly analogous manner, impurities may introduce levels in
the energy gap which are normally empty. An electron from the filled
band may be excited into such an “acceptor” level, leaving a mobile
hole at its vacated site. A semiconductor whose conductivity depends
upon hole-type charge carriers created by electrons {from the filled band
being excited into vacant or acceptor levels is known as a p-type semi-
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See. 1.3] Semiconductors 15

conductor. Again, starting with germanium as the semiconductor, the
impurity gallium which has 3 valence electrons causes the material to
become a p-type semiconductor. Like amounts of the impurity gallium
or the impurity arsenic in germanium will form a semiconductor which
has very similar electrical properties except that the former will be
p-type and the latter n-type.

The conductivity of a semiconductor depends upon the number of
current carriers free to move and upon the mobility of the current car-
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Fig. 1.7. Band Structure of a Typical Semiconductor, Showing the Conduction
Band, the Filled Band, and the Forbidden Gap. A represents the excitation of
an electron from the filled band, B that from a donor impurity.

riers. An electron excited into the conduction band is in constant
motion due to thermal agitation, moving a short distance through the
lattice, then “colliding” with a lattice irregularity in such a way as to
change its direction entirely, and moving in the new direction only to
make another collision. The average number of collisions made by an
electron at room temperature is very large, being in the neighborhood
of 102 per sccond. If an electric field is introduced through the crystal,
a drift is superimposed upon the random motion of the current carrier.
Since the electron cannot experience a continuous buildup of velocity
from acceleration due to the frequent collisions, its average velocity
varies linearly with the applied field. The factor of proportionality
between the average velocity of a current carrier and the electric field
is called “mobility.” It is usually given in terms of centimeter per
second per volt per centimeter applied field.

Quantitatively, therefore, the conductivity of any semiconductor is
given by

4 =ie(ne#e + npup) (16)
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where e is the charge of an electron; n, the number of electrons per
unit volume in the conduction band; n;, the number of holes in the
filled band; p, the mobility of an electron; and p,» the mobility of a
hole.

Both the number of current carriers and the mobility are functions
of temperature. The variation of mobility with temperature is given
approximately by

1
- =T % 4 pTH% (1.0
”

The first term of this expression describes the effect of impurity scat-
tering upon mobility. At low temperatures, this term will normally
dominate and leads to a mobility which decreases with decreasing
temperature. At higher temperatures, the second term, with a positive
exponent, dominates and leads to a decrease in mobility with rising
temperature.

Thermal scattering by the crystal lattice is responsible for this term.
Typical mobility curves for germanium of various purities are shown
in Fig. 1.8. It will be observed that the mobility first increases as the
temperature falls and then decreases. The initial increase is inde-
pendent of the impurity content of the material, but the decrease at low
temperatures is a direct function of the impurity content.

The quantitative determination of the number of electrons and hole
carriers as a function of temperature requires the consideration of the
position of the Fermi-level which describes the statistical distribution
of thermal energy among the electrons of the material. For an in-
trinsic semiconductor, the number of carriers as a function of tempera-

ture is given by
2rmkT\* -
Ne = ny = 2< 12 ) e B/ (1:8)

where h is Planck’s constant, m the mass of the electron, & Boltzmann’s
constant, and E, the energy difference between the top of the filled
band and the bottom of the conduction band. In this expression, the
factor in brackets gives the effective number of electron states at the
bottom of the conduction band. The factor 2 before this parenthesis
is due to the fact that each state may be occupied by 2 electrons with
opposite spins. Where impurity levels are involved, the expression for
the temperature dependence is much more complex. However, the re-
quirement of electrical neutrality of the sample fixes the position of
the Fermi level for any given temperature and impurity level distribu-
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Sec. 1.3] Semniconductors 17

tion. The number of electron and hole carriers is then given by the
expression in Eq. 1.8, provided that E,/2 in the exponent is replaced
by the separation of the Fermi level from the lower boundary of
the conduction band and the upper boundary of the valence band,
respectively.
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Fig. 18. Mobility as a Kunction of Temperature for Germanium (n-Typc
Samples 1-6, with Increasing Impurity Content). (After Debye in Conwell,
reference 17; courtesy of Proceedings of the Institute of Radio Engineers.)

The results of measurements of the carrier concentration for the ger-
manium samnples of Fig. 1.8 are represented in Fig. 1.9, showing the
logarithm of the carrier concentration as function of the reciprocal
absolute temperature. An examination of the curve shows that three
temperature ranges may be distinguished. At high temperatures, the
number of carriers decreases with falling temperature exponentially
with a slope related to the intrinsic energy gap E,. In this temperature
range, the conductivity is primarily due to carriers excited across the
forbidden band to the conduction band. In an intermediate tempera-
ture range, the thermal power is insufficient to excite electrons across
the intrinsic gap. However, in this range, the temperature may be high
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Fig. 19. Carrier Concentration as a Function of Temperature for n-Type Ger-
manium. (After Debye in Conwell, reference 17; courtesy of Proceedings of the
Institute of Radio Engineers.)
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enough to ionize completely all the impurity levels. In this tempera-
ture range, the number of current carriers is essentially independent of
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Fig. 1.10. Variation of Conductivity with Temperature for n-Type Germanium.
(After Debye in Conwell, reference 17; courtesy of Proceedings of the Institute
of Radio Engineers.)

temperature. At still lower temperatures, the current carriers begin to
condense out into the impurity levels, and the number of carriers again
falls exponentially with decreasing temperature. The decline is much
less rapid than in the high-temperature range since it is related to the
impurity carrier activation cnergies.
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The conductivity as a function of temperature is similar to the curves
shown in Fig. 1.9 but modified by the variation of mobility with tem-
perature. The variation of the logarithm of the conductivity as a func-
tion of reciprocal temperature for the n-type germanium samples is
shown in Fig. 1.10.
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Fig. 1.11. Conduction Mechanism of a p-n Junction.

When an n- and p-type semiconductor are joined together and
allowed to come into equilibrium, there is a readjustmment of charge
in the material in such a way as to bring the Fermi levels of the n- and
p-type material together. This readjustment leads to a potential bar-
rier at the junction of the two materials. The consequence of such u
barrier is that the material can conduct the current in one direction
but will have very low conductivity if the voltage is applied in the
other direction. This is illustrated in Fig. 1.11. Case a shows the
semiconductor when no potential is applied. In case b, the p-type
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Sec. 1.3] Semiconductors 21

material is made positive and the n-type negative. Electrons from
the negative electrode can enter the n-type material readily, and the
electrons can diffuse through the barrier into the p-type material,
where they recombine with holes. At the same time, holes can enter
the p-type material and diffuse through the barrier and recombine
with electrons in the n-type material. Consequently, the conductivity
of the semiconductor junction is high. When the opposite potential
is applied (Fig. 1.11c), current cannot flow since to a first approxi-
mation no electrons are formed in the p-type material to cross the
boundary into the n-type material, nor are holes formed in the n-type
material to cross the boundary into the p-type material. This behavior
is typical of semiconductor rectifiers.

Recently, semiconductors have been brought into great prominence
because of their application in transistors. This, however, is not the
reason for introducing the topic in this chapter. Semiconductors are of
interest primarily because photoconductors, which are becoming in-
creasingly important in the field of television, can be described only
in terms of semiconductor behavior. This more restricted group of
non-metallic conductors will form the subject of the next section.

At the time of writing, transistors are not employed in any com-
mercial television units. However, it is certain that many functions
now performed by vacuum tubes will be performed in the future by
transistors. Although transistor circuits will not be discussed in the
succeeding pages of this book, it would not be out of place to conclude
this brief section on the properties of semiconductors with a qualitative
description of the transistor action of an n-p-n transistor.

The n-p-n transistor consists of two pieces of n-type material sepa-
rated by a thin layer of p-type semiconductor. The arrangement is
illustrated in a of Fig. 1.12. The left-hand n-type portion of the tran-
sistor is the emitter, the right-hand n-type portion the collector, and
the central p-type region is the base. When a potential is applied to
the material, the internal potential distribution and idealized current
carrier distribution will be as shown in b of Fig. 1.12. 1If, now, the
collector is made strongly positive with respect to the emitter and base,
a small current flows between the emitter and collector due to the dif-
fusion of electrons across the p-type barrier. This current will be
greater than the current for a rectifying barrier similar to that shown
in Fig. 1.11c because the p-type layer is narrow enough to permit some
electron diffusion. If the emitter is made slightly negative with respect
to the base (c), the diffusion of electrons from the emitter into the base
becomes very rapid. Most of these electrons diffuse directly across
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the base and into the collector with only a small part of the current
passing out through the base leads. This small current is due to the
recombination of electrons in the base. The result of this action is
that a small change in potential between emitter and base causes a

Emitter #——— n-Type p-Type n-Type ——e Collector

()

Fig. 1.12. A n-p-n Junction Transistor.

large change in current received by the collector. On the other hand,
a large change in potential of the collector causes almost no change
in current. This is exactly the condition required for amplification
and is the reason why this type of device has the potentiality of re-
placing vacuum tubes in many of their functions.

1.4 Photoconductivity. In the preceding section, the excitation of
current carriers in a semiconductor was confined to the action of the
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thermal energy of the material. Other forms of energy are also capable
of exciting these carriers. In particular, the material may absorb a
photon of light or other radiant energy and use the energy contained
therein to excite a hole or an electron. This phenomenon, known as
“photoconductivity,” is of considerable importance in television.

It has been recognized since the work of Planck and Einstein in the
early part of the twentieth century that electromagnetic radiation,
when it interacts with matter in such a way as to exchange energy,
behaves as if it were corpuscular in nature. The particles making up
light are known as photons. The energy associated with a photon
depends upon the wavelength or frequency (v) of the light involved
and is given by the following relation

E=hv (1.9)

where k is a Planck’s constant.

Photoconduction in a semiconductor can be produced only by radia-
tion with photon energies equal to or greater than the energy needed
to generate a carrier in the material. As with thermally excited con-
ductivity of semiconductors, the carriers may be the result of the lifting
of an electron from the filled band into the vacant conduction band of
the material. This corresponds to intrinsic photoconductivity. On the
other hand, the excitation may be from a donor-type impurity into the
conduction band or from the filled band into an acceptor-type impurity.
In this case, the effect is known as impurity photoconductivity.

From the above, it is evident that the spectral response of a photo-
conductor is dependent entirely upon the energy intervals of the transi-
tions involved. In an intrinsic photoconductor, the gap between the
top of the filled band and the bottom of the conduction band is the
determining interval. Table 1.1 lists a few intrinsic photoconductors,
giving their gap width in electron volts and the long wavelength limit
of the spectral response of each.

Where impurity photoconductivity is involved, the situation is more
complex. Here the energy interval depends not only upon the host
semiconductor but also upon the impurity which is involved in the
photoconductivity. When light falls on a photoconductor, the fraction
of the photons which cause transitions giving rise to photoconductivity
may vary considerably from material to material. The fraction of
photons which do cause such transitions is the primary quantum ef-
ficiency of the material. For many materials the quantum ecfficiency
is low owing to the existence of transitions which can absorb photons
from the incident radiation but which are not among those involved in
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Taste 1.1. GAP WIDTH AND LONG-WAVE THRESHOLD OF
PHOTOCONDUCTORS

(Data from T. S. Moss, Photoconductivity in the Elements, Academic Press, 1952;
and Zworykin and Ramberg, ‘“Photoelectric Cells,” Encyclopedia of Chemical
Technology, 1953.)

Gap Width Long-Wave Threshold
E, (electron volts) Ao {microns)
Se (amorphous) 2.4 0.51

Se (black, crystalline) 1.5 0.80

Si 1.13 1.08

Ge 0.72 1.72

Tl,S 1.0 1.25

PbS 0.4 3.0

PhSe 0.27 4.5

PbTe 0.25 5.0 (at 90°K)
CdS 2.4 0.51

ShyS; 1.6 0.75

The threshold given above represents the point of sharp falling off of the spec-
tral response, rather than an absolute threshold of sensitivity.

freeing bound current carriers; on the other hand, there are a great
many photoconductors for which the quantum efficiency y is close to
unity. These are, of course, the ones which are of greatest interest
whenever electrical effects are to be obtained from an optical stimulus.
The primary quantum efficiency of a photoconductor cannot, of course,
exceed unity. However, as will be outlined below, gain mechanisms
can operate in photoconductors in such a way as to give an apparent
quantum efficiency which is much higher than unity.

The simplest concept of a photoconductor is the following: An in-
cident photon excites an electron from the filled band to the conduction
band, leaving a hole behind. The field applied across the photocon-
ductor causes these two current carriers to drift to the positive electrode
and to the negative electrode respectively. The eurrent which would
flow in such a photoconductor, due to the incidence of a light flux F
(lumens per square centimeter), will be given by

= eyaFLw (1.10)

where a is the number of photons per second per lumen; y, the quantum
efficiency; L, the length of the cell; w, its width; and e, the charge on
an electron.

The assumption here is that the applied voltage is sufficient to move
the carriers completely out from the sample. Therefore, the voltage
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does not appear in the expression for the current. This concept is
much too simple to explain the behavior of any real photoconductor.
In the first place, many photoconductors exhibit photocurrents many
times as great as that indicated by the above relation. Furthermore,
the current depends greatly upon the voltage applied across the ma-
terial. Finally, the current does not cease to flow immediately upon
removal of the stimulating radiation.

The next extension of the model is to assume that as each current
carrier, whether it be hole or electron, moves out of the crystal, it is
replaced by another flowing in from the electrodes. This replacement
continues until a recombination occurs which binds the hole and/or
electron so that it can no longer serve as the current carrier. In terms
of this model, the current will be given by equation

w
= eyaF 7 w Vi, (1.11)

In this expression, t. is the lifetime of the carrier and p, its average
mobility. Although the description above has been given in terms of
an intrinsic photoconductor, the same principles apply when the ex-
citation is from an impurity level to the conduction band or from the
filled band to an impurity level. When this type of photoconductivity
is involved, only one kind of carrier is free to move. For example, in
a photoconductor with a donor-type impurity being responsible for the
sensitivity to light, the action might be pictured somewhat as follows.

The incident photon excites an electron from the donor level up into
the conduction band. Under the influence of the field produced by the
voltage applied across the cell, the electron starts to move away from
the ionized donor. As it moves toward the positive electrode, the
potential about the positive donor becomes increasingly positive. This
is analogous to a space charge effect. If, as the charge in question
moves away from the ionized donor, a charge from the negative elec-
trode moves toward it, the effective neutrality of the material can be
maintained. As long as the ionized donor is present, the current can
continue to flow. Eventually, however, the donor captures an electron,
preventing further motion of electrons through the crystal. It will be
apparent that an acceptor-type impurity can behave in an identical
manner towards free holes in the filled band.

Before discussing the lifetime ¢, of the carriers and the average mo-
bility pe, let us consider further the question of the replacement of one
carrier by another as the forier moves out of the material or out of a
specific region of the material. There are many ways in which this can
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take place. Thus, crystals in which the flow of carriers is obstructed by
potential barriers are of common occurrence. Assume, for example,
that the current is primarily carried by electrons. If there is a small
region across the cell where there is excess negative charge, there will
be a potential barrier set up in this region which will prevent the flow
of electrons. This is illustrated in Fig. 1.13. Such a barrier is capable
of capturing a hole or positive charge should one be formed by the
action of light. When a hole is captured by such a barrier, the poten-

)
O O O e 0800000000

Fig. 1.13. A Photoconductor Including a Potential Barrier. Lowering of barrier
by hole trapping.

tial barrier is lowered by the addition of the positive charge. This
allows negative carriers to flow through this region. The flow will
continue until the positive charge or hole captures an electron, re-estab-
lishing the potential barrier. For crystals which are good insulators,
the flow of carriers between electrodes is prevented by space charge.
At the negative electrode there will be an accumulation of electrons such
that the gradient in that region will no longer allow the flow of
electrons. A single hole flowing through this region will neutralize
the space charge to the extent of allowing one additional negative
charge to flow therein. Similarly, the positive space charge formed at
the positive electrode due to the deficiency of electrons or an accumu-
lation of holes can be neutralized by an electron, allowing a hole to
flow out of this region. Again, holes or electrons entering the contact
region of a photoconductive cell may serve to neutralize potential
barriers at these contacts, these barriers otherwise inhibiting the flow
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of electrons or holes through the material. This does not exhaust the
ways in which carrier replacement may occur in photoconductors, but
the examples cited above serve to indicate that the release of a primary
carrier by the action of the incident radiation may permit the passage
of charge which is many times greater than the single unit of charge
released by the initial photon.

The average mobility p, appears in the expression for the current in
a photoconductor. In the preceding section, the mobility and its rela-
tionship to thermal and impurity scattering were discussed. An addi-
tional effect occurs in photoconductors which makes the average or
effective mobility much lower than the mobility of ideal holes or
electrons. It is the existence of traps. Impurity or structural imper-
fections in a crystal may temporarily capture current carriers. During
the time they are captured, they, of course, cannot contribute to the
current flow. Because the potential energy represented by traps is
small, thermal excitation of the crystal causes the carriers thus trapped
to be released again and resume their drift. The average or effective
mobility of the carriers, therefore, must take into account the time
charge carriers spend in traps. This trapping of charge carriers is
of major importance in real photoconductors. One of the objectives
in making good photoconductive material is to reduce traps to the
minimum.

The lifetime of a carrier is determined by the length of time the
carrier or its replacement can move through the crystal before recom-
bination occurs. The process of recombination is a complex one. In
general, the probability of recombination between a free hole and an
electron is very small. However, if either the hole or the electron is
captured or is immobile, its capture cross-section toward a carrier of
the opposite sign becomes fairly large. In real photoconductors, the
capture cross-section of bound holes for electrons or bound electrons
for holes ranges between 10—1% and 10—2 square centimeter. Given
the capture cross-section of a center for a carrier ¢ and the thermal
velocity of the carrier v,, the lifetime for the carrier will be given by
the following relation:

1

Nov,

T =

(1.12)

where N, is the density of centers. The lifetimes range from a few
microseconds to many seconds in the range of materials used for photo-
conductors. The above discussion relates primarily to photoconductors
which are good insulators in darkness; in other words, photoconductors
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where the dark current is small compared to the photocurrent. As will
be shown in Chapter 10, this type of photoconductor is important in
the Vidicon pickup or camera tube and is, therefore, of primary interest
in television.

1.5 Electron Emission. The theory of metals as outlined in section
1.2 can be extended to account for most of the phenomena observed in
connection with the thermionic emission of electrons. On the basis of

the quantum theory picture of

metals, nearly every phase of elec-
T T / tron emission from pure metals

j can be explained not only quali-

7 tatively but also quantitatively.
(@) excitation The theory also has been ex-
tended to cover the casc of metal

— N\ —> surfaces on which there is a thin
/ overlying contaminated film, but
the analysis here is somewhat less

(b) lowering potential barrier rigorous. Since, however, this

type of surface is very important

P T from the standpoint of the emis-

7 sion of electrons, it cannot be left
out of consideration. There must

(¢) combination of (@) & (b) necessarily be gaps and indefinite-

Fig. 1.14. Emission of Electrons. ness in some of the account which

follows.

With reference again to Fig. 1.3, which shows the kinetic energy of
clectrons superimposed upon the potential energy diagram for the
metal, it is evident that one or both of two conditions must be fulfilled
before electrons can escape through the surface barrier and be emitted.
Either some of the electrons must be given additional energy so that
their kinetic energy is at least as great as the potential barrier, or the
height and width of the barrier must be reduced to such extent that
the electrons can penetrate through it. Diagrammatically, these might
be represented as shown in Fig. 1.14. The first diagram illustrates elec-
trons which have been given sufficient additional energy to escape over
the normal potential barrier. 'This energy may be supplied in the form
of thermal energy taken from the lattice of a heated metal crystal, in
which case the emission is known as thermionic emission. On the other
hand, if the additional energy is obtained from radiant energy incident
upon the metal, photoelectric emission takes place. Where the metal is
hombarded by high-velocity electrons, there may be an interaction
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between the electrons in the metal and the incident electrons, resulting
in the former acquiring sufficient energy to escape. This phenomenon
is known as secondary emission,

Diagram b of Fig. 1.14 shows the potential barrier depressed to such
an extent that electrons can escape from the surface. This may occur
when there are extremely high fields at the metal surface, the effect
being known as cold emission. Whereas in classical theory emission is
possible only when the kinetic energy of the electrons exceeds the po-
tential barrier, quantum mechanics indicates a finite probability for
an electron traversing a potential barrier which is higher than its kinetic
energy. The probability of transmission here depends on the thickness
and the height of the barrier. Very frequently both an addition of
cnergy by a thermal or other excitation process and a depression of
the barrier are responsible for the emission, as shown in diagram c.
The depression of the barrier may, for example, be caused by a certain
contamination on the surface of the metal. When this occurs, much
less energy has to be added to the electrons to cause them to escape,
thus making the substance a much better electron emitter. This effect
will be the subject of further discussion when problems dealing with
practical emitters are considered.

1.6 Shot Effect. As has been stated, energy is supplied to some of
the vast numbers of free electrons in order to produce thermionic
emission, photoelectric emission, etc. The fraction of electrons which
receive enough cnergy to permit them to escape is extremely small,
and only part of these move in such a direction that they are emitted.
The whole process is, on this basis, an entirely random phenomenon,
each electron being emitted entirely independently of any other.

Since it is a random process, the number of electrons emitted during
any given interval differs by a small amount from the average number
of electrons emitted in an interval of this duration. The electron cur-
rent from an emitter is therefore not constant, but is subject to statisti-
cal fluctuation. As this fluctuation limits the performance of many
types of electronic devices, it is important to determine its magnitude
and nature.

An emitter which releases N electrons in a time T, where N is a large
number, has an average rate of emission of ny = N /T electrons per unit
time. However, since the emission phenomenon is a random one, the
actual number n emitted during any given unit of time will differ from
no. According to the laws of probability, while the average difference

(n — ng)
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must equal zero, the mean square difference in unit time is not zero
but rather is given by

(n — ng)? = An? = my (1.13)

Since the emission of each electron corresponds to the transfer of a
charge —e, Eq. 1.13 can be expressed in_terms of charge, giving

(Ane)? = e?ng
A = ge (1.14)

In other words, the mean square fluctuation of charge is proportional
to the charge emitted.

In the form given above in Eq. 1.14, the relation is not very directly
applicable to actual electrical circuits. In general, the circuits encoun-
tered respond to frequencies which lie in a band between definite limit-
ing frequencies. The useful signal is in the form of current variations
over the frequency band in question. The shot effect, or statistical
fluctuations, introduces current variations over this same frequency
band which tend to mask the useful signal. Therefore Eq. 1.13 or
1.14 must be reformulated to express the magnitude of this unwanted
random “noise” in terms of a fluctuating current in the circuit con-
taining the emitting element.

Such a relation was first worked out by Schottky in 1912. The deri-
vation given below,* though not identical with that originally given by
Schottky, yields the same information. As a starting point, the current
pulse resulting from the motion of an individual electron is expressed
as a Fourier integral which gives its frequency spectrum. The mean
square of a large number of these current pulses is then found by sum-
ming and averaging.

The current arising from a single emitted electron can be expressed
as follows:

() = ff dew cos w(t — Th) (1.15)
mJo

where T is the time at which the electron is actually emitted. This
equation assumes that the emitted electron produces a single current
pulse whose duration is extremely small compared with any interval
of time for which Eq. 1.15 is to be used.

* From the unpublished work of E. G, Ramberg.
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The mean square current due to N electrons emitted in the time T
is, therefore,

N

— T L 2
% = %j; dt{z fj; dw cos w(t — T,,)} (1.16)

v=1 T

If the indicated squaring of the sum over the N electrons is carried out,
this equation becomes

_ 62 1 T o o N N
2= — f dtf dwf do’ D, D cosw(t — Ty) cosw'(t — T'y)
0o Yo 0

T v=1 v’'=1
(1.17)

This integral expression must be integrated over o’ and {. When per-
formed, this integration leads to the equation

0

= &1 yoX
2 = _2_f do 3 S 2r cos w(T, — T) (1.18)
7™ 2T Jo =1 v'=I

which expresses the mean square current over an infinite frequency
band.

Since the response of any real circuit is zero except over one or more
finite bands of frequency, an expression for the current fluctuation in
a limited band covering the frequencies between f; and f» is of value.
For this, the limits of integration over o instead of being 0 to < are
taken as 2xf; and 2xfs. Equation 1.18 consequently becomes

e 1 [h

N N
do Y, 2. 2w cosw(Ty — Ty)

2=
72 2T Joxs, p—1 v/ =1
= 262_1\7_ (f2 =11
T
2 M N sin2anfo(Ty, — Ty) — sin 2af1(Ty — Tor)
+ ﬁ vgl vgl Tv - Tv'
v’

The second term of this expression vanishes because of the assumed
randomness of the emission. That is, since the time interval T, — Ty
between the emission of any two electrons is purely random, the sum-
mations represent the superposition of a vast number of sines of random
angles which are as likely to have a positive as a negative value, and
therefore average zero. Thus the mean square fluctuation current
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over the frequency band fs — f;, for an average emission current
19(tp = Ne/T), reduces to

2 = 2eiy(fy — f1) (1.19)

As is evident from the general nature of the derivation, Eq. 1.19
applies to nearly all types of electron emission. Actually, the relation
accurately gives the fluctuations in all forms of photoelectric and
thermionic emission and in cold emission if the voltage is well below
the rupture point. Secondary emission is an exception, because each
incident electron causcs the emission of several electrons, giving a form
of coherence between the emitted electrons which does not fulfill the
condition of random emission upon which the derivation is based.

The statistical current fluctuation given by Eq. 1.19 represents the
minimum that can be expected from any emitting surface in the absence
of space charge. Other effects not directly related to the basic phe-
nomenon of electron emission may operate to increase the total fluc-
tuation of the current emitted.

The following problem of a phototube emitting electrons in response
to a modulated light signal serves to illustrate a typical noise calcula-
tion. Let it be assumed that the photoelectric current is amplified by
an amplifier which responds to a frequency band F, 10,000 cycles wide.
1f the photocurrent is 7 = I(1 + k sin 2xft), where k is a modulation
factor which has a value 0.1, what is the minimum value of I which
will give a signal-to-noise ratio of 10? .

In this case the mean square signal is 7,2 = 14k?I%, and the mean

square noise is 1,2 = 2eFI.
The signal-to-noise ratio is, therefore,

or, in the example in question,

. 100 X 32 X 1072 X 10*
32X 1072

= 0.64 X 1071 ampere

In the foregoing, it is assumed that the entire noise was the shot noise
of the emitted electrons in the phototube. Actually noise is generated
in the resistor used to couple the phototube to the grid of the first tube
of the amplifier, and noise is also introduced by the first tube itself.
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The effects of these elements will be discussed in Chapters 9 and 13, in
which problems of amplification are considered.

1.7 Thermionic Emission. The general properties of the emission
of electrons from metals having been considered, it is now proper to
treat the different types of emission individually. As has already been
stated, it is possible to cause electrons to be emitted by raising the
temperature of a metal, this effect being known as thermionic emission.
The emission of current thus obtained will depend upon the height of
the potential barrier above the top of the Fermi distribution of free
electrons, upon the shape of the barrier, and upon the energy distribu-
tion of the electrons.

The energy distribution of electrons can be treated quite generally
by using the Fermi-Dirac distribution function, which is applicable
to all metals. The height and shape of the potential barrier, however,
depend not only upon the particular metal, but also upon the state of
the surface of the emitter. In the discussion which follows two types
of thermionic emitters will be considered: one where the base of the
emitter is a pure metal with or without a contaminant modifying the
surface, and the second where the body of the emitter is a semi-
conductor.

To calculate the electron emission, it is necessary in the first place
to determine the number of electrons arriving in unit time at the
surface of the emitter with sufficient kinetic energy directed toward
the surface to pass through the potential barrier. This can be done
with the aid of Eq. 1.3, as was shown by Nordheim, who derived the
thermionic emission equation on a quantum mechanical basis. The
Fermi function is integrated over the velocity components v and w
taken from zero to infinity. This expression, when rewritten to ex-
press the number of electrons N (W) dW which have a kinetic energy
in the range W to W 4 dW associated with the component of velocity
u which is assumed to be directed normal to the metal surface, gives
the following distribution function:

4
N(W) dW = ;:—:nkT Vm/@W) In (1 + e~ F=9/EDy (1 o)

Then, since only those electrons having an energy W greater than W,
can escape through the boundary, the total number of electrons leaving
a unit area per unit time will be

©

ng =fw uN(W) dw (1.21a)
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For convenience in performing the indicated integration, the distribu-
tion function N{W) can be expressed as

4":3” L r-nrem gy (1.21b)
u

NW)dW =

—(W—p)/(T)

since over the range of integration e is small. Equation

1.21a therefore becomes
4rm(kT)?

a e~ Wa—w)/GT) (1.22)

No

Experimentally and theoretically it can be shown that some of the
electrons in the energy range above W, are reflected back. If r is
taken as the reflection coefficient, the fraction of electrons escaping
must be 1 — 7.

Including this transmission coefficient, combining the factor
4=mk2e/h® into a single constant Ay, and expressing the rate of emis-
sion of electrons in terms of current, one can write Eq. 1.22 as

io = (1 — 1) AoT2e™ Wamn)/GT) (1.23)

It should be noticed that this equation has practically the same form
as the thermionic emission equations derived by Richardson, Dushman,
and others on the basis of classical thermodynamics.

In the exponent of this equation there appears the term (W, — pn).
It represents the difference between the height of the potential barrier
and the maximum kinetic energy of electrons in the Fermi distribution
at absolute zero temperature, and is given the name “work function.”
It is common practice to express this work function in terms of electron
volts, so that the exponent in the emission equations takes the form
— e¢po/(kT), or, to simplify it still further, by the substitution
bo = e¢po/k. Also, for convenience, the coeflicient Ao and the reflection
factor are often combined into a single constant A. When thus written,
Eq. 1.23 becomes

i = AT2 /T (1.23a)

A few representative values for the constants A and by and the work
function ¢, are given in Table 1.2.

The thermionic emission from the metals listed is very small when
the metal is heated to any reasonable temperature. For example, tung-
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TasLe 1.2. THERMIONIC EMISSION CONSTANTS OF METALS *

b0 bo X 10™% A, amperes
Element (volts) (°K)1! (°K)~?
Calcium 2.24 26 60.2
Cesium 1.81 21 162
Columbium 3.96 46 57
Molybdenum 4.44 51.5 60.2
Nickel 2.77 32.1 26.8
Platinum 6.27 72.5 1.7 X 10—
Tantalum 4.07 47.2 60.2
Thorium 3.35 38.9 60.2
Tungsten 4.52 52.4 60.2
Zirconium 4.13 47.9 330

* From L. R. Koller, reference 14.

sten heated to 2200°K will emit only 13 milliamperes per square centi-
meter. This is because for pure metal surfaces the work function is
generally high. Calcium or cesium, whose work functions are low,
have such low melting points that they cannot be used as thermionic
cathodes.

The most completely studied composite-surface thermionic emitter
consists of thorium on tungsten. In Table 1.2 the work function of
tungsten alone is 4.52 volts whereas that of thorium is 3.35 volts.
However, a surface consisting of tungsten having over it a monatomic
layer of thorium covering about 70 percent of its surface has an ef-
fective work function of only 2.6 volts. If a contaminating layer of
cesium is used instead of thorium, the work function is still further
depressed, being only 1.6 volts. Unfortunately, this surface is unstable
and the cesium evaporates from the base metal before temperatures
can be reached which will give a high density of electron emission.
Unlike the cesium surface, the thoriated surface is stable up to tem-
peratures of 2000 to 2200°K or above, which property makes this
emitter very valuable in practical electronics. The emission from a
thoriated tungsten cathode at 2000°K is more than one thousand times
that from pure tungsten.

The explanation of the increased emission of these complex surfaces
lies in the nature of the work function. This work function may be
divided into two parts, the first being due to the attraction of the
lattice ions as a whole for the electrons, the second to the dipole
moment of the surface. The first remains unchanged when a con-
taminated laver is added to the surface; the second factor may be
greatly altered in either direction. When a cesium atom approaches
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a tungsten surface, it enters a region of fairly high positive potential
which tends to remove its valence electron, and, since the work func-
tion of tungsten is greater than the ionization potential of cesium, the
atom will be actually ionized. Thus the cesium adheres to the surface
in the form of a positive ion. As more cesium atoms arrive, these tend
to ionize also. However, the addition of each ion tends to lower the
work function of the surface so that, after a certain number have
adhered, the work function is no longer sufficient to produce further
ionization. Even under these conditions, partial ionization or polari-
zation takes place. A tungsten surface, therefore, which is more or
less completely covered with cesium may be thought of as being coated
with a layer of cesium partial ions which cause a lowering of the
effective work function ¢,.

For thorium, the work function of tungsten is less than the ionization
potential. This does not preclude the existence of thorium ions on the
surface, since both image force and work function act to produce
ionization. However, unlike elements which are ionized by the work
function alone, thorium evaporated from the surface does not leave
in the form of ions. Beyond a certain coverage, partial ions only are
formed. Both thorium ions and partial ions contribute to lowering
the work function.

If, instead of an electropositive contaminating atom, an electro-
negative element is allowed to form a surface layer on the tungsten,
the opposite effeet occurs, and the work function is raised. For
example, a monatomic layer of oxygen on tungsten raises the work
function to over 6 volts.

A more complex layer can be formed if oxidized tungsten is exposed
to cesium vapor, thus allowing the formation of a final positive layer.
In this case, the work function is lower than for cesium on pure tung-
sten and a more stable surface is also formed. Such a surface will
yield 350 milliamperes per square centimeter when the emitter is heated
to 800°K.

In view of the practical importance of the thoriated tungsten emitter,
it will not be out of place to discuss in greater detail the actual form
of these cathodes. The base metal is tungsten to which has been added
0.5 to 2.0 percent by weight of thorium oxide. The material is shaped
to the form required for the cathode, assembled in the electron tube in
which 1t is to be used, and the tube is exhausted. To activate the
emitter, it is first flashed for a few seconds at 2800°K, then aged at
2100°K. The cathode is then ready for operation.
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At the flash temperature, some of the thoria reduces to metallic
thorium. This metallic thorium diffuses through the base to the sur-
face. Electron microscope examination shows that this diffusion is
partly in the form of minute eruptions through the erystal grains and
partly along grain boundaries. At temperatures as high as 2800°K,
it is evaporated from the surface immediately upon its arrival. In
other words, the rate of evaporation greatly exceeds the rate of
diffusion.

As the temperature is decreased, both the rate of diffusion and the
rate of evaporation decrease. However, the evaporation rate falls
faster with temperature. Below 2500°K, a layer of thorium begins to
form on the surface. At the aging temperature of 2100°K, an optimum
coverage is obtained. At still lower temperatures, the evaporation rate
reaches an extremely low value; under this condition, the cathode is
stable and its operating life adequate. If the emitter loses its activa-
tion, it can usually be restored again by flashing, both to clean off
possible deleterious contaminations from the surface and to reduce
more thoria. The surface is then again aged at 2100°K as is done in
the initial activation.

For circuits handling low power and for both television pickup and
viewing tubes, the oxide-coated cathode is by far the most important.
Here the thermionic emission is from a semiconductor, and the mecha-
nism of emission is somewhat different from that of electrons from a
pure metal. These emitters consist of a semiconductor, in particular
barium oxide-strontium oxide, in contact with a metal such as nickel.
When a metal and a semiconductor are brought into contact, equilib-
rium conditions require that the same electron current must flow from
the metal to the semiconductor as from the semiconductor to the metal.
This condition is satisfied only if the Fermi levels of the semiconductor
and the metal are at the same energy level, as is indicated in Fig. 1.15¢.
This can, in general, be accomplished only by a readjustment of charges
in the material such that a surface layer of charge forms at the metal-
semiconductor interface, and there is an enrichment or depletion of
charges inside the semiconductor near the contact surface.

The sequence in Fig. 1.15 illustrates the process. In a an n-type
semiconductor is assumed to be some distance from the metal. When
it 1s close to the metal, the charge readjustment brings the two Fermi
levels into coincidence, with a consequent difference in contact poten-
tial between the two materials. The final stable condition is shown
in ¢, where donor levels have lost their charges to surface states at the
interface. This causes the potential of the bottom of the conduction
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band and the top of the filled band to curve upward at the junction.
If = is the potential difference between the bottom of the conduction
band and the zero potential of space and ¢; is the depth of the Fermi
level below the bottom of the conduction band, the energy which must
be given electrons at the bottom of the conduction band for emission
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Fig. 1.15. Metal-Semiconductor Junction.

will be #. The effective thermionic work function then becomes
= + ¢, as indicated by the form of the equation giving the emitted
current:

k 4rm(kT)?
io = (1 — r)ne Py G = Me(l — ) THO/ED) (] 24)

Tm h

Where the temperature of the emitter is high enough so that the im-
purities are completely ionized, this expression becomes

io = (1 — )Ne VET/(2xm) ¢~/ ¢D (1.25)
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Here n is the concentration of conduction electrons, N is that of the
impurities. It will be observed that the emitted current is strongly
dependent upon the impurity concentration.

The practical oxide cathode consists of a thick layer of a mixture
of barium and strontium oxide on a nickel base. Frequently a small
amount of a highly reducing metal such as aluminum is alloyed with
the nickel. The semiconductor of these cathodes is a mixed crystal of
barium and strontium oxide. The impurity which gives it an n-type
character is barium. In practice, the percentage of barium mixed with
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Fig. 1.16. Variation of Emission from an Oxide Cathode with Percentage of
Barium Oxide.

strontium is not very critical. Figure 1.16 shows the relation between
the barium oxide-strontium oxide ratio and the emission.

The material is prepared by a coprecipitation of strontium and
barium carbonate to form a mixture containing about equal parts by
weight of the two components. The effect of varying the relative
weights of the two will be discussed later. In order to keep it from
flaking off before the carbonate is reduced, the mixture is suspended
in a suitable organic binder. This is applied to the nickel base of
the cathode, and the whole is assembled in the electron tube in which
it is to be used. After the tube has been pumped, but before it is
sealed off on the vacuum system, the cathode is heated to about 1300°K
for approximately one minute. This heating drives off the binder
and reduces the carbonates to oxide. The temperature is then reduced
to about 1100°K, and a voltage is applied between the cathode and
a neighboring electrode. The temperature being left constant, the
voltage is gradually increased. It will be found that the current drawn
to the electrode increases and then reaches saturation. With constant
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voltage and temperature, the tube is aged for a period of 10 to 20
minutes, completing the activation of the cathode.

The operating temperature of this type of cathode is from 1000 to
1050°K. A number of practical precautions must be taken in acti-
vating oxide cathodes. An oxygen-bearing film may be formed on any
electrode near the cathode which is exposed to the evaporation products
from it. If this electrode is subjected to electron bombardment, the
film will decompose, releasing oxygen.

This is only one of the many activation schedules used in practice,
the particular activation found most satisfactory depending upon the
specific device in which the cathode is to be used. These variations
do not, in general, increase the specific emission from the cathode
material but often decrease the percentage of failures.

A properly activated surface will deliver as much as an ampere per
square centimeter and has a working emission of 300 to 400 milli-
amperes per square centimeter at 1000°K. The work function is about
one volt as determined from the variation of current with temperature.

When a cathode of this type has been operating for a period, a
high-resistance layer tends to form between the nickel and the barium
oxide. This layer can seriously interfere with the operation of the
cathode in a number of ways. It is also found that if the emission is
drawn from the cathode in the form of very short pulses with a rela-
tively small duty cycle, currents as high as 10 or more amperes per
square centimeter can be drawn from the surface. The reason for
this is that under d-c operation there tends to be an electrolysis of the
ionized barium donor impurities moving them away from the face of
the cathode toward the nickel base. The reduction in impurity con-
tent near the emitting surface causes the observed large decrease in
emission under d-c¢ conditions.

Before the subject of thermionic emission is left, mention must be
made of the variation of current with applied voltage in a normal two-
electrode vacuum tube. The current-voltage relation for a diode con-
sisting of a thermionic emitter and a collecting plate can be repre-
sented by the curve shown in Fig. 1.17. When the plate is slightly
negative, a few electrons reach it owing to the fact that some have
fairly high initial velocity. The Maxwellian velocity distribution of
the emitted electrons determines the fraction that will arrive under
any given voltage. As the voltage between the cathode and the plate
is reduced to zero, more electrons reach the plate. However, the
number arriving will be less than the maximum emission, owing to the
retarding effect of the cloud of electrons lying between the two ele-
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ments. This is known as the space-charge effect. The action of space
charge can be most readily seen by considering the potential distribu-
tion between cathode and plate. This potential is the result not only
of the voltage applied between the electrodes but also of the charge
between them, and, to determine the potential distribution, it is neces-
sary to integrate Poisson’s equation A¢ = 4mp, where p is the density
of charge in the intervening space. Figure 1.18 illustrates a typical
family of potential distribution curves for a given voltage difference
between the cathode and anode as the specific emissivity of the cathode
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tential Distribution.

is increased. It is evident from this figure that to obtain the total
emission current from the cathode, it is necessary to apply a positive
potential such that a potential minimum does not exist between the
two electrodes. The initial rise in current with increasing positive
potential on the plate, shown in Fig. 1.17, is the result of overcoming
the effect of space charge. Over this portion of the curve, the current
is proportional to ¢o*. The rise in current continues until the po-
tential minimum between the cathode and plate no longer occurs.
When this condition is reached, the current is practically independent
of voltage. This value of current is called the saturation current.
Actually, the current continues to increase as the voltage is raised.
This is a consequence of the lowering of the potential barrier by the
external field which has already been noted in an earlier section. The
relation between the applied voltage and the collected current is
8 = L-sf—u.:mw“)/'r (1.26)
where 17, is the saturated current and E is the field strength at the
emitter in volts per centimeter. This formula was calculated by
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Schottky, and the phenomenon has become known as the “Schottky
effect.” For composite surface emitters and oxide-coated cathodes,
this relation must be considerably modified.

1.8 Photoelectric Emission. Photoemission, i.e., the emission of
electrons from matter by light or radiant energy, is of very great
importance in television. It, together with the photoconductive effect,
is fundamental to all classes of pickup devices. In order to account
for the experimental facts of photoelectric emission, it is necessary to
make use of the quantumn theory of radiation just as it was for the
photoconductive effect. Again, the radiation behaves as though it
were composed of photons or quanta of
energy each with an encrgy hv. When
Vo, 4’06 a photon interacts with an electron giv-

ing up its energy, it increases the total
,... energy (kinetic plus potential energy)
\\\ of the electrons by an amount equal to

hv. When radiation falls upon a clean
Fig. 1.19. Electron Energles As- metal surface which is assumed to be at
Cshieed ot I:lo;oelecmc Emis-  such a temperature that few of its elec-

on trons have energies much greater than
that corresponding to the top of the filled Fermi band, some of the
photons will give up their energy to free electrons. If the maximum
energy any of these clectrons can have before interaction with a photon
is W max, the maximum that they can have as a result of the collision
is We max + hv. If this energy is greater than the height of the potential
barrier W,, those electrons which happen to be moving toward the sur-
face can escape. Thus, to obtain photoelectric emission, it is necessary
that the frequency of the incident radiation be greater than the work
function W, — W, e = e¢o, divided by Planck’s constant hA. The
maximum veloeity of emission V, in electron volts of the emitted elec-
trons will, thercfore, be given by the relation

Ve=—— %o (127)
€

This relation has been verified by retardation methods and others for
a great many pure surfaces and is found to be fulfilled within the
accuracy of the assumptions made in deriving the expression. Chief
among the assumptions are those that no electrons have energies greater
than TV, ,.x and that there are no multiple collisions between electrons
and photons. Actually, some electrons are emitted with velocities
greater than is indicated by Eq. 1.27, owing to the existence in the
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metal of electrons with energies in excess of W, max. More exact values
of the photoelectric work function are obtained by making use of the
relation derived by Fowler which gives the photoelectric yield in terms
of the retarding potential and temperature.

The wavelength of radiation for which hv = e¢o is known as the
photoelectric threshold, or long wavelength limit, and is characteristic
of a given surface. Table 1.3 gives the long wavelength limit for a
number of surfaces, the work function as determined by this threshold,
and the thermionic work function.

Tasie 1.3. WORK FUNCTION OF METALS *
Long Wavelength Photoelectric Thermionic

Metal Limit Work Function Work Function
Ag 2610 A 4.73 4.08
Al 3500 (approx.) 2.5t0 3.6 e
Au 2650 4.82 4.42
Ca (4500) 2.7 2.24
Cs 6600 1.9 1.81
K 5500 1.76 to 2.25
Mg 3650 3.4 .
Pt 1962 6.3 6.27
w 2650 4.58 4.52
Zn 3720 3.32

* Data from Hughes and DuBridge, reference 11.

Like thermionic emission, the photoclectric emission is greatly in-
creased and the long wavelength limit is raised when a surface is sub-
Jected to certain contaminations. This is particularly true when the
superimposed layer is an alkali metal. Surfaces having the greatest
photoelectric response are obtained, however, when the surface is a
semiconductor rather than a pure metal. All the complex photo-
emitters known at present which have quantum efficiencies above
0.01 percent in the visible or near ultraviolet involve use of the alkali
metals. Of these, cesium has given by far the best results. Most, if
not all, of these complex surfaces, in addition to their high quantum
yield, exhibit selective photoemission. A photoemitter is said to be a
selective emitter when the quantum efficiency, instead of rising mono-
tonically with decreasing wavelength of radiation over a wide range
of wavelengths, shows maxima and minima of quantum efficiency.
Furthermore, many of these emitters exhibit a difference in response
depending upon whether the plane of polarization of the incident light
lies in the plane of the emitter or normal to it.
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The problem of obtaining a high photoelectric yield presents a
number of considerations. First, the material should be capable of
absorbing the radiation within a volume shallow enough to allow the
escape of photoelectrons. This means that the material should be
neither highly reflecting nor highly transparent. Second, the work
function of the surface should be relatively low to increase the proba-
bility that a given electron-photon interaction will give an electron at
least sufficient energy to cross the potential barrier. Third, collisions
of the excited electrons which will lead to a dissipation of their energy
before arriving at the surface should be rare. Finally, the probability
of the absorption of photons by transitions which do not lead to elec-
trons having the high kinetic energy required for escape should be
small.

Conditions 1, 3, and 4 are met by materials which are neither metallic
in their behavior nor true insulators. For the metals, the reflectivity
is generally very high and, furthermore, only in a surface layer a few
atoms thick can the absorption take place in such a way as to release
photoelectrons. Semiconductors which may or may not be modified by
the dispersal of colloidal metal seem to be best adapted to meet these
conditions. The requirement of low work function, although less
stringent than the three mentioned above, nevertheless seems to be
met by the best photoemitters. The low work function usually is the
result of a composite surface layer.

The two most important photosensitive surfaces from a practical
standpoint are the cesium-antimony photoemitter and the cesium
cesium-oxide silver surface. The first of these, namely, the cesium-
antimony surface, has the highest quantum efficiency. At a wave-
length corresponding to their peak of sensitivity, these cathodes may
have quantum efficiencies of 10 and 20 percent or more. Under lab-
oratory conditions, a cesium-antimony surface has been produced
with as high as 30 percent quantum efficiency. The spectral response
lies chiefly in the blue, the long wavelength threshold for a properly
treated surface being about 6800 A. Therefore, this type of surface,
although having excellent white-light response, is not suitable where
a cathode sensitive to red light is required. Figure 1.20 gives the
spectral response of a typical cesium-antimony surface.

Depending upon the requirements of the tube in which it is to be
used, this type of cathode may take either of two forms. The first is
an opaque surface with the light falling on the same side from which
electrons are emitted. The second is a semitransparent surface with
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the exciting illumination falling on the back film through the support-
ing glass and the electrons emitted from the opposite side.

The first step in the preparation of an opaque film consists of evapo-
rating a layer of antimony onto the backing metal. This layer is fairly
thick, and the type of metal used for the underlying layer is relatively
unimportant as long as its surface is very clean. Cesium is next intro-
duced as a vapor into the cell. It is common practice to introduce an
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Fig. 1.20. Spectral Response of an Opaque and a Transparent Cesium-Antimony
Photocathode. (Zworykin and Ramberg, Photoelectricity, Wiley, New York,
1949.)

excess of cesium. The cesium reacts with the antimony to form the
compound ShCsz. After the surface has been heated to a teniperature
between 150 and 200°C, the excess cesium may be distilled off by
maintaining the whole tube at the above temperature with the ex-
ception of a small side tube which is made much colder so that the
excess cesium distills into it.

A second procedure sometimes used as an alternative is to allow
cesium to distill slowly into the tube while maintaining it at a tem-
perature between 150 and 200°C. As the distillation progresses, the
photoemission is monitored continuously. When the maximum photo-
emission is reached, the cesium flow is cut off.

To form the semitransparent type of photosensitive surface, a layer
of antimony is deposited on the glass surface which is to form the back-
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ing of the cathode. This layer should be about 30 atomic layers thick
and will have an optical transmission of about 30 percent. By trans-
mitted light, the film is very red in color. Cesium is next distilled into
the tube while the tube is kept at a temperature of about 150°C. As
cesium is taken up by the antimony film, the conductivity first falls.
The surface also becomes more transparent. As the cesium continues
to distill on the surface, the conductivity again rises. The photoelec-
tric response which is quite low at the conductivity minimum also in-
creases. The photo-response goes through a maximum as exposure to
cesium is continued. As with the opaque cathode, the introduction
of cesium may be stopped at the response maximum or it may be con-
tinued until there is a definite excess of cesium. The excess cesium is
then removed by having the cathode and bulb slightly warmed and a
side tube kept at a low temperature. Frequently the sensitivity can
be improved by a very slight oxidation after the cesiation is complete.

Electrical contact to the film is usually made through a metal ring
evaporated or otherwise deposited on the glass before the antimony is
laid down. Sometimes, in addition to the metallic ring, a very thin
transparent layer of metal such as palladium is deposited on the glass
before the antimony is evaporated. Manganese oxide is another ma-
terial that has frequently been used as an underlying layer for the
antimony. However, the conductivity of a well-activated cesium-
antimony surface is sufficient so that no underlying layer is required
for most applications.

The activated cesium-antimony layer has the characteristics of a
semiconductor. The variation of conductivity with temperature indi-
cates carrier activation energies of 0.35 to 0.45 electron volt. The
material is a thermionic emitter having a work function which ranges
from 0.5 electron volt to 1.5 electron volts, depending upon such factors
as the amount of oxygen which has been absorbed by the layer. The
photoemission is thought to be a volume effect as should be the casc
with a semiconductor photoemitter. It has not been possible to work
out a simple semiconductor energy diagram which will, however, ac-
count for the entire behavior of this type of photoemitter. Cesium-
antimony surfaces are used in a great many practical devices. Many
pickup tubes designed to have high sensitivity to white or blue light
employ this surface. It is also widely used in phototubes and multi-
plier phototubes.

The other commonly used photosurface, the cesiated silver surface,
is valuable because of its higher red response. This type of emitter is
extremely sensitive in the red end of the visible spectrum, and its

WorldRadioHistory



See. 1.8] Photoelectric Emission 47

sensitivity extends well down into the near infrared, the long wave-
length threshold of an ordinary well-activated surface being 11,000 to
13,000 A, whereas some surfaces have been reported to have a response
extending down to 17,000 A. The emission is selective, having a maxi-
mum at 8000 to 9000 A, going through a minimum in the green, and
then increasing again in the blue and violet regions of the spectrum.
Figure 1.21 shows typical spectral response curves for this type of
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Fig. 121. Spectral Response of Differently Processed Silver-Cesium Oxide-
Cesium Photocathodes. (Zworykin and Ramberg, Photoelectricity, Wiley, New
York, 1949.)

photoemitter. The long wavelength end of the spectral response varies
considerably with the exact activation schedule employed in preparing
the cathode.

The preparation of this type of surface is as follows: A silver or a
silver-coated sheet of metal is shaped to the form required for the
cathode in question. As was the case for the cesium-antimony photo-
cathode, cesiated silver cathodes may be formed on opaque metal
surfaces or as semitransparent cathodes. The metal surface must be
thoroughly clean, particular care being taken to remove all traces of
organic material. The silver is next oxidized by admitting oxygen at
a pressure of a few millimeters of mercury into the tube and passing
a glow discharge between the cathode and any other convenient elec-
trode. As the surface oxidizes, it will be found to go through a series
of colors in the following order: yellow, red, blue, yellow, red, blue-
green (or second blue), green. In general, the oxidation should be
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stopped with the second blue or first green. Cesium is then admitted
to the tube and the tube is baked for a few minutes at about 200°C.
If the correct amount of cesium has been added, the color of the fin-
ished surface will be a brownish-yellow. Too much cesium is indicated
by an almost white appearance of the surface; an insufficient amount
of cesium usually causes the layer to appear a dark gray-green. Un-
like the cesium-antimony surface, if an excess of cesium is introduced
into the tube, it cannot be removed from the cathode without damaging
the surface.

The sensitivity of this type of emitter can be further increased if a
very thin layer of silver is evaporated over the surface of a cathode
prepared as described above and the emitter again baked at 200°C.
This treatment also tends to increase the long wavelength response as
well as the white-light sensitivity.

The semitransparent form of the cesiated silver cathode is formed
by a procedure which is somewhat similar to that outlined above. A
thin film having a transmission of about 30% for white light is evapo-
rated onto the transparent support of the cathode. This silver film is
then subjected to an oxygen discharge until it becomes almost com-
pletely transparent. Cesium is next introduced and the tube is baked.
Like the opaque cesiated silver cathode, this surface can be improved
by evaporating a thin layer of silver over the activated film. A film
prepared in this way will have a photosensitivity of 10 to 30 micro-
amperes per lumen and a long wavelength threshold at about 12,000 A.

Like cesium-antimony surfaces, cesium-silver photocathodes are used
in diverse light-sensitive devices. They include both the ordinary hard
phototube and gas phototubes, where an atmosphere of an inert gas at
low pressure (100 microns of mercury) makes possible gas amplifica-
tion of the photocurrent. An additional application of the cesium-
silver surface is in image tubes used for infrared viewing. The in-
frared image tubes, which will be described in more detail in a later
chapter, found considerable application in the Second World War.
Red and infrared sensitive photomultipliers and pickup tubes are also
included among these applications.

Useful but somewhat less efficient cathodes can be formed if rubidium
takes the place of cesium, or other base materials, such as bismuth-
oxygen-silver, are used with cesium. Such photosurfaces are employed
when a different spectral response is required (e.g., the bismuth sur-
face can be used to extend the red response of the cesium-antimony
photoemitter, whereas rubidium, replacing cesium, decreases the infra-
red response of the silver-silver oxide emitter). Where only blue or
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violet response is desired and when the thermionic emission must be low
(e.g., for photomultipliers in scintillation counters), lithium-potassium
antimony photocathodes appear to have promising properties.

1.9 Secondary Emission. A third way in which electrons can be
given the energy necessary for their escape from a solid is through the
interaction between them and high-velocity electrons bombarding the
surface in question. The name secondary emission has been given to
this phenomenon.

Secondary emission, like photoemission, is produced by an external
excitation. It differs, however, in that each incident electron, unlike
the incident photons which produce photoemission, may cause the
release of more than one electron, the average number of electrons
released by each primary being known as the secondary-emission ratio.
This ratio may range from less than one electron per primary to more
than 10 or 15, depending upon the surface bombarded and the condi-
tions of bombardment.

Materials with the lowest secondary emission ratio generally take the
form of very porous mat surfaces. Examples of this are carbon black
and aluminum smoke on metal backing plates. Maximum secondary
cmission ratios of 1/2 or less may be obtained from such surfaces.
Here, it is plausible that the mechanical trapping of the emitted elec-
trons by the irregularity of the surface is the principal cause of the low
secondary emission ratio.

Clean metal surfaces have a maximum secondary emission ratio in
the neighborhood of unity. Whenever metals appear to have ratios
as high as 4 or 5, this can be attributed to surface contamination.
Calcium, beryllium, barium, and the alkaline metals are examples of
these apparent exceptions. A very small amount of surface contami-
nation will raise the secondary emission ratio to a high value. For
cxample, a layer of oxygen alone is sufficient to double or triple the
cmission from such metals as magnesium, aluminum, or beryllium.

Complex surfaces similar to those used as photoemitters, consist-
ing of silver, cesium-oxide and cesium; silver, rubidium-oxide and
rubidium; or cesium-antimony are among those exhibiting the highest
ratio, being capable of emitting more than 10 secondary electrons per
primary at the optimum bombarding voltages. A silver-magnesium
alloy, given proper oxidation and thermal treatment, also may have a
very high secondary-emission ratio. Very thin layers of alkali halides
on certain metals have also been observed to have very high ratios,
even higher than those of the surfaces mentioned above, although such
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surfaces are quite unstable and do not retain their property of high
yield for more than a few minutes of bombardment by electrons.

The velocity of the bombarding electrons is important in determining
the secondary emission ratio of a given surface. In general, the ratio is
small for low voltages, increasing with an increase in voltage to a maxi-
mum at 300 to 600 volts and then falling slowly with further increase
of the bombarding voltage. The variation of secondary emission ratio
with bombarding voltage for a number of representative surfaces is
shown in Fig. 1.22.
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Apart from the velocity of the bombarding electrons and the nature
of the surface, the secondary emission ratio depends upon the angle of
incidence of the primary beam. At normal incidence, the ratio is a
minimum; it increases as the angle tends toward grazing incidence.
The rate of increase of yield with angle of incidence is greater for high
voltage primary electrons than for low. It should be pointed out that
this variation with angle can be observed only for very smooth, highly
polished surfaces. The surfaces used in devices employing practical
sccondary emitters are, in general, so rough on a microscopic scale that
they exhibit little or no angular dependence of secondary emission
ratio.

Observations on the velocity of emission of secondary clectrons re-
veal that the electrons may be conveniently classified in three groups.
First, there is a group of electrons which leave the surface with essen-
tially the same velocity as that of the primary electrons. These elec-
trons are often spoken of as reflected electrons. Except at very low
bombarding voltages, this first group constitutes, in general, but a small
fraction of the total emission. Second, there is a group of low velocity
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electrons and, finally, there is a background of electrons with velocities
distributed more or less uniformly between the two. The low-velocity
group makes up the bulk of the emission for bombarding voltages in
the range from about ten to several thousand volts and is the primary
concern of the present discussion. A typical velocity distribution
curve is given in Fig. 1.23, pointing out the three ranges of emission.
For the pure metals, where the secondary emission ratio is relatively
low, the distribution rises sharply to a maximum at quite low velocities
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Iig. 1.23. Secondary Electron Velocity Distribution from Gold. (After Rudberg
in McKay, reference 24; courtesy Academic Press, Inc., New York.)

(usually of the order of 2 volts) and then decreases slowly until it
merges with the background at 20 to 40 volts. The velocity distribu-
tion for molybdenum is shown in Fig. 1.24. The velocity distribution
of the more efficient emitters is mueh narrower than that of the pure
metals. The electron-optical properties, equilibrium potential determi-
nations, and retardation measurements indicate that more than 85 per-
cent of the emitted electrons from a good cesiated silver emitter (ratio
8 to 10) have velocities under 3 volts. Silver magnesium surfaces in
the same sccondary emission range have a slightly wider velocity dis-
tribution. In general, the shape of the distribution curve of a good
emitter resembles somewhat that of a DMaxwellian energy curve but
differs from it in detail.

A number of theories and models have been brought forward to
account for the phenomenon of secondary emission. Among them are
important proposals by Frohlich, Wooldridge, and others. None of
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them appears to account for the phenomenon in complete detail, par-
ticularly as applied to the more complex practical emitters.

Like the previously described forms of emission, secondary emission
requires that electrons in the material be given a velocity which has a
normally directed component of sufficient magnitude to permit their
escape through the surface potential barrier. This energy is obtained
through a collision or interaction between the in-coming electrons and
electrons in the material. Obviously, since secondary emission ratios
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Fig. 124, Velocity Distribution of Secondary Electrons from Molybdenun and
Antimony-Cesium. (After Kollath, reference 25.)

of 10 or more can be obtained, an incident electron must give its energy
directly or indirectly to many electrons. Probably only a small frac-
tion of the electrons which receive this energy actually find their way
to the surface.

The assumption of a collision between an incident electron and the
free electrons in a metal cannot account for the latter acquiring veloci-
ties in a direction which would permit their escape. This is so, of
course, because in an elastic collision between two clectrons momentum
must be conserved, just as it is for any other type of particle. The
momentum vector of the electron struck must, therefore, make an angle
of less than 90 degrees with that representing the momentum of the
incident electron before the collision. The experimentally observed
initial velocities of the emitted electrons have components of motion
opposite to that of the bombarding electrons and thus necessitate the
assumption that a third element is involved in the collision. A number
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of mechanisms will suffice to account for motion away from the surface,
for example, multiple collisions, interactions between the lattice and
the emitted electrons, or collisions between incident electrons and elee-
trons which are bound to the lattice.

The higher secondary emission ratio of a complex (possibly semi-
conductor) surface over that of a pure metal may be the result of one
or more of several effects. First, the complex material may provide a
greater number of electrons with bindings that permit the required
reversal of momentum. Second, the excited electrons may be able to
move more freely and for a greater distance in such materials and thus
reach the surface from a greater depth; and, finally, there may be a
lowering of the surface potential barriers permitting more ready escape
of the electrons. It might be pointed out in connection with this last
possibility that there are many examples of materials where a higher
secondary emission ratio is obtained when the surface contaminant in-
creases the work function. For example, a pure tungsten surface whose
work function is 4.52 volts has a maximum ratio of 1.5 or less. When
such a surface is contaminated with a layer of oxygen, which raises the
work function to over 6 volts, the secondary emission ratio may be
almost doubled. Oxygen on aluminum, beryllium, or magnesium acts
in a similar way. The contamination of the surface with a material
which definitely lowers the work function also greatly increases the
ratio. The cffect in this case may be twofold, both due to an increased
interaction between electrons and to the reduction in work funetion.

Surfaces consisting of oxidized silver treated with cesium give a very
high yield. The final step in the activation of such a surface is ex-
posure to cesium.  Therefore, there is a layer of uncombined alkali
present giving the characteristic low work function. If, after activa-
tion, the surface is exposed to oxygen, thus eliminating the free cesium
and inecreasing the work function, the emission ratio drops by nearly
50 percent. The lowering of the ratio in this instance may be prinarily
due to the inereased work funetion rather than any major ehange in the
clectron interaction or penetration.

The relation between the excitation of secondary clectrons and the
velocity of the incident eleetrons ix, at least qualitatively, understand-
able. Each excited electron removes some energy from the incident
clectron, so that, if the latter has a given amount of cnergy, it can
excite only a limited number of electrons in the bombarded material.
Therefore, the total number excited by a bombarded eleetron increases
with the bombarding voltage. However, the probability of excitation
per unit length of path of the incident electron decreases with increas-
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ing voltage. At low voltage, the incoming electron loses its energy
very near the surface, and the excited clectrons with velocities of the
required magnitude and direction do not have far to travel in the
material before escaping. In this veloeity range, therefore, the yield
increases with voltage. At high voltages, the incident beam pene-
trates farther into the emitter and, although the total number of ex-
cited electrons produced is greater, most of them originate at depths
too great to permit their escape. Hence, above a certain optimum
bombarding voltage, the emission ratio decreases. If the high-velocity
clectrons enter the surface at a small angle, the depth of origin of
the excited electrons is less than that for normal incidence, and
consequently the secondary-emission ratio is greater under these
circumstances.

The preparation of both the silver-cesium and the cesium-antimony
secondary emitting surfaces follows closely the procedure used in pro-
ducing the corresponding photoemitters. For a silver-cesium oxide-
cesium secondary emitter, the target to be processed may be made of
silver or of some other metal plated with a heavy layer of silver. The
silver should be free from contamination and thoroughly cleaned be-
fore the activation is started. The surface is first oxidized, by the same
procedure employed for the cesiated silver photoemitter. After the
tube has been pumped free from oxygen, cesium is admitted. The
amount of cesium needed to obtain maximum yield is somewhat less
than that required to produce an optimum photoemitter, the quantity
required being dependent upon the degree of oxidation. The tube is
next baked at 200°C to promote a reaction between the silver oxide and
the cesium. The activated surface thus formed should have a brown
color. The secondary-emission ratio, unlike the photoelectric response,
is not increased by the deposition of additional silver. Such a proce-
dure, in fact, reduces the secondary-emission ratio to less than half its
optimum value.

The cesium-antimony secondary emitter is formed by depositing a
layer of antimony upon the metal surface which is to form the dynode
or target. After the antimony layer has been deposited, the surface
may be exposed to air if precautions are taken to have the humidity
low and the atmosphere free from organic and other contaminants.
The metal coated with the antimony surface is assembled in the final
tube and the tube is evacuated to a good vacuum. The out-gassing
bake of the tube, after the target has been mounted in it, must be car-
ried out at a relatively low temperature, since, if the temperature

WorldRadioHistory



Sec. 1.9] Secondary Emission 55

cxceeds 230°C, evaporation of the antimony layer will take place.
After the tube has been well exhausted, cesium is admitted and the
tube is baked in the same manner as in forming the corresponding
photosensitive surface.

Nilver-magnesium alloy, when properly treated, forms a third prac-
tical sccondary emitter. This type of emitter is prepared as follows.
A known weight of silver is melted in a suitable crucible. Next, a piece
of magnesium held on a steel wire, the magnesium weighing about 10
percent of the weight of silver, is thrust into the molten silver, care
being talen that it is completely submerged. The melt is then stirred
long enough for thorough mixing of the magnesium and silver but not
long enough to allow a large loss of magnesium from the melt. After
the material is cooled, the ingot is cut to the proper size and rolled
into a convenient thickness. After the surface has been cleaned and
polished, the target is mounted in the vacuum tube. The tube is then
heated to 400°C for a period of an hour or more. Oxygen, occluded
in the melt, diffuses to the surface and forms a thin layer of magnesium
oxide which is responsible for the high secondary-emission ratio.
Sometimes the secondary-cmission ratio is improved by high-frequency
heating of the target in the presence of a small amount of oxygen. A
properly activated silver-magnesium surface will have a ratio of 4 to
6 at 200 volts. Its appcarance will be a golden yellow color. Such a
target is not damaged when used in a tube where a photocathode is
activated with cesium vapor. In fact, in general, the secondary emis-
sion ratio is improved upon exposure to cesiun.

An oxidized copper-beryllium alloy also forms a useful secondary
emitter. Although the secondary-emission ratio of this surface is lower
than any of those discussed above, the surface, nevertheless, is very
stable and finds application in demountable vacuum tubes.

Insulators and materials of very low conductivity will also emit.
sccondary clectrons. The range of the maximum secondary-emission
ratio is about the same as that of conducting materials, extending from
10 to 15 for some surfaces down to less than unity for certain oxides.
The ratio varies with the velocity of the incident electrons in much the
same way as it docs for conducting emitters.

When an insulator is bombarded with eclectrons, its surface must
assume a potential such that the net current to or from it is zero, since
electrons will not flow through the material itself to compensate for
any change in number at the surface. Two potential equilibria fulfill
this condition. The first is for the surface to become so negative that
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the primary clectrons cannot reach it. The other is for it to assume a
potential which is slightly positive with respect to the element eollect-
ing the electrons, so that the secondary emission current is not satu-
rated and the current which actually leaves the surface is just equal to
the primary current. The latter is possible only when the saturated
secondary-cmission ratio is greater than unity. Finally, for very high
collector voltages (referred to the emitting cathode), surfaces with a
maxinmum sceondary-emission ratio greater than unity will tend to
assume a potential which reduces the bombarding voltage to the higher
one of the two values for which the secondary-emission ratio is unity.

Because current cannot flow through a target made of insulating
material, measurenments of the secondary-emission ratio must be made
by ballistic methods. In making these measurements, advantage can
be taken of the capacitance between the surface of the target and a
conducting surface backing it up.

Directly or indirectly, the secondary-emission properties of dielec-
tries are of considerable practical interest. The secondary-cmission
ratio of the glass walls of electronic devices often plays a role in their
operation. The phosphors used in cathode-ray oscilloscopes and tele-
vision viewing tubes to transform the energy of primary clectrons into
light are nonconductors. Their secondary-emission properties are,
therefore, important in determining their performance, as will be dis-
cussed in the next chapter.

Various types of storage and memory tubes depend for their action
on the secondary-emission ratio of insulators.

1.10 Statistics of Secondary Emission. Sccondary emission is used
in a variety of electronie devices to intensify an electron current. Its
value for this purpose depends to a large extent upon its noise proper-
ties. Thercfore, this phase of the phenomenon warrants rather detailed
discussion.

Like the shot noise from a thermionic or photoelectric emitter, the
noise from secondary emission is a statistical effect. If certain assump-
tions are made concerning the way in which electrons are emitted, the
magnitude of the fluctuation can be calculated.

In striking the sccondary-emissive surface, each primary electron
causes the release, on the average, of ¢ electrons, where ¢ is the sec-
ondary-emission ratio. However, this does not mean that each indi-
vidual incident electron causes the cmission of exactly ¢ secondary
clectrons, although this possibility cannot be excluded a priori from
consideration. In general, there will be a certain probability p(z) that
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a given primary electron will produce z electrons. On this basis, the
probability that n incident electrons produce N secondaries will be

P,y = X I o). (1.28)

2z;=N i=1

The primary electrons, whatever their source, will be subject to some
kind of fluctuation, and therefore the number, n, arriving in a unit of
time must be put on a probability basis. I.et P(n) be the probability
that exactly n electrons arrive during a given unit of time, and let #
be the average number per unit time. The probability that N electrons
will leave the surface then becomes

P(N) = f P(R)P(N, n) dn (1.29)
1]

Finally, the mean square deviation from the expected number of sec-
ondary electrons o7 will be

ANZ = 3 P(N)(N — oii)? (1.30)
N=0

This mean square deviation in the number of electrons emitted per

unit time ean, of course, be related to a mean square fluctuation cur-
rent over any desired frequency band by

2 = 2¢2 AN?(fy — f1) (1.31) |

as was shown in an earlier section.

Before this expression representing the noise effective over a given
frequency band can be evaluated, the various probabilities involved in
its derivation must be determined. The probability P(n) for the inei-
dent beam depends upon the eclectron source. If it is a photoelectric
cathode or an emitter of similar nature, the electron arrival will be
purely random; in other words, the probability P(n) can be expressed
by the normal law,

Pn) = ¢ O mMYEw (1.32)

1
V2ri

The values assigned to the probabilities p(z) depend on the assump-
tions made with regard to the mechanism of secondary emission.
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One assumption, and perhaps the simplest, is that
p(z) =1 z=g¢
piz) =0 2#o0

or, in other words, that every primary releases just ¢ secondaries.
From this, it follows that

P(N,n) =1 N =on
PN, n) =0 N # on

Jquation 1.29 can now be written

1 - -
- — (N —a)%/(2a%R)
0 = V/ 2rio? ) Gk

The mean square deviation, according to the ordinary principles of
probability, is

AN? = ¢%i (1.34)
or, in terms of current fluctuation,
2.2 = 2ea%io(fo — f1) (1.35)

where 14 is the primary current.

This result can be obtained without resorting to the above calculation
by merely considering that the expected noise is that due to the random
emission of particles of charge es, producing a current ¢ = i9¢. The
current fluctuations predicted by Eq. 1.35, however, do not fit the data
derived from noise measurements, indicating that the assumptions used
in its derivation are not valid.

A more reasonable assumption is that secondary emission itself is a
random phenomenon. If the primary beam entering the target ma-
terial excites a large number of electrons, only a few of which have
velocities such that they are able to escape, it is not unreasonable to
postulate the following two conditions:

1. The probability p of emission of any one of the m electrons exeited
by the beam is small compared with unity.

2. The emission of a secondary electron does not appreciably alter
the probability of emission of the remaining excited electrons.

Assuming that these two conditions are fulfilled, the binomial
theorem of statisties expresses the probability p(z) that z clectrons
will be produced by a given incident electron. Therefore,
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m!

P() = (1 —pm (1.36)
z:

-4
m—2)1°
where the expectation mp is, of course, equal to o.
The probability of obtaining N secondary electrons from n primary
electrons, which can be found with the aid of Egs. 1.36 and 1.28, is

»(mn) !

P(N,n) = — PNl — pym N (1.37)

(nm —N )JIN !
Since both mn and N are large and p is small compared with unity,

Eq. 1.37 can, by means of Stirling’s formula, be reduced to

1
P(N, n) = _ e—(N—rw)z/(2mr) (138)

2rne

Again, by making use of a perfectly random primary electron beam
(i.e., Egs. 1.32 and 1.38 in Eq. 1.29), the probability of obtaining N
secondary electrons from an average of # incident electrons will be

© 1 1
P(N) =f R e—(u—ﬂ)z/:!'ri e—(N-—-rw)z/(:an) dn
0 V/2ri vV 2nne

1
= —— ¢~ (W —70)*/[2%(s + %) 1.39
\/21rﬁ(a + ¢?) ( )
Therefore, the mean square deviation is
AN? = a(c? + o) (1.40)

and, by the same reasoning as before, the mean square current fluctua-
tion over a frequency band (f; — f;) when the primary current 7
strikes the target is expressed by

02 = 2e(0® + oVio(fa — /1) (1.41)

This relation is in close agreement with results obtained from efficient
emitting surfaces operated at voltages below that required to give
maximum yield.

Comparing Eqgs. 1.19 and 1.41 will show that Eq. 1.41 consists of two
parts, one giving the multiplied noise in the primary current, the other,
which has the form

in? = 2e0io(fs — J1) (1.42)

expressing the noise generated by secondary emission itself.
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For poor emitters, or good emitters operated at high voltages, this
latter portion of the noise is increased, so that generally it should be
written as

inlz = 2650‘1.0(_,‘2 - fl) (1.42&)

where ¢ has a value close to unity for good emitters operated under
conditions corresponding to those found in practice where secondary
emission is used for current intensification.*

Where secondary emission is employed to obtain large amplification
of small currents, the device takes the form of a secondary emission

1st target 3rd target

AN

Cathode

2nd target 4th target
Fig. 1.25. Secondary Emission Multiplier (Schematic).

multiplier. It consists of a scries of cascaded stages, each intensifying
the current from the preceding stage. Diagrammatically, a multiplicr
phototube can be represented as shown in Fig. 1.25.

Electrons originate as photoclectrons from the cathode. They arc
directed by an clectron optical system onto the first dynode, where they
produce secondary electrons. This sccondary emission is direeted onto
the second dynode and, in turn, generates more electrons. If the initial
current in the multiplier is 7, the output current will be

i = tg0* (1.43)

where ¢ is the sccondary emission ratio of each dynode and & the
number of dynodes. The noise contributed to the output can be caleu-
lated for cach successive stage, as shown in the following table, and the
total noise found by summation.

* The factor € corresponds to p used in Zworykin, Morton, and Malter, reference
29, and to bm in Shockley and Pierce, reference 30.
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TaBLE 1.4

Noise from photocathode: .0 = 6%*2e(f; — f1)io = o*2e(f2 — f1)t
Noise from first target:  2n12 = 62%V2e(fs — fi)oty = o 12e(f2 — f1)i
Noise from second target: tp2® =

Noise from kth target: Tk = 2e(fa — f)o*iy = 2e(f> — fi)i
The total noise is, therefore,

i = (% + T 4 F TP+ 1)2e(f; — f1)i

S = ‘ ot
=——2(f — fi)i =

g—1 g—1

2e(fa — f1)i (1.44)

If Eq. 1.44 is derived using Eq. 1.42a instead of Eq. 1.42, the result
has the form

02 = 2e(fo — f1) (1 + ) io® (1.45)

g—1

where the number of stages is very large.

Noise measurements on secondary emission multipliers and pulse
lheight resolution determinations with photomultipliers used for scintil-
lation counting indicate that & has a value in the neighborhood of 1.5.

The excellent noise characteristics of the secondary emission multi-
plier, together with its very high speed of response, makes it a very
valuable, practical tool in many fields of electronics.

REFERENCES

1. F. K. Richtmyer and E. H. Kennard, Introduction to Modern Physics,
MecGraw-Hill, New York, 1947.

2. F. Seitz, The Modern Theory of Solids, McGraw-Hill, New York, 1940.

3. H. Frohlich, Elektronentheorie der Metalle, Springer, Berlin, 1936.

4. D. A. Wright, Semiconductors, Wiley, New York, 1951.

5. N. F. Mott and R. W. Gurney, Electronic Processes in Ionic Crystals, Clar-
endon Press, Oxford, 1940.

6. W. Shockley, Electrons and Holes in Semiconductors, Van Nostrand, New
York, 1950.

7. A. L. Reimann, Thermionic Emission, Wiley, New York, 1934.

8. J. H. de Boer, Electron Emission and Adsorption Phenomena (Cambridge
University Press), Macmillan, New York, 1935.

9. (i. Hermann and S. Wagener, Die Oxydkathode, Barth, Leipzig, 1943-44.

10. V. K. Zworykin and E. G. Ramberg, Photoelectricity and Its Application,
Wiley, New York, 1949.

WorldRadioHistory



62 Physical Electronics [Chap. 1

11

12.

13.

14.
15.

16.

17.

18.

19.

20.

21.

23.

24.

265.

27.

28.

29,

30.

31.

. A. L. Hughes and L. A. DuBridge, Photoelectric Phenomena, McGraw-Hill,
New York, 1932.

T. S. Moss, Photoconductivity in the Elements, Academic Press, New York,
1952.

H. Bruining, Die Sekundir-Elektronen-Emission fester Kdérper, Springer,
Berlin, 1942.

L. R. Koller, Physics of Electron Tubes, McGraw-Hill, New York, 1937.

J. C. Slater, “Electronic Structure of Metals,” Revs. Mod. Phys., Vol. 6,
pp. 209-280, 1934.

A. Rose, “An Outline of Some Photoconductive Processes,” RCA Rev.,
Vol. 12, pp. 362-414, 1951.

E. M. Conwell, “Properties of Silicon and Germanium,” Proc. I.R.E., Vol.
40, pp. 1327-1337, 1952.

C. Herring and M. H. Nichols, “Thermionic Emission,” Revs. Mod. Phys.,
Vol. 21, pp. 185-270, 1949.

A. 8. Eisenstein, “Oxide-Coated Cathodes,” Advances in Electronics, Vol. 1,
pp. 1-64, Academic Press, New York, 1948.

L. 8. Nergaard, “Studies of the Oxide Cathode,” RCA Rev., Vol. 13, pp. 464—
545, 1952.

W. Schottky, “Spontaneous Current Fluctuation in Emitted Electron Streams,”
Ann. Physik, Vol. 57, pp. 541-567, 1918.

. T. C. Fry, “Theory of the Schrot-Effcet,” J. Franklin Inst., Vol. 199, pp. 203
220, 1937.

R. Kollath, “The Sccondary Emission of Solid Bodies,” Physik. Z., Vol. 38,
pp. 202-224, 1937.

K. G. McKay, “Secondary Electron Emission,” Advances in Electronics, Vol.
1, pp. 65-130, 1948.

R. Kollath, “On the Energy Distribution of Secondary Electrons” Ann.
Physik, Vol. 39, pp. 59-80, 1941; Vol. 1, pp. 357-380, 1947.

. H. Fréhlich, “Theory of the Secondary Emission of Metals,” Ann. Physik, Vol.
13, pp. 229-248, 1932.

D. E. Wooldridge, “Theory of Secondary Emission,” Phys. Rev., Vol. 56, pp.
562-578, 1939.

V. K. Zworykin, J. E. Ruedy, and E. W. Pike, “Silver-Magnesium Alloy as
Secondary-Emitting Material,” J. Appl. Phys., Vol. 12. pp. 696-698, 1941.
V. K. Zworykin, G. A. Morton, and L. Malter, “The Secondary Emission
Multiplier—A New Electronic Device,” Proc. I.R .E., Vol. 24, pp. 351-375, 1936.
W. Shockley and J. R. Pierce, “A Theory of Noise for Electron Multipliers,”
Proc. I.R.E., Vol. 26, pp. 321-332, 1938.

G. A. Morton, “The Scintillation Counter,” Advances in Electronics, Vol. 4,
pp. 69-107. 1952.

WorldRadioHistory



2 Fluorescent Materials

Strictly speaking, the title of this chapter is a misnomer. More
exactly, the phenomenon to be discussed is cathodoluminescence, and
the materials which manifest this effect are known by the general
name of phosphors. However, the use of the term “fluorescent ma-
terials,” instead of the more exact name, is so widespread that the
exact name seems almost an affectation.

2.1 Luminescence. The conversion of energy invisible to the un-
aided eye into visible light is a very common phenomenon. When
this light exceeds that produced by a black body at the actual temper-
ature of the emitter, it is known as luminescence. Luminescence may
be classified on the basis of the means of excitation. Table 2.1 lists

TasLe 2.1. CLASSIFICATION OF LUMINESCENCE

Class Excitation
Photoluminescence Radiant energy; visible part of spectrum; x-rays, ultra-
violet
Cathodoluminescence  Electron bombardment
Radioluminescence Radiation from radioactive sources
Triboluminescence Disruption of crystals, as by grinding, abrasion, etc.
Bioluminescence Biochemical reactions
Chemiluminescence Chemical reactions

Electroluminescence Alternating electric field

the more important classes, together with these means. Furthermore,
luminescence—irrespective of the method of excitation—is divided
into fluorescence and phosphorescence. Expressed inexactly, fluores-
cence is luminescence which ceases almost immediately upon removal
of the excitation, whereas in phosphorescence the luminescence persists.
It is difficult to give a more rigorous definition of these terms because,
as yet, there is no generally accepted criterion to distinguish between
them. The most commonly used time limit for the duration of fluores-
cence after cessation of excitation is 10—8 second.
63
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Cathodoluminescence, as can be seen from Table 2.1, is excited by
bombarding the material with electrons. There is a vast number of
substances which have the property of luminescing when thus bom-
barded. In fact, nearly all inorganic compounds which are nonmetallic
crystals exhibit this effect to some extent, together with a great many
organic compounds, nonmetallic elements, and glasses. However, for
most materials the efficiency of the production of light is extremely
low. They are, therefore, of no interest in the present consideration,
which will be restricted to the relatively few materials, natural or syn-
thetic, that are highly efficient phosphors.

2.2 Requirements of a Phosphor. In television viewing screens,
the phosphor serves to convert the energy of a scanning heam into the
light which makes up the reproduced picture.

One of the prime requisites of the screen is that it be an efficient
converter of encrgy. In addition to meeting this requirement, it must
have the following properties:

The ability to produce ligh, instantaneous, intrinsic brightness.

Stability and long life under electron bombardment.

Suitable electrical properties.

Low vapor pressure.

Suitable color characteristies.

A duration of phosphorescence of the same order as, but not longer
than, a picture period.

The foregoing scven items are essential, but certain other properties
are highly desirable. For example, the luminous output should vary
approximately linearly with current over a wide range, the material
should be easy to apply, and its preparation should be commercially
practical.

Until quite recently very little was known about the synthesis of
phosphors. Early investigators in the field of cathode-ray television
were forced to rely largely on naturally occurring materials such as
willemite and zinc blende. It is now possible, however, to synthesize
phosphors which are far superior to the best naturally occurring ma-
terial in every respect. Therefore, synthetic substances will be the
subject of most of what is to follow.

2.3 The Nature of Inorganic Phosphors. The great majority of the
inorganie phosphors are crystalline in nature; the fluorescent glasses,
containing uranium or rare-carth oxides, are relatively inefficient and
will not be considered further here. Among these crystalline solids,
some exhibit strong luminescence in their pure state. This statement
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must, of course, be qualified because there is no measure of absolute
purity ; however, the luminescence continues unclhianged in these solids
even when they are purified to such an extent that the spectrograph
fails to reveal the presence of foreign material. Barium platinocyanide,
and calcium tungstate, for example, are such substances.

Fig. 21. A Modern Rescarch Laboratory for the Investigation of Luminescent
Materials (RCA Laboratories, Princeton, N. J.).

Most phosphors depend for their luminescence upon the presence of
an “impurity,” or activator. The activator influences not only the
efficiency of the phosphor but also the coler of its luminescence and the
duration of phosphorescence. Therefore, by controlling the quantity
and nature of the activator during the synthesis of the material, the
desired properties can be obtained. The flexibility of this second class
of phosphors has resulted in its wide use for practical television
purposes.

Three components enter, in general, into the preparation of phos-
phors with activators. They are the base material, a flux, and finally
the activator.
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The base, which is invariably crystalline in nature, is generally color-
less and conducts, if at all, as an electronic semiconductor. The
sulphides and selenides, silicates and tungstates, and oxides and
fluorides of the elements in the second column of the Periodic Table,
principally zine, cadmium, calcium, strontium, magnesium, and beryl-
lium, are representative phosphor bases. They uniformly exhibit
n-type or excess semiconduction, arising from the motion of conduc-
tion electrons through the crystal; p-type semiconductors such as fer-
rous oxide, nickel monoxide, and cuprous chloride, in which the current
is carried by electron vacancies or holes, do not form efficient bases.
In brief, good phosphor bases commonly are nearly colorless coni-
pounds wlhich have their cations combined in their highest (and, prefer-
ably, only) valence states, and which tend to have an excess of cations.
In addition, the material must be sufficiently stable not to disintegrate
under the electron beam.

The second component, the flux, is not essential in the preparation
of all types of phosphors. This material, usually an alkali or alkaline-
earth halide, plays a role primarily during the crystallizing process.
The flux aids in the crystallization of the substance and is largely
removed subscquent to the final heating, after it has fulfilled its pseudo-
catalytic function.

The addition to the base of a small quantity of certain metals,
ranging from 1 atom for every 100,000 atoms of the base to 1 atom for
every 100 atoms, may enormously increase its luminous efficiency.
This added metal is known as an activator. The best activators are
metallic elements, generally with a multiplicity of valences. For
example, copper, silver, bisinuth, chromium, and manganese are all
effective activators, although they do not, of course, behave uniformly
toward all bases. The presence of more than one activator in a base
usually results in a less efficient phosphor than if the best activator is
used alone; however, desirable color changes may be attained at times
by the addition of a second element.

It is interesting to note that certain elements, known as “killers”
or “poisons,” when present even in an amount small compared with
that of the activator, result in a very great reduction in the luminous
cfficiency of the phosphor. Iron, cobalt, and nickel behave in this way.
Their action is to suppress the processes of phosphorescence and thereby
reduce the total emitted energy. Minute quantities of these elements
are often used in the preparation of fuorescent screens where a short
time lag is desired.
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Although there is a basic procedure common to most phosphors, the
cxact method of synthesizing a phosphor depends upon the particular
material.

The base material and the flux, when uscd, are ground together in a
clean, inert crucible. To this is added the activator required to pro-
duce the desired color, generally in the form of an aqueous solution of
the salt of the metal used as activator. After being dried and re-
ground, the mass is heated and allowed to crystallize. The phosphor
may then be put through a final grinding process to comminute the
crystal particles to the size required for application to the screen of
the viewing tube.

2.4 General Properties of Inorganic Phosphors. Nearly every
step in the preparation and subsequent handling of a phosphor has a
marked influence on its properties. This influence is not confined to
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Fig. 2.2. The Effect of Preparation and Activator on the Spectral Characteristics
of Zinc Orthosilicate.

the kind and quantity of activator but also the crystallization proce-
dure, the grinding, the composition of the base, etc. Some of these
effects are illustrated in the following examples.

The spectral output of zinc orthosilicate under differcnt conditions
of preparation is shown in Fig. 2.2. Curve 1 is the luminescence of
the pure base. The addition of a small amount of manganese results
in curve 2a if the material is cooled slowly. Morc of thc manganese
activator increascs the luminous output without change in spectral
characteristics. Eventually an optimum is reached, represented by
curve 2¢, and further addition of manganesc results in a gradual de-
crease in efficiency. If the material, instead of being cooled slowly, is
quenched rapidly from a melt, quite different results are ohtained. An
amount of manganese activator equal to that which previously resulted
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in the material giving curve 2¢ now leads to a yellow prosphor shown
in curve 3a. As the amount of activator is increased, the color of the
luminescence shifts to longer wavelengths. Curve 3b is that of the
material having three times the amount of manganese used to obtain
curve 3a.

Another interesting series is that of a zinc cadmium sulphide base
with a silver activator, the ratio of zinc to cadmium being varied.
Figure 2.3 shows a family of curves illustrating the behavior of this
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Irig. 2.3. The Variation of Spectral Characteristies of Zine-Cadmium Sulphide
with Decreasing Zine:Cadmium Ratio.

series. Pure zine sulphide has a blue luminescence shown by curve a,.
The addition of silver activator increases the energy efficiency and
shifts the spectral output further into the blue (curve a). As cadmium
replaces zinc in the base, the color response shifts toward the red. At
the same time, there is an initial decrease in response. With further
addition of cadmium, the output increases and goes through a maxi-
mum and then decreases until, for silver-activated cadmium sulphide
alone, a rather weak, deep red luminescence is obtained. This is illus-
trated by the sequence of curves b, ¢, and d.

As in the two examples cited, a similar series of complicated phe-
nomena is observed for nearly every phosphor group.

In addition to the crystal structure, the state of strain is an impor-
tant factor in determining the luminous efficiency. For example, some
freshly prepared phospliors which have high efficiency can be com-
pletely ruined if violently ground. Even a quite gentle grinding may
reduce the efficiency to some extent because it will leave a strained
surface layer over each grain.
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The surface brightness of most phosphors is proportional to the
current density of the bombarding electrons for low values of the cur-
rent density. As the density is inereased, the material saturates and
the brightness rises less rapidly. The form of the saturation curve and
the current value at which saturation begins depend upon the kind of
material used and its treatment,.

The relation hetween light output and beam voltage is rather diffi-
cult to determine for reasons that will be made clear in a later section.
Measurements in the range up to 10 kilovolts indicate a light output
proportional to some power of the voltage, the exponent lying between
1 and 2. At still higher operating voltages, up to 50 kilovolts, tele-
vision sercens of optimum thickness are found to have light outputs
approximately proportional to heam voltage or, for fixed heam current,
to the power input.

In a television viewing tube, the beam which serves as excitation is
on a given arca for a length of time equal to about 0.1 to 0.2 micro-
sccond. The light emitted from the area continues for several hun-
dredths of a second, as can be seen from the persistence curves shown
in Figs. 2.10 and 2.14. The greater part of the light encrgy, therefore,
is released after the heam is no longer exciting the arca in question.
In other words, the phosphoreseence of the material provides most of
the light. The total light energy released, i.e., the light intensity inte-
grated over the time it persists, is approximately proportional to the
energy supplied to the phosphor, rather than to the instantaneous
power in the cathode-ray beam. Thus, if a beam of 10 microamperes
and 6000 volts excites a given area for 10~ ¢ second, the light averaged
over %0 second will be approximately the same as that produced by
an excitation of 100 microamperes for 10— 7 second. The accumulative
effect should not be considered as a rigorous law, and it exists only
over periods of time which are short compared to the decay time and
for currents well helow the saturation of the phosphor. As will be
explained in a later chapter, the effect has heen applied to the type of
picture transmission involving velocity modulation.

A final consideration in this general survey is that of the effect of
temperature on luminescence. The thermal state of the phosphor has
a much greater effect on phosphorescence than on fluorescence. Be-
tween —80°C and 300°C, there is very little change in such phosphors
as mangancsc-activated zinc orthosilicate and copper-activated zine
sulphide, but, if the temperature is carried much above 300°C, the
fluorescence decreases rather rapidly. The effect of a decrease in tem-
perature on phosphorescence is to increase its duration and lower its
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intensity. Calcite is an excellent illustration of this. At room tem-
perature this substance has a brilliant orange phosphorescence which
continues several minutes. If a caleite cerystal is excited by cathode-
ray bombardment and then cooled, the brilliancy decreases until it
finally disappears. If it is again warmed up to room temperature, the
phosphorescence reappears without further excitation. If it is raised
to a high temperature, the brightness increases and the duration de-
creases. An excited calcite erystal may be kept for days at liquid air
temperature, and then made to phosphoresce nmerely by bringing it up
to room temperature. This behavior indicates that a certain quantity
of energy available for phosphorescence is stored in the crystal, and
that its rate of release in the form of light is a function of temperature.
Thus, at high temperature, it is emitted very rapidly, giving brilliant
luminescence and rapid decay, whereas at a low temperature this energy
is released slowly over a long period of time.

In the next section, which discusses briefly the mechanism advanced
by quantum physics to explain the phenomenon of luminescence, it
will become evident why this behavior of phosphorescence is to be
expected.

2.5 The Theory of Luminescence. The concept of the luminescent
center, originally introduced by Lenard, plays a primary role in the
interpretation of the phenomenon of luminescence. Such a center is
an inhomogeneity in the crystalline base of the phosphor, normally
created by the presencc of an activator atom or ion either in an inter-
stitial position within the lattice or substituting for one of the lattice
ions. The center has a series of discrete clectron energy levels, of
which the lower ones are normally occupied. The position of these
levels is a function both of the foreign atom or ion itself and of its
position in the lattice. Since the base itself is a semiconductor or
insulator, the phosphor has the electronic structure of an impurity
semiconductor.

The occurrence of lumineseence requires at least two cvents: the
excitation of the luminescent center, either as a result of the absorption
of radiation or bombardment with high-energy particles, and its return
to the normal state accompanied by the emission of some fraction of
the absorbed energy in the form of light. If an appreciable interval of
time elapses between excitation and emission, as in phosphorescence,
there must be a certain probability for the transfer of the excited
system to a metastable state, from which it can return to its original
condition only after an auxiliary excitation, which may be thermal
in nature.
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The models for the luminescence process which have been con-
structed to explain experimental observations differ materially for
different types of phosphors; a number of typical examples are given
below. Before they are considered, it may be well to note a funda-
mental difference between luminescence excitation by ultraviolet radia-
tion and excitation by high-velocity electrons. It can readily be under-
stood that, in ultraviolet excitation with a wavelength longer than the
threshold of lattice absorption, conversion efficiencies approaching unity
may be attained, since the centers may account for the total absorption
of the material. The energy dissipation of an electron beam in the
phosphor is, on the other hand, essentially independent of the concen-
tration of centers. Conversion efficiencies of 10 percent may be reached
in cathodoluminescence with an activator concentration as low as 0.01
percent. This implies that the excitation energies of lattice ions in
the path of an electron must be transferred to centers at considerable
distance. This transmission of energy by “excitation waves” termi-
nating at centers * depends both on the constitution of the phosphor
base and on the activator and accounts for the lack of parallelism in
the properties of phosphors under ultraviolet and electron excitation.
Occasionally, however, a similar mechanism is involved in ultraviolet
excited fluorescence when the absorbing and emitting centers are
different.

Among the various types of phosphors to be considered, the thallium-
activated alkali halides represent an unusually simple example. Here,
according to the model proposed by F. Seitz,t thallium ions substituted
for alkali ions at the normal lattice points function as active centers.
Considerably less energy is required to raise an electron of the thallium
ion to an excited state than to transfer an electron from the highest
filled band of the lattice to the conduction band. Such an excitation
of the thallium ion is, in general, followed by a readjustment of the
surrounding ions to a new position of minimum potential energy, the
liberated energy being dissipated as thermal vibrations. After, or
during, this readjustment the electron may return to the ground state
(followed by a second ionic readjustment and thermal energy dissipa-
tion) with the emission of fluorescent radiation, the whole process con-
suming an interval of the order of 10—8 second.

In addition to this fluorescent radiation, a weak phosphorescence,
proportional to the square of the concentration of the thallium ions, is

* See, e.g., Johnson, reference 6, and Fonda and Seitz, reference 3.
T See Seitz, reference 5.
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also observed. This may be interpreted as resulting from the excitation
of one of a pair of adjoining thallium atoms, the concentration of pairs
being proportional to the square of the concentration of thallium ions.
The variation of the electronic quantuin levels as function of the rela-
tive position of the ion and its neighbors is shown schematically, for
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Fig. 24. Schematic Energy Level Diagram for Thallium Ion with Neighboring
Thallium Ion in Alkali Halide Phosphor. (F. Seitz, reference 5; courtesy of
Journal of Chemical Physics.)

a pair of adjoining thallium ions in the alkali halide lattice, in
Fig. 24. It is seen that, in this configuration, the equilibrium
position of the system in the excited state overlies a second minimum
of the ground state. After the system has dropped to this metastable
state, it will remain there until either the system is given enough
thermal energy to raise it over the “hump” between the two minima
of the ground state or an excitation to an intermediate clectronic state,
with an equilibrium position closer to the equilibrium position of the
normal state, takes place. In the first case, the system will simply
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slide down the curve for the ground state to the original condition,
communicating its excess energy to the lattice in the form of thermal
vibrations. In the second case, the system will return to the ground
state with the emission of radiation, giving rise to phosphorescence.
The average time that elapses between excitation and phosphorescent
radiation is given by the mean life of the metastable state.

It will be noted that in the thallium-activated alkali halide phosphor
the excited electron remains bound, throughout, to the active center.
Hence, this phosphor shows no photoconduectivity. The situation is
quite different in the widely employed zinc and cadmium sulphide
phosphors, activated with 0.01 perecent of copper or silver. The active
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Fig. 25. Probable Transition Scheme Giving Rise to Luminescence in Sulphide
Phosphors.

centers consist here of interstitially located atoms or, in the pure sub-
stance, interstitial zinc or cadmium. Figure 2.5 indicates the picture
which has been proposed to account for the luminescence of the
materials.*

As a first step, an electron may be excited either from the center or
from the filled band of the lattice. If the excitation takes place at the
center, the electron may return to its original state with the emission
of fluorescent radiation, as in the alkali halide phosphor. On the other
hand, if the lattice is exeited, the electron in the conduction hand and
the hole in the filled band will lose their excess energy in the form of
lattice vibrations and drift through the lattice as a pair, recombination
being prevented by selection rules. When such a pair, or exciton,
collides with a center, it transfers its cnergy to the center, causing
ionization. Again, the possibility exists that the freed electron will
drop down to the normal state of the center, with the cmission of
fluorescent radiation. As an alternative, it may wander off until it is
caught by a trap, that is, an empty energy level lying slightly below
the bottom of the conduction band. Such traps are likely to be en-
countered at any crystal faults.

* See, e.g., Johnson, reference 6, and Fonda and Seitz, reference 3.
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Conduction electrons which fall into these traps remain there until
they are raised once more into the conduction band by thermal excita-
tion. An electron freed in this manner will drift through the lattice
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Fig. 26. Glow Curve for Copper-Acti-
vated Zinc Sulphide:Phosphor. (J. T.
Randall and M. H. F. Wilkins, reference
8; courtesy of the Proceedings of the
Royal Society of London.)

until it is either retrapped or
drops into an empty active cen-
ter. The emission of radiation—
phosphorescence—will then take
place during this transition.

The predominance and dura-
tion of phosphorescence evi-
dently depend on the concentra-
tion and the depth of the traps;
the probability of thermal exci-
tation depends exponentially on
the ratio of the distance of the
traps below the lower edge of the
conduction band and the abso-
lute temperature of the phos-
phor. As a result, the distribu-
tion of the trapping levels may
be obtained by exciting the phos-
phor with ultraviolet light at a
very low temperature and ob-
serving the variation of emission
as the temperature of the phos-
phor is gradually increased. The
“glow curve” so determined in-
dicates the freeing of conduc-
tion electrons from progressively
deeper traps in accord with the
exponential dependence of the
probability of thermal excitation
noted above (Fig. 2.6).*

The same effect for calcite was described in the preceding paragraph.
Alternately, the traps may be emptied by irradiation with infrared
radiation; the so-called infrared phosphors are essentially phosphors
with a large concentration of traps of such depth that they may be
cmptied by infrared radiation of a prescribed range. Such phosphors,

* See Qarlick in Fonda and Seitz, reference 3, p. 87, and Randall and Wilkins,

reference 8.
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after excitation with ultraviolet light, will glow brightly under infrared
stimulation even after their short-terin luminescence has died down.

It is clear that, in the zine sulphide phosphors, the electrons in the
conduction band may contribute to photoconduction, drifting in the
direction determined by the applied field. The second most important
class of phosphors, the silicate phosphors of which zine orthosilicate
and zinc-beryllium orthosilicate activated with manganese are well-
known examples, assumes an intermediate position between the alkali
halide phosphors and the zine sulphide phosphors. According to the
view proposed by R. P. Johnson,* the centers arc here interstitial man-
ganese atoms; mangancse ions substituted for regular lattice ions are
assumed to play no role in the luminescence process. Irrespective of
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I'ig. 27. Probable Transition Scheme Giving Rise to Luminescence in Ortho-
silicate Phosphors.

their origin, the centers are initially ionized. The majority of the
resulting free electrons are trapped in a metastable excited state of
the centers, from which they eventually drop to the normal state with
the emission of radiation. The lifetime of this excited state is rela-
tively long since the transition to the normal state is “forbidden” by
selection rules.

Some of the free electrons are trapped, instead, in shallow traps from
which they may be liberated by thermal excitation. These electrons,
which eventually reach the metastable excited state of a center and,
hence, the ground state with the emission of radiation, account for a
more gradual decay of phosphorescence as well as the observed photo-
conductivity (Fig. 2.7).

2.6 The Theory of Luminescence (continued). Leaving the micro-
physical aspect of the problem, there are certain quantitative relations
that can be deduced on a classical, statistical basis, which are helpful
in a general survey of the subject.

Essentially two different types of emission processes have been de-
scribed above. In one of them the excited electron remains through-

* See Johnson, reference 6.
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out in the domain of the center from which it originated and eventually
returns to its normal state with the emission of a photon. In the other,
any one of the excited electrons may recombine with any other empty
center, resulting in phosphorescence. The first process may be char-
acterized as a monomolecular process, the second as a bimolecular
process.

In the monomolecular process, the number of emission processes per
second, or the decrease in the number of excited centers taking place
per second, is, in the absence of excitation, simply proportional to
number of excited states N:

il N 2.1

a @D
Here « is a constant, the reciprocal of the mean life of the excited
state. If this expression is integrated, the number of excited centers
at any time £ is found to be

N = Nge™ (2.2)

Since the intensity of the emitted light is proportional to the rate at
which centers recombine, the phosphorescence, as a function of time, ix
given by

L= (Ce™, C = kNpa (2.3)

k being the light content of a photon.

Under bombardment by an electron beam of current density p, an
cquilibrium is established betwcen the rate of formation of excited
centers and the ratc of recombination. The number of excitations dur-
ing the interval of time dt is proportional to the number of unexcited
centers available and the current density of the incident beam. If,
therefore, the total number of available centers is M and the number
of excited centers N, the condition of equilibrium can be expressed as

no(M — N)dt = aN dt (2.4)
Tence
M
N=2 (2.5)
mp + «

From this, the light output as function of current density is

p
L=D D =kMn, B= 2.6
T n, B =r1n/a (2.6)

where k is the light content of a photon.
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When the mechanism of luminescence involves independent excited
electrons and vacant energy states, the rate at which emission can
oceur is proportional to the product of the number of excited electrons
and the number of vacancies. If these are taken to be equal, the rate
of recombination is given by

dN e 27)
i 7

And the number of excited centers at time ¢, which is obtained by
integrating Eq. 2.7, is
No

N=— (2.8)
1 + Nyt

From Eqs. 2.7 and 2.8, the phosphorescent decay characteristic is found
to be
1
L=FKE—80- E = kNo*¢, v = No¢ 2.9
1+ 10)° o¢ oS (2.9)

Under equilibrium conditions between excitation and emission, the fol-
lowing relation between I, and p is obtained:

L =Dp(1 + ps — Vp26% + 208) D =kMn, &=n/(2cM) (2.10)

For large values of the beam density p, this expression takes on the
same form as Eq. 2.6, with 28 replacing g.

Both of these types of decay and current characteristics are found
among the phosphors. The zine and cadmium sulphide phosphors be-
long distinctly to the second type, in harmony with the mechanism of
phosphorescence desecribed above; the alkali halides activated with thal-
lium, to the first. The zinc orthosilicate phosphors exhibit an initial
exponential decay, followed by a more gradual decline in the phos-
phorescence of the character described by Eq. 2.9. It should perhaps
be stressed that exact conformity with the decay laws in Egs. 2.3 and
2.9 and the corresponding relations between light output and current
density should be expected only in exceptional cases. The equations
were deduced under the assumption that the phosphorescence process
is unique or, in other words, that either a single metastable state or
traps of a single depth play a role in it. If, as suggested by the work
of Garlick and his co-workers on the glow curves of many phosphors,*

*Bee Randall and Wilkins, reference 8, and Garlick in Fonda and Seitz,
reference 3, p. 87.
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this condition is not satisfied, the decay characteristics and the light
output-current variation will necessarily be more complex.
Experimentally, the voltage variation of the light output of phos-
phors and the current variation are found to be practically independent
of each other. It is hence permissible—at least within limited ranges
of the voltage V—to express the light output L in the following forn::

L=Af)-V* (2.11)

In the absence of detaited knowledge regarding the process of energy
transfer from the point of cxcitation to a near-by luminescent center,
the exponent n might reasonably be expected to cqual unity. This
would mean that the light output, for low current densities, would he
simply proportional to the energy dissipated by the beam in the phos.
phor, this energy being transferred to the lattice by electronic excita-
tion and ionization. Actual measurements of the light output of zine
sulphide and zinc orthosilicate screens in the range from 500 to 10,000
volts yield values of n which range from 1.5 to more than 2.* For
higher voltages, up to about 50 kilovolts, screens of optimum thickness
have been found to have more nearly constant efficiency, or a light out-
put proportional to the operating voltage.

One factor which will tend to lead to a more-than-linear increase of
light output with voltage at low voltages is the presence of a “decad
layer” enveloping every phosphor grain. Enecrgy dissipated by elec-
trons in this inactive surface layer cannot contribute to the lumines-
cence. Since the penetration of the electrons increases rapidly with
voltage, the energy lost in this manner decreases and the efficiency of
conversion of clectron energy into light increases. It should also be
pointed out that the granular structure of fluorescent sereens renders
measurements of the efficiency of the basic luminescence process very
difficult. The light output is materially influenced by scattering and
absorption in the phosphor layer. This factor will be discussed in more
detail in Chapter 11.

2.7 Phosphors for Television. Some of the principal cathodolumi-
nescent phosphors, together with their properties, are listed in Table
2.2. The code numbers P1 to P16 have been established by the Radio
and Television Manufacturers Association. The screen type P10 does
not represent a luminescent screen, but a dark-trace screen; the scan-
ning beam leaves a dark trace, whose maximum absorption is at

* See Martin and Headrick, reference 13.
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Code |
Num- | Type
ber

L
P1 ! Zinc silicate

P2 | Zinc-cadmium sulphide
P3| Zinc-beryllium silicate

P4 | Zinc sulphide and zinc-
beryllium silicate
P4 Zinc sulphide and zinc-

| cadmium sulphide
P5 1 Calcium tungstate
P7 | Zinc sulphide on zinec-

[ cadmium sulphide
P10 | Potassium chloride
P11 | Zinc sulphide

P12 | Zine-magnesium fluoride
P13 | Magnesium silicate

P14 | Zinc sulphide on zine-
cadmium sulphide
P15 | Zinc oxide

Chemical Composition

rbhdl-Zn,Si0,: Mn(0.25)
| ZnS(96)CdS(4): Cu(0.01)
| 8Zn0-BeO-58i02: Mn(1.0)

hex-ZnS: Ag(0.01) +

8Zn0O-BeO-55810,: Mn(1.0)

hex-ZnS: Ag(0.01) +

ZnS(48)CdS(52): Ag(0.01)
CaWO: W

cub-ZnS: Ag(0.015) on
KglnS(86)CdS(14):Cu(0.0073) '

hex-ZnS: Ag(0.01)
(ZnMg)Fo: Mn(1.0)
MgSiO3: Mn(0.15)
cub-ZnS: Ag(0.015) on

ZnS(73)CdS(27): Cu(0.004)

ZnQ:Zn

P16 | Calcium-magnesium silicate | CaMgSi,07:Ce(0.05)

Color

|
{
1
|

Green
Blue-green
Light green-
yellow
White

| White

Light violet
Blue white

Dark trace
Light blue
Orange
Light red
Pure white

Light blue-
white
Ultraviolet

| Spectral = Persist- ; Relative
| Maximum ence Luminescent
(A) | (seconds) | Efficiency (%)
| -
| |
5250 0.05 100
[ 5360 0.001 140
| 5500 0.06 84
4500 0.06 80
|
4440 0.005 150
’ 4300 102 [ 32
| 4400 3 ’ 80
| 5570 5 .
4580 0.05 72
5000 0.5 | 80
| 6740 0.1 | 5
4400 1 i 70
5050 10—t 60
3700 10—8 |

i

* From H. W. Leverenz, “Final Report on Research and Development Leading to New and Improved Radar Indicators,”
Report 25481, Office of the Publication Board, Department of Commerce, Washington, D. C., 1945, and JETEC Cathode Ray
Tube Committee, J6-13-1, Description of Phosphors by Color and Persistence.
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5570 A. In the column marked “chemical composition” the figures in
parenthesis indicate percentages by weight. The measurements of the
spectral maximum of the emission, the relative luminescent cfficiency,
and the persistence of the material were made at 6 to 10 kilovolts and
the very low current density of 1 microampere per square centimeter.
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Fig. 28. The Spectral Characteristics of a White Fluorescent Screen Consisting
of Silver-Activated Zine Sulphide and Zine Cadmium Sulphide.

It is found that under these conditions the absolute luminescent ef-
ficiency of the P1 phosphor screen, taken as standard, is about 6 candle-
power per watt; the figures in the last column of the table make it
possible to derive herefrom the absolute efficiencies of the remaining
phosphors. Operated at low currents and high voltages (of the order
of 15 kilovolts) and with a reflecting backing, P1 screens have yielded
as much as 15 candlepower per watt. The “persistence” of the phos-
phor indicates the time required for the emission to drop to 1 percent of
its initial value.
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The two phosphors denoted by P4 in the table, formerly listed as
P4 and P6,* arc “white” phosphors of the type generally employed for
television viewing tubes. These phosphors are obtained by mixing a
light blue silver-activated zinc-sulphide phosphor with a greenish-
yellow zinc-beryllium silicate or zinc-cadmium sulphide phosphor. As
indicated in Fig. 2.8, the spectral distribution of the emission of this
compound phosphor is very different from that of daylight, which ex-
hibits at most a single flat maximum. The fact that both are perceived
as white is a consequence of the tricolor nature of human vision. In
the cascade phosphors, P7 and P14, an increased persistence is attained
by depositing a blue phosphor on a yellow or orange phosphor, so that
the emission of the first excites that of the second.t

In general, the practical phosphors can be divided into two classes—
the sulphide (and selenide) phosphors, of which zinc sulphide and zine-
cadmium sulphide are the principal exponents, and the oxide (and
fluoride) phosphors. Among the latter zine orthosilicate, calcium-mag-
nesium silicate, and zinc-beryllium silicate are important examples.

2.8 Sulphide Phosphors. The zinc sulphide and zine-cadmium
sulphide phosphors constitute extraordinarily efficient cathodolumines-
cent materials.  Under normal operating conditions zine sulphide
screens activated with silver yield, at bombarding voltages of 6 to
10 kilovolts, luminous outputs of 3 to 5 candlepower per watt. A
drawback of zinc sulphide screens has been, in the past, their relative
instability. However, methods now employed in the technique of
applying the material to television tubes and in tube exhaust have
resulted in sereens which have a life nearly equal to that of the most
durable material and long enough so that the life of the tube is not
determined by the life of the sercen.

There would be no advantage in taking up the details of a factory
process of preparing lumineseent zine sulphide; however, it is not out
of place to deseribe a laboratory method of synthesizing the phosphor.

Zine sulphate is first purified by ordinary methods until the spectro-
scope fails to reveal any impurities. Then, in order to make certain
that no copper remains, an aqueous solution of the salt is electrolyzed,
using platinum electrodes. Pure white zinc sulphide is precipitated

* According fo a more recent convention, P4 denotes any phosphor for the
screen of a viewing tube employed for monochrome television; P6, any phos-
phor employed in color television, irrespective of spectral characteristics and
composition,

T See Leverenz, reference 11.
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from the purified solution by bubbling clean hydrogen sulphide through
it. The precipitate is washed with the purest distilled water and dried.
Ten grams of this zinc sulphide are placed in an acid-cleaned quartz
crucible. To a water slurry of the zinc sulphide are added 0.2 gram of
pure sodium chloride as well as a silver nitrate solution which contains
0.001 gram of silver. The material is then evaporated to dryness and
thoroughly ground. The phosphor is crystallized by heating to 900°C,
the temperature not being at all critical. The result will be cubic
ZnS:Ag, one of the best phosphors known to date.

1020°
—_—

g r—
Grinding

l I ° OS
012 3 45A eZn
Sphalerite Wurtzite
a b

Fig. 29. The Crystal Structure of Sphalerite and Wurtzite.

The crystal structure of cubic zinc sulphide or sphalerite is shown
in Fig. 29a. There is also an enantiotropic form of this niaterial,
wurtzite or hexagonal zinc sulphide, which crystallizes at temperatures
above 1020°C, and which can be converted to sphalerite by grinding.
The structure of this form is shown in Fig. 2.9b.

In spite of its luminous efficiency, the phospliorescent decay period
of ZnS:Ag is quite short, amply so for television purposes. Its per-
sistence characteristics are given in Fig. 2.10. From this curve, it will
be seen that the light output has dropped to less than 0.1 percent in one
picture period.

The light output is not strictly proportional to the bombarding cur-
rent and tends toward a gradual saturation, as illustrated in Fig. 2.11.
"The variation with voltage is less readily obtained, as will be explained
later, because of the difficulty of determining the true bombarding
voltage. In general, the light output increases with nearly the second
power of the hombarding voltage.
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The color of the luminescence is blue, corresponding to a band ex-
tending from 4000 to 5700 A. A spectral curve (1) of this material is

1.0

0.1

0.01

0.001 | |
0 0.01 0.02

Time in seconds

Fig. 2.10. Persistence Characteristics of a Zinc Sulphide Phosphor. (Leverenz,
reference 2.)

shown in Fig. 2.12. However, this curve is merely representative, as
the exact shape of the curve is very sensitive to composition, prepara-
tion, and after-treatment.
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Fig. 2.11. Luminescence as a Function of Electron Current for a Zinc Sulphide
Phosphor.

Zinc-cadmium sulphide is another useful sulphide phosphor. The
preparation is quite similar, except that, for every gram of purified
zinc sulphide, a definite amount, such as 1 gram, of cadmium sulphide
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is added. Sodium chloride is used as a flux; 0.01 percent silver in the
form of the nitrate may serve as activator.

From the spectral output curve (2) of Fig. 2.12, the color of this
material can be seen to be yellow. Its luminous efficiency is higher
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Fig. 2.12. The Spectral Characteristics of a Silver-Activated Zinc Sulphide and
Zine Cadmium Sulphide Phosphor.
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than that of the zine sulphide. The persistence characteristics of the
two sulphide phosphors are very similar.

2.9 The Oxide Phosphors. Well-known representatives of this class
are manganese-activated zinc orthosilicate and zinc-beryllium silicate.
At moderate current densities, both materials are somewhat less ef-
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Fig. 2.13. Luminescence as Function of Electron Current for a Zine Orthosilicate
Sample.

ficient than the two sulphides just described. Their color can be made
to range from green to red with only small changes in efficiency, the
substitution of zine by beryllium causing a shift of the spectral maxi-
mum toward the red end of the speetrum.
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See. 2.9] The Oxide Phosphors 85

The main advantage of the silicate phospliors over the sulphide
pliosphors is their extreme ruggedness, which is of considerable value
in television work, particularly in its experimental stages.

Small-scale laboratory preparation of a zine orthosilicate phosphor
may be carried out as follows: Twenty grams of highly purified and
finely divided zinc oxide and 7.4 grams of pure silicon dioxide are
ground together thoroughly. To this is added about one mole percent
of manganese in solution, or 0.07 gram of the metal. The mixture is
stirred, dried, and then finely ground. TLastly, it is heated in a covered
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Fig. 2.14. Persistence Characteristics of Samples of a« and g Zine Orthosilicate.

platinum crucible to about 1300°C for 2 hours. If the heated material
is cooled slowly, the resultant phosphor has a bright green lumines-
cence; if it is quenched rapidly from a melt (above 1512°C), the
luminescence will be yellow.

The crystal structure of this material is much more complicated than
that of the sulphide. The rhombohedral form, that is, the material
which is formed by a gradual cooling, has a structure which is isomor-
phous with phenacite, with 6 molecules in the unit cell. A second form
exists but has not been completely worked out. It has been reported
by G. R. Fonda to resemble cristobalite. The material may take on a
third form when prepared with an excess of silica, but this is of little
interest for our present purpose since it exhibits only a weak red
luminescence.

The persistence characteristics for the two forms of Zn,SiO4:Mn are
shown in Fig. 2.14. In spite of the differences in the spectral output,
the decay curves are very similar. The luminous output of both these
materials hias dropped to about 4 percent of its initial value in one
picture period.
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The spectral characteristics of the two materials can be seen from
Fig. 2.15. Thesc phosphors give a characteristic broad band of
radiation.

Like the sulphides, these materials exhibit a gradual saturation with
current (Fig. 2.13), and a light output which rises somewhat faster than
with the first power of the voltage.

Two other oxide phosphors of considerable practical value are zine
oxide and calcium tungstate. Both belong to the rather restricted class
of phosphors which emit without the aid of a foreign activator. They
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Fig. 2.15. Typical Luminescence Spectra of « and 8 Zinc Orthosilicate.

are somewhat less efficient than the sulphide and silicate phosphors
which have been described, and luminesce with a pale bluish color. On
the other hand, the extraordinarily rapid decay of their luminescence
makes them suitable for oscillograph tubes designed for use where long
decay cannot be tolerated. The highly actinic quality of the emission
is useful for photographic purposes. Zinc sulphide activated with a
minute quantity of nickel similarly has a phosphorescence of extremely
short duration. :

2.10 Electrical Properties of Phosphors. The specific resistance of
all materials used as phosphors is extremely high. Therefore, when a
phosphor is bombarded by an electron beam of the current density
uscd in television practice, the principal way the electrons escape from
the surface is by secondary emission. If the secondary emission ratio
of the surface is less than unity for a given bombarding voltage, the
area will become more negative until it either reaches cathode potential,
thus preventing electrons from reaching the screen, or else reaches a
potential such that the secondary emission ratio becomes unity.
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Sec. 2.10] Electrical Properties of Phosphors 87

Because of its practical importance, it is desirable to discuss the
discharge process in some detail. As has been shown in the preceding
chapter, the secondary emission ratio of most substances, conductors
and insulators alike, rises rapidly to a maximum in the neighborhood
of 300 to 800 volts, and then falls slowly as the voltage increases. This
is true of all the phosphors that have been studied, and also of the
glasses which arc used as a backing to support the screen material.
The maxima and shape of the secondary emission curves are char-
acteristic of cach substance. However, the forms of the curves are
sufficiently similar to permit useful genecralizations. Figure 2.16 shows
a typical secondary emission curve for an insulator.
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Fig. 2.16. Typical Secondary Emission Fig. 2.17. Secondary Emission Cur-
Curve for an Insulator. rent as Function of Collector Voltage.

Another factor determining the rate at which the electrons leave the
screen is the potential difference between the bombarded surface and
the electrode which collects the current from it. In order to obtain a
maximum current, it is necessary that the collector be at a positive
potential with respeet to the screen; however, current will continue to
flow to the clectrode even when it is slightly negative, owing to the
initial velocities of the leaving electrons. The form of the curve repre-
senting the relationship between collector potential and current ratio
is illustrated in Fig. 2.17. The shape of this curve is determined by
such factors as tube configuration, bombarding current, and the nature
of the emitter. However, the range of potential represented by the
rising portion of the saturation curve is so small compared with the
bombarding voltage that the use of a generalized form does not ap-
preciably affect the validity of the conclusions drawn.

The type of tube in which the screen material is used is shown in
Fig. 2.18. The figure illustrates schematically a typieal kinescope
which consists of an electron gun acting as the cathode-ray source, a
second anode which collects the electrons after they leave the screen,
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and a screen of luminescent material. The voltage V, is applied be-

tween the gun and second anode. However, since the additional con-

dition that as much current must leave the scrcen as arrives in the

beam must be fulfilled, the velocity with which the electrons strike

the screen will differ, in general, from that corresponding to an ac-

celerating potential of V, volts. On the diagram, the true bombarding

voltage is represented by V,, which

Ve | normally is less than V,, but may rise
slightly above this value.

PN The surface of the screen is thus

screen bombarded by electrons with a ve-

locity corresponding to V,, and is sub-

ject to a collector potential V, — V,,

Fig. 2.18. Schematic Diagram of the only parameter being V,. Let it

a Typical Kinescope. be assumed that the function S(Va),

giving the secondary-emission ratio in

terms of the true bombarding voltage, and C(V, — V,), describing the

variation of the collector current with the collector voltage, are known.

The latter function, C(V, — V,), is the ratio of the current actually

collected to the saturated secondary emission at the voltage V, in ques-

tion. The current collected will be

1 =wS(V))C(Va — V) (2.12)

Since, for equilibrium, the heam current 7, must equal the collector
current, the relation

2nd Anode

507 C(Vy — V) (2.13)
is necessarily fulfilled. If a plot is made of the inverse secondary
emission function and of the saturation curve with its origin at the
second-anode voltage V,, the intersection of the two curves will be at
the true bombarding voltage V,. Figure 2.19 is an example of such a
plot showing the determination of V, for several values of the second-
anode potential V,,.

It is instructive to consider the behavior of the screen as shown by
this diagram. For second-anode voltages from 0 to 4, the bombarding
voltage is zero; in other words, the beam is turned back and does not
strike the screen. Between A and B, where the secondary-emission
ratio is greater than unity, the screen voltage is approximately that of
the second anode and may actually be more positive by one or two
volts. As the second-anode voltage approaches B, the screen voltage
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Sec. 2.10] Electrical Properties of Phosphors 89

drops below the second-anode voltage. Beyond B, the screen voltage
stays constant at the value B regardless of the second-anode voltage.
Thus, a curve of the true bombarding voltage as a function of second-
anode voltage has the form shown in Fig. 2.20. The break-point occurs

! 3

kS) \4)

Ve ) 1 Vaumar, ! 1
Va Va, Va, Va,
2000 4000 6000 8000 10000 volts

Fig. 2.19. Equilibrium Conditions of a Bombarded Insulator.
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at a different sccond-anode voltage, depending upon the material used
as screen and the treatment to which it has been subjected.

Measurements have been made of the break-point or sticking po-
tential for glass, willemite, and zinc sulphide.* For Pyrex, such as is
used in the manufacture of kine-

scopes, the break-point is found A\deal

to lie between 2000 and 3000 s |——— > Sticking potential
volts. For willemite, it varies ET Break point
between 5000 and 8000 volts, de- ¢

pending upon the exact prepa- §V3

ration. Measurements on zinc

sulphide indicate the same range

of values as for the orthosili- V,————>
cate. 2nd Anode voltage

When these materials are ap- Trig. 2.20. lfotent,ial of a Fluorescent
plied in an actual tube, condi- Screen Rfelatlve to the Electron Source
. . as Function of Second-Anode Voltage.
tions are much more complicated
and a much wider range of values for the break-point is found. In this
case, such factors as screen thickness, getter, residual gas, and age are
important.
The variation of the bombarding voltage with the age of the tube is
indicated in Fig. 2.21. This change may be due to the getter material,

* Nottingham, reference 12; Nelson, reference 14; and Martin and Headrick,
reference 13.
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which greatly increases the sccondary emission ratio of the phosphor,
being driven from the screen, or to small amounts of gas, etec., being
freed from the walls or the gun.

Even more interesting is the apparent variation of break-point with
screen thickness. IFigure 2.22 shows that for very thin screens the

0000/~ — — — 0 hrs.
= 8000 ——— — — 300 hrs.
g
2 6000 — — — — 750 hrs.
S
g
& 4000} — — —

2000}~ —

L !
5000 10000

2nd Anode voltage
Fig. 221. Variation of Screen Potential Characteristics with Tube Age.

break-point is low, corresponding to that of the glass, and that for
very thick screens it is similar to that of the pure phosphor. For inter-
mediate screen thickness the break-point is no longer sharp, and the
screen and second-anode potentials do not begin to differ materially

d
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g 6000
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3 B (very thick)
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Tig. 222. Variation of Screen Potential Characteristics with Screen Thickness.

until very high voltages are reached. In the very thin screen, every
particle of the phosphor is surrounded by a region of exposed glass
which prevents its potential from rising much above the break-point
of glass by its grid action on the low-velocity secondary clectrons from
the phosphor. The break-point of the thick screen is just that of the
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phosphor itself. The conditions for the intermediate screen are more
complicated, and only a conjectural explanation of its behavior can be
given. There is not cnough exposed glass to produce the grid action
as in the thin screen, yet bombarding electrons strike both glass and
phosphor. If these substances were to reach their characteristic break-
points, it would mean that a potential difference of several thousand
volts would exist in distances comparable to the screen thickness,
which is only a few microns. Such a gradient may be sufficient to
produce a breakdown which serves to discharge both phosphor and
glass, and prevents establishing a true break-point.

The scanning operation adds a further complication to the picture of
the electrical behavior of the screen in a tube used for television pur-
poses. Measurements under these conditions show that, above the
break-point, the screen potential tends to be closer to second-anode
potential at points not under the beam than at the spot directly under
the beam.* Where the second anode is 3000 volts above the break-
point, a potential variation of as much as 1000 volts may exist over
the screen.

If the television development had stopped with low-voltage direct-
vision kinescopes, which operate below the break-point, the foregoing
discussion would be of secondary importance. The fact that ortho-
silicate and sulphide screens may be prepared so that the screen poten-
tial continues to rise far above the break-point, even at anode voltages
of 50 kilovolts, becomes significant in projection tubes. Here, the em-
ployment of very high voltages, to achieve maximum brilliance, be-
comes essential. An even more satisfactory solution of the problem
is obtained through the deposition, on the fluorescent screen, of a
very thin metallic reflecting film connected to the second anode.}
This technique and its results will be described in greater detail in
Chapter 11.

2.11 Conclusion. No mention has so far been made of methods of
applying a phosphor to screens used in television viewing tubes. These,
together with the related problems of optimum particle size, screen
thickness, factors influencing contrast, ete., are reserved for a later
chapter dealing specifically with the kinescope, since they pertain to a
particular use of the material.

As to the future development of better luminescent materials, there
is every reason to be optimistic in view of the progress that has been

* See Piore and Morton, reference 15.
T See section 11.8,
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made in the past. That considerable improvement in efficiency may
yet be possible is evident from a consideration of present efficiencies
and the efficiency that can be obtained through ultraviolet excitation.
The conversion of 1 watt of energy into radiation producing the maxi-
mum visual response will give rise to about 680 lumens of light and, if
converted into radiation with the spectral response of willemite, ap-
proximately 500 lumens. The cathodoluminescence of willemite yields
only 35 to 40 lumens per watt, or less than 10 percent efficiency. On
the other hand, it has been reported that ultraviolet excitation of this
sanie material in a mercury-vapor fluorescent lamp will give as much
as 245 lumens per watt of ultraviolet energy or, in other words, nearly
50 percent efficiency. Although the mechanism of excitation by elec-
trons and by light has been seen to differ, there is no basic reason why
comparable efficiencies could not be attained with electron excitation.
With modern, high-efficiency white phosphors, the margin for improve-
ment is considerably less. Here, too, however, material gains in per-
formance at high voltages and high currents, as well as in durability,
may be expected.
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3 Eleciron Optics

The term “electron optics” will be used in this chapter to describe
that class of problems which deals with the determination of electron
trajectories. The expression originated as a consequence of the close
analogy between optical arrangements and the corresponding electronic
systems. It was found that this analogy not only had fundamental
mathematical significance, but, in many cases, could be extended to
practical devices. For example, it is possible to construct electron
lenses which are capable of imaging an electron source. In many in-
stances not only is the behavior of the two types of systems the same,
but also many of the mathematical methods of optics can be applied to
the corresponding electron problem. There are, it is true, many systems
which in no way resemble those of conventional optics. However, there
is a continuous transition between these and such as have a close optical
analogue. Therefore, any attempt to subdivide the field on this basis
results only in confusion.

The nnportance of electron optics is becoming increasingly apparent
with the advance of electronics. For example, in the early vacuum
tubes used in radio work little attention was paid to the exact paths of
the electrons between the cathode and the plate. Since then, very real
improvement in efficiency and performance has been achieved by the
application of electron optics to tube design. In the design of the newer
devices, such as the secondary-emission multiplier, the electron gun used
in television tubes, and the image tube, electron optics is essential.

The design problem usually encountered is one in which the two
termini of the electron paths are specified and it is required to determine
an electrode and magnetic coil configuration that will satisfy this de-
mand. Unfortunately, a direct solution is still a good deal beyond our
present mathematical means. It is not possible, except in very special
cases, to determine from a given electron path the shape and potentials
of the electrodes required to produce this path. In order to solve the
foregoing problem it is necessary to assume an electrode configuration
and then determine the resulting electron path. If this is not the re-

94
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quired path the electrodes are changed and the trajectories recalculated.
Usually this process does not have to be repeated very many times be-
fore the correct solution is reached, as the previously determined paths
indicate the nature of the changes that must be made.

Restating the problem in the only form in which a solution is pos-
sible, it becomes: Given an electrode configuration and the potentials
applied, determine the electron paths in the resulting potential field.

Even this problem has no general solution, and often can be solved
only by resorting to elaborate mathematical approximations, or to the
use of mechanical and graphical methods. The solution can be divided
into two distinct parts, namely, the determination of the potential field
produced by the electrodes, and the calculation of the electron trajec-
tories in this field. Essentially the same procedure is used when the
clectrons are guided by magnetic fields.

3.1 The Laplace Equation. To determine the potential field pro-
duced by a given set of electrodes, it is necessary to solve the Laplace
differential equation: \ \ \

ﬂ;_+?_‘:. a—‘:=0 3.1
ox oy 0z
with boundary conditions corresponding to the shapes and potentials of
the electrodes. The solution of this equation gives the potential as a
function of the coordinates, that is,

o(z,y,2)

The electrostatic field can be found from this potential by differentia-
tion with respect to the coordinates. Thus,

Fe= = (5,5,
Vg = — — x,',z
dx y
a
Ell= ——d:(.t,y,z)
ay
a
E.,=——¢(,y,2)
a9z

From the original Laplace equation, which is satisfied by the potential
function, it will be seen that the field must satisfy the differential
equation:

dE, 0E, 9K,

— 0
dx ay 9z
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It should be noticed that this equation is like an equation of continuity
and may be interpreted to mean that in any volume of free space within

¢ ¢ ¢

n

I

Fig. 3.1. Potential

and Field between
Plates.

an electrode system as many electrostatic lines of
force must leave as enter. Similar equations ex-
press corresponding laws obeyed by the flow of an
incompressible fluid and by electric current in a
conducting medium.

There is no general solution for the Laplace
equation, nor can any general method of attack be
given. In certain special cases only can an ana-
lytic solution be obtained. Usually it is necessary
to resort to series expansion or numerical integra-
tion in order to calculate a potential distribution.
Both procedures are laborious in the extreme.

"The simplest potential distribution is that between two infinite par-
allel plates, shown in Fig. 3.1. Here the function that satisfies the differ-

ential equation is

¢ = ¢ + Az
The field will be found to be:
el
E.=——=—-4
ox
d
B~ -4
9y
d
Bo=-2_9
0z
Other simple cases are:
Concentric spheres: ¢ = — — + ¢q
r
5 A
r T2

Concentric cylinders: ¢ = Alnr + ¢

E=-=

Other cases, such as two separated spheres, a sphere and plane, a

sphere between two planes, and the corresponding cylindrical systems

can also be solved.

H
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Problems with axial symmetry, such as are illustrated in Fig. 3.2,
are of considerable importance, since, as will be shown in the next
chapter, this symmetry is generally found in clectron lenses. When

Equipotential surfaces
100 Volts Field line 0 Volts \

Fig. 3.2. Potential Distribution between Two Cylinders.

this symmetry is present the Laplace equation is preferably expressed
in cylindrical coordinates, becoming

% 1 a< a¢)
—Ft-—{r—)=0 3.2
922 v r or " ar 32)

For most boundary conditions the solution of this ditferential equation
is difficult, and no analytic solution is possible. A general method of
attack is to consider the potential as a linear combination of functions
in which the variables have been separated, thus:

¢(r,2) =¢1+ 2+t + -

where

or(r, 2) = Fr(2)Gr(r) (3.3)

By substituting Eq. 3.3 in Eq. 3.2, the Laplace equation reduces to
two ordinary differential equations:

1 d*Fy
Fk dz2

1 d < de)
it (Pl
Gy dr dr
where k% is the separation parameter. The general solution of these
equations can be written as

Fi(2) = ae*? + be* (3.4a)
Gi(r) = cJo(ikr) + dNo(ikr) (3.4b)

= —k2

k2
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The solution of the Laplace equation then has the form:

¢(r,2) = 20 ArFir(2)Gilr) (3.5)
k

Since k does not necessarily have discrete values, Eq. 3.5 may take the
form of an integral:

o(r, 2) =fA (k)F (2, E)A(r, k) dk (3.5a)

the integration being over the entire complex domain. The coefficient
A (k) is determined from the boundary conditions by the usual methods
of evaluating Fourier coefficients.

Another class of problem of considerable iinportance is that in which
the potential expressed in Cartesian coordinates is a function of two of
these coordinates only. This type of potential field is encountered
wherever the electrode surfaces can be considered as generated by
moving lines which remain parallel.

The Laplace equation in this case becomes

a?d) 624)

0 3.6
dx? e (3:6)

The solution of this equation can be approached in a variety of ways.
One very useful method, for example, is conformal mapping. Although
this equation can be solved more frequently than that for the three-
dimensional case, often no analytic solution is possible, In this two-
dimensional case, practical electrode configurations are usually quite
complicated, so that the mathematical complexities even of an approxi-
mate solution are prohibitive.

3.2 Electrolytic Potential Mapping. Because of the difficulties en-
countered in a mathematical solution of the Laplace equation, it is often
expedient to resort to an electrolytic method of obtaining an equi-
potential map. '

In essence, the method consists of immersing a large-scale model of
the electrode system being studied in a slightly conducting liquid and
measuring the potential distribution throughout the liquid with a probe
and bridge, potentials proportional to those to be used with the system
being applied to the model. Figure 3.3 shows diagrammatically an
electrolytic plotting tank.

The tank used for this purpose is constructed of an insulating ma-
terial so that the equipotential surfaces about the immersed electrodes
meet the tank walls perpendicularly. This is necessary in order to
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Sec. 3.2] Electrolytic Potential Mapping 99

reduce the influence of the walls of the tank upon the field to be plotted.
The size of the tank is determined by the size of the electrode models
which are to be studied, and this in turn is determined primarily by the
accuracy desired. In order to reduce the boundary effects, the tank
must be a good deal larger than the model.

Recording \ @
Paper Pointer >
Pantograph W

Electrolytic
Tank
Probe

~_ /

Detecting
Iinstrument

Amplifier

A
Slide
Wires

(~O)
500 cycles generator
Fig. 33. Diagram of Potential Plotting Tank.

The electrolyte used in the tank is water to which a very small
amount of soluble salt has been added. In most localities, ordinary
city water contains a sufficient amount of these salts to make it amply
conducting for the purpose.

Exact scale models of the electrodes, made of sheet metal and sup-
ported on insulating rods, are used in the tank. The supports should be
reduced to a minimum so that they interfere with the potential distri-
bution as little as possible. Almost every practical electrode configu-
ration encountered in electron optics has mirror symmetry. The equi-
potential surfaces in space around thie electrodes obviously must cross
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the plane of symmetry at right angles. Because of this, as will become
clear as the discussion proceeds, the models may be constructed so that
they represent, to scale, half of each electrode bounded by the plane of
symmetry. The model is placed in the tank in such a way that the
free surface of the clectrolyte coincides with the plane of symmetry.
Although this is not a fundamental limitation, nearly all practical
plotting tanks are limited to use with electrode systems having this
symmetry.

Upon the application of the proper potentials to the model electrodes,
a current will flow through the electrolyte. Since it can be assumed
that the electrolyte is an ohmic conductor, the field strength at any
point will be proportional to the current density. As was mentioned
above, the electric current behaves like an incompressible fluid so that
the current density and hence the field strength obey the equation of
continuity (i.e., their divergence is zero in the absence of sources or
sinks). This is merely another way of saying that the potential
throughout the electrolyte obeys the Laplace equation. Thus the po-
tential at any point in the liquid is proportional to the potential of a
corresponding point in the actual electrode system.

The free surface of the electrolyte is a perfect insulating plane since
no current can flow in the medium above the liquid. The equipotentials
must intersect such a plane at right angles because there is zero vertical
current flow, and hence the field vector normal to the surface is zero.
For this reason it is possible to make use of models divided at their
plane of symmetry.

The potential distribution over the plane of symmetry is measured
by means of an exploring probe. This probe consists of a fine wire
mounted so as to just break the surface of the liquid and is constrained
to move in a horizontal plane. The potential of the probe is adjusted
until zero current flows, and the potential is noted. This potential is
that of the point where the probe touches the surface. For convenience,
the probe is carried at the end of a pantograph linkage, so that the
motion of the probe is reproduced by a stylus attached to the other
end of the linkage. This stylus, or mapping pencil, moves over a plot-
ting table. The arrangement will be clarified by reference to Fig. 3.3.

A photograph of a typical plotting tank is reproduced in Fig. 3.4.
The tank itself is made of wood, coated on the inside with roofing
cement to render it water-tight and shielded outside with sheet copper.
It is 214 feet wide, 8 feet long, and 2% fect deep. Along one side is a
table on which the mapping is done. Directly below the table are the
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potential dividers that supply the model electrodes and probe, and be-
hind them the amplifier whose output is connected to the null-indicat-
ing meter. The probe is attached to the pantograph pivoted at the
center of the edge of the tank nearest the mapping table. A shielded
lead carries the current from the probe to the amplifier.

In the example illustrated in Fig. 3.4, the probe and eiectrodes are
supplied from a 400-cycle oscillator, instead of with direct current.

Fig. 34. Potential Plotting Tank.

This not only facilitates the determination of the null point, but also
avoids the possibility of error due to polarization of the liquid at the
probe or electrodes.

The usual procedure in mapping a potential distribution is to divide
the voltage between the terminal electrodes into a convenient number
of intervals, then to set the probe potential at each of these values in
turn and map the path of the probe when it is moved in such a way that
the current to it remains zero. The resulting map of the intersections
of the equipotential surfaces corresponding to the voltage steps with the
plane of symmetry of the electron-optical system is the mest convenient
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representation of a potential distribution for the determination of elee-
tron trajectories.

Often, in the consideration of electron lenses, to be taken up in the
next chapter, it is necessary to know the axial distribution of the po-
tential of the system, together with its first and second derivatives along
the axis. The distribution can, of course, be found by direct measure-
ment with the plotting tank. The slope of the distribution curve,
plotted as a function of the axial coordinate, will give the first deriva-
‘tive. The second derivative can be found from the slope of the first
derivative curve, but this method of obtaining it iz very inaccurate., A
more accurate determination can be made by means of the radius of
curvature p of the equipotentials at the axis, the first derivative ¢/, and
‘the relation

| ¢"(2) = 2¢'/p

3.3 The Motion of an Electron in a Potential Field. The potential
distribution for a given electrode configuration having been obtained,
the next step is the determination of the paths of electrons moving in
this field.

In making this determination, it is convenient to consider the motion
of an electron to be that of a charged particie of mass m obeying the
laws of Newtonian mechanics, rather than to adopt the viewpoint of
quantum physies and assume it to be a wave packet, as is necessary in
the investigation of atomic phenomena. Furthermore, its mass will be
taken as constant and equal to 9.0-10— 28 gram. Where electrons hav-
ing extremely high velocities are to be considered, this assumption can-
not be made, and it is necessary to correct for the increase in mass as
dictated by relativity. Velocities where this correction is necessary
are not encountered in the field covered by this book. The value
1.59 %X 10— ¢oulomb will be taken as the charge of an clectron.

The foree acting on an clectron is the product of its charge and the
field strength at the point which it occupies. Hence, the differential
cquations of motion are

d*r do
m— = —elk; = ¢e—
de? T ar
d?y o
m— = —el, = ¢—
di? oy
d?z d¢
m-— = —ell, = e—
ar 0z
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In principle, in order to determine the electron path, all that is neces-
sary is to introduce the values of the potential into the above equations,
solve them, and eliminate time as a parameter.

Actually, there is no general method of carrying out this process, and
it is almost always necessary to apply mathematical approximations or
graphical methods to obtain a solution.

A number of practical mathematical approximations and graphical
inethods have been developed for the purpose of facilitating the deter-
mination of electron paths when the potential field is known. These
nethods, when carefully applied, are capable of yielding a high degree
of accuracy.

The general three-dimensional problem is extremely difficult even by
approximate methods. Fortunately, configurations requiring the solu-
tion of this general problem are rarely encountered.

In the field covered by this book, two classes of problems are of par-
ticular importance. They are:

1. Those involving electrode configurations in which the potential
variation is confined to a plane.
2. Problems involving cylindrical symmetry.

The remainder of this chapter will treat the first class of problems,
which are those involved in the design of the electron multiplier, de-
flecting plates, etc.

3.4 Electron Paths in a Two-Dimensional System. Where the po-
tential variation is confined to a plane, the Laplace equation, as has
already been pointed out, involves two coordinates only:

P 0%

— 0
% = ay?

Similarly, the laws of motion become

&’z e 9

;Zt? m o.r

d*y e 3¢

;l—t; m dy

3.7)

This particular form of these laws is not very convenient in the present
consideration, in that time enters the equations explicitly.

Taking the principle of least action as a starting point simplifies the
treatment, but it should be noted that all the relations deduced below
can be derived directly from the force laws of Eq. 3.7.

WorldRadioHistory



104 Electron Optics [Chap. 3

"The principle of least action states that any particle moving between
two points in a potential field will follow a path such that the integral
of the momentum over this path is an extreme, either maximum or
minimum. Symbolically, this principle can be written as

B
Bf myds = 0 (3.8
4

An electron moving in a potential field has a kinetic energy just equal
to the decrease in its potential energy during its motion. If the potential
is set equal to zero at a point where the electron is at rest, the following
relation applies:

or

The momentum in the action integral being represented by \/2e_m¢—o,

Eq. 3.8 becomes
B
5 f Veds =0 (3.9)
4

or

5 fA B\/E 1+ <Z—i>2dx =0 (3.9a)

This is satisfied by a solution of the corresponding Euler differential

equation:
d? 1 /3¢ dyd dy\?
__Z=_<____?{_?>[1+<—y> ] (3.10)
dx 2¢ \dy dx oz dz

which is directly derivable from the variation principle. Where the
numerical values of the potential as a function of x and y are known, it
is possible to perform a point-by-point integration of this equation—
e.g., by the method of differences—and thus determine the trajectories
of electrons in this field. Although extremely laborious, this is probably
the most accurate method of obtaining electron paths.

3.5 Graphical Trajectory Determination. There are graphical
methods for plotting electron paths on an equipotential map which
are easy, rapid, and sufficiently accurate for most practical problems.
Two of these are of sufficient importance as practical design tools to be
worth discussing in detail.
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Fig. 35. Circle Method of Graphical Ray Tracing.
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The first is a circle method. In Fig. 3.5, let it be assumed that an
electron is moving in a potential field with the velocity indicated by the
vector vo. The magnitude of this velocity vector is

The electric field, E, is normal to the equipotential ¢, and has a value
approximately equal to
o1 — 2
d

=E

One component of the field lies along the direction of motion; the
other, E,, is at right angles to this direction. The latter exerts a radial
force on the electron equal to eE,, giving rise to a centripetal acceleration:

¥ ek,

By solving for r and eliminating v with the aid of Eq. 3.11 this becomes

=N 9 (3.12)

E,
Accordingly, the path of the electron coincides approximately with the
arc of a circle of radius » tangent to the vector v,. Actually, this arc
should be infinitesimal in length, but, since the equipotentials are close
together, it may for this approximation be extended to meet the next
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equipotential, ¢2. At $2 the velocity vector will be tangent to the are
and will have a magnitude

!I{2 e
) \’m b2
By repeating the procedure at the successive equipotentials, the path of
the electron can be mapped.

The radius and center of the arc ecan be found graphically, thus avoid-
ing the ecaleulation indicated in Eq. 3.12. First, the approximate di-
rection of the field vector, E, is obtained by dropping a perpendicular
from A, the intersection of the path with ¢4, onto the equipotential ¢.,
cutting it at B. At right angles to the linc AB a line is cxtended until
it meets the normal to the velocity veetor at C. It is evident that E,
must lie along the normal to the velocity vector and that the center of
the arc must also be located on this line. If the angle between E and
E, is a, then:

AB

5 9 1
I, = FKEcosa = COS o

. AB .
yog _o 2 4c (3.13)
¢ — ¢ COS b2 — ¢

Somewhat greater accuracy is obtained if ¢ in the numerator of liq.
3.13 is replaced by the mean potential, giving

r—¢2+¢1
b2 — ¢

AC (3.13a)

With the aid of this construetion, path plotting can be carried out
rapidly and accurately.

When the path in question starts from a surface of zero potential it is
convenient to make use of the fact that it issues normal to the surface
and has an initial radius of curvature three times as large as that of the
electrostatic field lines in the neighborhood of its point of origin.

The second graphical procedure is the parabola method. This method
is advantageous where the curvature of the path is small, which makes
the radii awkwardly large when the circle method is used. Theoreti-
cally, if the process is carried to the limit and the separation between
the equipotential lines made to approach zero, either method gives the
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true path. In all practical cases tested, the accuracy of the two methods
is about the same.

The parabola method is based upon the fact that an electron moving
in a uniform field having a velocity component at right angles to the
field follows a parabolic path. It utilizes the geometric principle illus-
trated in Fig. 3.6a, namely, that the tangent to a parabola at a point at
an axial distance x from its vertex meets the axis at point C, located at
—z, or at an axial distance 2z from the point of tangency.

Fig. 36. Parabola Method of Ray Tracing.

Again, in Fig. 3.6a, let it be assumed that an electron at point A is
moving with a velocity v, as indicated by the vector v, and that its mo-
tion is due to a uniform field. It is possible to determine the parabola
giving its motion as follows: The component of velocity due to the elec-
tron having fallen through the potential field to point A is v cos 6, where
6 is the angle between the velocity and field vectors. The difference of
potential ¢* betwecen point A and the vertex of the parabola will, there-
fore, be

1m
¢* = ——v?cos® 0 (3.14)
2e
If two equipotentials, ¢, and ¢, are separated by a distance d, the field,
E, can be expressed as (¢2 — ¢1)/d. The distance between the vertex of
the parabola and the point A can consequently be written as
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1m
——v*d cos? 8

2 e
T = —
b2 — &1
S d cos® 0 (3.15)
b2 — ¢1

Equation 3.15 indicates a simple construction which will locate the
point C, as shown in Fig. 3.6a. The field vector, E, is extended back
a distance 2¢,d/(¢s — ¢;1) to B. From B a perpendicular is dropped to
an extension of the velocity vector. This perpendicular will cut this
vector at point C. Thus, this point can be determined from a knowl-
edge of the vectors v and E. Furthermore, if a line parallel to E is
drawn through C, and extended back a distance d to C’, this new point
must lie on the velocity vector for the point on the parabola where it
intersects the equipotential ¢o. If a line is drawn through C’ and 4, it
closely represents the path between the equipotentials ¢; and 2.

To apply this construction to a general two-dimensional potential
field, the procedurec is as follows: Fig. 3.6b, the electron is at A, moving
with a velocity and direction given by v. From point 4, a line E repre-
senting the field direction is drawn normal to the equipotential, ¢, and
extends a distance d to ¢o. This line is drawn back from 4 a distance
2¢1d/(p2 — ¢1) to point B. A perpendicular is then dropped from B
onto the prolongation of v, locating point C. From C a line parallel to
AB is drawn back a distance d, locating the point C’. A line through
C’ and A locates the position of the electron on the equipotential ¢,
and gives the direction of its velocity vector.

As the curvature of the path decreases, this method becomes increas-
ingly accurate. It, therefore, is useful for determining the straighter
portions of an clectron trajectory, where, as has already been men-
tioned, the circle method becomes awkward because of the long radii
involved.

The two plotting methods just discussed can be applied in any prob-
lem where the motion of the electron is confined to a plane; thus, it
applies to any electrode configuration whose potential can be correctly
mapped in a plotting tank of the type described.

3.6 The Rubber Model. By far the most convenient method of
obtaining electron paths is by means of the rubber model. This model
can be used in all problems where the potential can be expressed as a
function of two rectangular coordinates, and where the electron path is
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confined to the plane of these coordinates. The accuracy which can be
obtained is quite high, but not quite equal to that of a path carefully
plotted by the graphical methods described.

A rubber membrane, stretched over a frame, is pressed down over a
model of the electrode system which is made in such a way that its plan
view corresponds to the geometrical configuration of the electrodes in
the  — y plane while the leight is proportional to the negative voltage
on each electrode. The rubber is then no longer flat, nor does it follow
the surfaces of the model electrodes, but rather it stretches over them
in a series of mountains and valleys, touching only the top of every
electrode. If care is taken that the membrane is in contact with the
full length of the top edges of all the electrodes the contours of its
surface are found to correspond to an equipotential map of the electrode
system.

A small sphere is placed at a point corresponding to the eclectron
source, and allowed to roll on the rubber. The horizontal projection of
its path then is a map of an electron trajectory in the electrode system
under investigation.

The proof that the path of the sphere correctly represents an electron
trajectory is divided into two parts. First, it is necessary to show that
the height of every point on the rubber model is proportional to the
potential existing in the electrode system. Second, it must be proved
that a sphere rolling on such a surface follows a trajectory which repre-
sents the electron motion.

In order to show that the height z of the rubber surface represents the
potential distribution, it is necessary to show that the surface obeys
the differential equation:

%z 0%

— =10 3.16
ax? + ay? ( )

This may readily be demonstrated if two restrictions, which are more
or less fulfilled in practice, are imposed on the rubber surface. They
are: (1) that the slope of the surface be everywhere small, (2) that
the tension of the deformed rubber be uniform over the surface.

The most straightforward proof applies the principle of minimum
energy. Since the energy in any region is proportional to the area, the
area integral of the surface must be a minimum. Transforming this
minimized integral into the Euler form leads to the differential equa-
tion required.
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The physical significance of the shape assumed by the surface is
made more apparent by the following less rigorous demonstration.

Figure 3.7 shows an element of surface area, ds, together with the
forces acting on it. It is obvious that the vcetor sum of these forces

2z

Fig. 3.7. Torces Acting on an Element of a Stretched Membrane.

must be zero since the element is in equilibrium. In order to set up the
conditions of equilibrium, the four forces Fy, F2, F3, and F; must each
be resolved into their components along the coordinates. Considering
first Fy, it is evident from the figure that

Fi,=Ficosa=F ‘?—J—.—l——- (3.17a)
dr dz\?
\/ 1+ (G)

F1z=F1 Sina=Flgf—1——' (317b)
dx dz\?2
\/ 1+ ()

where dz, dz, and « are as indicated. By the first restriction, dz/dx is
small, so that

I
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and the components become

FI:EFI

Py (dz)
1z= 11 dx .

Similarly,

The two & components must be equal in magnitude and opposite in
sign, hence
F3: = —Fy,

Fy=~= —F,

F F (dz>
3z — 1 dr s

Summing the z components, the upward foree due to F; and Fj is

Fio+ Fy=F [(dz> (dz> ] LN 3.18)
1z 3z 1 dz/ | A = 161:2 L .

where Az is the length of the element in the z direction.

Applying the second restriction, that the force F; must equal the
tension 6 of the membrane times the width Ay of the element in the y
direction, Eq. 3.18 becomes

and

8%z
Flz + F3z =4 5—2 Ax Ay (3.18(1)
X

In like manner, the vertical components of the other two forces are
9%z

I"zz + F4z = 6—2' A?/ Ax

9y

Finally, since the sum of all the z force components must be zero, and
8, Az, and Ay are not zero, the equation

%z 9%

— —_— = 0

9z = 9y®
must be true, proving that z satisfies the Laplace equation with the
boundary conditions determined by the electrode heights.
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It may be mentioned at this point that the slope of the rubber surface
is everywhere proportional to the field strength, and that the force
exerted on any electrode by the rubber is proportional to the capacity
of that electrode.

The next problem is to show that a body moving under the action of
gravity on the rubber surface moves along a path which corresponds to
the electron trajectory. For simplicity, let it be assumed that the body
in question slides on the surface, and that its friction is negligible.

By the principle of least action, the action integral must be station-
ary, or

B
af myds =0 (3.8)
A

Since the system is conservative and, hence, the sum of the kinetic and
potential energies must remain constant, the momentum mo can be
found as follows:

K.E. 4+ P.E. = const
smv? = —mygz
my = const \/z

By substitution Eq. 3.8 becomes

afAB\/E ds = aLB\/E \/1 + <Z—Z)2+ <%>2dx =0 (3.19)

It has already been assumed that the slope of the rubber is small so
that (dz/dx)? can be neglected compared with unity; therefore the final
form of the action integral is

B 1 2
Vi | (_y) e .
6L z |1+ i dr =0 (3.190)

Except for z replacing ¢, Eq. 3.19a is seen to be identical with Eq. 3.9a.
In the previous derivation it was shown that the height, z, of the rubber
is proportional to the potential ¢. Therefore, the path of the body
sliding on the rubber is geometrically similar to the corresponding elec-
tron trajectory.

If, instead of the motion of a sliding body, that of a rolling sphere is
considered, the conclusions are the same, provided that the assumption
is made that the radius of curvature R of the sphere is small compared
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with the radius of curvature of the rubber. This is shown by deriving
the total kinetic energy as follows:

Let da be a small rotation of the sphere. Then the displacement, ds,
of the center of the mass is given by

ds = Rda

The angular velocity in terms of the linear velocity is thus

da 1ds v

w =
dt Rdt R

Next, the sum of the rotational and translational kinetic energies is ex-
pressed as follows:

KB, = - (m? + o) 1< +I)2
E.o=-(m =—\m+—
2 v w 2 R2 v

= 1, %,2
= zm*v

where m* is the effective mass.

As before, the total momentum can now be written as \/z times a
constant. Hence, Eq. 3.19a, expressing the principle of least action, is
unchanged, and the path of the rolling sphere indicates the desired path.

Certain assumptions were made in deriving the paths on the rubber
model, and the question might well arise as to how closely these assump-
tions must be fulfilled in order not to introduce serious errors in the
final results. As a result of a large number of tests on the model, the
indications are that, even if the slopes become as great as 30 to 45 de-
grees, and the tension in the rubber very far from uniform, the paths
obtained will be sufficiently accurate for all practical purposes. In
fact, the presence of friction, which has been neglected in the foregoing
derivation (except the implied friction required to produce rolling),
makes it advisable to use fairly steep slopes.

A practical form of the rubber model is shown in Fig. 3.8. Ordinary
surgical rubber is stretched over a square frame, which is about 3 feet
on a side. Usually the electrode models are made from soft metal
strips, either lead or aluminum, which are cut to the correct height to
represent the potential, and bent to conform with the electrode shape.
The table supporting the electrodes is built of welded angle iron and
has a plate-glass top. The glass top permits illumination from below,
which greatly facilitates the placing of the electrodes. Since it is often
necessary to press the rubber down to make it come in contact with the
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more positive electrodes, the table is equipped with movable side anns
to which can be clamped top electrode models.

It has been found convenient to use 3/16-inch steel ball bearings for
the spheres. Thesc have an advantage over glass spheres in that they

Fig. 38. Rubber Model for the Study of Electron Paths.

can be held at the top of the cathode electrode with a small electro-
magnet and released when desired, without any danger of deflecting
their course, merely by cutting off the current to the maguet.

—

Fig. 39. An Experimental Electrostatic Secondary Emission Multiplier.

Where a permanent record of the path is desired, a time exposure for
the duration of the motion of the sphere can be made. In this case it is
better to use black rubber for the model, and to illuminate it from
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Electron

paths
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—

Fig. 3.10. Electron Paths in a Multiplier of the Type Shown in Fig. 3.9 as De-
termined from Potential Plot.
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Fig. 3.11. Curves Showing Termini of Electron Trajectories in the Multiplier us
Determined by Direct Measurement and from a Rubber Model.
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above. Furthermore, with a pulsating light source, such as a 60-cycle
cold are, the paths will appear as dotted lines. The spacing between
the dots is a measure of the velocity of the electron.

Numerical values for the accuracy that can be attained with the
rubber model are difficult to give, since the error depends upon the elec-
tron path. Measurements of parabolic paths obtained on such a model
were made by P. H. J. A. Kleynen, who found an error of 1 percent in
the height of the parabola, and one of 7 percent in the separation be-
tween the arms of the parabola when the sphere returned to its initial
potential.

Results obtained with the model when used in connection with the
design of the electrostatic multiplier shown in Figs. 3.9 and 3.10 indi-
cate its excellence. Plots were made of the initial and terminal points
of a number of electrons, as indicated by the model, and again with an
actual electron tube. Two curves of this type are reproduced in Fig.
3.11, showing fairly close agreement between the two methods of
measurement,
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4 Electron Optical Systems

The electron-optical systems to be considered in this chapter are
those with axially symmetric field-producing elements. Electron lenses
in the usual sense are based on configurations of this type. Further-
more, it may be stated quite generally that any electrostatic or mag-
netic field which has axial symmetry is capable of forming a first-order
image, either real or virtual.

Electron lenses have achieved great practical importance in the last
two decades. They not only find employment in a wide variety of
scientific apparatus, but also play a leading role in electronic television
and electron microscopy.

4.1 Applications of Electron Lenses. The earliest application of
an electron lens is, unquestionably, the formation of a small electron
spot on the scrcen of a cathode-ray tube. This spot constitutes the
image of an emitting cathode, of a small aperture in a diaphragm, or
of a narrow cross-section of an electron beam. The electron-optical
system employed for forming the spot is designated as an elcctron gun.
Electron guns employed in television camera and viewing tubes will be
discussed in some detail in Chapter 12. They constitute an element of
central importance in present-day electronic television systems.

The image tube is another relatively simple application of electron
optics. As part of various types of television camera tubes, such as
the image iconoscope and the image orthicon, it serves to increase the
sensitivity of these tubes. In essence, an image tube is made up of an
extended photocathode, a fluoreseent screen maintained at a relatively
high positive potential with respeet to the photocathode, and an elec-
tric or magnetic electron lens which images the photocathode onto the
fluorescent screen. If a light image is projected on the photocathode,
a similar image is reproduced on the screen by the accclerated photo-
electrons falling on it. Figure 4.1 shows an elcctrostatic image tube
designed for observing objects illuminated by infrared radiation. The
photocathode is here infrared-sensitive, and the relatively small fluores-
cent screen is obscrved through a magnifier. Image tubes, with high-
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efficiency phosphor screens and operated at high voltages, may produce
fluorescent images which are many times as bright as the original
object.

The electron microscope constitutes the most claborate application
of the principles of electron optics. As indicated by Fig. 4.2, a modern
magnetic electron microscope is a perfeet analogue of a compound

».~4-.Am.—A7-

Fig. 4.1. Electrostatic Image Tube (Fluorescent Screen in Foreground).

projection microscope. The object, which is here generally either in
the form of a very thin film or deposited on a thin supporting mem-
brane, is “illuminated” by a beam of high-speed electrons. These
electrons are given off by a heated tungsten hairpin filament and ac-
celerated by a potential drop of 30 to 100 kilovolts. A short focal
length magnetic “objective” focuses the beam, modified by passage
through the object, into a first, or intermediate, image, which in turn
is imaged by a “projector” lens into a more highly magnified final
image. The last, which may have a magnification up to about 30,000,
may be either viewed directly on a fluorescent screen or recorded by
the electrons on a photographic plate. An additional optical enlarge-
ment of the plate so obtained, by a factor of 5 or more, may be needed
to reveal all the detail recorded thereon.
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Sec. 4.1] Applications of Electron Lenses 119

Figure 4.3 shows a highly flexible type of magnetic electron micro-
scope specifically designed for research purposes, with a magnification
range of 100 to 30,000. The lenses are here excited by stabilized d-c
power supplies. A much smaller, portable instrument, with permanent-
magnet lens excitation and a fixed magnification of about 6000, is

Light source

Condenser lens

Objective lens

Intermediate image
projector

Projector lens
(Eyepiece)

L

Observation screen =~ ——
(Photographic plate) Second stage © ——
magnified image

Fig. 42. Ray Paths in a Light Microscope and a Magnetic Electron Microscope.
(Zworykin, Morton, Ramberg, Hillier, and Vance, reference 4.)

shown in Fig. 44. This is especially convenient for routine checks,
being extraordinarily simple in operation.

Electron microscopes with similar general properties may also be
constructed with electrostatic lenses, at the expense of a certain loss in
ultimate resolution and magnification obtainable with a given instru-
ment size and number of lenses. An example of a modern electrostatic
electron microscope is shown in Fig. 4.5.

All these instruments, like the ordinary light microscope, find ap-
plication in a broad range of fields, particularly biology, chemistry,
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120 Electron Optical Systems [Chap. 4

and metallurgy; in the last instance a thin-film replica of the etched-
metal surface is prepared for examination in the electron microscope.

The shadow electron microscope, in which a very fine point source of
clectrons is employed to project an image of a closely spaced object on

Fig. 43. RCA Electron Microscope, Type EMU.

a distant screen or plate, shares this property, but has attained only
limited practical importance because of unfavorable intensity condi-
tions. Most other electron microscopes are distinctly special-purpose
instruments. The scanning electron microscope, in which the specimen
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Sec. 4.1] Applications of Electron Lenses 121

is explored by a fine electron probe and the image is reconstructed by
television techniques, is particularly suitable for the examination of
opaque surfaces; even so, it is gencrally less effective and more complex
than the standarid electron microscope employed with a replica tech-

Fig. 44. RCA Electron Microscope, Type EMT.

nique. Other instruments utilize thermionic, photoelectric, secondary,
or field emission to form images of the emitting surfaces. Such emis-
sion microscopes are employed for studying cathode properties, changes
in the crystal structure of metals at high temperatures, and the effects
of adsorbed atoms and ions on electron emission. If the emitting sur-
face is flat, the electrons are generally accelerated by a strong field
and then imaged by ordinary electron lenses. On the other hand, if
the cathode is cylindrical—for instance, a fine wire—or spherical or
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hyperboloidal, either axial or central projection may be employed to
form a magnified electron image of the surface on a cylindrical or

Fig. 45. ALG-Zeiss Electrostatic Electron Microscope. (Courtesy Siiddeutsche
Laboratorien.)

spherical fluorescent screen. Examples of such emission microscopes
are shown schematically in Fig. 4.6. Hyperboloidal emission surfaces
with a radius of curvature of the order of one micron may be obtained
by etching tungsten wire in a sodium nitrite melt. Copious field emis-
sion is obtained from such a point if it is mounted in a cathode-ray
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Sec. 4.2] Optical Principles 123

tube envelope and a difference of potential of a few kilovolts is applied
between it and the fluorescent screen.

(c) (d)

Fig. 46. Emission Microscopes for (a) Flat Cathode, (b) Wire, (¢) Spherical
Cathode, and (d) Point Cathode.

4.2 Optical Principles. When a ray of light passes through a bound-
ary between two inedia in which the velocity of light differs, the ray is
bent by a process known as refraction. The law governing this refrac-
tion is the well-known Snell’s law:

nsin 8 = n' sin B 4.1
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where g and g’ are the angles which the incident and refracted ray
make with the normal to the boundary between the media having
refractive indices n and n’, respectively.

If the boundary separating the two media is a section of a spherical
surface, it will act as a lens surface. Such a surface can be shown to
have image-forming properties. By this is meant that, if the light rays
from a small object enter the spherical refracting surface, the rays from
any point, will be bent in such a way that they converge on, or appear
to diverge from, a second point known as its image point. Further-
more, the image points will be ordered in the same way as the emitting

Fig. 4.7. Refraction at a Curved Surface.

or object points, so that an image is formed of the original object.
Where the rays travel so that they actually converge on the image
points, the image formed is said to be real; if it is necessary to extend
the rays backward to the point from which they appear to diverge, the
image is virtual.

To prove the existence of the image-forming property of these
spherical surfaces, it is necessary to show, first, that the rays from an
object point converge on an image point, and, second, that the ordering
of object and image points is similar. The carrying out of this demon-
stration requires the imposing of two restrictions, namely, that the
object be small, and that the rays make very small angles with the
axis of the system. Rays which meet these requirements are known as
paraxial rays, and the image theory based on these restrictions is called
the first-order theory, or Gaussian dioptrics.

In Fig. 4.7, P is the object point at a distance s from the spherical
boundary of radius R. The ray PA emitted at an angle 6 is refracted
so that it reaches the axis at s’, making an angle ¢’ with the axis. From
the geometry of the figure, it is obvious that the angles of incidence and
refraction are
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.
=0 _—
B=0+
7 01+T
= R

Since, under the restrictions imposed, the angles of incidence and re-
fraction are small, the sines appearing in Snell’s law may be replaced
by the angles themselves. Equation 4.1 thus becomes

nB = n'g’ (4.2)

and, if the expressions for 8 and B’ are substituted,

>
nf + n'e’ = = (n' — n) (4.3)
However, 8 = r/sand 6 = r/s’, so that Eq. 4.3 can be written as follows:
n ' n-n
- — = (4.4)
s ¢ R

Since neither r nor 4 appears in this expression, the equation proves
that any ray leaving P must converge on the point P’ at a distance &’
from the surface. The point P’ is therefore the image point of the ob-
ject point P.
If next a particular ray QQ’, which is normal to the refracting sur-
face, is considered, it is evident from the similar triangles formed that
y §&—R

y=R+s

Combined with Eq. 4.4, this becomes

! 7
L oL (4.5)

y n's
Since ¥’/y is the ratio of the separation of the two image points P'Q’
and that of the two object points P@, it is the lateral magnification m
of the image. This magnification is independent of which point on the
image is chosen; therefore, the ordering of the image and object points
will be similar, and the second condition for image formation is fulfilled.
Finally, substitution of the relation s’/s = 6/6’ in Eq. 4.5 leads to

the equation

nyd = n'y'd’ (4.6)
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This equation is a statement of the Lagrange law for the first-order
image formation by any number of refracting surfaces.

The formulas derived above are sufficient to determine the size and
position of the first-order image formed by any number or type of
coaxial curved refracting surfaces. For a pair of surfaces of radius B
and R’ separated by a distance which is negligibly small compared with
the object and image distances and enclosing a mediuin of refractive
index n, two successive applications of Eq. 4.4 lcad to

l+l ( ])<1+1) 1 @
-4+ —-=@n- —4+ =) =- .

s ¢ kR F S

The constant on the right-hand side of the equation is known as the
refractive power, or the reciprocal of the focal length f, of the “thin
lens” here considered. If the index of refraction in object space and
in image space differs, that is, is n and n’ respectively, instead of being
unity as assumed above, the lens equation takes the form

n n

n n

s & f f

It is thus evident, from setting either s or s" equal to infinity, that a
ray parallel to the axis in object space intersects the lens axis at a

4.8)

.

Fig. 48. Properties of a Thin Lens.

distance from the lens equal to f and that a ray parallel to the axis
in image space diverges from a point at a distance f from the lens in
object space (Fig. 4.8). From the geometry of the figure and from
Eq. 4.8 the magnification becomes

m = —ns'/(ns) 4.9)

4.3 The Thick Lens. The relations developed above can generally
be applied with a fair degree of accuracy to lenses whose focal length
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is long compared with their thickness. If the thickness of the lens is
not negligible compared to the focal length, Eqs. 4.8 and 4.9 still apply,
provided that the focal lengths and object and image distances are
measured from appropriate reference planes, the “principal” planes of
the lens. Indeed, they apply not only to a single lens, but to a system
consisting of any number of lens elements. Either the individual lens
or the compound system may be described as a “thick lens.”

The two principal planes of the thick lens are the conjugate planes
for which the optical system has a positive magnification of unity. In
other words, an object at one principal plane produces at the other a

F H} H/ F
4
__x f __’] fl xl

Fig. 49. Image Formation by a Thick Lens.

virtual (erect) image which is the same size as the object. The inter-
sections of these planes with the axis of the system are known as the
principal points. Figure 4.9 shows a thick-lens optical system, the
planes M N and M’N’ being the two principal planes, and H and H’ the
principal points. Any ray of light entering the lens from object space
parallel to the axis will be bent in such a way that it crosses the axis
at the point F’, the image-side focal point. The parallel ray and the
ray through F” will, if extended, meet at the principal plane of image
space, M’N’. Similarly, any ray through the object-side focal point F
will emerge from the lens systemn parallel to the axis. These two rays,
when extended, meet in the principal plane of object space, MN. The
two focal points, together with the two principal points, are known as
the cardinal points of the lens system. Once they have been located,
the first-order image of any object can readily be found. The dis-
tances f and f’, between the focal points and the corresponding prin-
cipal planes, are known as the object-space and image-space focal
lengths.

From the geometry of Fig. 4.9, it is evident that the lateral magnifi-
cation m of the system is given by

I'

m= — £ = — }; (4.10)
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where z and 2’ are the object and image distances from the focal points.
From this, it follows that

rz’ = ff’ (4.11)
The magnification and position can, of course, be referred to the
principal points instead of the focal points. If s and s’ are the dis-

tances of the object and image from the principal planes, their values
ares =x + fand 8 = f’ + 2’. Thus Eq. 4.11 leads to

(s=NE =1 =4

or
Z+f—, =1 (4.12)
s s
In the same terms, the magnification is
s — f
m= — ! =— ! (4.13)
s—f f

From an application of the law of Lagrange (Eq. 4.6) to the case of
an object located a great distance from the lens it may be shown that
n
Substitution of this relation in Eqgs. 4.12 and 4.13 leads directly to Eqs.
4.8 and 4.9 of the preceding section.
4.4 Index of Refraction in Electron Optics. From the foregoing,
it is evident that the concept of the index of refraction is important in
optics. In electrostatic electron
A % B |9 c optics, the potential, or rather
4 _Z_' 1v,,=", the square root of the potential,
V2 plays the role of the index of re-
E fraction. The following simple
v, 4 | example illustrates the similar-
U ity. Consider an electron mov-
. . ) ing from a region at potential
Fig. 4.10. Refraction by Potential ..
Double Layer. b1 .thro.ugh a narrow transition
region into a region at potential
¢2. Figure 4.10 shows the regions 4 and C to be field-free and at poten-
tial ¢; and ¢., respectively, whereas in the intervening transition space
B there exists a ficld of magnitude (¢, — #1) /d normal to the boundary
sheets. The boundaries separating the three regions are assumed to be
conducting sheets which are transparent to electrons. Such sheets are,
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of course, purely fictitious and can be only approximated in practice;
however, they are useful for illustrative purposes. The incident elec-
tron approaching the first sheet has a velocity

[

e
1= [2—¢
m

\
If it makes an angle 8; with the surface normal, its velocity can be re-
solved into two components, which are
o [e .
vz = [2— ¢ cos by, vy = |2 —¢18Inb, (4.15)
\ m N m

where z is normal to the boundary sheets and y is parallel to them. As
the clectron traverses the transition region, it is accelerated in the x
direction by the field, while its y component of velocity remains un-
changed. The total velocity of the emerging electron will, of course, he

Vo= . |2— ¢ (4.16)

Since the angle of emergence 6, is given by sin 6, = v,/v and, further-
more, vy, = V1, Kgs. 4.15 and 4.16 lead to

V/ ¢y sin 8, = /¢g sin 8, (4.17)

If this is compared to Snell’s law (Eq. 4.1), it will be seen that /¢ is
the exact counterpart of the index of refraction n.
This correspondence is quite general, as can be proved by comparing
TFermat’s principle of optics:
B
6f nds =0 (4.18)
4

and the principle of least action for an electron in an electrostatic field:

B B
6f vds = const 6f \/;ds =0 (4.19)
4 4

4.5 Simple Double-layer Lens. The simplest concept of an electron
lens is probably that formed by two curved double layers of the type
just described. The arrangement is illustrated in Fig. 4.11. The double
layer on the object side is assumed to have a radius of curvature R,
and that on the image side a radius R,. The potential of the inner
surfaces is ¢2; that of the outer ¢,.
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Fig. 4.11. Double-Layer Lens.

This lens corresponds exactly to an optical thin lens with an index of
refraction n, = V/¢, immersed in a medium which has an index of
refraction n; = v/¢;. Its focal length can be calculated in elementary
fashion and is given, in analogy with Eq. 4.7, by

G e

An electron source, located at a distance s from this lens, emitting elec-

trons with a velocity \/2(e/m)¢,, will be imaged at a distance s’. These
distances are related by the equation

8 + s f

Double-layer lenses may be approximated with the aid of fine-mesh
spherical screens. However, the approximation is crude and does not
permit precise imaging.

4.6 Continvous Lenses. If the type of lens described were the
only kind that existed, electron lenses would have little practical value.
There is a second, fundamentally different class, and upon this the
importance of electrostatic electron lénses depends. The operation of
these lenses is based on the following fact. Whenever there exists a
region in which there is a varying electric field having axial symmetry,
this region will have properties analogous to those of an optical lens
system; that is, it will be capable of forming a real or virtual image of
an emitting source.

It is evident that a lens formed in this way is very different from
the familiar glass lens treated in conventional optics. Instead of chang-
ing abruptly at boundaries between media of different index of refrac-
tion, the index varies continuously, both along the axis and radially.
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"This being so, it has been found necessary to apply different mathe-
matical methods in calculating the lens properties of any specific field.
These properties, once they have been found, can be represented by the
same four cardinal points which describe an optical thick lens, namely,
by two focal points and two prineipal points.

()

E
(b) S de
Fig. 4.12. Idealized Field Distribution in Simple Aperture Lens.

The simplest lens having continuously variable index of refraction is
that formed by an axially synumetric transition region between two
constant fields of different magnitude. Physically, such a region is
approximated by that in an aperture having different field strengths on
the two sides. This is illustrated in Fig. 4.12a.

In order to obtain a physical picture of the action of this lens, it is
convenient to make use of the concept of lines of electrostatic force, or
field lines, whose direction at any point is that of the field and whose
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density is proportional to the field strength. A small volume element
in the transition region of the lens is shown in Fig. 4.12b. In this
region the Laplace equation is obeyed, and, as was pointed out in the
preceding chapter, this requires that the number of field lines which
enter the volume element must equal the number which leave. It is
evident that, since the density of lines is different on the two ends, lines
must enter or leave through the mantel surface of the volume. Figure
4.12b shows that this condition can be fulfilled only if the field lines
are curved. Accordingly, the field lines are not parallel to the axis,
and the ficld can be resolved into radial and axial components. The
radial component of the field will deflect any electron passing through
the transition region toward (or away from) the axis. This bending
action increases with radial distance from the axis, as is required for
image formation.

The quantitative properties of the lens can be determined as follows.*
First, by applying the Laplace equation, the radial field component of
the field is obtained. From the radial field component, the change in
radial momentum of an electron passing through this region is calcu-
lated. This leads to the change in angle of the electron path and,
hence, directly to the focal length of the system.

Consider a small cylindrical element of volume about the axis of
symmetry of radius 7 and thickness dz. In view of the validity of
Laplace’s equation, the number of field lines leaving through the mantel
surface must be equal to the number entering through the end sur-
faces, or

O9rr dz E, = mE,(z) — E.(z 4+ d2)] (4.21)

where E, is the radial component of the field at a distance r from the
axis, and E,(z) is the longitudinal component, averaged over the end
surface at z. Replacing the parenthesis by (9E./0z) dz, this leads to

r ok,
2 9z

E, =

(4.22)

The change in radial momentum of an electron subjected to this
field for a time equal to that required to traverse the transition region,
whose width is q, is

SerdE,dz
Almoyy = — | eE, dl = f — =
0

2 9z v,

(4.23)

* See Bedford, reference 15.
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since dt = dz/v,. Since a is small, v, can be assumed to be constant
over the transition region, and the equation may be integrated, giving

AQmy,) = -2'1 (Ey — Ey) (4.24)

The change in angle is, therefore,

A(mw,) er

= E, — E +.25
o 2022m( 2 — Ey) (+.25)

or, replacing mv.? by 2e$, where ¢ is the potential of the lens,

Ey — E,

a=r——— (4.26)

4¢
Since « has been assumed small enough that v, may be regarded as
a constant throughout the transition region, it is also permissible to
regard r as a constant in this region, and equal to the height of inci-
dence and emecrgence of the ray considered. «/r then becomes simply
the sum of the reciprocal object and image distances (1/s + 1/5)

and hence, by the thin-lens equation 4.7,

J= i 4.27
B -5 (4.27)

Although, in view of the restrictions assumed in the derivation, Eq.
4.27 is only a first approximation, it is, nevertheless, useful for esti-

& @y

HZ) /Hl
/1

y

—d
—0 =

Fig. 4.13. Ray Paths in Double-Aperture Lens (Scheniatic).

mating the behavior of apertures and other electron-optical systems.
For example, a lens often encountered in practice consists of two aper-
tures at different potentials as illustrated in Fig. 4.13. The focal lengths
of the apertures considered separately are
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4¢ad
Jo=—
b8 — P4
—4¢pd
fg = __TeBT
o5 — b4

This being combined into a “thick lens,” due account being taken of the
converging action of the field between the apertures and the difference
in potential on the two sides of the lens, the focal lengths f and f* on the
object and image sides of the system are

i = : =
E) )
) B
J = — —
N
o5 \d4 B
Again, warning should be given that these results are only approxi-
mate and are strictly applicable only when the aperture diameters are
very small both compared to the separation d and to the focal lengths
of the system.

4.7 The Ray Equation. In most practical cases, the lens region,
i.e., the region throughout which the field is varying, cannot be re-
garded as small, as was assumed in the derivation given in the preceding
section. To determine the imaging properties of a more general elec-
tron lens, it is necessary to make use of a differential equation of the
ray path, which can be integrated over the region of varying potential.
If the same elementary eylindrical element, of thickness dz, about the
axis of symmetry is considered as in the preceding section, the change

in the radial momentum of an electron passing through the element
becomes

(4.28)

If the substitutions v, = dr/dt and 0E,/dz = —d®¢/dz?, ¢ representing
the electric potential along the axis, are made, it leads to

d (dr) 3 er d%¢ (429)
dz\dt/  2mw,ds? '
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By a suitable rearrangement of terms and the substitution v, &y =~
V (2¢/m)$, Eq. 4.29 can be written

d?r 1 dodr 1 d%

—_— T — e ———— — — 1-

dz? 2¢ dz dz  4¢ dz?
or, representing differentiations with respect to the axial coordinate by
primes,
TI¢I T¢”
2% 46
This is the fundamental ray equation used in all axially symmetric
electron-optical problems involving only electrostatic fields. When
solved, it gives the radial distance from the axis for a paraxial electron
ray in a meridional plane at every point along the axis. Furthermore,
its linear form assures the fulfillment of Gaussian, or first-order, image
requirements.

It is relatively simple to derive a more general path equation, which
applies for all rays, whether they are paraxial and meridional or not.
For this purpose, it is convenient to proceed from Newton’s cquations
of motion in an axially symmetric electric field:

(4.30)

e de e d¢ d .
F—rf?=——,; =——; —(@%) =0 (4.31)
m ar m 0z dt
Here, dots indicate differentiation with respect to the time ¢ and ¢ de-
notes the electrostatic potential at any point in space. Integration of
the last equation leads to

Tozéo
=
(4.32)
” 0 1.020'0 C —\/1-_’_ 1./2 __’_ 1‘20’2 C A\ /1 + 1./2
=7 Ve T2 /*-—Cz
=
\Y r’
with
c 10’00 \/; (4.33)
T VIR T |
The differential equation for r hence takes the form
e /2C? de
P=—\—+— (4.34)
m\r or
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1f the z-coordinate is chosen as an independent variable in place of the
time, the equation becomes, since # = r''#® + r'z

F—1% 1 /2% o¢
TR 2 <r_3 or

If the value for ¢’ given by Eq. 4.32 is substituted and the modified
potential

7,II

d
r’ a—‘”) (1 + 2 +1%0%)  (435)
z

C2
e (4.36)

is introduced, the equation for r takes the form

R sk <"i* _ "_“°*> (4.37)
20* or 9z
while 6 is given by the integral
6 = 6 +fz—q—1+—r’2dz (4.38)
2 T2 / _ C2
A\

For C = 0 the ray remains throughout in the same meridional plane
(6 = 6o) and the modified potential ¢* becomes identical with the true
potential ¢. C represents, but for a constant factor \/2em, the angular
momentum of the electron about the axis of symmetry.

If the general relation )

o =¢ — i_r2¢// + 6_147,4¢iv . (439)
which applies for all axially symmetric potential fields, is substituted in

Eq. 4.37 and only terms of the first order in 7 and +’ are retained, the
paraxial equation

pro=— - (4.40)

is obtained which, for meridional rays, is identical with Eq. 4.30. It
will be noted that the constant C is of the second order in the radial
coordinate. If the dependent variable r is replaced by the complex
variable w = 7-e¥, the term with C vanishes and the equation again
takes on the form of Eq. 4.30. As a result, the Gaussian imaging prop-
crties of the lens field are readily demonstrated even when skew rays
are taken into consideration.
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If the terms of the next-higher order—the third order in » and »—
are retained, the differential equation becomes inhomogeneous. A solu-
tion for small values of 4 and 4 indicates that the rays now miss the
Gaussian image points by distances which are given by a sum of terms
of the third order in the initial separation from the axis ro and the
initial slope 77o. These “aberrations” will be considered in scction 4.14.

4.8 Solution of the Ray Equation. If a pair of solutions of Eq.
4.30 is known, the first-order imaging properties of the electron lens
system can be readily determined. The procedure is similar to the
procedure in optics. An electron ray parallel to the axis at the object
is traced through the lens. If the image falls well outside the lens, the
rectilinear ray in image space is traced back to its intersection with
the axis to locate the image-side focal point and to its intersection
with the incident parallel ray to locate the image-side principal plane.
The object-side focal point and principal plane arc similarly located
by tracing through the lens a ray which is parallel to the axis in image
space and drawing the tangent to the ray in the object planc to its
intersection with the axis and with the parallel ray. With the four
cardinal points, the position and magnification of the image correspond-
ing to an arbitrarily placed object can readily be calculated. However,
it must be remembered that, in order to determine the cardinal points
in this way, the image must be known to lie outside the lens.

An alternative method of determining the imaging properties of a
lens, which does not require this knowledge, consists in first locating
the image plane by tracing through the system a ray leaving the axial
object point with a small radial veloeity component and then deter-
mining the magnification by tracing a sccond ray leaving an off-axis
point of the object parallel to the axis. The image-side focal point and
principal planc are then determined as before; the object-side focal
point and principal plane, with the aid of Egs. 4.11 and 4.14. It should
be noted that the cardinal points so obtained apply only for a single
object position if either object or image falls within the lens.

The differential equation rarely permits an analytical solution in
practical cases. As for the Laplace equation, a resort to numerical
approximation or graphical methods is generally required.

A very simiple and fairly rapid approximate method has been pro-
posed by Richard Gans.* With a little care, this method is capable of
an accuracy adequate for most practical cases.

* See Gans, reference 16.
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The method represents the potential along the axis by a series of
straight-line segments, and applies the ray equation along the segments
in turn. '

Over any straight segment, the second derivative ¢” is zero. The
ray equation, therefore, becomes

., TI¢I
= - —
2¢
This can be integrated twice to give
P Ve =C (4.41)
and
20(Vé — Vo)
r = 1o X 7 - (4.41a)

where 7, and ¢ are the radial position and potential at the beginning
of the segment.
At the point where two segments meet, ¢’ is infinite. By integrating
Eq. 4.30 over the transition, the equation
’ 14
'y — 7'y = —ru (4.42)
4¢

is obtained. The subscript 1 indicates values before the break-point,
and 2 those after the break-point.
Finally, where the segment is parallel to the axis, the solution becomes

T=T0 + T’o(z - 20) (443)

The method, because of its utility as a practical means for estimat-
ing the performance of any electron lens system for which the axial
distribution is known, is worth illustrating by means of a simple
numerical example.

The lens system to be considered consists of two equidiameter coaxial
cylinders. The cylinders are assumed to have potentials equal to 2
and 12, respectively. Here, the units of potential are quite arbitrary,
the only thing of importance, as far as the lens properties are con-
cerned, being the voltage ratio, which in this example is 6. The axial
potential distribution of the system has been calculated by means of
Eq. 4.50a given in the next section, and is tabulated in Table 4.1, in
which the distance z is given in cylinder radii.
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TasLe 4.1. POTENTIAL DISTRIBUTION IN TWO-CYLINDER LENS

U
— o = = D R

WO oD
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[V
-1

|
o

z ¢
—0.6 3.72
—0.4 4.58
—0.2 5.71

0.0 7.00

0.1 7.66

0.3 8.88

0.5 9.88
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It should be pointed out that the potential distribution for any
desired voltage ratio can be obtained with the aid of the values given

in Table 4.1 by adding an appropriate constant.
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Iig. 4.14. Axial Potential Distribution and Its Line Segment App.oximation for

a Cylinder Lens.

The potential distribution is shown by the dotted curve of Fig. 4.14.
In addition, this distribution is approximated in the figure by a series
of six straight-line segments intersecting at points 4, B, C, D, E. The
potentials at the intersections and the potential gradients in the con-
neeting segments are given below:

A

8®m DO QO

2 @
—1.60 2.0
—0.96 2.7
—0.46 4.3

0.60 10.6

1.40 12.0
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An electron leaves an object point on the axis at a distance —12 lens
radii from the origin, with a velocity corresponding to ¢ = 2 and a
slope of 0.096. It is required to find the conjugate image point, that
is, the point at which the electron again intersects the axis.

The electron will move in a straight line until it reaches the first
break-point at A. At this point, its radial distance is r4 = 1.00 and
its slope 7”14 = 0.096. Its slope at the other side of the break-point is
given by Eq. 4.42:

1.00 X (1.09 — 0)

0.096 — = —0.040
1X20

a4

The value of C for the segment AB, given by Eq. 4.41 is:
C = —0.040 X v/2.0 = —0.057

Therefore, by Eq. 4.41,
—0.057

e = 27
—0.114(V2.7 — V'2.0)

rg = 1.00 = 0.97
B - 1.09

= —0.034

and, from Eq. 4.41a,

The calculation continues in the same way for each succeeding break-
point and segment. The results are given in Table 4.2. From point E,

Tasre 4.2. PARAMETERS OF APPROXIMATE PATH IN
TWO-CYLINDER LENS

T 7‘/1 le C

A 1.00 0.096 —0.040

—0.057
B 0.97 —0.034 -0.22

—0.366
C 0.88 —0.18 —0.32

—0.657
D 0.62 —0.20 —0.14

—0.459
E 0.51 —0.13 —0.11

the electron continues in a straight line, with a slope to the axis of
—0.11. Therefore, it intersects the axis at a distance 0.51/0.11 = 4.6
radii from point E, or, in other words, the image point is 18.0 lens radii
from the object point. A determination of the path by the more exact
method outlined below gives the distance between the object and image
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point as 18.6 lens radii. Figure 4.15 shows the exact path of the elec-
tron through the systemn, together with the points corresponding to the
radial position at the break-points as calculated by the approximate
method.

A closer approximation, of course, could have been obtained if a
greater number of line segments had been used to represent the poten-
tial, particularly on the low-potential side of the lens. It then becomes
more convenient, however, to

employ a standard method for g oitalcicuisted
the numerical integration of dif- A{L5  —True path

ferential equations, such as that

outlined below.* . . === T T e
Suppose that a function y is z

tabulated for equal intervals h

of the independent variable z in

the following manner, defining the first-, second-, and third-order dif-

ferences of y by

Fig. 4.15. Electron Trajectory through
Cylinder Lens.

Ay = Yi — Yim
Aoy = D1y — Aryi
Azy: = Aoy — Ag¥yi

4 Y

20 — 3h Y_3

Ay_2
20 —2h y_o Asy_y

Ay Ay
o —h y_ Asyy

Aryo Agyr
20 Yo Qg

Ay Azye
zo+h Agys

Ay Azys
20 + 20 Yo Agys

Arys
20 + 3h Ys

Then the integral of y over any interval h may be expressed in terms of
function y and its differences as follows:

* See, e.g., Zworykin, Morton, Ramberg, Hillier, and Vance, reference 4, pp. 407-
412, or E. P. Adams, reference 28, pp. 220-242.
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2
f ! ydz = h(yo — 3010 — T8 0290 — s A3y0) (4.44a)
-
= h(y—y + 38190 — Tiglotn + JpAsy2)  (4.44D)

This approximation corresponds to fitting a third-order curve through
four neighboring points of the function. The intervals should, in
general, be chosen small enough so that the highest difference makes
only a very small contribution to the integral.

The application of Iqs. 4.44 to the integration of a first-order dif-
ferential equation,

r=y=fr2) (4.45)

is obvious. Assume, to begin with, that the equation has been inte-
grated up to some point zo — h and that y = f(r, 2) and its differences
as well as r are tabulated as functions of z up to this point. Then
cxtrapolate r to provide a guessed value 7(z¢) and substitute this value
in Eq. 4.45 to provide a corresponding value for y(z,). With this new
value of y and the corresponding differences, the increment in r is
determined by Eq. 4.44a. If this is identical with the originally guessed
increment, the guess was eorrect, and it is possible to proceed to the
next interval. If the two increments do not agree, a new guess is made
and the process is repeated until identity between the guessed incre-
ment and the integrated increment is obtained.

At the beginning of an integration, only the initial value of r, and
hence, by Eq. 4.45, also that of 17, are known, so that, in the integration
over the first interval, only the first two terms of Eq. 4.44a can be used.
As the integration progresses, additional differences are established,
however, and the first integrations may be checked and eventually
modified by applying Eq. 4.44b. Quite generally, the repeat opera-
tions can be minimized and the integration be carried out smoothly and
speedily if sufficiently small intervals are chosen. Frequently, the
differential equation can be transformed by a change of variables in
such a manner that the speed and accuracy of integration is improved.

An equation of the second order, such as Eq. 4.30, which may be
written in the form

=y =70r2) (4.46)

can be solved in quite the same manner, applying the numerical inte-
gration twice in succession. Both y and " are tabulated with their
differences, along with r, as function of z. The increments in r and
are obtained with the aid of Eqs. 4.44 since
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20

ydz; r(z9) — (20 — h) =f ' dz (4.47)
h h

20—

20

o) = o = 1) = [

Z9—

The electron trajectory shown in Fig. 4.15 was calculated in this
manner.

4.9 Special Lens Systems. The clectron-optical system consisting
of two coaxial cylinders of equal diameter forms the basis of many
practical lenses. The propertics of this configuration can, of course,
be determined by mapping the
axial potential distribution with l
the aid of a plotting tank and [
then tracing suitable rays by one !
of the methods just discussed. " P
However, when high accuracy is z
required, a mathematical solu-
tion of Laplace’s equation is to
be preferred.

Figure 4.16 illustrates, in cross
seetion, two semi-infinite coaxial
cylinders, spaced a negligible dis-
tance apart. The axis of the cylinders will be taken as the z-axis of
the cylindrical coordinate system, and the origin of the system will be
located at the junction of the two cylinders.

The general solution of the Laplace equation for this type of con-
figuration was discussed in the preceding chapter. By separating the
variables, it was shown that the solution could be expressed in the
form of the following integral:

Fig. 416. Coordinates for LElectrostatic
Cylinder Lens.

o(r, 2) =fA (k)G (r, k)F (k, 2) dk

where
l" = afikz + bf—ikz

G = cJo(tkr) + dNo(ikr)

The requirement that the potential remain finite as z increases elim-
inates all terms with complex k. Furthermore, the condition that it be
finite along the axis requires that the coefficients of the Neumann func-
tion Ng be zero. Finally, since ¢ — (¢; + ¢2)/2, where ¢; and ¢, are
the potentials of the two cylinders, is an odd function of 2, the only
trigometric functions to be considered are sines.
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Hence, the solution c¢an be written in the form

o(r,2) = f B(k)J o (ikr) sin kz dk + &24)2 (4.48)
0

The coefficient B(k) can be found with the aid of boundary conditions
for r = 1, the radius of the cylinders being taken as unit length; they are
o(l,2) = ¢y forz<0
o(l,z) = ¢ forz>0

The evaluation leads to

1( -
B(k) (k) = — {f _ o sin kz dz +f
7T J_o 2 0

By Bl
‘Il'kJ()(Zk) z— ®

If this value is substituted in Iq. 4.48, the potential is found to be

“ ¢y — 1

sin kz dz}

B(k) =

#(r2) = - ] 4;:’10( 5 Jo(ikr) sin (ke) ks + 2 "; % (449
The axial potential and its first two derivatives are
$(z) = f (¢2 — l:;:: (kz) ak+ & J; % (4500
¢'(z) = f (62 — M dk (4.50b)
Jo( ik)
") = — = f (62 — o) o2 (4.506)
Jo(z k)

These integrals cannot be solved analytically, but must be evaluated
by quadrature, eventually employing Eqs. 4.44. The figures so ob-
tained can then be utilized to integrate the ray equation by one of the
techniques described in the preceding section. For many purposes, it
is convenient to approximate the expression for the potential by the
function: *

o1+ ¢

o(z) = G = O -tanh (1.3152) +

(4.51)

* See Gray, reference 17, and Bertram, reference 18.
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In this example, as in many others, the solution of the ray equation
can be expedited by the substitution

c= —r/r (4.52)

The function ¢ is the convergence of the ray. It is thus named becausc
it is the reciprocal of the distance along the axis from the point at
which ¢ is determined to the intersection of a rectilinear extension of
the ray with the axis. With the convergence as a dependent variable,
the ray equation (4.30) becomes

’ 2 C¢, + d)_”
29 ¢
The evaluation of the equation must be continued until the ray is sub-
stantially a straight line, or until it passes through the image planc.

(4.53)
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Iig. 4.17. Focal Properties of the Equidiameter Cylinder Lens. (Zworykin,
Morton, Ramberg, Hillier, and Vance, reference 4.)
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The curves reproduced in Fig. 4.17 locate the four cardinal points of
the coaxial equidiameter cylinder lens for various ratios of the applied
potentials ¢; and ¢2. All distances arc expressed in terms of cylinder
diameters.

Besides the coaxial cylinder lens using cylinders of the same di-
ameters, an infinite number of other lenses can, of course, be formed
by cvlinders of unequal diameters. The position of the principal planes
is affected, to some extent, by the choice of the diameter ratio. There

DIf, Dfz¢
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1.0

| | 0.8 / 4
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Fig. 4.18a. Focal Properties of Equidiameter Aperture Lens for
d/D =0, d/D =2.
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is rarely any advantage in choosing cylinders of different diameters
from the standpoint of electron optics. Coaxial cylinder lenses will be
discussed in more detail in relation to the electron gun.

4.10 Aperture Lenses. Another important class of lenses consists
of those formed by a pair of apertured conductors at different poten-
tials. They have found application both in electron guns and in certain
types of electron imaging devices.

The simplest casc of this type has already been discussed. If the
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Fig. 4.18b. Focal Properties of Equidiameter Aperture Lens for
d/D =2,d/D = .
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scparation d of the apertures is very large compared to the aperture
diameter, the focal lengths of the lens are given by Eq. 4.28. Setting
¢4 = ¢1, and ¢ = ¢2, both the principal planes lie beyond the low-
voltage aperture, at distances

. g 3 dd¢, ' W y _ ddg, (4.54)
2 3(¢2 — ¢1) 6 3(p2 — ¢1)
from the plane of symmetry of the lens.
In the other extreme case, that is, a separation which is negligible
compared with the aperture diameter, the potential distribution along
the axis takes on the simple form

¢+ 1 P2 — ¢ F4
= 4.55
¢ 2 2 V(D/2)P+ 2 (4:5%)

Here, D is the aperture diameter. With the aid of this expression the
cardinal points can be determined, for any value of ¢./¢;, by inte-
grating the ray equation.

For other values of d/D, the potential distribution must first be
found with the aid of the electrolytic tank or by a method of succes-
sive approximations. Figures 4.18a and b show the position of the
cardinal points of a lens formed by two equidiameter apertures for the
three conditions d/D =0, d/D = 2, and d/D = «. The divergence
between the values for the last two cases is seen to be niost pronounced
for large values of ¢a/¢y, or high refractive powers.

4.11 Cathode Lens Systems. In many practical electron-optical
systems, the electrons enter the system with essentially zero velocity.
An example is to be found in the electrostatically focused image tube
(which, in connection with the image iconoscope, is discussed in Chap-
ter 10). The electron-optical properties of such a lens system are
radically different from those of the lenses discussed so far,

The potential at the point where the electron enters the system is
zero. In conscequence, the electron ray originates in a region of zero
index of refraction. Because of this, the first focal length is zero, and
the first principal plane is located at the object.

[ the electrous were uetually emitted frown the object, that is, the
cathode, with zero veloeity, the image plane would be completely in-
determinate. However, the assumption of a small radial initial velocity
suffices to determine the position and, with it, the magnification of the
image. In practice, both the radial and axial components of the initial
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veloeity are far from negligible, and are responsible for certain aber-
rations discussed in section 4.14.

One of the simplest lenses of this type consists of two coaxial eylin-
ders of equal diameter, one infinite in extent, the other terminated by
a flat plane. The terminal plane is assumed to be the electron object.
In a conventional image tube, for example, this plane would be a photo-
cathode. The cathode surface is conducting and is electrically con-
nected to the cathode cylinder, these elements being at zero potential.
For convenience, the lens will be said to be located at the junction of
the two cylinders, although actually it extends from the cathode to a
distanee of several eylinder radii beyond the junction. The geometry
of the lens can be seen from Fig. 4.19.

Lens
T = _ -
Object zZ Image
Cathode cylinder Anode cylinder

Fig. 4.19. Cathode Lens.

The calculation of the potential distribution proceeds exactly as in
the previous example of the two-cylinder lens. It is expedient here to
use cylindrical coordinates with their origin at the cathode. The gen-
eral solution of the Laplace equation, which can be evaluated from
the boundary conditions of the lens, leads to the following integrals,
giving the potential along the axis together with the first and second
derivatives:

2¢1 (~* cos ku sin kz

=—| —dk 4.56

*@ =) THam (4.56a)
2¢; "~ cos ku cos kz

() =—| —dk (4.56b)

™ Jo J()(’Lk)
2¢1 (** k cos ku sin kz

$"'@2) = —— | ————dk (4.56¢)

T Jo Jo(7k)

As before, these integrals must be evaluated by quadrature.

The numerical values of the potential thus obtained can, with the
aid of the ray equation, be used to obtain the lens properties. In this
instance, the convergence function ¢ becomes infinite at z = 0 and thus
cannot be used. However, the substitution of the function
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B 1 7
B 22 r
leading to ,
1 ¢l ¢II 1 ¢l 1
b’=b2—b<—- —) — ——<———) 4.57
z+2¢ +4¢+22 2¢ 2z ( )

will facilitate the solution by reducing the ray equation to a first-order
differential equation.

Numerical deterininations of two electron paths will locate the image
and give its magnification. In Fig. 4.20, the potential and its first two
derivatives are shown, together with two electron trajectories. It
should be noted that the latter are independent of the applied poten-
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Fig. 4.20. Axial Potential Distribution and Electron Trajectories in a Cathode
Lens.

tial, ¢1, and are a function of the cathode-to-lens distance, u, only.
The magnification is approximately half the ratio of image distance
to object distance, both measured from the junction of the two
cylinders. The magnification is unity for u = 1.8 lens radii.

It is often desirable to arrange the lens in such a way that the focal
length and image position can be varied electrically. This can be done
by making the cathode cylinder of resistive material so that an axial
potential gradient can be established on it between cathode and lens.
In practice, it is convenient to divide the cathode cylinder into a num-
ber of rings having equal potential steps between them. Experimen-
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tally, this is found to simulate the effect of the resistive cathode
cylinder qualitatively and quantitatively.

The performance of this system can be calculated by the methods
alrcady given. The results of such a determination are of value in
many design problems.

The magnification of the system just deseribed is a function of the
image and object distance alone and cannot be changed in a given tube
configuration. It is possible, by in-
corporating a third clement, to make
a lens system which has variable mag-
nification. The additional clectrode ‘ ’

—

nmay be in the form of an aperture or

a short eylinder placed between the b

anode and cathode eylinders. An _ b 4’4

cleetron-optical systemn of this type is ~ Fig- 421 An Electron Lens Sys-

. . . i . tem Arranged to Give Variable

illustrated in Fig. 4.21. For a given Manificati
agnification.

tube structure and overall voltage, the

magnification is varied by changing the potential ¢3 on the extra clee-

trode and refocusing the image by the potential ¢o across the eathode

cylinder.

Before the subject of eathode lens systems is left, some mention should
be made of the procedure required when they are to be investigated by
the Gans method described in section 4.8. In order to determine the
image position, it is necessary to assume an initial radial veloeity. In
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|

1
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Fig. 4.22. Determination of Electron Trajectories near Cathode in Gans Method
of Ray Tracing.

“p L4

Fig. 4.22 the axial potential distribution of a cathode lens system is
represented by a scries of straight-line segments. The electron is
emitted from the object point, A, with a small radial initial veloeity,
into a region of uniform field as represented by the first segment, AB.
The trajectory of the clectron is a parabola. If, at the end of the first
segment, its radial distance from the axis is 7, then, from the properties
of the parabola, the slope of its trajectory will be r5/(2zp), where zj
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is its axial position. Therefore, the electron will enter the first break-
point on a path described as follows:

’ ,‘B

7y = —

231;
r=rg, ¢ =¢s (4.58)

From this point on, the procedure is the same as for any lens systen..
The choice of the radial scparation rp is arbitrary, and does not affect
the determination of the image position.

4.12 The Magnetic tens. Thus far the discussion has been limited
to electrostatic lens systems. Magnetic lenses, however, rank as at
least equal in importance. From a theoretical standpoint, they are
very much more complicated, because the principal electron paths are
not confined to a plane.

The simplest magnetic lens consists of a uniform magnetic field
parallel to the axis of the system and pervading all the region between
the anode and the cathode. Such a field is produced in the interior
of a long solenoid.

An clectron which leaves the cmitter parallel to the axis is subject
to no force from the magnetic field. The time required by this electron
to traverse the distance between anode and cathode is given by the

integral
Lz
n =f — (4.59)
0

P

where L is the total distance and v, the axial velocity. If, in addition,
the particle has a radial velocity component, v,, it will experience a
foree

F = Hev,

where H is the magnetic field strength. Since the direction of this
force is at right angles to the transverse velocity and to the field, the
clectron path will be curved. The projection of this path on a plane
normal to the axis (Fig. 4.23) is a circle, the radius p being given
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Fig. 423. Electron Paths in a Uniform Magnetic Field.

WorldRadioHistory




Sec. 4.12] The Magnetic Lens 153

by the relation between the inward acceleration and the centripetal
force, i.e.:
mp,? »,

e
= [lev,; —=—H
p p m

The circumference of this circle will be 2rp, and, therefore, the time #;
required to traverse the circle will be

2%p  27m

= (4.60)

vy ell
This time is independent of the initial radial velocity. If £ in Eq.
4.60, or any multiple thereof, is equal to t; in Eq. 4.59, all electrons
leaving a point on the source will come together at a point in the image
plane, regardless of their initial radial velocity comnponent. It should
be noticed that the image, unlike that formed by an electrostatic lens,
is erect.

The investigation of electron motion in a more general axially sym-
metric magnetic field calls for the introduction of a new quantity, the
vector potential A of the magnetic field. It is related to the axial and
radial magnetic field components, h, and k., by *

9 =

19(rd) dA
h, =— ; hy = — — (4.61)
r oJr 0z

and is equal to the ratio of the magnetic flux N through a circle about
the axis through the reference point divided by the circumference of
the circle:

1
A =—=~=| hgrdr (4.62)

The equations of motion in a general axially symmetric electric and
magnetic field then become

A 0
F—rd? = — i<7‘0'hz — a—‘P) = — i<9 9rd) - a—‘P) (+.63a)
r

m ar

* Lower-case letters are here employed to distinguish the magnetic field off the
axis from the field H(z) = h.(z, 0) on the axis. The general relation between mag-
netic field and vector potential is, in vector notation,

h =curl A

In an axially symmetric field, only the azimuthal component of A, Ag = 4 differs
from zero.
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1d (%) ( b — h) e < 0A 1"6(1‘A)> (4.63D)
—— () = — — (¢h, — th,) = — |2 — + - 1.
rdi m i dz r Or
d dA d
8= A <r(§h, + —¢> - <r(9——-— -~ —¢> (4.63¢)
m a9z m 9z 9z

Integration of the second equation leads to

), 2 e
% = \/ (0 + \/— 1-A> (4.64)
m 2m
e+ Vi)
] 2m7
2

0 =-= — V1 4 12 4 122
: 1'2\/<p

<C+ ,/-;—rA>\/1+r'_2

)
' ¢ 2m

r

\/ Ay 1000 Vo (4.66
— r .
om 0 V1 + 12 + 15202 )

This leads to an equation for r of the same form as for the purely elec-
tric field (Eq. 4.37):

e (2/C e LI ) 2 /C e a(rAd))
EH N SN

mir \r 2m ar r Nm \r 2m ar I
plot Gartsim e, oy o
z 2¢ r\r 2m ar

2 ¢\ /o(r4 A 3

ENECONIICR R

m\r 2m or a9z 0z

(4.65)

with

=~

(14 1%) [op* | d¢*
BT {‘67 o ‘a?] (+67)
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with the modified potential ¢* defined by

C e 2
pr=0— |-+  [—A (4.68)
r 2m
In view of the fact that the magnetic field, like the electric field, obeys
the Laplace equation, the vector potential may be written in the form

r 7'3 (_1)nH(2n) r 2n+1
A=-I——H" 44" - ceo (48
2 16 oot nl(n 4 1)! (2) + )

If this series, along with that for ¢ (Eq. 4.39), is substituted in Eq. 4.68
and only the terms of lowest order in » and r’ are retained, the paraxial
equation

C? ¢ re” el
o= s ———— (4.70)
¢r 20 49 8me

is obtained. In addition, Eq. 4.65 leads to the following expression for
the angle of rotation of the electron:

z c e
6 = 6 _ —H 71
0+.£o {r2\/¢+ \ 8meo }dz (471)

If attention is confined to electrons which, outside of the lens, move
in meridional planes, so that their angular momentum, and hence C,
vanishes, it becomes evident from Eq. 4.71 that the magnetic field
rotates the image through an angle

z e
= — Hdz 1.72
X J; Smd (4.72)

where z; is the axial coordinate of the image plane. Furthermore, for
paraxial meridional electrons passing through a purely magnetic lens
field,
eH®r
= — (4.73)
8mop

For a thin magnetic lens, where the radial coordinate can be regarded
as practically constant within the refracting field, Eq. 4.73 can be in-
tegrated to yield

= f “Htd (4.730)
e — 1 = Z A0Q
' 8mg Jz l
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If s and &' are the object and image distances, the left side of Eq. 4.73
becomes identical with /s + r/s’. A comparison with the general lens
equation 4.8, with n = n/, yields for the focal length f,

1 e #
~=—| H%dz (4.74)
f 87n¢ 2o

In addition, the magnetic field of any electron lens rotates the image
through an angle*

EA e
X = f —— H dz (4.75)
20 8m¢
A comparison of the expression for the angle of rotation (Eq. 4.75)
and that for the refractive power of a thin magnetic lens (Eq. 4.74)
shows that, if a lens is made progressively thinner, keeping its refrac-

2y %

1 Zin

Fig. 424. Approximate Representation of Axial Magnetic Field.

tive power constant, the rotation produced by the lens approaches
zero. A very thin magnetic lens, like an electrostatic lens, produces an
inverted real image of a distant object. For the very long lens (uni-
form field), on the other hand, the angle of rotation becomes just equal
to = and completely compensates the inversion of the image produced
by the focusing process.

If the lens cannot be regarded as very thin, Eq. 4.72 must, in general,
be integrated numerically. An alternative method, analogous to that
proposed by (ans for an clectrostatic lens, has been suggested by
K. G. Ramberg.

To illustrate this method, it is assumed that the axial distribution
of a field has been measured or estimated, leading to the smooth curve
in Fig. 424, The actual distribution is approximated by a series of
step segnients as shown in the figure.

*This is simply the rotation of the path of “meridional” electrons (C' = 0)
about the axis, as given by Eq. 4.71.
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The solution of Eq. 4.73 over any segment, for example, that between
z; and 2444, is
sin Vell2/(8me) (z — z))

= 7. 2 P —_ . ! =
r = r;cos VeH?/(8m¢) (z — z;) + 1'; \/e—Hz/(8m¢>) (4.76)

where ¢ is the potential in the segment; H, the magnetic field; r, the
radial distance of the ray; and z; < z < 2;41. Both r and # are con-
tinuous at the break-points, so that the solutions for the individual
segments given by Eq. 4.76 join smoothly.
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Fig. 425. Short Magnetic Lens. (Zworvkin, Morton, Ramberg, Hillier, and
Vance, reference 4.)

One field distribution, which permits analytic integration of the
differential equation and, at the same time, is closely approximated
by many magnetic lenses encountered in practice, is given by *

I,

* See Glaser, reference 29.
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where Hj is the maximum field, at the center of symmetry of the lens,
and 2¢ is the width at half value of the field distribution. The focal
length of this field is given by

1 1. ™ x (k* 3k
b e B

the distance of the focal plane from the center of symmetry, by
]=ltan+_-g7—r<lci—3—lé+--'> (4.79)
2 a V1I4+E a\2 8

Here, the parameter k? is given by

3 ea’Hy?

8m¢

k2

(4.80)
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Fig. 4.26. Variation of Refractive Power (a/f) and Reciprocal Focal Distance
(a/zp) with Lens Excitation for the Magnetic Field Hy/(1 + (z/a)2).

WorldRadioHistory



Sec. 4.13] Image Defects 159

In particular, if the lens field is produced by an armored coil with an
air gap, such as that shown in Fig. 4.25, with a number of ampere
turns nl, al{y = 4nl/10 and

0.0035(nI)*
v

k2 (4.81)
where V is the operating voltage.

Figure 4.26 shows the variation of the refractive power and recipro-
cal focal distance of the lens field (Eq. 4.77) as function of the ratio
(nI)2/V. Tt indicates, as is incidentally obvious from Eqgs. 4.78 and
4.79, that such a magnetic lens behaves, for moderate field strengths,
like a thin magnetic lens with the lens position at the plane of sym-
metry. For stronger fields, the principal planes, which are crossed in
the sense of the image-side principal plane lying closer to object space
than the object-side principal plane, move apart.

4.13 Image Defects. The theory thus far developed has dealt with
images formed by rays very close to the axis of the lens. In other
words, it deals with rays making angles with the axis which are suffi-
ciently small that only the first terms of the sine expansion need be
used. However, because the first-order theory deals with such a small
portion of the lens and object, it tells nothing about the quality of the
image.

The theory has been extended to take into account the next term of
the expansion. This third-order theory, developed by Ludwig von
Seidel and bearing his name, lcads to a series of five correction terms
which vanish when the oblique rays are deflected in the same manner
as the paraxial rays. When one or more of these terms differ from
zero, the oblique rays from the object do not converge in the image
points indicated by the laws governing the paraxial rays and the image
is unsharp or deformed; the system is then said to have aberrations.
Corresponding to the five terms in the third-order theory, there are
five aberrations from which a system may suffer. They are (1) Spheri-
cal aberration. (2) Astigmatism. (3) Coma. (4) Curvature of the
image field. (5) Distortion of the image.

In addition to these five third-order aberrations, there are two arising
from variations in the initial velocities of the electrons as they leave
the object. They are known as the chromatic difference in image posi-
tion and chromatic difference in magnification, in analogy with the
optical chromatic aberrations caused by the variation of the index of
refraction with the wavelength of light.
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These aberrations play an important role in electron imaging and,
hence, merit consideration.

Spherical aberration is present when rays leaving the object at the
axis and passing through the outer portions of the lens field do not
converge at the paraxial image point. This is illustrated in Fig. 4.27a.

~
Spherical aberration Astigmatism
(a) ()

JVO?L T Y

Curvature of field Object Barrel Pincushion
(e) Distortion of Image

Fig. 4.27. Nature of the Five Third-Order Aberrations.

Astigmatism. The images of object points lying at a distance from
the axis of the system suffer from an additional defect resulting
from the fact that rays in a plane containing the axis converge on a
different point from those in a plane perpendicular to this plane.
This defect, known as astigmatism, is shown in Fig. 4.27b.

Coma. Even in the absence of the two aforementioned aberrations,
the image of a point off the axis may not be sharp, but will be a comet-
shaped area whose vertex coincides with the first-order image point.
Because of the form of the image, this defect is known as coma (c).

Curvature of the Image Field. Again leaving chromatic defects out
of consideration, every point of the object will be sharply imaged after
correction has been made for spherical aberration, coma, and astig-
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matism. However, the image points may not lie in a plane unless cor-
rection for the curvature of the image field has been made (d).

Distortion of the Image. Even in the absence of the above four
aberrations, a fifth aberration may be present, consisting of a non-
uniformity of the magnification or a twist of the image (e).

4.14 Aberrations. The foregoing classification may be derived
from a consideration of the symmetry conditions of image formation;
hence it is applicable to optical and electron lens systems. The exact
derivation of these aberrations is beyond the scope of this chapter, but
the dependence of the aberrations on the parameters of the imaging
rays can be shown in the following simplified way.

Object Lens Image
P
) Axis
7,
© r
c P Ai
o
P i

Fig. 428. Objcct, Lens, and Tmage Planes of an Electron-Optical System.

Figure 4.28 represents a plane through the lens system which in-
cludes the axis. The lens itself is confined to a narrow region as indi-
cated on the figure. An object point, P, is located at a distance 7, from
the axis and the corresponding Gaussian image point, P, at r,. In
order that the image be faithful, r;, must be proportional to r,. This
condition is fulfilled by the first-order image. Next, consider the ray
PCP”, which originates at the object point at r, and meets the image
plane at ;. It is evident that r; is a function of r, and r,, and that by
expansion this dependence can be expressed as a power series with con-
stant coefficients. This expression of dependence will be symbolized by

P2 .27 ‘r3 52 2 .3
Ti —> ToyTay To y Ta s ToTay To ) To Tay Tola y ¥a°y **°

The first-order image, by definition, is such that, when 7, and r, are
small, the ray PCP” will meet the Gaussian image point. Therefore,
the aberration which is given by

Ar; =r; — 14

is not dependent upon the first power of r, or r,. Furthermore, the axial
symmetry of the system makes it impossible for r; to depend on any
term of even order. Thus, the aberration consists of terms of the third,
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fifth, . . . order only. If attention is restricted to the terms of the
third order, it is possible to write

3 2 2 3
Ary — 1, yTo Tay Tol'a™y Ta

The five aberrations are classified according to the terms of this ex-
pansion appearing in them. As the coefficients of these terms become
zero, the corresponding aberration vanishes.

Spherical aberration is that corresponding to 7,3; it is, therefore,
proportional to the cube of the diameter of the ray bundle of electrons
as they pass through the lens region. Since r, does not appear in this
expression, the aberration exists for object points on the axis to the
same extent as for those off the axis.

The term with 7,7,? indicates the extent of coma present. Since 7,
appears in this term, coma vanishes for a point on the axis. Both
curvature of the image field and the astigmatism are the result of
non-negligible coeflicients of terms in 7,%,. Like coma, these are field
aberrations.

The final term in 7,3 gives rise to the distortion of the image.

It will be clear from a consideration of such aberrations as coma and
astigmatism that a representation in a plane containing the axis is not
sufficient to describe them, since both require a consideration of rays
which do not lie in this plane. A coordinate corresponding to a trans-
verse displacement must be introduced in a complete analysis. How-
ever, this approximate survey will serve to indicate the nature of the
third-order image defects, which are shown in detail in Fig. 4.29.

The procedure for calculating the image defects of an actual system
is very laborious. The usual method is to calculate two paraxial rays
which establish the location and magnification of the image in the
manner which has already been described and to utilize these and the
known field variation within the lens to evaluate integrals representing
the aberration coefficients. For more complete discussions of the ana-
lytical methods of dealing with these aberrations, the reader is referred
to books on clectron optics.*

It can be shown that it is impossible to eliminate spherical aberration
completely in electrostatic, magnetic, or combined lens fields of the
usual character. In other words, an aplanatic lens does not exist in
present-day electron optics. Furthermore, the spherical aberration for

*See, in particular, the papers by Scherzer and Glaser in Busch and Briiche,
reference 2, pp. 33 and 24, and Chapters 16 and 17 of Zworykin, Morton, Ramberg,
Hillier, and Vance, reference 4.
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a combined electric and magnetic lens cannot be made appreciably less
than for either type alone. Immersion lenses having a photocathode
as object, such as are used in the image tube, in general require the
focusing of extremely narrow ray bundles, so that this aberration will
be small. Spherieal aberration, however, is a very important defect in
the electron gun and is one of the limiting factors in producing a small

a Aberration- b Effect of ¢ Effect of coma  d Effect of curvature e Effect of
free image Aperture defect €F0 ﬁqeo distortion
(Spherical aberration) (40 and astigmatism (Y#0)  (@#0)

1
Arctan fim a

Arctan
(Gaussian -3
lmage point) ﬁ) Ta Ta d-l(
Arctan ne B3 1

Fig. 429. The Effects of the Individual Geometric Aberrations on an Ilectron
Image.

Radius vector from ori g n
of image plane ™~

spot. In this connection this aberration has been studied for coaxial
cylindrieal lenses by Epstein and by Gundert.* A general method for
the cxperimental determination of spherical aberration has been de-
seribed by Spangenberg and Field.}

In order of magnitude, the spherical aberration of the most com-
monly employed electron lenses is comparable with that of uncorrected
glass lenses, Figure 4.30 shows the variation of the spherical aber-
ration constant with refractive power for the coaxial eylinder lens and
a simple magnetic gap lens. These curves apply specifically to the

* See Epstein, reference 19, and Gundert, reference 27.

1 See reference 21 or Zworykin, Morton, Ramberg, Hillier, and Vance, reference
4, p. 618.
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Fig. 430. Spherical Aberration as Function of Refractive Power for Electro-
static Equidiameter Cylinder Lens and Magnetic Gap Lens. (After Ramberg,
reference 25.)
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case of large magnification /. The constant C is then defined by the
relation
Ar; = MCfa?

for an object point on the axis; f here denotes the object-side focal
length; a, the angle of inclination (aperture angle) of the ray at the
object point. The refractive power of the lenses is inereased, of course,
by increasing the ratio of the applied potentials in the case of the
electrostatic lens and increasing the exciting current in the case of the
magnetic lens. If the potential of the object-side cylinder of the elec-
trostatic lens is made lower than that of the image-side cylinder, it

Fig. 431. Curvature of Field and Astigmatism in a Flat-Cathode Electrostatic
Image Tube.

represents an accelerating lens; in the converse case, a decelerating
lens.

Curvature of field and astigmatism, as was shown, have the same
dependence upon object position and radius of the lens aperture. No
practical lens having a plane object has been found by either theo-
retical or experimental methods which is free from both these defects,
except those consisting of a uniform electric and magnetic field.
Furthermore, the image plane is invariably concave toward the lens,
the tangential image normally having the greater eurvature. These
defects depend on the first power of the aperture and on the square
of the distance of the object point from the axis. They are hence,
despite the small aperture of the electron heams, very important in
the image tube, where the object field is large. The formation of the
sagittal and tangential images in a flat cathode image tube is shown
in Fig. 4.31. It has been found possible to correct these two defects
in the image tube to a large extent by curving the cathode. Since
these aberrations are field aberrations which vanish for points on the
axis, they do not enter into the design of the electron gun.

Coma can be made to vanish in a system where the electric field is
syvmmetrical about a plane midway between the object and image, and
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the magnetic field antisymmetric. In the image tube, where the clec-
tron has zero velocity at the cathode, this type of correction obviously
is impossible as the clectron would have to have zero velocity at the
image surface as well. On the other hand, the small aperture of the
imaging pencil makes this defect unimportant. Furthermore, since
coma vanishes on the axis, it plays a small role in the design of electron
guns.

Distortion, the last of the five Scidel aberrations to be considered,
can be divided into two types: radial distortion and rotational dis-
tortion. The former alone is present in the electrostatic lens. When it
has the form of magnification increasing with radial image distance, it
leads to pincushion distortion, the type most prevalent in electron
lenses. The converse variation of magnification leads to barrel dis-
tortion. Both rotational and radial distortion may be present in mag-
netic systems. Rotational distortion arises from a variation of the
rotation of the image point about the axis with its radial position.
Both types of distortion may be nuliified by appropriate design of the
lens fields.

It can readily be demonstrated that the refractive power of con-
tinuous electron lenses invariably decreases with an increase in the
initial velocity of the electrons. Achromatic electron lenses hence do
not exist. On the other hand, the introduction of an electron mirror
into the imaging systems permits complete correction of a cathode
lens for two different initial velocities, as well as the correction of
first-order chromatic aberration for other electron lenses.

The magnitude of the chromatic aberration (chromatic difference in
image position) for cathode lenses depends on the ratio of the initial
velocity (in voits) to the overall voltage, and upon the configuration
of the lens. For simple image tube types, the diameter of the cirele
of aberration can readily be estimated, The three configurations illus-
trated in Fig. 4.32 have the following values for A, the diameter of the
circle of aberration:

(a) simple accelerating field: A = 4L\/V/¢,

(b) uniform magnetic and electric fields superposed: A = 2L(V/¢),

~(c) image tube with electric or magnetic lens: A = 2m(V/F), which,
for a short magnetic lens, with the whole field applied between lens and

object, becomes
2m 14

2m +1 ¢
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In the foregoing equations, the symbols have the following significance:
L is the length of the tube; m the magnification of the image; V the
initial kinetic encrgy in electron volts; F the field strength at the
cathode; and ¢ the overall applied voltage.

The dependence of this aberration on the field strength at the cathode
is apparent from the relations above. It is evident that high field
strengths are required to reduce chromatic image defects.

Chromatic difference of magnification (and rotation) distorts an
image point into a short line segment proportional to the distance of

-~ L

Ia
T

[

Uniform electrostatic
and magnetic field

Short lens

Fig. 432. Chromatic Aberration for Three Simple Image Tubes.

the image point from the axis. It can be nullified by mcasures similar
to those effective for coma and distortion.

The preceding treatment of electron optics and, in particular, the
discussion of aberrations have necessarily been very much simplified
and abbreviated since, although important in the development of a
tclevision system, electron optics represents a very small part of the
whole field.
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5 Fundamentals of Television

The primary function of a television system is to produce on the
observer’s viewing sereen a satisfactory reproduction of the scene be-
fore the pickup camera. The basie principles of the television systems
now in use will be developed along very general lines in this chapter,
and an attempt will be made to state what is meant by “satisfactory
reproduction.” The latter is a formidable task because of the wide
variety of material which is handled by television and because the
problem cannot be solved on a technical basis alone, but must also
tauke into aecount physiological and psychological considerations.
Although the experienee of more than a decade of commercial tele-
vision and a background of many years of motion-picture practice
supply many of the answers that are needed, many questions remain
which cannot be answered.

Since television is not a matter of transferring the observer’s eyes to
the eamera position, but rather one of producing a picture which best
represents the subject before the camera, there are actually two parts
to the problem. Iirst, what constitutes a good picture, and, second,
what must be the relationship between the elements of the picture and
those of the subject to give the best representation.

The discussion of the quality of the picture required is not con-
cerned with its artistic aspects, but only with the purely technical
factors involved. Some of these factors are size, aspeet ratio, defini-
tion, contrast, brightness, and spurious shading, both coarse- and fine-
grain, which may be superimposed on the subject matter.

In the projection of the original scenc on a plane, such as may be
produced by a camera, the brightness is a continuous function of the
vertical and horizontal position (k, w) within the picture area and of
time (¢). Obviously, the brightness distribution cannot be expressed
as a function of one variable (c.g., time ¢) only. Consequently, it is
fundamentally impossible to transmit the complete picture over a single
one-dimensional channel (or a finite number of such channels) as is
required in television transmission. Tt is equally true, however, that
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such a picture contains more information than can be physiologically
accepted by the observer’s eyes. Two physiological limitations of the
cye, namely, its finite resolving power and the persistence of vision,
set the upper limit to the rate at which information can be received
by the obscrver. The present methods of television are possible only
through the exploitation of these two properties of human vision.

If a picture is considered as made up of small elements of area, cach
uniform in brightness, the limited resolving power of the eye means
that there is a limit beyond which any further decrease in element
size or increase in clement number does not improve the picture.
Wlhen the eclement size and number reaches this limit, the picture
hecomes indistinguishable from the original truly two-dimensional
continuum. This can be scen readily from Fig. 5.1. It might be
pointed out that this process of breaking a picture up into a finite
number of elements is made use of in all half-tone printing processes.
Thus, it can be concluded that to transmit a satisfactory stationary
picture, it is necessary only to transmit a finite number of elements
of information (i.c., magnitudes representing the brightness of each
clement).

Because of the persistence of vision, it is possible to produce the
illusion of continuous motion by a series of rapidly superimposed
stationary pictures. It is well known that, if pictures taken of an
object in a consecutive series of positions are observed in sequence, at
a rate of more than twelve or sixteen pictures per second, the image
gives the impression of smooth motion. This is, of course, the familiar
phenomenon utilized in produeing motion pictures.

If then, the information required to form each individual picture is
transmitted in a short enough time so that persistence of vision can be
used to give the impression of continuous motion, a satisfactory moving
picture can be produced. Thus, it can be c<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>