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FOREWORD

F the two carrier characteristics, amplitude and time, that
O are capable of being modulated, amplitude change has
until recently been the only type used for broadcasting purposes.

Frequency modulation, which is one aspect of time modulation
(the other is phase modulation) was thought at one time to require
less band-width for a given information rate than amplitude
modulation, but this myth was exploded by Carson’s theoretical
analysis of 1922. As stated in the introduction, interest in
frequency modulation died down and was only revived by
Armstrong’s pioneering work (1936) which showed that frequency
modulation could provide improved signal-to-noise ratio for a
given tramsmitting power compared with a similar service using
amplitude modulation. In fact, he proved that with frequency
modulation the effective signal strength is a function of power and
band-width and that both random and impulse noise could be re-
duced by using a wide pass band receiver containing an amplitude
limiter.

The war prevented, in England, the same exploitation of fre-
quency modulation for broadcasting as occurred in America.
After the war the BBC carried out a prolonged series of compara-
tive a.m./f.m. tests at very high frequencies, which confirmed
Armstrong’s contentions and added much to our knowledge of
high power v.h.f. broadcasting.

Interest in frequency modulation has been given a considerable
impetus by the Government’s decision, in July 1954, to accept the
BBC’s recommendations for a v.h.f. broadcasting service using
frequency modulation, and the bringing into operation during
1955/6 of the first group of v.h.f. (f.m.) stations included in the
BBC’s plan. A revised edition of this book is therefore timely, and
the increased information made available on interference, aerials,
limiters and discriminators, and frequency modulated receivers,
will be welcome. The co-author who has undertaken the task is
well qualified to do so because he has been responsible for writing
instructions concerning the BBC’s v.h.f. (f.m.) sound broadcasting
station at Wrotham in Kent, which came into regular service on
2nd May 1955, but perhaps above all because he is a keen experi-
menter with frequency modulation receiver circuits.

K. R. STURLEY
December Ist, 1955






PREFACE TO SECOND EDITION

SINCE the publication of the first edition, there have been ex-
tensive additions to the literature dealing with many aspects
of frequency modulation engineering, and the engineering practice
associated with frequency modulation systems has developed con-
siderably. The book has therefore been enlarged and altered
substantially. Whilst the first edition was the work of C. E. Tibbs
alone, pressure of business prevented him from devoting the
necessary time to the preparation of the second edition, and the
present co-author is largely responsible for the revision.

Acknowledgment is due to the BBC for the use of much of its
published material, and the revising author is grateful to the Chief
Engineer of the BBC for permission to use much valuable informa-
tion contained in unpublished BBC Reports. Particular thanks
are due to Dr. R. D. A. Maurice and G. F. Newell, of the BBC
Research Department, for helpful advice and discussions on a
number of points. Thanks are also due to S. W. Amos, of the BBC
Engineering Training Department, for his help and assistance at all
times, and to Dr. K. R. Sturley, Head of the Engineering Training
Department, for the interest he has shown in the project, and for
his kindness in contributing a foreword.

G. G. JOHNSTONE
TWICKENHAM,
MIDDLESEX
December 1955






PREFACE TO FIRST EDITION

Tms book is intended to provide students, engineers and all
those interested, with a concise and readily digestible survey
of the whole field of frequency modulation engineering. A number
of the classical papers dealing with the theory of this subject
are written in such an advanced style that they are almost un-
intelligible to the average radio engineer. The present work
re-presents the basic theory in a form which the author hopes will
be more readily understandable. After an introduction the basic
properties of a wave modulated in frequency are discussed. As
the reader should have at least a nodding acquaintance with the
different types of interference and noise structure the third chapter
is devoted exclusively to this subject. The means by which inter-
ference is suppressed in a frequency modulation system is treated
in some detail in the following chapter.

It would not be difficult to write a complete book on the propa-
gation of radio signals in the ultra-short waveband. The chapter
on this subject is therefore only a synopsis of the more important
points. The same remarks are applicable to the chapter on aerials.
The remainder of the book is devoted to a description of the tech-
nique and circuits employed for frequency modulation and
reception. Wherever possible, circuits of actual commercial equip-
ments have been described and component values indicated. The
reader who has a primarily practical outlook will be interested to
find that not only has the theory of such components as the
discriminator been treated in reasonable detail, but that working
designs together with measured response curves are included.

The delay in the issue of this book, due to present difficulties in
printing and publishing, coinciding as it did with the Federal
Communications Commission’s and the British Broadcasting
Corporation’s choice of the 90 Mc/s region for frequency modula-
tion broadcasts, placed the author in a rather difficult position.
Should the book be delayed until sufficient information was
available to describe only 90 Mc/s equipment or should it be
released for publication substantially as it now stands? In view
of the absence of any other satisfactory work covering the same
ground the author not only feels justified in offering the present
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X PREFACE TO FIRST EDITION

work, but believes it will make a material contribution towards
the progress of frequency modulation in this country. Few if
any basic changes have resulted due to the alteration in trans-
mission frequency from 40/50 Mc/s to 90/100 Mc/s. The com-
mercial equipment described is in no way out of date, but rather
is suitable for a lower frequency than that now employed. Pro-
vided that the reader bears this in mind he will find it detracts
little from the usefulness of the book.

A volume of this type is only possible as a result of the efforts
of the many authors upon whose work it is based. The present
author therefore wishes to make grateful acknowledgment to all
those engineers and companies who have published the results of
their work in the field of frequency modulation engineering.
Many of the names connected with this field will be found in the
index at the end of the book. A more personal appreciation is that
due to Mr. G. D. Clifford, Secretary of the British Institution of
Radio Engineers, to whose lively encouragement the commence-
ment of this book was directly due. The author would also like
to offer his warm thanks to Mr. L. H. Bedford for a foreword which
is all the more valued for its frankness. Acknowledgment is also
made to the Wireless World and the Journal of the British Institu-
tion of Radio Engineers for permission to use both diagrams and
material which the author had previously published.

In general, acknowledgment of the source of diagrams and
illustrations has been made individually. The author would,
however, apologise in advance if in any case credit has been either
incorrectly allocated or omitted. If any errors of this or any other
type should be found by the reader, he is invited to write the
author, care of Messrs. Chapman & Hall, in order that such errors
may be corrected in later editions.

C. E. TIBBS

BANSTEAD,

SURREY
April 1947
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Chapter One
INTRODUCTION

THE use of a frequency modulated carrier wave for the trans-
mission of radio signals is not new. The Poulsen arc, developed
well before 1914, transmitted continuous wave signals which were
shifted from one frequency to another when the telegraph key
was depressed. Since that time the use of frequency modulation
has been proposed more than once, as a method of overcoming
various difficulties which have occurred during the growth of
radio-telephony and broadcasting. Interest in its possibilities was
shown when it became apparent that only a rigidly limited
number of channels could be accommodated within the medium
and long wavebands, which were at that time considered to be
the only bands on which a practical broadcast service could be
operated. It was suggested that if the carrier wave was main-
tained at a constant amplitude and modulated with very small
frequency swings or ‘“deviations’, it would be possible to convey
the desired intelligence and at the same time use only a fraction
of the band-width necessary to pass the side bands of an amplitude
modulated station. It was contended that it would in this way be
possible substantially to increase the number of broadcast channels
which could be accommodated within any given frequency band.

Serious thought along these lines was, however, brought to a
conclusion in 1922, by the publication of one of the first mathe-
matical treatments of frequency modulation. This paper, by
J. R. Carson, demonstrated that these ideas were based on a
fallacy, and gave for the first time a solution for the spectrum
distribution when a wave is modulated in frequency. Carson not
only proved that side bands are produced, but also showed that
the band-width occupied by these side bands is at least double
that of the highest audio modulating frequency. In short, he
showed that no reduction in the band-width required for any
given station could be obtained by modulating the carrier
frequency instead of its amplitude.

For a number of years after the publication of this paper
frequency modulation was regarded as of little or no practical

1



2 FREQUENCY MODULATION ENGINEERING

value. However, in 1936, E. H. Armstrong published a paper in
which he presented frequency modulation not as a method of
cramming more stations into the broadcast band, but as a means
of reducing the level of every type of interference. He demon-
strated that the earlier mathematical analyses had overlooked
the very important point that it is possible to distinguish, at the
receiver, between a carrier wave which is frequency modulated
and any other undesired signals occupying the same frequency
spectrum. It is due to this property—the reduction in level of
every type of interference—that frequency modulation or “F.M.”
for short, has been so rapidly developed during the last few years.

It is perhaps advisable to note at this point that the use of
frequency modulation does not in itself result in an improved
standard of reproduction, except in so far as it reduces the general
noise background. Even before the construction of the first
frequency modulation broadcasting station, the sound channel of
the BBC television station in London offered similar reproduction
fidelity. Reception could, however, be marred by the staccato
stutter of ignition interference from passing cars. In changing a
very high frequency broadcasting station to frequency modulation,
this and all other forms of interference are reduced by some 20 db,
which for all practical purposes means that they may be regarded
as suppressed.

The medium waveband has for long been used almost exclu-
sively for the transmission of programmes intended primarily for
entertainment. This band, however, suffers from many draw-
backs, not the least of which is the impossibility of transmitting
a satisfactory complement of side bands within the band-width
available for each station. The selectivity necessary to separate
one station from the next results in the majority of medium-wave
broadcast receivers cutting off all side bands—and therefore all
audio signals—beyond some 3,000 to 5,000 ¢/s. The change from
a system giving an audio response of this order to one working on
the very high frequency band, where it is possible to have an
overall characteristic which is flat up to 15,000 c/s, produces a
marked improvement in fidelity. When this is combined with the
virtual elimination of all types of interference, there is an un-
answerable case for the almost universal adoption of frequency
modulated transmission for all local high fidelity broadcast
stations.






Chapter Two

THE FREQUENCY MODULATION OF
A CARRIER WAVE

BEFORE commencing a detailed examination of the structure
of a frequency modulated wave, it will be found helpful to
have a general idea of the way in which intelligence may be
conveyed by a carrier wave-form. The two principal methods by
which a wave may have a second signal impressed upon it are
indicated in Fig. 2.1. The first diagram illustrates the application

CA) FREQUENCY MODULATED CARRIER.

INSTJFREQ.  INSTHFREQ. INS'§ FREQ. INST| FREQ.
JOMefs —‘I SOMMcA. 4963 SOTSMefs.  49ZSMC/s.

CB) AMPLITUDE MODULATED CARRIER.

Fia. 2.1.—The general nature of a frequency modulated carrier is compared with
that of an amplitude modulated carrier.

(By courtesy of the British Institute of Radio Engineers.)
of frequency modulation to the carrier, whilst the second depicts
the effect of amplitude modulation. In both cases the same
modulating audio signal is applied—two cycles of a sine wave-
shape. The amplitude of the first cycle is such that it results in
50 per cent modulation, and that of the second cycle in the
maximum permissible modulation; that is to say 100 per cent. In
order to recover this audio signal wave at the receiver it is

4



THE FREQUENCY MODULATION OF A CARRIER WAVE 5

necessary, in the case of frequency modulation, to provide a
demodulation circuit (or discriminator), in which the audio out-
put voltage is directly proportional to the frequency variations
of the carrier. In the case of amplitude modulation the detector
output voltage must be proportional to the changes in carrier
amplitude.

With the aid of Fig. 2.1 it is also possible to make a number of
deductions relating to the general nature of a frequency modu-
lated carrier. In the first place, the carrier is steady at its mean or
unmodulated frequency until modulation commences. It then
swings above and below its mean frequency. The number of
excursions which it makes on either side of this mean frequency
is directly governed by the frequency of the modulating signal.

A

90° 180° 270° 360°

e ———— 13¢0° (211 RACANS)

_al

F1a. 2.2.—A simple alternating wave may be represented by the equation
e=.1 cos 6.

The extent of the frequency swing is directly proportional to the
amplitude of the modulating signal. It should be particularly
noted that the actual frequency shift has no connection with the
frequency of the modulating wave, but is entirely dependent upon
its amplitude. One of the most important points which should be
brought out at this stage is the fact that the carrier amplitude
remains constant regardless of the modulation depth.

In summing up, the general nature of a frequency modulated
transmission may be defined as one in which there is no amplitude
modulation of the carrier, and in which its frequency faithfully
follows the amplitude changes of the modulating wave-shape. In
the case of amplitude modulation the carrier amplitude is varied
without producing any frequency variation. The amplitude
changes are in direct proportion to the modulating signal’s
amplitude and frequency.
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Modulation

Having now outlined the general form of amplitude and
frequency modulated carriers, it is possible to pass on to a more
detailed consideration of the whole process of modulation.

The modulation of a wave may be defined as the process by
which some characteristic is altered in accordance with the varia-
tions of a second signal, such as the voltage fluctuations associated
with speech, music, television or telegraph signals. It is proposed,
firstly, to establish which of the basic characteristics of a wave
can be modulated.

A simple alternating voltage may be represented by the
equation:

e=Acosb, . . . . . . (21])
where e=the instantaneous voltage amplitude of the wave;
A=the peak voltage amplitude of the wave;

6=the instantaneous value of the angle of rotation of the
wave vector. This may also be expressed as

t
6=5 wdt, .o (22
0

db
where w= 7= is the instantaneous value of the angular velocity

dt

of rotation of the wave vector.
It may therefore be said that

t
e=A COSJ‘ wdt. . . . . . (23)
0

The two basic methods of modulation can be identified from this
equation as:
1. Amplitude modulation in which 4 is varied, and w is con-
stant. In this case, expression (2.3) becomes
e=A(t) cos (wt+4¢), ... (29
where A(t) indicates that 4 varies with time; =6 at t=0.
2. Angular modulation in which w is varied, and 4 is constant.
In this case expression (2.3) becomes
t
e=A cosf w(t)dt, e .. (2.9)
0
where w(¢) indicates that o varies with time.



THE FREQUENCY MODULATION OF A CARRIER WAVE 7

These two basic modulation groups are in turn divided into a
number of different sub-groups each with its particular merits
and characteristics. In the first group there is simple amplitude
modulation and all the various forms of pulse amplitude modu-
lation. Falling within the second group are phase and frequency
modulation—both being special forms of angular modulation.

Amplitude Modulation

Let it be supposed that a regular periodic change is made about
the mean carrier amplitude, at a rate which is slow compared with
the carrier frequency. The signal, and it should be observed that
the term signal is used in this chapter to denote the modulating
wave-form and not the complete modulated carrier, can be
expressed as:

A, cos w,t,

where A,=the peak signal voltage;
w,=2xf,, where f, is the modulating signal frequency;
o, t=the signal voltage vector rotation measured in
radians.

SIGNAL VOLYAGE
= Aacos wat

INSTANTANEOUS
AMPLITUDE
OF MODULATED
CARRIER

= A(1+mqcoswqt)

=
|
[}
1
L
]

|
MODULATED ——————d

- —
UNMODULATED

Fia. 2.3.—Carrier amplitude modulated with a cosine wave signal.
A modulation factor ma=0-3, results in 50 per cent modulation.
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If now the percentage amplitude modulation is made equal to
a modulation factor m,, multiplied by 100, then it follows from
the definition of an amplitude modulated wave that m 4 =4,.
Under these conditions A(t) in equation (2.4) becomes

A(l+m coswyt). . . . . . (2.6)

It will be seen that this indicates a periodic amplitude change
about the value of the unmodulated carrier amplitude .4, the
extent of this change being determined by the modulation factor
m, If A had been merely modified by m, cos w,t, this would
have indicated a change about a zero datum line.

By combining expressions (2.4) and (2.6), and taking $=0°, an
expression for an amplitude modulated carrier is obtained.

e=2A cos wt(l+m, cos m,t). .. (27

This formula indicates that the wave consists of a high-frequency
carrier, A cos wt, which is constant in frequency, but which is
varied in amplitude in accordance with the signal wave, about
the mean carrier amplitude A.

Expression (2.7) can be expanded to give the full spectrum
distribution as follows:

e=A cos wt+Am, cos w,t cos wt
m,A
R4

=A cos w,t + % cos (w—wm )t + cos (mw+-mg)t. (2.8)

From this it will be seen that the same modulated carrier may
also be considered as being built up of a spectrum of constant
amplitude, constant frequency waves. This spectrum consists of
the original carrier, 4 cos wt, and two sets of high-frequency waves,

ﬁ;—‘ﬂ cos (w—wg)t and maA

cos (w+w,)t, known as the side bands,

and spaced f, cycles on either side of the carrier. The amplitude
of these side bands will be dependent on the modulation factor m,,
and will at 100 per cent modulation (i.e. when m,=1) reach a
maximum of one-half the carrier amplitude.

The magnitude of the modulated wave at any instant is given
by the sum of the projections on the reference axis 0=0 of the
three vectors corresponding to the components of the wave, as
shown in Fig. 2.4(a). The instantaneous wave magnitude can also
be found by considering the projections of the side band vectors
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on the carrier vector. This leads to the vector diagram of Fig. 2.4(b);
the upper side band vector rotates in the positive (anti-clockwise)
direction relative to the carrier vector, whilst the lower side band
rotates in the negative direction. The instantaneous magnitude
of the carrier vector is thus A(1+m, cos w,t) as given in expression
(2.8).

" A(I*ma cos wne)

.

A
) |
) 1
' A C !
: |
)
| i
: wab ]
1 wat |
! 1
H 1
: 0 wt :
w0 L gao
L.T s — ~—— A (1+mg cos wat ) cos wt -
Pal cos (wewaq)t
2
L T—ile cos (w-wq)t
I-o— Acos wt
@) (&)

Fia. 2.4.—Diagram (u) shows the  wave magnitude as the sum of the projections

of the side band and carrier vectors on the axis §=0. Diagram (b) shows the

variation of the carrier vector magnitude as the sum of its unmodulated magnitude
and the projections of the side band vectors upon it.

g =)
3 3
@ o
w w
=] « a
0 o >
@ - o
w o«

2 < a
o < a
put () 3
_fa fc +fa

Fio. 2.5.—The side band spectrum
of simple amplitude modulated wave.

The total radiated power contained in the side bands at 100 per
cent modulation will be half the carrier power, which remains
unchanged under all conditions. It will be shown in the following
section that matters are entirely different for all forms of angular
modulation including, of course, frequency modulation, where the
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total radiated power remains constant, and a large proportion of
this power is contained in the side bands. It is even possible for
the carrier amplitude to fall to zero. It is this important difference
which makes a frequency modulation transmitter so much more
efficient than its amplitude modulation counterpart.

Angular Modulation

The general expression for all forms of angular modulation is
given by (2.5),

it
e=A cosJ w(tylt,

0
where w(t) is the instantaneous value of the angular velocity of
the wave vector. This can be expressed as the sum of two com-
ponents, one constant and equal to the angular velocity (w.) of the
unmodulated carrier vector, and the other varying with time,
related to the modulating signal amplitude. Then

ot)=w.+wy(t). . . . . . (2.9)

The actual value of w,(t) will be considered in detail in the dis-
cussion of the various types of angular modulation.

Combining expressions (2.5) and (2.9), the instantaneous value
of the wave amplitude is given by

t
e=A cos [ {we+on(t)} dt
J O

+ A cos {wct—kJ‘[wl(t)(l't} .. (2.10)

=Acos{wt+ét)}, . . . . . (211)

where P(t)= [twl(t)dt, ... (212)
J 0

is the instantaneous value of the wave phase angle ¢, the angle
between the modulated carrier vector and the mean or un-
modulated carrier vector.

From expression (2.11), it can be seen that angular modulation
can also be defined in terms of variation of the wave phase angle
¢. If the wave frequency is made to vary directly with the
amplitude of the modulating signal, frequency modulation results;
if the wave phase angle is made to vary directly with the ampli-
tude of the modulating signal, phase modulation results. Before
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discussing the forms of angular modulation in particular, it is
necessary to elaborate on the meaning of wave frequency and
phase angle, and the relationship between the two.

Wave Frequency and Phase Angle
The frequency of a wave is normally defined as the number of
rotations of the wave vector (cycles) in a given period of time,
generally expressed in cycles per second, or multiples of this unit.
Where, however, the wave angular velocity is not constant, as in
the case of angular modulation, the frequency as estimated by the
number of vector rotations in a period of time yields only an
average value. In order to define the instantaneous value of the
wave frequency, the angle swept out per rotation (2r radians)
must be divided by the instantaneous value of the wave vector
velocity. This then, is the time of rotation the vector wave would
have if the instantaneous value of the angular velocity w(t) were
maintained over a period; consequently the corresponding instan-
taneous value of the wave frequency is the inverse of this.
Designating the instantaneous wave frequency f(t),
w(t) )
f(z):g. c ... (213)
When the wave vector angular velocity has a fixed and a
variable component, as defined in expression (2.9),

. t
f=2 w;;)

where f, is the carrier frequency,
f1(?) is the instantaneous frequency corresponding to w,(?),
i.e. 2af,(t) =w,(?).

Expression (2.14) states that the instantaneous value of the
wave frequency shift, i.e. the departure of the wave frequency
from its unmodulated value, is equal to f,(¢). If, then, f,(¢) is directly
proportional to the modulating signal magnitude, the wave
frequency shift is proportional to the modulating signal mag-
nitude, and hence this type of angular modulation is termed
frequency modulation.

The instantaneous value of the wave phase shift is defined as the
angle between the instantaneous position of the wave vector and
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the position it would occupy if unmodulated. If this phase shift
¢(t) as defined in expression (2.11) is made directly proportional to
the magnitude of the modulating signal, the form of angular
modulation termed phase modulation results.

The relationship between the instantaneous value of the wave
frequency shift f,(¢) (f(t)—f.) and the instantaneous value of the
phase shift ¢(¢) can be found by combining expressions (2.12) and
(2.14),

t
qS(l):anfl(t)dt, L (2013)

or, alternatively, by differentiating (2.15),

{qSt)}—-‘Hﬁ A e 1))

These expressions are of fundamental importance, since they
show that frequency shift and phase shift are inseparable, and
the relationship between them. Expressed in words, it may be
stated that the instantaneous value of the wave frequency shift is
equal to 1/2n times the instantaneous rate of change of phase
angle.

Frequency Modulation

As stated above, if the wave frequency shift is made propor-
tional to the modulating signal magnitude, frequency modulation
ensues. With a cosinusoidal modulating signal, the resultant wave
will have alternate “‘compressions’ and ‘‘rarefactions’, to borrow
from the sound-wave analogy. The degree of ‘‘compression’’ and
“rarefaction’ will be proportional to the amplitude of the modu-
lating signal whilst the occurrence of the ‘“‘compressions’” and
“rarefactions’ will correspond to the signal frequency.

It is convenient at this point to define the terms used in con-
nection with frequency modulation; in particular the meaning
assigned to frequency shift, frequency swing and frequency
deviation. The term frequency shift is used to describe the depar-
ture of the signal frequency from its unmodulated value. The
term frequency swing is reserved for the maximum value of
frequency shift with a sinusoidal input signal, i.e. the frequency
swing corresponds to the amplitude of the modulating signal. The
term frequency deviation is a parameter of a given transmitting
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system, and is the maximum value of frequency shift permitted;
this point is discussed further later.

If the signal applied to the input of the modulating system is
A, cos w.t, and b is a constant, equal to the frequency shift
occurring per volt of applied signal,

A{t)=bA4, cos w,t. <. . L(2.017)

From expression (2.14) fi(t)=f(t)—f.=w,(¢) /27 and combining this
with expression (2.10), the expression for a frequency modulating
wave becomes

t
e=A cos {wct —i—j 2nbA, cos watdt}
0

=A cos {wct + 2—7sza sin wat}

Wq

=A cos{wct+b-}4“sin wat}, . . . (218)

since 27f,=w,.

This expression may be rearranged into a more general form by
eliminating b and 4,. These terms are associated with the modu-
lating system, and it is more convenient generally if the wave
frequency swing is introduced. If f, is the frequency swing
corresponding to the amplitude of the modulating signal, f,=b4,,
expression (2.18) can be rewritten as

e=A cos { wdt —{—fi“sin wﬂt} ... L (2019)

By analogy with the case of amplitude modulation, it might be
expected that 100 per cent modulation would occur when the
maximum value of the frequency swing equalled the unmodulated
carried frequency; in this case, the carrier frequency would be
swept between the limits 0 and 2f,. Such a system is, however,
completely impracticable.

In practice, an arbitrary upper limit f, is set for the frequency
swing and this is called the frequency deviation. This upper limit
may be considered the equivalent of 100 per cent modulation.
The choice of this limit is governed by two primary factors, signal
to noise ratio and the band-width required for transmission. As
will be shown later, the limit is required to be as high as possible
to secure a good signal to noise ratio. The limit is required to be
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as low as possible to reduce the band-width required for trans-
mission. The compromise value generally adopted for broadcast-
ing systems is 75 ke/s; for communications systems this is often
reduced to 15 ke/s.

Since f; corresponds to A, ..z, the maximum amplitude of the
modulating signal, it is possible to introduce a modulation factor
defined by

4, fs >
== . . . . (2.20
Aa mazx fd ( )

and combining this expression with expression (2.19),

m=

e=Acos{a)ct+7;"sinw“t}. . L (2.21)

a

Phase Modulation

If, as stated above, the wave phase angle is made directly
proportional to the modulating signal amplitude, phase modu-
lation ensues. If a cosinusoidal modulating signal is considered,
the wave vector will swing about its mean or unmodulated position
in such a manner that the instantaneous value of the angle
between the vector and its unmodulated position is proportional
to the modulating signal magnitude. The frequency of the
fluctuations about the mean position will be equal to the frequency
of the modulating signal. With a constant frequency input, the
angular deviations increase linearly with the modulating signal
amplitude. If the signal applied to the input of the modulating
system is 4, cos w,¢, and b, is a constant, equal to the phase shift
in radians per volt of applied signal,

P(t)=b,4, cos w,t. Coe 0L (2.22)

Combining this expression with expression (2.11), the expression
for a phase modulated wave becomes

e=A4 cos {wt+b4,cos w,t}. . . . (2.23)

By analogy with the frequency modulation case, b4, may be
replaced by m¢,, where ¢, is the phase shift produced by the
maximum amplitude of the modulating signal, and m is the
modulation factor defined by m=4,/4, m... Whence

e=4 cos {wt+mp, cos w,t}. L. (2.24)
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Relationship between Frequency and Phase Modulation

It was shown in expressions (2.15) and (2.16) that any frequency
shift of a wave is accompanied by phase shift, and conversely.
Thus a frequency modulated wave may be considered in terms of
the phase shift of the carrier vector; similarly, a phase modulated
wave may be considered in terms of the wave frequency shift.

Consider firstly a frequency modulated wave. The instantaneous
value of the phase shift can be seen directly from expression
(2.21) to be

s)="Lsinwe. . . . . . (225
This expression shows that, with a constant amplitude modulating
signal, i.e. m constant, the wave phase shift is swept between the
limits inversely proportional to f, in contrast to the analagous
case in phase modulation, where the limits are constant. It
also shows that the instantaneous value of the phase shift for a
frequency modulated wave is in quadrature with the modulating
signal magnitude. Both of these effects are due to the fact that
the phase shift is proportional to the integral of the frequency
deviation. If the signal applied to the modulating system had
been made proportional to the differential coefficient of the
modulating signal, the processes of differentiation and integration
would nullify each other, and a phase modulated signal would
result. Since the process of differentiating a signal wave-form can
be achieved in practice, a frequency modulation system can be
made to produce a phase modulated wave.
Considering now a phase modulated wave in terms of the
accompanying frequency shift, expression (2.16) shows that

1 d
hHlt)= Sadl (M4 cos w,t)
1

= — — m,w, Sin w,l
2n

= —meyf, sin w,t, ... L (2.28)
since 2nf,=w,.

This expression shows that, with a constant amplitude modulat-
ing signal, i.e. m constant, the frequency shift is swept between
limits directly proportional to f,, in contrast to the analagous case



16 FREQUENCY MODULATION ENGINEERING

in frequency modulation, where the limits are constant. The
expression also shows that the instantaneous value of the frequency
swing is in quadrature with that of the modulating signal magni-
tude. These effects arise from the fact that the frequency deviation
is proportional to the differential coefficient of the phase shift.

If the signal applied to the modulating system had been made
proportional to the integral of the modulating signal, the pro-
cesses of differentiation and integration would nullify each other,
and a frequency modulated signal would have resulted. Since the
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Fig. 2.6—The effect on the carrier wave of a square wave modulating signal.
The dotted lines indicate the practical effects obtained.

process of integration of a signal can be achieved in practice, a
phase modulation system can be made to produce a frequency
modulated wave. This fact is often utilised in practical systems.

It can thus be seen that frequency and phase modulation are
very closely related; in fact, without some information as to the
nature of the modulation, it is impossible to distinguish a frequency
modulated wave from a phase modulated wave by inspection of
the wave-form.

The differences between frequency and phase modulation can
be shown most clearly by considering a non-sinusoidal modulating
signal. When modulation of sinusoidal type is considered, the
differences are not clearly marked since the integral and differential
coefficients have the same wave-shape. The differences are made
most apparent perhaps by considering a rectangular wave
modulation wave-form, as suggested by Professor G. W. O. Howe.
The resultant frequency shift and phase shift characteristics for
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frequency and phase modulation are shown in Fig. 2.6. Here the
integral of the modulating signal has a triangular wave-shape, and
consequently, from expression (2.15), the phase shift characteristic
for a frequency modulated wave has this shape. The differential
coefficient of the modulating signal is a series of alternate positive-
going and negative-going spikes, of infinite amplitude, since the
modulating signal amplitude is assumed to change by a finite
amount in an infinitely short time. From expression (2.16), the
frequency shift characteristic of a phase modulated wave also has
this wave-shape.

In practice, these wave-shapes with discontinuities would be
impossible to realise since they would require infinitely large
band-widths for their transmission; the practical results of apply-
ing such a rectangular wave modulating signal to practical
systems are indicated by the dotted lines of Fig. 2.6.

Other Forms of Angular Modulation

Phase and frequency modulation are not the only possible types
of angular modulation; they are only two members of an infinitely
large group. Another member of the group is angular acceleration
modulation. Whereas in phase modulation, the phase shift is
directly proportional to the modulating signal magnitude, and in
frequency modulation the first differential coefficient of the phase
shift is proportional to the modulating signal magnitude, in
angular acceleration modulation, the second differential coefficient
of the phase shift is proportional to the modulating signal magni-
tude. With an input signal 4, cos w,t applied to the modulating
system, the instantaneous wave magnitude would be given by

e=A cos (wct + IZAZ“ cos wat>, ... (2.2
where b, is a constant associated with the modulating system. In
this type of modulation, the phase shift is inversely proportional
to the square of the modulating signal frequency. It will be noted
in passing that by analogy with the name of angular acceleration
modulation, frequency modulation could be termed angular
velocity modulation.

It will be seen that further forms of angular modulation can be

.derived by making higher differential coefficients of the phase
shift proportional to the modulating signal magnitude. Similarly,
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yet further forms could be derived by making successive integrals
of the phase shift proportional to the modulating signal magnitude.
However, there is no real need to consider such systems, since in
practice frequency modulation is generally considered the most
satisfactory type of angular modulation. This can be shown by
comparison with phase and angular acceleration modulation; the
successive forms suggested above merely have the relative defects
of these latter types in more accentuated form.

The Relative Merits of Frequency and Phase Modulation

In view of the number of different types of angular modulation,
those factors which have led to the general use of frequency
modulation rather than one of the other relationships, are at least
worthy of note.

There are two factors which, taken together, for all practical
purposes decide the issue. Firstly, whatever method or form of
modulation is employed, the limits of the channel allocated to
any given transmitter must be defined in terms of frequency. The
method of modulation which makes the best use of the frequency
band available will therefore have much in its favour. The second
deciding factor again arises from limitations which are met in
practice. Up to the present all the circuits available for the
demodulation of angular modulated carriers have produced an
audio output voltage which is directly proportional to the
variations in carrier frequency.

As the consideration of the advantages and disadvantages of
frequency and phase modulation will very largely centre around
these two controlling factors, it is suggested that the reader should,
for convenience, also think in terms of frequency; and when con-
sidering phase or any other angular modulation visualise it as a
special form of frequency modulation.

In order to assist in the building of such a mental picture, it
is suggested that reference is made to the three diagrams given
in Fig. 2.7. In these diagrams the frequency deviation resulting
from 100 per cent modulation has been indicated for the three
principal forms of angular modulation. It does not require a very
close examination of these diagrams to show that the relationship
which results in the greatest overall efficiency in the use of the
frequency band employed is undoubtedly frequency modulation.
By efficient use of a band, it is meant that the frequency space
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necessary is all employed to an equal extent in conveying the
signal.

It has already been stated that the practical demodulation
circuits available have a direct frequency to output voltage re-
lationship. As most normal programme material produces maxi-
mum modulation depths over the band from 100 to 1,000 c/s,
it is obvious that the demodulator circuit should be supplied
with a signal which will allow it to produce its full voltage out-
put over this region. Normally, the signal voltages over the
remainder of the audio band will be of smaller amplitude. As the
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Fia. 2.7.—The above diagrams show the carrier frequency deviations resulting
from 100 per cent modulation (arbitrarily fixed at 75 kc/s) at frequencies within
the audio band, for the three principal types of angular modulation.

discriminator (the frequency modulation detector circuit) output
voltage is the direct resultant of the carrier frequency deviations,
it is apparent that if the full output is to be usefully employed, the
modulation system adopted must be one in which this band of
audio frequencies produces the maximum frequency deviation
which can be permitted. Reference to Fig. 2.7 shows that fre-
quency modulation alone fulfils these conditions.

If the use of phase modulation is considered the comparison will
be found somewhat unfavourable. In order to reproduce a phase
modulated transmission without audio amplitude distortion, its
demodulated signals must be corrected to produce a constant
relationship between the output voltage and the carrier frequency
variations. The only way in which this can be achieved is to
attenuate the higher audio frequencies, as shown in Fig. 2.8.
In the example given, the correction necessary will result in the
output actually available from the discriminator being approxi-
mately one-three-hundredth part of the maximum voltage it
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develops. This figure assumes an audio characteristic which is flat
from 15,000 ¢ /s down to 50 ¢/s. In order to be comparable with a
frequency modulation system this means that either the field
strength or the receiver gain will have to be increased by some 300
times. As the phase modulation relationship offers no apparent
advantage over frequency modulation, it may be said that on the
ground of practical economy it is ruled out for any normal
applications.

Angular acceleration modulation may be discounted for the
same reasons, as its demodulated signals would also have to be
attenuated in order to produce a level audio response.

z 75

o
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E 0 || f—f— —— =
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F1a. 2.8.—As the discriminator will demodulate a phase-modulated

signal with a rising audio frequency characteristic, it is necessary

in order to avoid amplitude distortion, to correct this characteristic
in the manner shown above.

Although, as discussed in a later chapter, slightly improved
results can be obtained with a relationship which is between fre-
quency and phase modulation, this system—known as transmitter
pre-emphasis—is definitely based on the fundamental frequency
modulation relationship.

Frequency Modulation Side Bands

Whether amplitude, frequency or phase modulation is em-
ployed, the process will be found to produce a number of side band
frequencies. If the intelligence impressed on the carrier is to be
faithfully reproduced at the receiver, it is essential that these
side bands are not suppressed or altered in their relative ampli-
tudes at any point in the system. If for any reason the side bands
of a modulated carrier are suppressed, then the intelligence they
carry will be eliminated.

Before it is possible to commence the design of any equipment
for use with a practical frequency modulation system, it is essential
that the band-width necessary to pass the side bands is first
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established. The only satisfactory method of arriving at the actual
frequency spectrum of any modulated wave-form is mathemati-
cally. This is especially the case with frequency modulated trans-
missions, which result in a large number of side bands of an
extremely complex nature. In order to establish the spectrum of
a frequency modulated carrier it is necessary to develop its voltage
distribution equation. In so doing it will be necessary to employ
an integral equation which was first obtained by Bessel in 1824—
while he was investigating planetary motion. Bessel’s equation
may be defined as follows:

b g
Ja(x) = 1 j cos (nf—x sin 6)d8.
2n ) o
The value of J,(x) is known as a Bessel function of the first
kind, and of order ».
It was shown earlier that the expression for a wave, modulated
in frequency by a single cosine wave-form, was as follows:

e=A cos <wct + 7;!" sin wat>.

a

The term mf,/f, is termed the modulation index, and will be
designated m,; from the expression it is obvious that m, is equal
to the peak value of the phase shift. Since f, is fixed, m, varies
directly with the modulating signal amplitude, and inversely with
its frequency. Introducing m, in the expression above,

e=A cos (wt+m, sin w,t).

This expression can now be developed into the form of a spec-
trum of constant amplitude, constant frequency waves as follows.
Expanding the expression above,

e/A=cos wt cos (m, sin w,t)—sin w.t sin (m,, sin w,t).
By employing the two expansions .
cosWﬁ:Jo(m,)+2J2(m,,) €08 2w, t+2J 4(m ) cos dw,t . . .
ang
sin m,, 8in wat=2J,(m,) sin wyt+ 2J4(m,) sin 3w.t . . .,
it may be shown that
efd=J(m,) cos wit+2J,(m,) cos wt cos 2w,t . . .

—2J,(m,) sin wt sin w,t—2J4(m,) sin wt sin 3w,t. . . (2.28)
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These terms may be expanded further to give
efA=Jy(m,) cos wt
+Jy(m,)[cos (w,+w,)t—cos (v, —wgy)t)
+J3(m,)[€08 (@, +20,)t+€08 (w+2w,)t]

+Jgn-1(my){cos [w.+ (20 —1)w, ]t —cos [w,— (2n—1)w, ]t}
+Jga(m,)[cos (w.+2nw, )t +cos (w,—2nw,)t], . (2.29)

where A=unmodulated carrier amplitude;

J .(m,)=Bessel function of the first kind, of order n for the

argument m,;
mf":the modulation index; f, is the frequency
fa deviation, m is the modulation factor, i.e. the
ratio of the modulating signal amplitude to the
peak modulating signal amplitude, and f, is the
modulating signal frequency. Also equal to peak
phase shift.

my=

By using the property of Bessel function that J,=(—1)"J_,,
where 7 is integral, the above expression reduces to the very simple
form

e= AZJ ) cos (w.+nwy)t. . . . (2.30)

n=—w

It will be seen from expression (2.29) that for any given value
of m,, there is a carrier component, of amplitude J,(m,), and an
infinite number of side bands at frequencies which are integral
multiples of the modulating signal frequency removed from the
carrier. The amplitudes of these side bands individually are
determined by the corresponding Bessel coefficient. It will be
noted that for the side bands which are at frequencies correspond-
ing to odd multiples of the modulating signal frequency removed
from the carrier, the upper and lower side bands have opposite
signs. The significance of this fact is discussed in the next section.

The relative amplitudes of the side bands themselves (J,(m,),
Jo(m,), ete.), can be ascertained from a suitable table of Bessel
function values. All the values of J,(m,) which are likely to
be required in practice have been given in Tables 1 and 2



TABLE 1

Bessel function values for modulation tndices less than unity

Ja(0°1) Jn(0-2) Jn(0-3) Jn(04) Jn(0-5) Jn(0+6) J(0°7) Jn(0-8) Jn(0-9) Jn(1:0)

0-9975 0-9900 0-9776 0-9604 0-9385 0-9120 0-8812 0-8463 0-8075 0-7652

0-0499 0-0995 0-1483 0-1960 0-2423 0-2867 0-3290 0-3688 0-4059 0-4401
— — 0-0112 0-0197 0-0306 0-0437 0-0588 0-0758 0-0946 0-1149
_ — — — —_ —_ — 0-0102 0-0144 0-0196

NoTte.—Only those values greater than 0-0100 are given.
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To use them it is only necessary to note that the columns indicated
as J (1), J.(2), etc., represent definite modulation indices, and that
the values of n given in the first column represent the carrier (0),
and the various side bands (1-0, 2-0, etc.). By running the finger
along the line of figures against the value n=0 it is therefore
possible to read off the relative carrier amplitudes for increasing
modulation indices. The amplitude of the various side bands may
be read off in the same way. As only those side bands with an
amplitude greater than 1 per cent of the unmodulated carrier
amplitude need to be considered in practice, only these side band
values have been included.

If it is ever necessary to determine the side band amplitudes
for modulation indices which are not whole numbers, it will be
found very convenient to present the Bessel function values in a
more directly useful form. The curves shown in Fig. 2.9 are drawn
to show the Bessel function values for all modulation indices up
to 15. With their aid it is possible to read off directly the ampli-
tude of the carrier and significant side bands. It will be noted that
both in these curves and in the tables some of the side bands
appear as negative quantities. If two side bands have Bessel
function values of opposite sign this indicates that their vectors
have an opposite polarity. This difference in polarity need only be
taken into account when vectors are being added; for all practical
purposes it may be disregarded.

An example of a typical side band spectrum, as determined from
the Bessel function tables, is shown in Fig. 2.10. This figure also
shows an equivalent Bessel function curve which has been drawn
for the one fixed modulation index. Although it is of interest to
note that the function values can be presented in this form, a
curve of this tyvpe is of limited practical value owing to its
restricted field of application.

It will be seen from Tables 1 and 2 that the number of significant
side bands (i.e. those with amplitudes greater than one per cent)
increase with the modulation index. The modulation index is
directly proportional to the modulating signal amplitude and
inversely proportional to its frequency; thus with a constant
amplitude modulating signal, the number of significant side bands
decreases as the modulating signal frequency increases. The band-
width occupied by the significant side bands is equal to twice the
frequency of the highest side band, which is given by the number
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of significant side bands multiplied by modulating signal frequency.
Thus, as the number of significant side bands falls with increasing
frequency, the band-width tends to remain constant. This is a
very important property of frequency modulation; by comparison,
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F16. 2.10.—The side band spectrum distribution for a deviation ratio of 10.
Also the equivalent Bessel function curve for a fixed value of my=10.
(By courtesy of the British Institwte of Radio Engineers.)

the number of significant side bands in phase modulation is
independent of the modulating signal frequency and the band-
width occupied by the side bands increases linearly with increas-
ing frequency for a constant amplitude input signal.

The above discussion has assumed the presence of a single
modulation frequency only. For a full understanding of the
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subject, it is advisable to consider the side band distribution when
the modulating signal comprises two cosinusoidal components.
The expression for the modulated wave then becomes

e=A4 cos (wct 4 L4 M fa 8in w gt 4+ Mata M3 fa sin w,,zt>
fa far

where m, and m, are the ratio of the amplitude of the two com-
ponents of the modulating signal to the amplitude of a single
signal necessary to produce the frequency deviation, and w,, and
w,, are the angular velocities of the two components of the modula-
ting signal. Of necessity, m;+m, <1, or the transmitter will be
overmodulated at the instants when the two signals are in phase.

By a process similar to that employed with a single frequency
modulating signal, the side band spectrum can be found. The
manipulation is rather lengthy, and it will suffice here merely to
quote the result. Side bands exist at frequencies removed from
the carrier frequency by multiples of the individual component
frequencies, as would be expected, and additionally at all fre-
quencies of the form nw, +mw,,, where » and m are integral.
Expressed more simply, the side bands produced are the same as
those which would result if each of the side bands and the resultant
carrier produced by one modulating signal were modulated as a car-
rier by the other modulating signal. Thus, if one signal produced p
significant side bands when impressed alone (counting the carrier as
one side band) and the other ¢ (also counting the carrier as one side
band), the total resultant number of side bands would be pg. The
amplitude of any side band, nw,, +mw,,isgivenbyd ,(m ;). J m(m,,),
where m ; and m, are the modulation indices for the two signal
components. The carrier amplitude is given by n=m=0, i.e.
Jo(my) . J o(m,,). Not all of the total number of side bands pq will
be of significant amplitude. Where for example J,(m,,) is only
just large enough to be considered significant almost all of the
side bands of which this term forms one component of the ampli-
tude will be below significant value. It will be seen from the
symmetry of the expressions quoted, that it is immaterial which
component of the modulating signal is considered initially applied,
to give the side bands which form the ‘‘sub-carriers” for the
other signal. It will be appreciated that in the presence of a com-
plex modulating signal, the side band distribution becomes very
complex indeed.
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Frequency Modulation Side Band Vectors

In the solution of a number of practical problems, it will be
found necessary to visualise the way in which the side bands
combine with the carrier to produce the frequency modulated
wave. For the purpose of the present discussion, the carrier will
be considered in an arrested condition. This most convenient
state of affairs may be reached if the reader visualises that the
carrier is actually rotating on the page at its normal angular
velocity w, and that the whole book is rotating in the opposite
direction with the same velocity. Under these conditions, the

nad
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Fig. 2.11—Positions of side band vectors in amplitude
modulated wave; carrier vector shown in arrested condition.

carrier vector will appear stationary, whilst the upper and lower
side bands will be rotating in anti-clockwise and clockwise
directions respectively. The procedure we shall adopt will be to
determine the resultant vector of the summation of the side
bands and carrier, R; the instantaneous wave magnitude is then
given by

e=R cos w,t.

In order to clarify the procedure, consider first an amplitude
modulated wave, modulated by a single frequency component
(angular velocity w,) to a modulation depth m. For convenience,
we shall assume that the carrier vector magnitude is unity. The
positions of the three vectors, upper side band, §,, carrier C and
lower side band §, at any instant are shown in Fig. 2.11. The
respective magnitudes are derived from expression (2.8). The
resultant of the addition of the upper and lower side bands is
obviously in line with the carrier vector, and equal in magnitude
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to m cos w,t. The resultant of the addition of all three vectors is
(1+m cos w,t), and hence the instantaneous wave magnitude is

e=(14+m cos w,t) cos w.

Consider now a frequency modulated wave; modulated by a
single frequency signal (angular velocity w,), of modulation index
m,. The side bands are as given in expression (2.29). Consider
firstly the two side bands having angular velocities (w.+w,) and
(w;—w,). These would appear to correspond to the upper and
lower side bands in the case of an amplitude modulated wave.

wat \\\ Jo(:'p) c
< Jo(mp)
(a) )

F1a. 2.12.—Positions of side band vectors of angular velocities w.+-w, in frequency
modulated wave; carrier vector shown in arrested condition.

There is, however, one important difference. The sign of the lower
side band is negative, and this indicates that the direction of its
veetor must be reversed. This is shown in Fig. 2.12(a). In this
figure the amplitude of the unmodulated carrier vector is taken as
unity, so that the carrier vector magnitude is Jy(m,). Here the
resultant R, of the upper and lower side bands is at right angles
to the carrier vector and equal to 2J,(m,) sin w,t as shown in
Fig. 2.12(b). Hence the resultant of the addition of the carrier
and R, is a vector of varying magnitude and phase angle relative
to the unmodulated carrier vector. The resultant wave vector

magnitude is given by R=+VJ(m,)2+4J,(m,)? sin? w.t, and
2J,(m,) sin w,¢

Jo(mp)
resulting from the addition of the two side band vectors is at right
angles to the carrier vector, it must be considered to act upon not
cos w,t but cos (wt+x/2)i.e. —sin wt. Thisleads to the expression
for the resultant vector

the phase angle ¢ by tan ¢ = Since the vector

e=dJ 4(m,) cos wt—2J,(m,) sin w,t sin w,

which agrees with expression (2.28) derived earlier.
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If now the next pair of side bands, having angular velocities
(w;+2w,) and (w,—2w,), are considered, these are of precisely the
same form as the side bands of an amplitude modulated carrier,
and, therefore, their resultant vector is in line with the carrier
vector, and its magnitude is given 2J,(m,) cos 2w,t. The resultant
of the addition of this latter resultant and the carrier vector is

C+Re

Fi1a. 2.13—Showing how the resultant R, off allside bands

at odd multiples of w, from the carrier, and R, the

resultant of all side bands at even multiples of w, from the
carrier, are related to the carrier vector position.

Jo(my)+2J,(m ;) cos 2w,t. The resultant of the addition of the
three components is thus of magnitude

VI o(m ) +2J5(m ) cos wt]2+4J;(m,)? sin? w,t
and of phase angle ¢ given by
2J,(m,) sin w,t
0(m9)+ 2J2(m11) cos wat '

Generalising, the resultant R, of all side bands spaced at odd
multiples of w, from the carrier is at right angles to the carrier
vector; the resultant R, of all side bands spaced at even multiples
of w, from the carrier is in line with the carrier vector C. This is
shown in Fig. 2.13.

If all the side bands are considered, the resultant vector R is of

constant magnitude, since there is no amplitude modulation, and,
therefore,

tan¢=J

(C+R. )+ Rp2=1,
also

tan ¢= Ci(‘)Rg . . . . . (2.31)

Thus, the actual phase deviation of the carrier is the result of
the presence of the odd numbered side bands.
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If the modulation index, due to a modulating signal, is small

(less than 0-2 approximately) Jo(m,) =1, and J,(m,) ﬂm?,’

Jo(m,) = J4(m,) =, etc.=0. In this case the vector diagram
reduces to a unit amplitude carrier vector and a resultant vector
at right angles to it due to the side bands (w.,+w,) and (w,—w,)
of magnitude m, sin w,. From expression (2.31),

tan ¢=m, sin w,t,
and since m, is small, tan ¢ ==¢, whence

¢=m, sin w,t,

differentiating this to obtain ?—f = 2nf\(t), where fi(t) is the
frequency shift,

2nf,(t)=m w, sin w,t,
and since m,=mf,/f,

H(t)=mf4 cos w,t,

as would be expected.

Band-width Occupied by the Significant Side Bands

Before proceeding to a discussion of the band-width required
for transmission, it is necessary to introduce the deviation ratio.
This is the particular value of the modulation index for m=1, and
fa at the highest value of modulating signal to be transmitted, i.e.
it is equal to f;/f, mas it is equal to the peak phase shift (in
radians) occurring for the signal conditions specified. The deviation
ratio is selected in the course of the design of a frequency modula-
tion system; its chief importance lies in the fact that it determines
the band-width required for the transmission of the significant
side bands, i.e. those of amplitude greater than 1 per cent of the
unmodulated carrier amplitude.

The curve given in Fig. 2.14 indicates the band-width occupied
by the significant side bands, related to the frequency swing,
modulation index and modulating signal frequency. It will be
seen that, for a given value of frequency swing the band-width is
proportional to the modulating signal frequency. Similarly, for a
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given value of modulating signal frequency, the band-width
increases with the frequency swing. Hence, for a given system,
the widest band-width is required when the modulation index is
equal to the deviation ratio, at the highest modulation frequency.
With the aid of Fig. 2.14 it is possible to assess the band which
will be required to pass them, with any given deviation ratio. As
an example, the side bands of a system with a 3 ke/s maximum
audio frequency and a deviation ratio of 5, would occupy a band-
width of some 3-4x15 kec/s=51 ke/s, as against the 30 ke/s
(415 ke/s) over which the carrier frequency actually deviates.
Similarly, for a maximum audio frequency of 15 ke/s and a
deviation ratio of 5, the band occupied is 240 kec/s, as com-
pared with the 150 ke/s band over which the carrier frequency
deviates.

As the deviation ratio is increased it will be noted that the
band-width occupied by the significant side bands drops towards
that over which the carrier frequency actually deviates. It may
therefore be deduced that the small deviation ratios are relatively
more extravagant in band-width occupied than are the larger
ratios.

Having established that the normal commercial deviation ratio
of 5 results in significant side bands extending some 70 per cent
beyond the actual frequency deviation, the question directly aris-
ing is whether or not it is necessary to pass the whole of this band
through the various circuits in the system.

In practice there are a number of factors which influence the
position. It is shown in Fig. 2.14 that the proportion of side band
coverage to carrier frequency swing falls as the modulation index
is increased. In practice this will mean that if a +75-ke/s carrier
swing is produced by an audio signal of 75 ¢/s (i.e. a modulation
index of 1,000), the band occupied by the side bands is for all
practical purposes the same as that covered by the actual carrier
frequency peak-to-peak swing.

Passing to the other end of the audio frequency scale, let it be
assumed that the 475 ke/s swing is produced by an audio signal
frequency of 15 kefs. The modulation index is now only 5. If
some of the side bands on the outer margin are suppressed by
perhaps an over-selective amplifier, this will have the effect of
producing harmonic distortion. Owing to the larger frequency
coverage resulting from the higher modulating signals, these
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signals will be distorted before those of lower frequency are
effected.

As 15 ke/s is considered to be the highest frequency which is
normally audible, its harmonics must therefore be inaudible.
From this it follows that the distortion resulting from side band
“clipping” may be ignored provided that the harmonics of the
audio signal fall beyond the audible band. Further, it may be
stated that if the harmonics of the lowest audio frequency to be
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F1c. 2.14.—This curve shows the band occupied by the significant side

bands (i.e. those greater than one per cent of the unmodulated carrier

amplitude), plotted against varying modulation index. (See also
Fig. 1.4))

so distorted also fall outside the audible band, then the listener
will remain unaware of any harmonic distortion. From this it is
apparent that no harmonic distortion will be audible, providing
that all the side bands associated with the signal whose second
harmonic frequency is equal to that of the highest audible
frequency, are amplified within the receiver passband available.
There will, of course, be a small amount of amplitude distortion,
but as this only occurs at maximum outputs and on the highest
audio frequencies, it may be ignored. If the case of a system
with a 4+ 75 kec/s deviation and a 15 ke¢/s maximum audio signal
is again considered, the minimum frequency band which must be
passed in order to avoid harmonic distortion may safely be reduced
from 240 kc/s to some 75X 2-8=210 ke/s.
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In practice it is very doubtful whether even this passband
would be required. The above considerations have assumed a
single frequency modulating wave, whereas in practice there will
be a complex multi-tone signal. In such a complex signal no one
frequency component can be allowed to produce the maximum
permissible carrier frequency swing; otherwise the addition of the
other frequency components would result in over modulation. It
may, therefore, be stated that the greater the number of frequency
components present in a modulating signal the smaller must be
the average amplitude of each individual component signal.

Crosby has examined this situation mathematically and shown
that the greater the number of modulating frequencies present,
the more closely will the band occupied by the side bands approach
that over which the carrier frequency swings. This is especially
true for programme material where the lower modulating fre-
quencies have the largest amplitudes.

It is very difficult to lay down a precise value for the minimum
receiver passband which should be allowed. It will be shown later
that for the best signal/noise ratio, the receiver passband should
be as small as possible. With a frequency deviation of 75 ke/s, the
Iower limit is obviously 150 kc/s; a passband of between 160 and
180 ke /s would appear desirable. The matter is, however, further
complicated by considerations of local oscillator stability, and the
desirability of allowing some latitude for receiver mistuning.
While this rule may be used as a general guide to the passband
required at the receiver, the transmitter circuits should be capable
of passing all significant side bands due to the maximum swing at
the highest modulating frequency.
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Chapter Three
INTERFERENCE AND NOISE STRUCTURE

THE principal advantage which frequency modulation shows
over amplitude modulation lies in the greatly reduced inter-
ference level which results from its use. This chapter is devoted
to an investigation of the way in which interference effects a
carrier; and to the study of the characteristics of the principal
types of noise. Although at first sight interference and noise may
seem to be one and the same thing, this is not necessarily the case.
Interference may be defined as any signal, other than that to
which it is intended that the receiver should respond. It normally
arises from three main sources:

1. The signals from an unwanted station.

2. Static disturbances (lightning, etc.), radiation from electrical
equipment, and motor-car ignition systems.

3. Thermal agitation and valve noise produced in the early
stages of the receiver.

Although interference may be produced by any or all of the
above types of signal, only the latter two are normally classed as
noise; being known respectively as impulsive and fluctuational.
As these forms of interference each have their own characteristics
and produce different effects on the wanted carrier, they will be
examined in turn,

Continuous Wave Interfering Signals

The effect which an interfering carrier has on the desired carrier
will be considered in this section, which will also serve to establish
the fundamental relationship existing between the amplitude and
angular modulation components resulting from this type of inter-
ference. In order to simplify the discussion as far as possible it
will be assumed that both interfering and wanted carriers are
unmodulated. As the interfering signal always results in some
audible or visual output, it may be regarded as causing an inter-
fering modulation to the wanted carrier. As a first step it will
be necessary to develop expressions for the amplitude and phase

36
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modulation components of this interference modulation. Once
having established the phase modulation component, the equiva-
lent frequency modulation component, being its first differential,
may be directly derived.

If the wanted carrier wave-form is represented as A sin wt and
the interfering signal as B sin w,t, then the combined resultant
wave-form may be expressed as the sum of the two signals:

e=A sin wt+ B sin w,t. ... (3

This is shown vectorially in Fig. 3.1, where E is the resultant
vector.

wt

Frc. 3.1.—Vector addition of wanted and interfering signals.

As the interfering signal may be regarded as a single side band
associated with the wanted carrier, the above equation may be
rewritten in terms of the wanted signal variations only:

e=A{sin wt+z sin (w+2nb)t}, .. (8.2
where b—=the frequency difference between the wanted and
interfering signals (i.e. the beat frequency);
and a=the ratio of the interfering signal amplitude B to the
wanted signal amplitude 4.

For clarity 4 is omitted from the next few steps. Equation
(3.2) may be expanded to give terms for the amplitude and
angular interference modulation components.

e=sin wt+2z sin wt cos 2nbt+x cos wt sin 2abt .  (3.3)
=sin wi(l 4+ cos 2znbt)+ cos wt(x sin 2nbt), . (3.9)
or for simplicity:
e=sin wt(P)+cos wt(Q)
= (P24 Q%! sin (wt+¢), N X))

z sin 2nbt

142 cos 27bt )

where qS:tan—l% =tan-!
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Expanding equation (3.5),
e=(14+22+ 2z cos 2nbt)! sin (wt-+¢). . . (3.6)

Reintroducing the amplitude of the wanted signal A4, the
modulation resulting from the interfering signal is as follows:

e=A(14x24 2z cos 27bt)} sin (wt+¢). . (3.7)
This result can, of course, be derived directly from the vector
diagram.

COMPONENT PARTS

INTERFERENCE |
VECTOR. | ame
: MOO.
1
.e aa ) '+ —
NER
AMPLITUDE /,\ vgq"‘o%
OF COMBINED
WAVEFORM. \
CA) €8 (g ]

Fio. 3.2.—Shows in (4) the arrested carrier vector with superimposed
interfering carrier vector. Diagrams (B) and (C) show respectively the
interfering amplitude and phase modulation components which result.

(By courtesy of the British Institute of Radio Enginecrs.)

If reference is made to expressions (2.4) and (2.5) (the equations
for the basic modulation forms), it will be apparent that the wanted
carrier 4 is subjected to an interfering amplitude modulation to
the extent indicated by the term (l14-224-2x cos 2xbt)! and is
angular or phase modulated by an amount equal to:

sin 2xbt

—tap-1—— Y
¢=tan 142 cos 2nbt

The way in which these two modulation components are pro-
duced is illustrated in the vector diagrams shown in Fig. 3.2. Each
of the modulation components will now be considered separately.

Equivalent Amplitude Modulation

The detector in an amplitude modulation receiver is only able
to respond to changes in carrier amplitude; carrier phase changes
having no effect on its output wave-form. In the case of an
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amplitude modulation receiver it is therefore only necessary to

consider the amplitude modulation component which results from

an interfering signal. If this component (14-a%4-2x cos bt)! is

expanded it may be shown to consist of a spectrum comprising

the original difference frequency beat note and its harmonics.
The expansion of (1+4x24-2z cos 2abt)t is

2 15
- _ 2 Cxa_
\/l+a,2[l 1 6
3
+<X—+—3—‘:——+—--->cos2nbt
X2 15X¢
—<—+ 16 +--->cos4nbt

4
X3
+ (—8-+ .- ) cos 6nbt

5
— (—X‘* + - > cos 8nbt

.],.......(3.8)

x
(x=the ratio of interfering to wanted signals);

1422
b=the difference frequency between the two signals.

where X =

When the amplitude ratio between the interfering and wanted
signals is less than 0-5 this equation may be written with sufficient
accuracy as

. X2 X3
V1422 (1 + X cos 2nbt — 5 cos 4nbt 3 o8 6abt— . . ) (3.9)

3

— - X X
The terms V1+4+22X, V1 +2t s Vi +a g, etc., represent
the modulation depth due to the interference beat frequency and
its harmonics referred to the amplitude of the unmodulated wanted

carrier. It should be noted that the equivalent modulation depths,
2 3
given by X, XT , 2(8_ are referred to a carrier of amplitude 4/] 422

greater than the original carrier. The presence of the interfering
signal increases the wanted carrier amplitude to this apparent
value, since the modulating wave-form has a peaky character, so
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that its average value is not equal to the average of the positive
and negative going peak values. In order to illustrate this point,
reference is made to Fig. 3.4, which shows the extreme case when
the wanted and interfering signals are of equal amplitude. Under
these conditions the resultant modulation envelope is not sinusoidal,
but has the peaked form shown. An examination of the conditions
which exist in the regions where the vectors of the two waves
add together, and that in which they cancel out (Fig. 3.3), reveals
the reason for this wave-shape. In the zone in which the vectors

INTERFERING
SIGNAL

WANTED
CARRIER

RESULTANT

F1a. 3.3.—The shape of the interfering amplitude modulation
which is produced when the amplitude of the interfering
signal approaches that of the wanted carrier.

are adding there is a period during which the amplitude of the
resultant wave increases slowly, remains constant, and then
slowly begins to fall. Conditions in the region in which the two
vectors tend to cancel each other out are, however, very different.
Here the resultant gets rapidly smaller right up to the instant at
which the two carriers cancel out. Instantly at this point the
amplitude of the resultant wave begins to again increase at the
same rate as it was previously falling.

This peaked type of wave-form is very pronounced when the
wanted and interfering carriers are approaching the same ampli-
tude. As soon as one signal becomes smaller than the other the
modulation gradually approaches a pure sine wave-form.

The average value of the modulation envelope is shown in
Fig. 3.4 as a dotted line. Since x=1, the apparent carrier ampli-

1 15 1

is i a factor of /; = )==1:32
tude is increased by a factor \/2(1 T l6> over
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its unmodulated value. The modulation depth of the harmonic
components of the modulation envelope, referred to the amplitude
of the unmodulated carrier, is shown in Fig. 3.5. These curves,
which have been drawn up to the third harmonic, were calculated
from expression (3.9).

Fic. 3.4.—The shape of the carrier envelope obtained when

the amplitude of the interfering signal equals that of the

wanted carrier. The middle dotted line shows the mean
value of the carrier envelope,
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Fic. 3.5.—These curves analyse the interference amplitude modulation

produced by an unwanted signal to a wanted carrier. The heat-note frequency

is the difference between the interfering and wanted signals, the harmonics
are those of the difference frequency.
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Equivalent Phase Modulation

A receiver designed for the reception of any angular modulated
transmission (either phase or frequency modulation) should not be
responsive to changes in the carrier amplitude. The only inter-
fering modulation component which need be considered is, there-
fore, that of the resultant phase modulation. It has earlier been
shown that this component, when arising from the interference
produced by one unmodulated wave acting upon another, may be
expressed in the following terms:

tan-1 x sin 2abt
$=tan 1+ cos 2abt

Keall has shown that this term may be expanded into the form
of the following series:

22 23
¢=x sin 27bt — —-sin 47bt + ?sin 6xbt—. ... (3.10)

This analysis shows that the interfering phase modulation
component is built up of a series of waves having frequencies
equal to b, the beat frequency between the interfering and wanted

signals, and its harmonies (2d, 3b, etc.). The magnitude of these
2 3
component waves is determined by the terms z, % , % , ete.

A number of single cycles of the phase modulation component
of the resultant interference have been drawn in Fig. 3.6. These
waves are actually a graphical presentation of equation (3.10) for
different ratios of interfering to wanted signal amplitude (i.e. for
different values of ). The curve for a 1:1 ratio is only of theoreti-
cal interest as the limiter will have ceased to function before this
point is reached. Once the interfering signal has exceeded the
wanted signal it is necessary to change one’s viewpoint and
consider the interference produced by the wanted signal to the
interfering signal. Reference to the inserted vector diagram makes
clear the reason for the non-sinusoidal phase variation which is
produced when the interference signal approaches the wanted
carrier amplitude. When the wanted and unwanted carrier
vectors are adding together, the resultant phase modulation will
be changing relatively slowly, whereas when they are tending to
cancel each other out the resultant vector will swing very rapidly
through up to 180°.
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In order to compare the interfering phase and amplitude
modulation components it is necessary to express the series of
waves, from which the curves in Fig. 3.6 are derived, in terms of
the equivalent modulation depth. This may be done by adding
a term ¢, to indicate the maximum phase displacement in radians
employed in the transmission system concerned.

+90°
(d) 0
(a) 1:1
0'8:1 909 270’
+45° Y| wrereering /1 wanted
0611 siG CARRIER
N
z
o RESULTANT PHASE
- MODULATION
<
3 o [ 360°
8 90° 270°
b3
w
(]
<
I
a
-45° ‘L//
-90°

Fig. 3.6.—The above group of curves illustrate a series of single cycles of
interfering phase modulation produced by different ratios of interfering to
wanted signal amplitude. Diagram (b) shows the vector diagram for a 0-8 : 1

ratio,

The equivalent modulation depth of the interfering phase
modulation components may therefore be expressed as

X

$o

In order to
x x?  x?

$o 200" 3,

. x? . 3 .
—_s8in 2nbt— 2—sm 4nbt+ ——sin 6nbt . . . .

0 0
express the magnitude of the modulation terms

, etc.) as a percentage, ¢, can be assigned a value
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of 1 and each term multiplied by 100. They then express directly
the equivalent phase modulation depths of the beat frequency (b)
and its harmonics referred to a maximum phase shift of one radian,
In order to complete the comparison of the amplitude and phase
modulation interference components a set of equivalent phase
modulation depth curves is given in Fig. 3.7, with the maximum
phase deviation taken as 1 radian.
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Fia. 3.7.—These curves show the equivalent phase modulation

components produced at varying ratios of interfering to wanted

signal amplitude. One hundred per cent phase modulation is
assumed to be a deviation of 1 radian.

The band-width occupied by the significant side bands of a signal
with the maximum value of phase shift of 1 radian can be found
from Table 1 of Chapter Two, by using the fact that m ,, occurring in
the table, is equal to the phase swing of the signal. At the maxi-
mum value of phase swing, m,=1, and it will be seen that the
significant side bands extend up to the third order. By comparison
of the terms involved in both amplitude and phase modulation
cases, it will be seen that the magnitudes of the fundamental beat
notes are almost equal in both systems, for small values of z,
whilst the amplitude of the harmonics can be neglected, as they are
vanishingly small. Thus there is no improvement obtained by
employing phase modulation with a maximum phase swing of 1
radian, although an increased band-width is required. The magni-
tude of the second and third order side bands, are, however, small
for all values of m <1, and hence may be suppressed, with only
slight spurious amplitude modulation of the signal, and some
distortion, If these higher order side bands are suppressed,
the amplitude modulated and phase modulated signals require
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identical band-width for transmission, and hence no significant
improvement can be expected.

If a maximum phase swing, ¢,, other than 1 radian is employed,
then the relative magnitudes of the beat notes in the phase modu-
lation and amplitude modulation systems is directly proportional
tod,. It can be seen from Table 2 of Chapter Two that the number
of significant side bands increases relatively slowly as ¢, is
increased; from 3 at ¢,=1, to 4at $o=2, 6 at $,=3 and 7 at $,—=4.
Thus, for values of ¢, greater than unity, the improvement of a
phase modulation system over an amplitude modulation one,
becomes more nearly commensurate with the greater band-width
required.

The above comparison is confined to small values of x, the ratio
of the interfering to wanted signal amplitude. Inspection of the
fundamental and harmonic terms will show that as z increases, the
terms associated with the phase modulation components increase
more rapidly than those of the amplitude modulation series. This
relative deterioration with increasing values of x is common to all
forms of angular modulation, and is discussed in detail for the
frequency modulation case.

Equivalent Frequency Modulation

In the last chapter it was shown that frequency modulation is
proportional to first differential of phase modulation. This being so,
we can derive the carrier frequency shift due to the presence of the
interfering signal by differentiating expression (3.10). This gives

2nf=d¢|dt =2nbx cos 2mbt —2mba? cos 4mbt+ 2nba® cos 6abt . . .
or Sfs=0bx cos 2nbt—bx? cos 4nbt+bx3 cos 6xbt. ... (3.11)

This shows that the interfering frequency modulation component
is built up of a series of waves having frequencies equal to multiples
of b, the beat frequency. The magnitude of these component
waves is proportional to bz, bx?, ba3, etc.

A number of single cycles of the frequency modulation com-
ponent are shown in Fig. 3.8. These correspond to the values of
z in Fig. 3.6. It should, however, be noted that the ordinate is
now proportional to . Thus, for x=0-8 and =1 ke/s, the
maximum value of the frequency deviation is 4x 1 ke/s=4 ke/s.
The curves for high values of z are of theoretical interest only,
as the limiter will have ceased to function.
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If the vector diagram of Fig. 3.6 is again referred to, the reason
for the rapid change in f, in the region of 180° phase difference
between the carrier and interference vector will be apparent. As
the angle approaches 180°, the resultant vector velocity will
increase very rapidly and for =1 will be infinite at 180°, since
the resultant vector phase changes instantaneously by 360° at this
point. This point is, however, of academic interest only, since the
amplitude of the resultant vector goes to zero at 180°.

a
/

Fi1a. 3.8.—Showing variation of frequency swing with varia-
tion of interfering to wanted carrier amplitude.
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The equivalent modulation depth of the interfering frequency
modulation component may be expressed as

fb [x cos 2abt—x2? cos 4nbt+x3 cos 6abt . . ] . (8.12)
d

In order to express the amplitude of the modulation terms as a
percentage, f; can be assigned an arbitrary value, and each term
multiplied by 100. They then express directly the equivalent
frequency modulation depth of the beat frequency b, and its
harmonics. Fig. 3.9 shows this result graphically. It will be noted
that the equivalent modulation depth varies directly with b, in
distinction to the case of amplitude modulation and phase
modulation when the equivalent modulation depth is independent
of b.

The foregoing considerations have shown that both the inter-
fering amplitude and frequency modulation components consist
of a series of harmonics of somewhat similar form. In order to
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complete this investigation, the total equivalent modulation depth
of the two components will be plotted on the same graph.

|74
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Fia. 3.9.—The curves show the interference frequency modulation produced
by an unwanted signal to a wanted carrier. The beat-note frequency is the

difference between the interfering and wanted signals; the harmonics are
those of the frequency difference.

The total equivalent frequency modulation depth is

k{x”ﬁ—x"—{—x“. . .}‘
fa

and that for the total equivalent amplitude modulation depth is

{(l+x2) <[X]2+[§]2 + [%3]2 . )}‘ for x < 0-5, (3:13)

where = = the ratio of interfering to wanted signal amplitudes and
2

X:l—i?' Expressed differently, these expressions give the
r.m.s. noise to peak signal amplitudes of the demodulated
outputs.

The curves in Fig. 3.10 show these results graphically; the
curves for the frequency modulated case have been plotted for a
range of b/f, values. As z approaches 1, the total equivalent
modulation depth for frequency modulation increases rapidly,
but over the usable range of interfering to wanted signal am-
plitudes, the frequency modulation curves are lower than the
amplitude modulation curves except for high values of b/f, and
z. A more realistic comparison perhaps is to compare the
equivalent modulation depths for the fundamental beat frequency
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Fia. 3.10.—Showing the total equivalent interfering
frequency and amplitude modulation components pro-

duced by varying ratios of interfering to wanted signal
amplitudes.

TOTAL EQUIVALENT MODULATION DEPTH (%)

terms only, because, since the value of b is unrestricted, many
of the harmonic components may be inaudible. For frequency
modulation this reduces to

bz [fa,

and for amplitude modulation to

Ep— x
2 "~y
Vi X= Vi o2
(for small values of x, i.e. <0-5 approximately).
The equivalent modulation depths for the range # < 6-5 which
allows of intelligible reception, are plotted in Fig. 3.11. It will
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Fio. 3.11.—Showing the fundamental frequency

interfering frequency and amplitude modulation

components produced by varying ratios of interfering
to wanted signal amplitudes.
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be seen that the signal to noise ratio for frequency modulation is
always better than the signal to noise ratio for amplitude modula-
tion, except in the extreme case of b approaching f,. If the case
of a wide band frequency modulation transmission is considered,
where f;="175 ke/s, and the maximum audible value of bis 15 ke/s,
the frequency modulation system is always at least better by a
factor of 5 or 14 db. At worst, the improvement factor is given
by fa/bm.z, and this is normally equal to the deviation ratio.
Hence, it is apparent that a large deviation ratio is desirable.
This is, however, only true so long as z is small.

Impulsive Noises

In the study of the improvements resulting from the use of
frequency modulation it is necessary to distinguish between
impulsive and fluctuational noise. The former is defined as noise
made up of definite impulses each of short duration and occurring
at relatively widely separated intervals. In practice this type of
interference is almost always produced by some form of spark
discharge. The most common sources are motor-car ignition
systems, commutator-type electric motors, and natural atmo-
spheric static.

Impulses of this type, if subjected to Fourier analysis, may be
shown to consist of an infinite sum of sine wave components.
The part of this spectrum which is amplified in any one radio
receiver is a small band of high order components. Since in
practice the difference between the highest and the lowest
frequency in such a band is small compared with the mid-
frequency, all the components received will be of substantially
equal amplitude. As these individual voltages are equally spaced
throughout the band being amplified, the number of voltages
included in any given band is proportional to its width. This being
so, the peak amplitude of the amplified impulse is proportional not
only to the amplitude of the original signal, but also to the
receiver’s band-width.

The Shape of an Impulsive Wave Train

The solution to the problem of the mathematical examination
of discontinuous functions is due to Heaviside. He evolved an
operational calculus which is today known by his name. His
operational method employs a simple form of discontinuity, which
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may be typified by that occurring when a switch is closed. The
voltage across a load, which was previously zero, at time t=0
suddenly becomes E and remains at this value. A discontinuity
of this type is termed a Heaviside unit function, or a unit step.
By employing this function as an operator in derived equations,
the results produced in transmitting any type of discontinuity
signal through a modifying network may be explored mathe-
matically.

Usually the circuits in the receiver are considerably sharper
than any present in the noise source. Hence, the shape of the
envelope of the wave-train which emerges from the output of the
receiver amplifier is usually almost independent of the wave-form
of the original impulse signal-—provided that the pulses are
separated sufficiently in time to avoid overlapping decay trains.
The shape of the envelope of the wave-train emerging at the radio
receiver’s output terminals will therefore be a function of the
circuits of the receiver, and as such is a suitable subject for
calculation on the basis of Heaviside’s operational calculus or the
methods of the Laplace transform. These methods can be applied
to evaluate the response of a receiver to either of the two basic
types of discontinuous function, the unit step or the unit impulse.
The former was defined above. The latter may be defined as the
limiting case of a rectangular pulse having a constant product
of amplitude X time equal to unity, as ¢ approaches zero. The
impulse is thus of infinite amplitude for an infinitely short
duration.

These functions may be shown to be equivalent to the sum-of
sinusoidal components of all frequencies. The components are
spaced infinitely closely together, and it is not possible to allocate
an amplitude to a component at any given value of frequency f,
but only for the contribution of all the components in the region
between f and f+df.

For periodically repeated wave-forms, the distribution of
amplitude with frequency is a discontinuous function, i.e. com-
ponents exist only at frequencies harmonically related to the
fundamental period. In general, however, repeated noise wave-
forms are of short duration, have low repetition frequencies
(generally less than 1,000 per second) and are generally subject to
“jitter’’. This being so, it is permissible to consider each noise pulse
separately, and to consider it to have a continuous spectrum. It
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is then possible to evaluate the distribution of amplitude with
frequency for a single pulse, and to compare its value in the region
of interest, i.e. the portion of the spectrum to which the receiver
is tuned, with that of unit step or a unit impulse in the same region.
If, then, the response of the receiver to either unit impulse or
unit step is known its response to the noise pulse can be found by
scaling the result appropriately. The resultant amplitude of the

)
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1
|
! UNIT STEP

AMP

t=0 TIME— FREQ —

IMPULSE

t TIME — FREQ

Fic. 3.12.—Wave-forms of unit step and impulse, together with amplitude/
frequency distributions.

components in a region df about a centre frequency f for the

unit step and the unit impulse is given by ;if and df respectively.
7

The components of the unit step are all sine waves, whilst those

of the unit impulse are all cosine waves. The distribution of

amplitude with frequency is shown in Fig. 3.12. If a step of

amplitude E is considered, the distribution of amplitude with
frequency is given by %; correspondingly, if an impulse whose
n

product of amplitude and time £ is considered, the distribution
of amplitude with frequency is given by E.

By virtue of the close relationship of the unit step and the unit
impulse, it is permissible to work with either. If the unit impulse
is chosen, the corresponding result for the unit step can be found
by dividing the result obtained by 2xnf,=w, where f, is the
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frequency at the centre of the region of interest. This assumes that
the band-width of the region of interest is very small compared
with f,.

As stated earlier the response of a receiver is dependent upon its
band-width. This being so, the shape of the noise output will be
determined almost entirely by the stages of the receiver having
the narrowest band-width. Neglecting the audio amplifier, the
effect of which we shall consider later, these stages will in general
comprise the i.f. stages of the receiver.

| __é; |

2L |

(a) J (b)

AAAAA
WWW

F

-

a. 3.13.—Receiver i.f. stages: (a) single tuned-circuit type, (b) coupled tuned
circuits.

Such a stage generally comprises a pentode valve feeding a
single tuned circuit or two coupled circuits, as shown in Fig. 3.13.
In order to secure the band-width required for f.m. systems, it is
usual for the centre frequency of the i.f. stages to be in the region
5-15 mc/s. The valve anode impedance is normally sufficiently
large for its damping effect to be negligible. Similarly, at the
frequencies normally encountered, the input damping of the
following stage is generally sufficiently high to be ignored also.

The response of a number of stages of i.f. amplification employ-
ing single tuned circuits to an impulse at the grid of the first stage
has been examined in detail by Smith and Bradley. In order to
provide a fair basis of comparison, Smith and Bradley assumed
that the overall band-width (i.e. the frequency separation between
the points at which the steady state response is 3 db below that at
the centre frequency) is maintained constant irrespective of the
number of stages considered. This means, of course, that as the
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number of stages considered increases, the damping of each
individual circuit must be increased. Then if R is r.f. resistance
of the inductor L, and assuming the tuning capacitor to be lossless,

the damping factor a is defined by a= % The band-width for
a single stage is given by

Band-width = % ,

L
where Q:%’, and f‘,:(:—; is the resonant frequency of the

circuit.
Designating the half band-width Af,

Af=.2%.
Wy

The corresponding angular velocity dw= 20 =2nAf.

Where n identical stages are employed, the value of a must be
reduced to maintain the overall band-width constant, and the
relationship between dw and a for » stages under these conditions
is given by

Aw
R 1y’

= (3.14)
Smith and Bradley show that for » stages, the output response to
a noise signal comprising a unit impulse applied to the grid of the
first stage is given approximately by

n (at)ﬂ—l —at
N.(t)=2a(9..R,) n—1)! e~“coswyt, . . (3.15)
where ¢, is the mutual conductance of each valve and R, is the
N L 1
d i ist f each tuned t given by By= — = —.
ynamic resistance of each tuned circuit given by R, R 2a0

Since the damping has to be increased as the number of stages
increases to maintain the band-width constant, B, will be reduced
progressively as n increases.

The output with a steady signal E cos wt applied to the grid
of the first stage is given by

e=E(g,.Ry)" cos wgt. . . . . (3.16)
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So that from (3.15) and (3.16), the instantaneous value of the
ratio of noise output envelope to the signal output envelope

(ZX> is given b

N 2a (at)"-1
< )= % L B ¥
<S> E (n—1)! (3.17)
The peak value of this ratio occurs when (at)"-! e~ reaches its
maximum value; this occurs when =" —_ Substituting this
a

value in (3.17), the peak value of the noise envelope to signal
envelope ratio is given by

(]_\) . ‘.’_a (n_l)n—le(l—n‘)
S maz_E (71—1).'

and substituting for « from (3.14)

N 2 Aw (n_l)"—le(l—n)
- = — . . (3.18
(S)maa: I (21/"—1)"/.'Z (n—l)' ( )

This expression is practically independent of » for n> 3, showing
that under these conditions, the peak value of the ratio is practically
constant.

(n_ ])n—le(l—n)
(21/ﬂ_ 1 )"'2[(7?,— l)yJ ’

Smith and Bradley give the following values for 4 for various
values of n:

Defining A=

n 1 2 3 4 b 6
A4 1-0 0-57 0-53 0-51 0-50 0-50
n 7 8 9 10 11 12

A 050 0050 0-049 0-049 0049 0049

The actual instantaneous value of the noise to signal envelope
ratio of the output wave-form is given by
24w (Awt)n-1 e~ etz "=
E (2Un—1)y2[(n—1)"]

Expression (3.19) is plotted in Fig. 3.14, for n=2, and n=4, in

terms of 2—“2’9, ie. %’ has been taken equal to unity. The

. (3.19)
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magnitude of any point of the envelope can be obtained, therefore,
c 24
by multiplying by the value of Tw .

The time axis is plotted in terms of 1/4w, the value of 1
corresponding to a time of )i x the duration of a cycle of a wave
2n
Adow
2n
width frequency to rotate through 1 radian.

of frequency Af=_—, i.e. the time for a vector at the half band-
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Fic. 3.14.—Noisc output wave-form for i.f. amplifier employing single
tuned circuits. The magnitude of the output is related to the peak
value E of a sinusoidal input at the centre frequency, and the i.f. half

band-width 2.
2n

From the expressions for the time for the peak output to occur,

t= n—l ,and 4, it will be seen that the effect of adding successive

a
stages to increase the time for the peak of the output noise pulse
to be reached, without appreciably altering the peak noise to
signal envelope ratio for n > 3.

We may, therefore, take the value of 4, for n>3 as 0-5 with
negligible error and also for n=2 with only a small error. This
result is of considerable importance, since it shows that the peak
noise to signal envelope ratio remains practically constant, with
only a small error for two or more stages, so that it is possible
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to generalise about the response of i.f. amplifiers of this type to
impulsive interference. It must, however, be remembered that
this result is only true provided that the overall band-width is
maintained constant.

Since the peak value of the noise envelope is reached when
n—1 Ao
t=——,anda= — —_—____,

a (21/rx _ l)n/2
reached is inversely proportional to dw for a given value of n.
Also, from expression (3.18), the actual peak magnitude of the
noise envelope alone is directly proportional to dw.

The response of a single i.f. stage employing two coupled circuits
to a unit voltage impulse at the grid of the first stage is given
below, It is assumed that the two circuits are identical, and
coupled by mutual inductance. The circuit parameters employed
are:

the time for the peak value to be

a= E where R is the r.f. resistance of the inductor L;

2L’
M=KL;
Jfo= 2o __ resonant frequency of either tuned circuit alone = l_
2n VLC;
— Loy
R

The response to the unit voltage impulse is given approximately by
— g mwo2Le=* sin ]—(;U—Otsin wt. ... (3.20)

The output with a steady signal E cos w,t applied to the grid of the
stage is given by

EzngQwDL _l_:{T%Qz COos (Uot. . . . (3.21)

So that from (3.20) and (3.21), the instantaneous value of the ratio

of the noise envelope to the signal envelope <ISX> is given by

N>_ w, 14+ K2Q2 ar . Koy
g _Q_E —KQ e sm—2 L.
20)2
_ 2l KR Koy, . (3.22)

E K@ 2
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It will be seen that this expression is generally similar to the
corresponding expression for an i.f. amplifier employing single
tuned circuits (expression 3.17, n=2) except that an oscillatory

term sin KTth replaces the term in af and an additional factor

1 + KZQZ
KQ
relatively minor importance, since, for the coupled circuits, the
response after the first half cycle of the oscillatory term is small,

and during this first period the envelopes are of similar shape.
Returning to expression (3.22), the peak value of the noise

is introduced. It will be shown later that this is of

. . . Ko
envelope to signal envelope ratio occurs when e~* sin —2-9t reaches

Koy, Koy _ KQ (for

its maximum value. This occurs when tan 3 %a

practical circuits of this type 1 < KQ <2). Hence t= Rz— tan—1KQ,

Wy
1 _ Kw KQ
at= K—Qtan 1 K@, and sin > — = K0y
values in (3.22),

N 2a ¥ _
— =__( 14+ K202 —1/KQ tan~' EQ.
(S >7na: E ( + Q > ¢

The value of Aw=2n Af, where Af is the half band-width, for two

Substituting these

coupled circuits is given approximately by Aw={{\/—a;9. Introducing

this term,
N vz 2a i -
i 1+ K202 ) ¢—1/KQtan~ KQ
<S >ma: Kwo ( + Q ) ¢
. . 2 1
and rearranging, and using — = —,
wy @
N V2 (14 K2Q2)t )
— =Aw . X=X Y/ —1/RQtan! KQ
S>mu “F T Kg ¢ - (3.23)

From this expression it will be seen that, for a given value of KQ,
the peak ratio of noise envelope to signal envelope is directly
proportional to the band-width. Further, since the time at which
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of noise envelope to signal envelope ratio, whilst the time for this
peak value to be reached is greater for the bandpass circuit.

Tt is interesting to note in passing that if K@ is made very small,
i.e, the coupling between the circuits of the bandpass filter is very
small, expression (3.22) approximates to

2¢ 1 oot Kw,, 2a

E KQ = 2 E
which is identical with the response of the i.f. amplifier employing
two single tuned circuits. This is, of course, an impractical con-
dition, since with very weak coupling, the steady state gain falls
to a low value.

It can be shown that the response of an i.f. amplifier employing
two stages of coupled circuits is similar to that employing one such
circuit, if the overall band-width is maintained constant. It differs
from the response obtained by adding additional stages in i.f.
amplifier with single tuned circuits, in that, whilst the time for the
peak value of the noise envelope to be reached increases as before,
the actual magnitude of the peak value of the ratio of noise envelope
to signal envelope tends to increase slightly with the addition of
further stages. This is the converse of what occurs with single
tuned circuits.

The oscillatory term in the envelope of the response to an

impulse, sin KTth, goes to zero when Kw"t:n, 27, 3z, ete. If all

other circuit parameters are held constant, and only K is varied,
it is to be expected that as K is increased, the duration of the
“lobes” of the envelope will decrease. Also, as K is increased the
peak amplitude of the second and later lobes will increase, if
the value of a is unchanged.

This is well illustrated in the oscillograms shown in Fig. 3.16.
The first shows the impulse wave-train emerging from a receiver
having a double-peaked response characteristic (i.e. K large and
KQ > 1); it is possible to identify three successive maxima. A flat-
topped response curve (K@=1) results in a main lobe with a trace
of a second, while a round nosed response (K@ <1) results in
practically no identifiable secondary lobe. By mistuning so as to
produce a pronounced second peak on the skirt of the response
curve the main and secondary lobes are run together, as shown in
the fourth oscillogram.
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Addition of Carrier and Impulsive Interference Signal

An impulsive interfering signal adds to an existing carrier to
produce amplitude and phase modulation of the carrier in a
manner similar to the way in which a continuous wave signal does.
There are, of course, two important differences: (1) the amplitude
of the interfering signal is varying continuously; (2) the duration
of the interference period is short. In order to simplify the
analysis, we shall assume initially that the carrier and the response
to the impulsive interference are at the same frequency. Then con-
sidering the output from a single i.f. stage employing coupled
tuned circuits, the response to an impulse may be written as

Ae sin wyt sin wt,

where wlzK;uo, ;ﬂ =the mid-frequency of the passband,
2 7

A =g ,wy2L. The output due to an applied carrier may be written

as
e=B sin (wt+¢),

where B=g,, EQuw,LKQ 1+ K?Q>.

The phase angle ¢ is introduced here to allow for the fact that
the impulse may be applied at any time in the course of the carrier-
cycle; if the time at which the impulse is applied is taken as
t=0, B sin ¢ gives the instantaneous magnitude of the carrier at
this instant. As will be shown, the initial phase displacement of
the carrier is of considerable importance. Since the time of
application of the impulse is purely random, ¢ may have any value
from 0 to 2.

Fig. 3.17 shows the situation of the carrier and interference
vectors at time ¢ after the application of the impulse. The resul-
tant vector of the addition of the two components R, is given by

R=C sin (w,t+0),

where ~ C'=[(B cos ¢+ Ae~* sin w,t)2+ B2 sin %$]}
B sin ¢
Ae" sin wt+B cos ¢

and tan 6=

These results are obtained by geometrical considerations.

The resultant amplitude modulation is given by |R|, and the
phase modulation by ¢—6.
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Considering firstly the amplitude modulation component,
| R|=[B2+ A% 2 sin? w,t+2BAe~* sin w,t cos ¢]*,
and putting % e~ sin wt=z,

| R|=B[1+a2+2x cos ¢}

Fia. 3.17.—Showing vector addition of wanted signal and interference.

This is similar to expression (3.7) derived earlier, except that z is
now a function of time, and the angle ¢ replaces 2zbt. The demodu-
lated output is given by

B[(14+x2+2xcosd)t—1] . . . . (3.25)
and from the form of the expression will comprise a pulse, the

exact shape of which will depend upon the value of ¢. Since the
envelope of the response to the impulsive noise can be considered

zero after time t= ~ , the duration of the output pulse is constant.
Wy

The evaluation of the above expression for a train of impulses, as,
for example, will occur if with motor-car ignition interference,
involves consideration of the mean value of the output for all
values of ¢. This involves considerable difficulties, and for our
present purpose we shall limit our consideration to the case where
the peak value of the impulsive interference signal envelope is very
much smaller than that of the carrier envelope, i.e. 1.

Then expression (3.25) can be simplified by neglecting 22, and
expanding (1+2x cos ¢)}, ignoring terms in 22 and above. Then

|B|=B(1+=z cos ¢)
and the demodulated output
Bx cos ¢=Ae"! sin w,t . cos ¢.
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The shape of the output envelope is thus identical in shape with
that of the i.f. output due to the application of the impulse.

All values of ¢ will arise with time if a series of impulses are
applied, if it is assumed that the impulses are quasi-regular, i.e.
the intervals at which they occur are approximately uniform, but
not so exact that the value of ¢ is the same for each impulse. This
condition is fulfilled for the type of interference met in practice.
If the impulses recur at precisely regular intervals, the value of ¢
is consequently the same for all impulses, and the demodulated
output will comprise a series of uniform pulses. The duration of

each pulse beingi , Fourier analysis of the output would yield
1
components of discrete frequencies, -1, 2ﬂ 3—(01 etc. This case is,
27’ 27 3z’
however, trivial.

Returning to the case where the demodulated output comprises
a series of pulses of random amplitude, we shall assume that the
repetition rate of the pulses is such that the output due to each
impulse is effectively zero before the next occurs. The pulses will
all be of the same shape, but of different magnitude. To assess the
audible output, we must determine the frequency spectrum of a
single pulse.

We shall assume that the audio amplifier corresponds to an
ideal low pass filter of cut-off frequency f.. In order to provide a
comparison between amplitude and frequency modulated receivers,
we shall consider both types of receiver to be tuned to a very high
frequency. With both amplitude and frequency modulation
receivers working at these frequencies it is customary for the half

i.f. band-width <;1w = @) to exceed considerably the audio
. 7t

band-width. With this condition, the demodulated interference
signal in the amplitude modulation case can be treated as being

equivalent to an impulse, since its effective duration T s very
small compared with the duration of a cycle of the hig}?ést audio
frequency. The magnitude of the impulse is given by

"/wlAe-"’ sin w,t . cos ¢ dt,
i.e. the area underothe pulse envelope. This, with sufficient
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cos ¢. As pointed out earlier,

. . w:
accuracy, is given by 4 1
a2+w2

the spectrum of an impulse is uniform with frequency; and there-
fore the resultant of the components of the demodulated
output in the audio frequency range between frequencies f and

f+dfis given by F(f)= w‘lz cos ¢ df.

To determine the r.m.s. value of the audio output, we must
evaluate the contribution of F(f) at all frequencies in the working
range. The sum of all components up to f, is

f(‘»
f F(f)® df.
_/c

Therefore the mean square value calculated over the interval 1/f,,
where f, is the repetition rate of the pulses, is

i W42
f,2f Azﬁcoszdadf
0

&+wa
=2f,4? T +  cos? ¢ f,
=2ffe 1 @ 2+ ) A? cos? §.
The r.m.s. value is therefore
Ve(f,f )4 i )cosqS ... (3.26)

In order to complete the investigations, we shall evaluate the
r.m.s. signal to noise ratio. Assuming the wanted carrier to be
modulated 100 per cent by a sinusoidal signal, the r.m.s. value of
the audio output is

1

V2
and therefore the r.m.s. signal to noise ratio is
S 1 B a*to? (f, f)*

—rms= - o — 1M/
N 24 o, cosd
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Now B=EQu,L . 1—_*% and for a unit impulse 4A=wy2L,
LS EQ_KQ  a+a?(ff)
TN 2 wy 14K2Q2 w, cosé
_ g 1 a?tw? KQ (frfc)_i
225 o 1+K2Q% cos¢
. 2 2 1+ K2Q2
N a4, _
v o, KQ
-1
and thus S r.m.s. = IE M
N 4 cos¢

Cos ¢ can take any value from O to 1, and for a succession of impulses,

it can be replaced by its mean value g
n

Substituting this value g r.ms.= Eg (ff .. (3.27)

4

It is interesting to note that this value is independent of the
overall band-width of the i.f. amplifier, provided this exceeds
twice the audio band-width, and depends solely upon the value
of f, and f,. From this expression it will be seen that the signal to
noise ratio deteriorates at the rate of 3 db per octave of pulse
repetition frequency. Although this result is evaluated for low
values of i.f. output signal to noise ratios, further analysis shows
that the result holds good generally.

Consider now the frequency modulation component, or rather
the phase modulation component, given by expression

B sin ¢

1 £: = .
an ¢ Ae=* sin o,t+ B cos ¢

For the present purpose it is more convenient to rearrange this
expression employing the angle ¢, the phase shift between the
resultant vector and the carrier (see Fig. 3.17). From this figure
y=¢—9,

Ae°! sin wyt sin ¢
B+Adesin wyt cos ¢

tan ¢=
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If the same assumption is made as in the amplitude modulation
case, namely, that B> A4, ¢ will be very small, so that tan ¢=¢, and
the above expression reduces to

y= % e~ sin wyt sin ¢. ... (3.28)

This shows that the phase deviation output is identical in shape
with the a.m. output as given by expression (3.25). It is of interest
to note that expression (3.25) includes cos ¢, whilst expression
(3.28) includes sin ¢. Thus when ¢=0, there is no phase modula-
tion, and maximum amplitude modulation. Conversely, when
¢=m/2, there is maximum phase modulation and no amplitude
modulation. This is obvious from inspection of Fig. 3.17.

It is of interest to observe at this point, that in a phase modula-
tion system, the actual magnitude of the demodulation noise out-
put is as given by expression (3.28) above, and it varies inversely
with B, the amplitude of the carrier output. In an amplitude
modulation system, the noise output is constant irrespective of
carrier amplitude. However, in the amplitude modulation case,
the demodulated wanted signal output is directly proportional to
B, so that the ultimate signal to noise ratio is inversely propor-
tional to B. In the phase modulation case, the demodulated
wanted signal output is independent of carrier amplitude, so that,
subject to the condition that B>4, the ultimate signal to noise
ratio is also inversely proportional to B.

If an amplitude modulation system is compared with a phase
modulation system having a maximum phase deviation of
1 radian, it will be apparent from the foregoing that the ultimate
signal to noise ratio is the same for both. Further, if the phase
modulation system has a maximum phase deviation of = radians,
the signal to noise ratio for the phase modulation system will be
better than that of the amplitude modulation system by a factor
of » times in voltage, and n? in power.

For a frequency modulation system, the demodulated output
is proportional to the derivative of the phase deviation. Con-
sequently, the shape of the output is markedly different from that
met in the cases of amplitude and phase modulation. This is shown
in Fig. 3.18; it is this difference which determines the superiority
of a frequency modulation system as compared with an amplitude
or a phase modulation system.
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The demodulated output from a frequency modulated discrimi-

nator is proportional to 2i % if H is the sensitivity of the dis-

JT
criminator, i.e. voltsout /cycle of frequency shift, the actual output is

H dy

e= — T,

Now as we have already shown, the envelope phase deviation ¢
is identical with the a.m. output except for the factors B and cos ¢,

PHASE
SHIFT

TIME

FREQ.
SHIFT

TIME

Fic. 3.18.—Illustrating demodulated noise output in an f.m. system.

and by a well-known property of the Fourier integral the distri-
bution of amplitude with frequency for the frequency modulation
demodulated output F,(f) is given by

Fy(f)= gz X 2afX [F(f) a.m. X :;;i X %],

i.e. the resultant of the components at frequencies between f
and f4-df, F,(f) is directly proportional to f. Hence

Fy(f)= % P%%ésin é.f.df.
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Assuming as before that the half if. band-width considerably
exceeds the audio band-width, the r.m.s. value of the noise output
in the a.f. output can be evaluated as before and is given by

2>*AH w,

Noise r.m.s.= (§- ? u—zm \":chfr sin qS. (329)

Now the signal output is dependent upon f;, the frequency
deviation. In order to compare the frequency modulation with the
amplitude modulation case we shall consider the carrier to be
100 per cent modulated by a sinusoidal signal. In this casc the
r.m.s. value of the demodulated output is given by

1
= Hf,.

And the r.m.s. value of the signal to noise ratio is, therefore,

8 s~ V3 BHfi @+o? (f)
N 7 2 AH o, sing
_ V3 g _ta 3f -t
- 4 Sin¢ (ftfr) )
2 2
employing ga Zw‘ = g
R 2

Since ¢ can take all values from 0 to 27, sin ¢ can be replaced for a

. . . 2
succession of impulses by its mean value -, hence
T

S T,
Nr.m.s.=\/3%l¢fd (f.3,)4. .. (3.30)

Thus the ratio of the r.m.s. values of the signal to noise radio
{cr comparable amplitude modulation and frequency modulation
systems is

S/N r.m.s. f.m, — \/3&.

S/N r.m.s. a.m. T (3.31)

It is the fact that for a frequency modulation system f,; is usually
much greater than f, that leads to the superior performance of
frequency modulation in this respect. The subjective assessment
of annoyance due to impulsive interference would appear to indi-
cate that the improvement is greater than the comparison of
r.m.s. values would suggest. This may be ascribed to the fact that
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linearly rising distribution of amplitude with frequency in a
frequency modulation system is much less disturbing to the
listener than the uniform distribution associated with an amplitude
modulation system.

A frequency modulation system does not, however, maintain its
superiority over an amplitude modulation system at the same value
for all magnitudes of the impulsive interfering signal. In particular,
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Fia. 3.19.—Vector addition of wanted signal and interference, with relative
rotation, generating ‘‘click’’.

the signal to noise ratio deteriorates rapidly when the peak value
of the interference at the i.f. output exceeds the carrier amplitude.
In order to explain this phenomenon, we must examine the vector
diagrams illustrating the relationship between the carrier and
interference vectors in this region.

We assumed in the earlier discussion that the interference
vector maintained a constant direction with respect to the carrier
vector throughout its period of effective duration. If the carrier
is modulated, or if the carrier is not at the i.f. centre frequency,
the vectors will have a relative rotation during the course of the
period of the impulsive interference, and the locus of the resultant
vector will therefore lie on a curve, as shown in Fig. 3.19. This
shows the instantaneous resultant vector at successive instants;
é is the initial phase angle between the carrier vector and the
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interference vector and ¢, is the period of effective duration of the
interference. It is assumed that w, is constant during the interval
t;, which is true if the carrier is mistuned only, and approximately
true if the relative rotation is due to modulation. If the initial
value of ¢ is in the region of z» radians, the locus of the resultant
vector can enclose the origin 0, provided that the amplitude of
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Fi1a. 3.20.—Generation of “pop’ in an f.m. system, with relative rotation of
wanted and interfering signals.

the interference exceeds that of the carrier at the instant when the
angle between the vector is precisely = radians. This is depicted
in Fig. 3.20 from which it will be seen that the frequency deviation
output differs appreciably from that of Fig. 3.19. In fact, the out-
put approximates to a double peak, with both peaks of the same
polarity, combined with a square pulse, corresponding to the
removal of the modulation for the interference period. The dis-
tribution of amplitude with frequency of such an output tends to
a uniform spectrum, and, consequently, the audible noise output
is greatly increased, since the demodulated noise output approaches
that occurring in the amplitude modulation case. The character of
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the noise also changes, being of the nature of a “pop’ rather than
the “click’ heard when this effect does not occur.

If the resultant wave-form of the i.f. signal is observed, the
corresponding effect is of the signal having slipped or gained a
single cycle in the period ¢;. There is an upper limit to the
deterioration of the signal to noise ratio since when the inter-
ference peak amplitude is sufficiently great, all the demodulated
interference outputs will be of this form. It is thus of interest to
note that the signal to noise ratio then tends to a constant value.

=
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PHASE SHIFT
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TIME

2¢t

Fic. 3.21.—As Fig. 3.20 but with greater relative velocity.

The effect of further increase of the interference peak amplitude
is to modify the shape of the unpolar noise output, to that shown
in Fig. 3.21, where the peaks are more sharply defined. The con-
tribution to the noise output due to this cause is, however, of
minor importance compared with the contribution due to the
mechanism discussed below.

In the foregoing analysis, certain simplifications were made
about the nature of the response to the interfering signal. A
detailed analysis reveals, however, that in certain cases the out-
put from an i.f. stage due to an interfering impulsive signal can
have a component which produces a phase rotation of the output
vector. For example, if the input signal is of the form of a unit
step, and the i.f. stage has a pair of coupled tuned circuits, the
interference output is of the form

. K K K .
—woLle™ <sm %’ t cos wol— 3 ©08 2w° ¢ sin w0t>.

The second term of this expression is of small magnitude, and can
generally be neglected. However, in the consideration of threshold
effects, it is of considerable importance, since it produces a
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rotation of the interference vector during the course of its period,
and hence an effect similar to that previously discussed can occur.

If tan 6= 1% tan % t, the above expression reduces to

woLe sin (wt—0).
The value of 6 for K=0-01 is plotted in Fig. 3.22.

"
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F16. 3.22.—Variation of phase angle of interference vector due
to application of unit step input to a pair of coupled circuits.

Since 6 varies with time, the expression shows that the inter-
ference vector is not stationary with respect to a vector rotating
at the centre frequency of the passband. The relative rotation of
the vectors can produce a double peaked unipolar output in the
same way as described in the previous section, but due to the much
greater rate of relative velocity, the output from this cause usually
greatly exceeds that due to modulation or mistuning effects.

TIME

Fia. 3.23.—Relative rotation of interference vector, due to varia-
tion' of phase angle with time shown in Fi1a. 3.22.

The position of the interference vector at successive instants is
shown in Fig. 3.23 and it will be seen that the angle between the
initial and final positions of the vector is = radians. The formation
of a “pop” and a “click” due to the interference vector rotation is
shown in Fig. 3.24. Due to the very rapid changes of phase angle,
the peak frequency shift tends to a very large value. Since the
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relative positions of the interference vector is 180° at the begin-
ning and end of the cycle, the ultimate ratio of “pops” to “‘clicks”
from this cause tends to unity. Even when allowance is made for

l‘ ° A\:g}
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Fic. 3.24.—Production of (a) “pop’’ and (b) “click’ due to rotation of
interference vector: 0.4 shows initial position of carrier vector, assumed
unmodulated.

()

this phenomenon, the signal to noise ratio of a frequency modula-
tion system with a frequency deviation of 75 ke s is at worst better
by a factor of 10 db than a corresponding amplitude modulation
system. This is shown in Fig. 3.25 which shows comparative figures
for signal tonoise ratios for an amplitude modulation and frequency
modulation system to impulsive interference, found by the BBC.
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Any further increase in interference amplitude beyond the
carrier amplitude tends only to alter the shape of the pulses
obtained with a “pop’” output, the pulses becoming taller and
narrower. The actual magnitude x time area under the pulse
envelopes tends to a constant value and, therefore, as the noise

o
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Relotve s:gnal 1o noise rotio, db

+20 J

2] ro 10-0 100
Peak impulse Peck carrier

Fia. 3.25.—Output signal to noise ratio for f.m.
and a.m. systems for varying levels of interfe-
rence to wanted signal ratio.

output is computed by assuming the two pulses to be approxi-
mations to unit impulses, the noise output tends to a constant
value as the pulses tend more nearly to the ideal shape.

By contrast, the output from an amplitude modulation detector
can increase indefinitely. It is at the point where the rapid fall in
signal to noise ratio occurs that the difference between amplitude
modulation and frequency modulation is least marked. In general,
however, even in this region, the performance of a frequency
modulation system is superior to that of an amplitude modulation
system. It is possible, if the interference signal is increased
sufficiently, to observe a second region where the signal to noise
ratio again falls rapidly. This happens when the vector phase
angle changes by 4z radians, i.e. the resultant vector encloses the
origin twice.
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E? when averaged over a long period, and this value is given by
the formula:

E*=4kTR(f,—f,), I 2 1))
where

f1 and f, are the limits of the frequency band;

k=Boltzmann’s constant=1-374x 10-23 joules per degree
centigrade;

T=absolute temperature (273+°C.);

R=resistance component of the impedance producing the
thermal agitation voltages. Account must be taken of
the increase in resistance due to skin effect. The resist-
ance component is assumed to be constant over the
range f; to f,.

When this expression is applied to determine the noise trans-
mitted through actual bandpass circuits, f; and f, are the frequency
limits of the equivalent perfect bandpass network, i.e. one having
uniform transmission in the passband, and no response outside it.
The equivalent bandpass circuit is assumed to give the same out-
put as the actual circuit at its centre frequency, and have the same
area under its power-gain /frequency characteristic.

t- EQUIVALENT BANDPASS
RESPONSE

ACTUAL BANDPASS
RESPONSE

€ f2 FREQUENCY

F1a. 3.27.—Equivalent ideal bandpass response to an actual
bandpass response, for determining magnitude of fluctua-
tion noise.

As a general indication it may be stated that the thermal
agitation voltage developed in the grid circuit of the first stage
of a very high frequency broadcast receiver will be in the order of
1 microvolt.

The Shot Effect is due to the fact that the stream of electrons
flowing from cathode to anode of a valve is made up of a very
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large number of individual electrons, each of which results in a
minute voltage impulse. As the electrons arrive at the anode in
a random manner, slight irregularities in the plate current result.
The voltage fluctuations produced by Shot Effect are uniformly
distributed over the whole of the radio frequency spectrum. The
voltage produced in the anode circuit of the first amplifier stage
due to this cause is determined by the following equation:

E2=3-18x 10 °1Z(f,—f,), . . . (3.33)
where

E2=the square of the effective voltage produced by com-
ponents lying in the frequency band between f; and
fa

I—=the electron current;

Z=the resonant impedance of the anode circuit, which is
assumed to be constant over the frequency range
f—to
(The formula ignores any improvement due to cathode
space charge.)

By way of comparison it may be stated that the noise voltage
resulting from Shot Effect, if referred to the grid of the first valve
in the receiver, will be the equivalent of an input voltage of
approximately 1 microvolt or less. This figure will, of course, be
dependent upon the valve gain, the cathode space charge, and the
impedance of the anode circuit.

The noise output due to fluctuation noise may be evaluated by
the methods applied to continuous wave interference, provided
that the magnitude of the interference is small compared with the
carrier amplitude. If this assumption is made, then the mean
square value of the noise e.m.f. (4e)? associated with a very
narrow band of frequencies df centred about a frequency f can be
treated as the mean square value of a continuous wave com-
ponent of frequency f. The equivalent amplitude modulation

2
depth z has, therefore, a mean square value given by (§> ,
e

where e is the carrier amplitude. Since x is assumed very small,
the demodulated output will comprise a component at frequency
[ only, the magnitude of the harmonic components being negligible.
The total mean square value of the output due to all such com-
ponents between frequencies f,—f., and f,+f., (where f, is the
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carrier frequency and f, is the highest audible frequency) is
therefore

Ez2= fwf“(;ie)?

_/c
but (4e)?=Cdf, where C is a constant, the value of which depends
upon the source of the noise, so that

Ez2=2CY..

For the frequency modulation case, with the same assumptions,
the mean square value of the equivalent modulation depth is, from
expression (3.12), given by

(1)

and the mean square value of the audible output, employing

(3.11), is given by
+f. 2
Ep— f (ﬂi fH) ,
’fe €

where H is the sensitivity of the discriminator, i.e. volts out/cycle

of frequency shift.
Here (de)2=Cdf,

3
whence E2= g H? [i
e 3

The r.m.s. value of the noise for each case is, therefore, as follows:
a.m, E,=v2cy,
f.m, E,= v2CH?,3/3¢2
Assuming equal amplitude a.m. and f.m. carriers, the signal to
noise ratio referred to 100 per cent modulation is given in the
amplitude modulation case by
(S8/N) a.m. =e/V2Cf,,
and for frequency modulation by
(SIV) fm, = — T2
V2CH?f,3 /32
_ ¢fav3
V2Cf.3
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The ratio of the signal to noise ratios is, therefore,

(S/N) fm. 3 Ja
(S/N) a.m. fe

That is, the improvement for a frequency modulation system
over a corresponding amplitude modulation system is the same as
that in the case of impulsive interference. As also with impulsive
interference, the subjective annoyance due to fluctuation noise is
better than the above comparison of signal to noise ratio would
suggest; the linearly rising distribution of amplitude with frequency
for frequency modulation being apparently less objectionable than
the uniform distribution associated with amplitude modulation.

Fluctuation Noise Crest Factor

The crest factor may be defined as the ratio of the amplitude
of the highest peaks to the r.m.s. voltage. A number of experi-
mental attempts have been made to ascertain whether a definite
value can be given for the crest factor of fluctuation noise.
The various values obtained by different workers have ranged
from 3-4 to 4-5. For convenience in making calculations and
plotting curves, a compromise value of 4 will be assumed through-
out this book. From the theoretical standpoint it is, however,
impossible to place any finite value on the crest factor of fluctua-
tion noise.

The reasons for this require some further explanation. Con-
sidering Shot Effect as a typical example of fluctuation noise, the
basic noise unit is due to the arrival of one electron at the anode.
This may be considered to be an infinitesimal unit impulse. A unit
impulse is known to have a uniform distribution of energy over the
frequency spectrum. The component waves of a single unit impulse
are all in phase at the instant the impulse occurs. However, if two
unit impulses occur at different times, the frequency components
will add together with various phases. When the impulses occur at
random times and the number of impulses is increased to an
indefinitely large value, the relative phases of the various com-
ponents will have no discernible relationship and may be said to
be at random.

If all these component waves could at any time come into
phase, the voltage would rise to an indefinitely large value;
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however, the probability of this happening is infinitesimal.
Nevertheless, if any finite crest factor is chosen, the probability
that it will be exceeded at a given instant is a finite function.
This probability is another name for the fraction of the time that
the voltage will exceed the chosen value in a given period of time.
It has been shown by Landon that it is possible to express this
probability in the form of the curve given in Fig. 3-28. To take
an example of the way in which this curve may be used, the
point at which the crest factor =0 and the probability factor =0-5
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Fi1c. 3.28.—The fraction of time during which the fluctua-
tion noise voltage will probably exceed any given crest
factor may be determined from the above curve.

indicates that the voltage is above the zero value for half the
time. In other words, it is positive for half the time and negative
for the other half. Again, the point at which the crest factor =1
and the probability =0-16 indicates that the voltage exceeds the
r.m.s. value for 16 per cent of the time. To take one further
example, the point at which the crest factor =4 and the probability
=0-000032 indicates that the voltage is in excess of 4 times the
r.m.s. value for 3-2 seconds out of 100,000.

The curve is plotted for the amplitude modulation case in
which it is only necessary to consider voltage fluctuations in one
direction. When it is necessary to consider whether peaks of
either polarity or direction will exceed a certain value, the
probabilities given in the curve should be doubled.
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It may be shown mathematically that with the receiver band-
widths used in practical communication systems, the probability
of any noise peak substantially exceeding some four times the
r.m.s. level is very remote. The reason for this is the very low
probability that any noise peak or impulse will be of sufficiently
long duration to be amplified at its full relative amplitude. As the
receiver band-width is increased the amplitude at which short
duration noise peaks will be reproduced will be increased slightly.
The variations in the experimental measurements mentioned at the
beginning of this section were possibly due to observers setting a
limit to the crest factor without taking into account the receiver
band-width used.

Threshold of Improvement

As in the case of impulsive interfence, the improvement of a
frequency modulation system over an amplitude modulation
system with respect to fluctuation noise, also falls abruptly in the
region where the carrier and interference are of approximately
equal magnitudes. The question of the crest factor is of importance
in the matter, in that in order to determine the value at which the
carrier and interference are of equal magnitude, we must take not the
r.m.s. value of the noise wave-form, but rather a value which takes
into account the peak interference amplitude. For this reason, it is
convenient to take the factor 4 as the fluctuation noise crest factor.

The threshold of improvement with respect to fluctuation noise
coincides with the boundary below which reception is not possible.
This follows from the fact that once the signal amplitude is less
than that of the fluctuation noise, the modulation will be almost
entirely masked by the noise. In this, there is marked difference
between fluctuation and impulse noise; due to the discontinuous
nature of the latter, reception is possible despite the fact that the
peak noise magnitude exceeds that of the carrier.

As in the cases of impulsive and continuous wave interference,
the signal to fluctuation noise ratio deteriorates abruptly for a
frequency modulation system in the region of the threshold of
improvement. This is due to two facts: firstly, the greatly increas-
ing magnitude of the phase deviation as the interference amplitude
approaches that of the carrier. Secondly, the production of “pops”
by the same mechanism as discussed in the case of impulsive
interference.
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Chapter Four
INTERFERENCE SUPPRESSION

IT is as well to start this chapter by stating that frequency
modulation does not, in the absolute sense of the word, suppress
interference. Under favourable conditions its use will very greatly
reduce the audio disturbances resulting from an interfering signal.
The only satisfactory basis upon which to assess the improvements
arising from the use of frequency modulation is therefore that of
a comparison between the interfering audio disturbance repro-
duced by a frequency modulation receiver and that reproduced
by an amplitude modulation receiver, operating on the same wave-
band and subjected to the same interfering signal. When such
a comparison is made it is found that the improvement is not
constant but varies with different forms of interference. Further,
it is found that there is always an increase in the improvement
figure as the deviation ratio of a frequency modulation system is
raised. However, regardless of the type of interference or the
deviation ratio employed, the improvement has a minimum value
at a point known as the ““threshold of improvement”’. Normally,
this point occurs when the interference peak amplitude equals
that of the wanted signal. Once the threshold of improve-
ment has been reached, the difference between frequency modu-
lation and amplitude modulation depends on the nature of the
interference. Due to causes which will be discussed later, the
carrier level at which the threshold of improvement occurs is
raised as the deviation ratio increases.

The foregoing remarks give a very general introduction to the
more important of the factors involved in a study of the way in
which interference is suppressed in a frequency modulation system.
A careful examination of the conclusions which are reached in
this chapter will amply repay anyone who is concerned with
frequency modulation equipment. It will ensure that the impos-
sible is not demanded from a frequency modulation receiver and
at the same time permit a proper appreciation of the greatly
improved results which are possible.

In the last chapter it was shown that the interference modulation

83
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produced to a desired carrier by an unwanted signal is com-
posed of two component parts, namely, an amplitude and an
angular modulation component. Now a frequency modulation
receiver incorporates a special stage—the limiter—the only func-
tion of which is that of suppressing all the amplitude variations
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F1q. 4.1.—Diagram (A) shows the combined interference and carrier waves as applied
to the limiter valve’s grid. Diagram (B) shows that the amputude changes are absent
in the output but the interference phase modulation component remains.

(By courtesy of the British Institute of Radio Engineers.)

of the incoming carrier. Should the received signal consist of a
carrier with perhaps superimposed impulsive interference or a
heterodyne from a second and unwanted station, then the limiter
will eliminate the amplitude component, leaving a wave-form of
constant level. This action has been illustrated pictorially in
Fig. 4.1, from which it is apparent that although the limiter
suppresses the amplitude modulation component it does not alter
the phase modulation component.
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The Noise Triangle

In the presence of continuous wave interference, where the
wanted carrier amplitude exceeds considerably the interfering
signal amplitude, the resultant effect in both amplitude modulation
and frequency modulation is to produce an output at the difference
frequency of the two signals. For amplitude modulation the
amplitude of this output is independent of the frequency difference;
for frequency modulation the output is directly proportional
to it. When the interfering signal is appreciably smaller in
amplitude than the wanted signal the interference amplitude in
both is directly proportional to the amplitude of the interfering
signal. These statements may be expressed by the following
equations:

e,
for a.m. E =",
€
St &
L nt.
for f.m. Ey=Zc it Zint,
fd €

where E,=amplitude of the interfering signal demodulated out-
put referred to 100 per cent modulation output;
f.=carrier frequency;
fi=Iinterference frequency;
fqs=frequency deviation;
e.=peak carrier voltage;

e, ,=peak interfering signal voltage.
These relationships are shown graphically in Fig. 4.2. Thisdiagram
illustrates what has frequently been termed the frequency
modulation noise triangle. It assumes that the carrier and the
interfering signal are held at the same relative amplitude, only
their frequencies being varied. To illustrate the result of this form
of noise distribution, an example may be taken of an interfering
signal occurring 15 ke/s from the carrier; the resultant carrier
frequency modulation will be ten times as great as that which
would have occurred had the interfering signal been only 1,500
cycles from the carrier.

It is apparent from Fig. 4.2 that a frequency modulation

system, having a peak deviation of 15 ke/s and passing a maximum
audio frequency of 15 ke/s (system b), will on the average result
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in half the noise which would have been reproduced by a com-
parable amplitude modulation system (system a), which would
reproduce the noise at its full amplitude over the whole audio
band. This direct comparison between amplitude and frequency
modulation systems is true only so long as the harmonic frequency
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Fia. 4.2.—This diagram illustrates the frequency modulation ‘“noise
triangle”’. The noise spectra for two different frequency modulation
deviations are compared with that of an equivalent amplitude modula-
tion system.
(By courtesy of the British Institute of Radio Engineers.)

components produced are ignored, which implies that the ratio of
the interfering signal to the wanted signal is less than 1 to 3.

In examining the position with deviation ratios other than
unity, it becomes necessary to consider the effect of interference
occurring at a frequency separation greater than the highest audio
frequency. In general, such components will not be audible when
either signal is unmodulated; the position when they are is dis-
cussed further below. If, however, a frequency modulation system
employing frequency deviation of 75 k/cs is employed, the noise
output increases with frequency separation as shown by the hypo-
tenuse of triangle D. For this it will be apparent that at worst,
the signal to noise ratio in the frequency modulation system is
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difficulty in assessing the proportion of time that the frequency
modulated carrier will be within audio frequency range of the
interfering signal. Naturally, the basic improvement figure given
above applies directly to any continuous wave interference arising
from & second and unwanted carrier having a frequency which is
within audio frequency range of the desired carrier.

Effect of Impulsive Interference

The improvement in the r.m.s. signal to noise ratio of a frequency
modulated system over an amplitude modulated system to impul-
sive interference was calculated in the last chapter, and is given by

'\/3 fd/fc»

where f,=frequency deviation;
.=Dband-width of receiver audio frequency stages.

Since we are concerned only with these components of the noise
output which fall within the audible region, f, should more
properly be taken as the highest audible frequency or the band-
width of the receiver audio frequency stages, whichever is the less.

. Thus in a receiver designed for high quality broadcast reception,
there is no need to restrict the band-width of the audio frequency
stages of the receiver in order to realise the improvement in signal
to noise ratio. In such a system the ratio f;/f, would normally be
equal to the deviation ratio, since f, is the assumed equal to the
highest audible frequency, and such a system would be designed
with this value of deviation ratio. Thus, for a system employing a
peak deviation frequency of 75 ke /s, and an audio frequency band-
width of 15 ke /s, the improvement is 19 db.

This improvement, however, takes no account of the aural
improvement encountered due to the different character of the
noise in the two cases. In amplitude modulation the distribution
of amplitude with frequency of the components of the audio
frequency output is uniform, whilst with frequency modulation the
distribution of amplitude is proportional to frequency. The audible
result is that ignition interference in an amplitude modulation
receiver has the characteristics of a “‘pop”, whilst in a frequency
modulation receiver it has the characteristic of a “click”. The
latter is much less disturbing to the listener, and consequently the
subjectively assessed signal to noise ratio is higher than the r.m.s.
improvement would indicate.



INTERFERENCE SUPPRESSION 89

The improvement is not constant, but deteriorates in the region
where the peak interference amplitude exceeds that of the carrier
at the output of the i.f. amplifier. When this occurs, the frequency
modulation output includes a proportion of “pops”, and the signal
to noise ratio, both subjective and r.m.s., falls rapidly. However,
the fall is limited by the fact that when the output comprises 50 per
cent “pops’’, the signal to noise ratio does not deteriorate further,
but tends to a constant value, asexplained in the last chapter. Thus
at the threshold of improvement, the f.m./a.m. signal to noise
improvement ratio is at minimum; above and below the threshold
the ratio increases. It is of interest to note that, below the
improvement threshold, the f.m./a.m. improvement ratio will
ultimately equal and then exceed the value it attains above the
improvement threshold. Thus paradoxically, the f.m./a.m. im-
provement ratio is greatest below the improvement threshold.
The importance of this fact should not, however, be over-rated,
since reception under such conditions would be very poor in either
system. Also, it is to be suspected that the signal level will be so
low as to be vanishingly small, and may well be swamped by the
receiver fluctuation noise.

In communication systems, where the highest value of signal to
noise ratio is desired, it is usual to restrict the audio frequency
range; an upper frequency limit of 3 ke/s is frequently adopted.
The reduction of the band-width of the audio frequency stages of
the receiver thus serves to increase the improvement factor for a
given frequency deviation. An alternative advantage is that, for a
given improvement factor, the frequency deviation employed may
be reduced. This has the effect of reducing the band-width required
for transmission, in itself a desirable effect. Further, the i.f. band-
width may then be reduced, with a consequent lowering of the
input signal level at which the threshold of improvement occurs.
This point is discussed in more detail later.

Effect of Fluctuational Noise

The major difference between impulsive and fluctuational noise
is that whereas impulsive interference is discontinuous in time,
fluctuation noise is continuous. Thus it is possible for a frequency
modulated transmission to be intelligible when the amplitude of
the impulsive interfering signal exceeds that of the carrier, whilst
it is not in the case of fluctuation noise.
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As shown in the last chapter, the voltage reduction in the noise
level output due to the use of frequency modulation is given by

\"'/3 fd /fc,

where f,=frequency deviation;
.= band-width of receiver audio frequency stages.

As with impulsive interference, the distribution of amplitude
with frequency means that the noise is less disturbing to the
listener in a frequency modulation system than an amplitude
modification system, and the signal to noise ratio assessed sub-
jectively is higher than the expression above indicates. In order
to obtain the maximum improvement in a communication system,
where the highest modulation frequency is less than the highest
audible frequency, the band-width of the audio frequency stages
should be limited to the minimum.

Varying Carrier and Interference Amplitude

As discussed in the previous chapter, the improvement in signal
to noise ratio for all three types of interference, continuous wave,
impulsive and fluctuation noise, deteriorates as the interference
amplitude approaches that of the carrier. In all three cases, the
deterioration occurs abruptly. For continuous wave interference,
with two unmodulated carriers, the signal to noise ratio in a
frequency modulation system falls to zero when the carriers are of
equal amplitude; this is not, however, the usual condition encoun-
tered in practice, since normally one or both carriers are modulated.
This condition is discussed in more detail in the next section.

Where impulsive interference is being considered, the signal to
noise ratio falls rapidly in the region where the peak magnitude
of the interference i.f. output just exceeds that of the wanted
carrier. Additionally, the improvement factor falls to a minimum
value in this region. It should be noted that the peak magnitude
of the interference is directly proportional to the receiver i.f. band-
width, and thus in order to defer the fall in signal to noise ratio
to the lowest possible input signal level, the receiver i.f. band-
width should be restricted to the minimum possible. It is for this
reason that small frequency deviations are usually employed with
communication systems.

Where the interference comprises fluctuation noise, the signal
to noise ratio for both a frequency modulation system and an
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amplitude modulation system fall below unity when the inter-
ference amplitude at the i.f. amplifier output exceeds that of the
carrier, and under these conditions it may be assumed for the
present purpose that the signals in both systems become unin-
telligible. The input signal level at which the threshold occurs
is rather difficult to determine, since it is not possible to assign
any definite peak value to the noise signal, by virtue of its nature.
It would, however, appear reasonable to take a crest value for
fluctuation noise in the region of 4, and assuming this, the
threshold would appear to occur when the peak value of the
carrier exceeds the r.m.s. value of the noise by the factor of 4.
The position of the threshold of improvement in this case is
related to the r.m.s. value of the noise signal, and hence the level
at which it occurs is proportional to the square root of the receiver
i.f. band-width and not directly to the receiver i.f. band-width as
in the case of impulsive interference.

The comparison between a.m. and f.m. systems is complicated
by the fact that the receiver band-widths required differ appre-
ciably, and hence the r.m.s. value of the fluctuation noise will be
different for the two systems. Thus, in determining the carrier
level at which the signal becomes unintelligible in the presence of
fluctuation noise, it is necessary to know the receiver band-width
for both amplitude modulation and frequency modulation systems.
In general, by virtue of the smaller band-width necessary, an
amplitude modulation system can, therefore, work in a region of
lower field strength than a comparable frequency modulation
system.

Suppression of the Weaker Signal

Where two signals are working on a common frequency, or are
separated by a relatively small frequency difference, the weaker
signal is smothered by the stronger. This effect, which is some-
times referred to as the capture effect, is merely a special example
of the signal to noise ratio improvement resulting from the use of
frequency modulation.

The effect arises from the phenomenon referred to in the case of
continuous wave interference; the rapid fall in the signal to noise
ratio as the strength of the interfering signal becomes comparable
with that of the wanted signal. Here, however, we are concerned
with the converse condition, the rapid rise in signal to noise ratio
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which occurs when the wanted signal strength rises above that of
the interfering signal. The effect is that the interference is rapidly
smothered as the difference increases, the degree of supression
being far greater than might at first be suspected from the relative
strengths of the two signals.

Where the frequency separation between the carriers exceeds
the highest audible frequency, there is no interference in the
absence of modulation of the signals. When, however, the un-
wanted signal is modulated, certain of its side bands will fall
within audible frequency separation of the wanted signal carrier,
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