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FOREWORD

Of the two carrier characteristics, amplitude and time, that 
are capable of being modulated, amplitude change has 

until recently been the only type used for broadcasting purposes.
Frequency modulation, which is one aspect of time modulation 

(the other is phase modulation) was thought at one time to require 
less band-width for a given information rate than amplitude 
modulation, but this myth was exploded by Carson’s theoretical 
analysis of 1922. As stated in the introduction, interest in 
frequency modulation died down and was only revived by 
Armstrong’s pioneering work (1936) which showed that frequency 
modulation could provide improved signal-to-noise ratio for a 
given transmitting power compared with a similar service using 
amplitude modulation. In fact, he proved that with frequency 
modulation the effective signal strength is a function of power and 
band-width and that both random and impulse noise could be re­
duced by using a wide pass band receiver containing an amplitude 
limiter.

The war prevented, in England, the same exploitation of fre­
quency modulation for broadcasting as occurred in America. 
After the war the BBC carried out a prolonged series of compara­
tive a.m./f.m. tests at very high frequencies, which confirmed 
Armstrong’s contentions and added much to our knowledge of 
high power v.h.f. broadcasting.

Interest in frequency modulation has been given a considerable 
impetus by the Government’s decision, in July 1954, to accept the 
BBC’s recommendations for a v.h.f. broadcasting service using 
frequency modulation, and the bringing into operation during 
1955/6 of the first group of v.h.f. (f.m.) stations included in the 
BBC’s plan. A revised edition of this book is therefore timely, and 
the increased information made available on interference, aerials, 
limiters and discriminators, and frequency modulated receivers, 
will be welcome. The co-author who has undertaken the task is 
well qualified to do so because he has been responsible for writing 
instructions concerning the BBC’s v.h.f. (f.m.) sound broadcasting 
station at Wrotham in Kent, which came into regular service on 
2nd May 1955, but perhaps above all because he is a keen experi­
menter with frequency modulation receiver circuits.

K. R. STURLEY
December 1st, ¡955





PREFACE TO SECOND EDITION

Since the publication of the first edition, there have been ex­
tensive additions to the literature dealing with many aspects 

of frequency modulation engineering, and the engineering practice 
associated with frequency modulation systems has developed con­
siderably. The book has therefore been enlarged and altered 
substantially. Whilst the first edition was the work of C. E. Tibbs 
alone, pressure of business prevented him from devoting the 
necessary time to the preparation of the second edition, and the 
present co-author is largely responsible for the revision.

Acknowledgment is due to the BBC for the use of much of its 
published material, and the revising author is grateful to the Chief 
Engineer of the BBC for permission to use much valuable informa­
tion contained in unpublished BBC Reports. Particular thanks 
are due to Dr. R. D. A. Maurice and G. F. Newell, of the BBC 
Research Department, for helpful advice and discussions on a 
number of points. Thanks are also due to S. W. Amos, of the BBC 
Engineering Training Department , for his help and assistance at all 
times, and to Dr. K. R. Sturley, Head of the Engineering Training 
Department, for the interest he has shown in the project, and for 
his kindness in contributing a foreword.

G. G. JOHNSTONE
Twickenham,

Middlesex
December 1955





PREFACE TO FIRST EDITION

rip his book is intended to provide students, engineers and all 
J. those interested, with a concise and readily digestible survey 

of the whole field of frequency modulation engineering. A number 
of the classical papers dealing with the theory of this subject 
are written in such an advanced style that they are almost un­
intelligible to the average radio engineer. The present work 
re-presents the basic theory in a form which the author hopes will 
be more readily understandable. After an introduction the basic 
properties of a wave modulated in frequency are discussed. As 
the reader should have at least a nodding acquaintance with the 
different types of interference and noise structure the third chapter 
is devoted exclusively to this subject. The means by which inter­
ference is suppressed in a frequency modulation system is treated 
in some detail in the following chapter.

It would not be difficult to write a complete book on the propa­
gation of radio signals in the ultra-short waveband. The chapter 
on this subject is therefore only a synopsis of the more important 
points. The same remarks are applicable to the chapter on aerials. 
The remainder of the book is devoted to a description of the tech­
nique and circuits employed for frequency modulation and 
reception. Wherever possible, circuits of actual commercial equip­
ments have been described and component values indicated. The 
reader who has a primarily practical outlook will be interested to 
find that not only has the theory of such components as the 
discriminator been treated in reasonable detail, but that working 
designs together with measured response curves are included.

The delay in the issue of this book, due to present difficulties in 
printing and publishing, coinciding as it did with the Federal 
Communications Commission’s and the British Broadcasting 
Corporation’s choice of the 90 Mc/s region for frequency modula­
tion broadcasts, placed the author in a rather difficult position. 
Should the book be delayed until sufficient information was 
available to describe only 90 Mc/s equipment or should it be 
released for publication substantially as it now stands? In view 
of the absence of any other satisfactory work covering the same 
ground the author not only feels justified in offering the present



X PREFACE TO FIRST EDITION
work, but believes it will make a material contribution towards 
the progress of frequency modulation in this country. Few if 
any basic changes have resulted due to the alteration in trans­
mission frequency from 40/50 Mc/s to 90/100 Mc/s. The com­
mercial equipment described is in no way out of date, but rather 
is suitable for a lower frequency than that now employed. Pro­
vided that the reader bears this in mind he will find it detracts 
little from the usefulness of the book.

A volume of this type is only possible as a result of the efforts 
of the many authors upon whose work it is based. The present 
author therefore wishes to make grateful acknowledgment to all 
those engineers and companies who have published the results of 
their work in the field of frequency modulation engineering. 
Many of the names connected with this field will be found in the 
index at the end of the book. A more personal appreciation is that 
due to Mr. G. D. Clifford, Secretary of the British Institution of 
Radio Engineers, to whose lively encouragement the commence­
ment of this book was directly due. The author would also like 
to offer his warm thanks to Mr. L. H. Bedford for a foreword which 
is all the more valued for its frankness. Acknowledgment is also 
made to the Wireless World and the Journal of the British Institu­
tion of Radio Engineers for permission to use both diagrams and 
material which the author had previously published.

In general, acknowledgment of the source of diagrams and 
illustrations has been made individually. The author would, 
however, apologise in advance if in any case credit has been either 
incorrectly allocated or omitted. If any errors of this or any other 
type should be found by the reader, he is invited to write the 
author, care of Messrs. Chapman & Hall, in order that such errors 
may be corrected in later editions.

C. E. TIBBS
Banstead,

Surrey
April 1947
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Chapter One

INTRODUCTION

The use of a frequency modulated carrier wave for the trans­
mission of radio signals is not new. The Poulsen arc, developed 

well before 1914, transmitted continuous wave signals which were 
shifted from one frequency to another when the telegraph key 
was depressed. Since that time the use of frequency modulation 
has been proposed more than once, as a method of overcoming 
various difficulties which have occurred during the growth of 
radio-telephony and broadcasting. Interest in its possibilities was 
shown when it became apparent that only a rigidly limited 
number of channels could be accommodated within the medium 
and long wavebands, which were at that time considered to be 
the only bands on which a practical broadcast service could be 
operated. It was suggested that if the carrier wave was main­
tained at a constant amplitude and modulated with very small 
frequency swings or “deviations”, it would be possible to convey 
the desired intelligence and at the same time use only a fraction 
of the band-width necessary to pass the side bands of an amplitude 
modulated station. It was contended that it would in this way be 
possible substantially to increase the number of broadcast channels 
which could be accommodated within any given frequency band.

Serious thought along these lines was, however, brought to a 
conclusion in 1922, by the publication of one of the first mathe­
matical treatments of frequency modulation. This paper, by 
J. R. Carson, demonstrated that these ideas were based on a 
fallacy, and gave for the first time a solution for the spectrum 
distribution when a wave is modulated in frequency. Carson not 
only proved that side bands are produced, but also showed that 
the band-width occupied by these side bands is at least double 
that of the highest audio modulating frequency. In short, he 
showed that no reduction in the band-width required for any 
given station could be obtained by modulating the carrier 
frequency instead of its amplitude.

For a number of years after the publication of this paper 
frequency modulation was regarded as of little or no practical 

1



2 FREQUENCY MODULATION ENGINEERING
value. However, in 1936, E. H. Armstrong published a paper in 
which he presented frequency modulation not as a method of 
cramming more stations into the broadcast band, but as a means 
of reducing the level of every type of interference. He demon­
strated that the earlier mathematical analyses had overlooked 
the very important point that it is possible to distinguish, at the 
receiver, between a carrier wave which is frequency modulated 
and any other undesired signals occupying the same frequency 
spectrum. It is due to this property—the reduction in level of 
every type of interference—that frequency modulation or “F.M.” 
for short, has been so rapidly developed during the last few years.

It is perhaps advisable to note at this point that the use of 
frequency modulation does not in itself result in an improved 
standard of reproduction, except in so far as it reduces the general 
noise background. Even before the construction of the first 
frequency modulation broadcasting station, the sound channel of 
the BBC television station in London offered similar reproduction 
fidelity. Reception could, however, be marred by the staccato 
stutter of ignition interference from passing cars. In changing a 
very high frequency broadcasting station to frequency modulation, 
this and all other forms of interference are reduced by some 20 db, 
which for all practical purposes means that they may be regarded 
as suppressed.

The medium waveband has for long been used almost exclu­
sively for the transmission of programmes intended primarily for 
entertainment. This band, however, suffers from many draw­
backs, not the least of which is the impossibility of transmitting 
a satisfactory complement of side bands within the band-width 
available for each station. The selectivity necessary to separate 
one station from the next results in the majority of medium-wave 
broadcast receivers cutting off- all side bands—and therefore all 
audio signals—beyond some 3,000 to 5,000 c/s. The change from 
a system giving an audio response of this order to one working on 
the very high frequency band, where it is possible to have an 
overall characteristic which is flat up to 15,000 c/s, produces a 
marked improvement in fidelity. When this is combined with the 
virtual elimination of aU types of interference, there is an un­
answerable case for the almost universal adoption of frequency 
modulated transmission for all local high fidelity broadcast 
stations.
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The development of frequency modulation broadcasting was 

fostered by the conditions which exist in many modern cities. 
The screening produced by immense steel frame buildings, to­
gether with extremely high static levels and the lack of satisfactory 
aerial arrangements, provided the background against which it 
was developed. It alone can provide satisfactory reception, in 
flats which are part of a vast honeycomb packed with every 
imaginable type of electrical equipment, from hundreds of 
vacuum cleaners to express lifts.

Tests carried out by the BBC have shown that providing a well- 
designed receiver is employed, a satisfactory broadcast service in 
the band 90-100 Mc/s can be obtained with frequency modulation 
at field strengths as low as 50 pV/m, whereas, with amplitude 
modulation and the same amount of noise, the field strength 
would need to be at least 900 ,uV ¡m. These figures, however, relate 
to the limitations of receiver noise. When other sources of noise 
are taken into account, the BBC considers that a minimum field 
strength of 250 /zV/m is required.

The advantages of frequency modulation are not confined to 
broadcasting alone. Very greatly improved results are obtained 
with every type of short-range mobile communication equipment. 
Tests have been carried out by the International General Electric 
Company, in which two transmitters were used; the first having 
a power of 150 watts was situated at Albany, and the second a 
50-watt transmitter, was located at Schenectady, some 14| miles 
away. Both stations operated on the same wavelength, with both 
frequency and amplitude modulation. In driving a car equipped 
with a receiver along a direct route between the two stations the 
following results were obtained:

Type of modulation
Interference-free 

range of 150-watt 
station

Transitional 
distance with 
interference

Interference-free 
range of 50-watt 

station

Amplitude . . 2-3 miles 11-7 miles 0-5 mile
Frequency . . 10-5 miles ' 1-0 mile 3-0 miles

In the following chapters, the complex theory and the engineer­
ing technique which lie behind such results as these will be 
investigated and discussed in some detail.



Chapter Two

THE FREQUENCY MODULATION OF 
A CARRIER WAVE

Before commencing a detailed examination of the structure 
of a frequency modulated wave, it will be found helpful to 

have a general idea of the way in which intelligence may be 
conveyed by a carrier wave-form. The two principal methods by 
which a wave may have a second signal impressed upon it are 
indicated in Fig. 2.1. The first diagram illustrates the application

CA> FREQUENCY MODULATED CARRIER.

Fig. 2.1.—The general nature of a frequency modulated carrier is compared with 
that of an amplitude modulated carrier.

(By courtesy of the British Institute of Radio Engineers.)

of frequency modulation to the carrier, whilst the second depicts 
the effect of amplitude modulation. In both cases the same 
modulating audio signal is applied—two cycles of a sine wave­
shape. The amplitude of the first cycle is such that it results in 
50 per cent modulation, and that of the second cycle in the 
maximum permissible modulation; that is to say 100 per cent. In 
order to recover this audio signal wave at the receiver it is

4



THE FREQUENCY MODULATION OF A CARRIER WAVE 5 
necessary, in the case of frequency modulation, to provide a 
demodulation circuit (or discriminator), in which the audio out­
put voltage is directly proportional to the frequency variations 
of the carrier. In the case of amplitude modulation the detector 
output voltage must be proportional to the changes in carrier 
amplitude.

With the aid of Fig. 2.1 it is also possible to make a number of 
deductions relating to the general nature of a frequency modu­
lated carrier. In the first place, the carrier is steady at its mean or 
unmodulated frequency until modulation commences. It then 
swings above and below its mean frequency. The number of 
excursions which it makes on either side of this mean frequency 
is directly governed by the frequency of the modulating signal.

Fro. 2.2.—A simple alternating wave may be represented by the equation 
e = A cos 6.

The extent of the frequency swing is directly proportional to the 
amplitude of the modulating signal. It should be particularly 
noted that the actual frequency shift has no connection with the 
frequency of the modulating wave, but is entirely dependent upon 
its amplitude. One of the most important points which should be 
brought out at this stage is the fact that the carrier amplitude 
remains constant regardless of the modulation depth.

In summing up, the general nature of a frequency modulated 
transmission may be defined as one in which there is no amplitude 
modulation of the carrier, and in which its frequency faithfully 
follows the amplitude changes of the modulating wave-shape. In 
the case of amplitude modulation the carrier amplitude is varied 
without producing any frequency variation. The amplitude 
changes are in direct proportion to the modulating signal’s 
amplitude and frequency.
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Modulation
Having now outlined the general form of amplitude and 

frequency modulated carriers, it is possible to pass on to a more 
detailed consideration of the whole process of modulation.

The modulation of a wave may be defined as the process by 
which some characteristic is altered in accordance with the varia­
tions of a second signal, such as the voltage fluctuations associated 
with speech, music, television or telegraph signals. It is proposed, 
firstly, to establish which of the basic characteristics of a wave 
can be modulated.

A simple alternating voltage may be represented by the 
equation:

e=A cos 0,..................................... (2.1)
where e=the instantaneous voltage amplitude of the wave;

A=the peak voltage amplitude of the wave;
0=the instantaneous value of the angle of rotation of the 

wave vector. This may also be expressed as
0=fcodi, ...............................(2.2)

Jo
dO

where co= — is the instantaneous value of the angular velocity 

of rotation of the wave vector.
It may therefore be said that

e=A cos f a>dt...................................... (2.3)
J o

The two basic methods of modulation can be identified from this 
equation as:

1. Amplitude modulation in which A is varied, and co is con­
stant. In this case, expression (2.3) becomes

e=A(t) cos (co/+^), .... (2.4)
where A(t) indicates that A varies with time; ^ = 0 at ¿=0.

2. Angular modulation in which co is varied, and A is constant.
In this case expression (2.3) becomes

e=A cos J a>(t)dt, .... (2.5) 

where co(i) indicates that co varies with time.
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These two basic modulation groups are in turn divided into a 

number of different sub-groups each with its particular merits 
and characteristics. In the first group there is simple amplitude 
modulation and all the various forms of pulse amplitude modu­
lation. Falling within the second group are phase and frequency 
modulation—both being special forms of angular modulation.

Amplitude Modulation
Let it be supposed that a regular periodic change is made about 

the mean carrier amplitude, at a rate which is slow compared with 
the carrier frequency. The signal, and it should be observed that 
the term signal is used in this chapter to denote the modulating 
wave-form and not the complete modulated carrier, can be 
expressed as:

Aa cos œat,

where Aa=the peak signal voltage;
o)a=2nfa, where fa is the modulating signal frequency;

coai=the signal voltage vector rotation measured in
radians

instantaneous 
AMPLITUDE 

OF MODULATED
. CARRIER

MODULATED
UNMODULATED

Fia. 2.3.—Carrier amplitude modulated with a cosine wave signal. 
A modulation factor m«=0-5, results in 50 per cent modulation.
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If now the percentage amplitude modulation is made equal to 

a modulation factor mu, multiplied by 100, then it follows from 
the definition of an amplitude modulated wave that maA Aa.

Under these conditions A(i) in equation (2.4) becomes

-4(1 cos co J).....................................(2.6)

It will be seen that this indicates a periodic amplitude change 
about the value of the unmodulated carrier amplitude A, the 
extent of this change being determined by the modulation factor 
ma. If A had been merely modified by mu cos mJ, this would 
have indicated a change about a zero datum line.

By combining expressions (2.4) and (2.6), and taking ^> = 0°, an 
expression for an amplitude modulated carrier is obtained.

e — A cos co/( 1 -rma cos mJ). . . . (2.7)
This formula indicates that the wave consists of a high-frequency 

carrier, A cos Mt, which is constant in frequency, but which is 
varied in amplitude in accordance with the signal wave, about 
the mean carrier amplitude A.

Expression (2.7) can be expanded to give the full spectrum 
distribution as follows:

e=A cos Mt-\-Ama cos mJ cos cot

=A cos mJ + —J- cos (co—Ma)t + -3— cos (mJ-coAI. (2.8)

From this it will be seen that the same modulated carrier may 
also be considered as being built up of a spectrum of constant 
amplitude, constant frequency waves. This spectrum consists of 
the original carrier, A cos Mt, and two sets of high-frequency waves, 
qit ^4 ztz ^4—— cos (m—Ma)t and—— cos (M-\-Ma)t, known as the side bands, 

2 2
and spaced fa cycles on either side of the carrier. The amplitude 
of these side bands will be dependent on the modulation factor ma, 
and will at 100 per cent modulation (i.e. when ma=l) reach a 
maximum of one-half the carrier amplitude.

The magnitude of the modulated wave at any instant is given 
by the sum of the projections on the reference axis 0=0 of the 
three vectors corresponding to the components of the wave, as 
shown in Fig. 2.4(a). The instantaneous wave magnitude can also 
be found by considering the projections of the side band vectors



'Vwjgt

The total radiated power contained in the side bands at 100 per 
cent modulation will be half the carrier power, which remains 
unchanged under all conditions. It will be shown in the following 
section that matters are entirely different for all forms of angular 
modulation including, of course, frequency modulation, where the

THE FREQUENCY MODULATION OF A CARRIER WAVE 9
on the carrier vector. This leads to the vector diagram of Fig. 2.4(6); 
the upper side band vector rotates in the positive (anti-clockwise) 
direction relative to the carrier vector, whilst the lower side band 
rotates in the negative direction. The instantaneous magnitude 
of the carrier vector is thus A(1 +ma cos (o„t) as given in expression 
(2.8).

Fid. 2.4.—Diagram (a) shows the'wave magnitude as the sum of the projections 
of the side band and carrier vectors on the axis 0 = 0. Diagram (b) shows the 
variation of the carrier vector magnitude as the sum of its unmodulated magnitude 

and the projections of the side band vectors upon it.

A(i + ma cos u>ot)

Fid. 2.5.—The side band spectrum 
of simple amplitude modulated wave.

Rig A

u»a) I

0-0
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total radiated power remains constant, and a large proportion of 
this power is contained in the side bands. It is even possible for 
the carrier amplitude to fall to zero. It is this important difference 
which makes a frequency modulation transmitter so much more 
efficient than its amplitude modulation counterpart.

Angular Modulation
The general expression for all forms of angular modulation is 

given by (2.5),

where aj(t) is the instantaneous value of the angular velocity of 
the wave vector. This can be expressed as the sum of two com­
ponents, one constant and equal to the angular velocity (coc) of the 
unmodulated carrier vector, and the other varying with time, 
related to the modulating signal amplitude. Then

io(0=wc+w1(0..................................... (2.9)
The actual value of will be considered in detail in the dis­

cussion of the various types of angular modulation.
Combining expressions (2.5) and (2.9), the instantaneous value 

of the wave amplitude is given by

e=A cos J {«Oc+iMi)} dt

J
't

cD^dt] . . (2.10)
o

=A cos [cdct fl-.............................(2.11)
where ^>(0= [ cD^dt, ............................ (2.12)

J o
is the instantaneous value of the wave phase angle cf>, the angle 
between the modulated carrier vector and the mean or un­
modulated carrier vector.

From expression (2.11), it can be seen that angular modulation 
can also be defined in terms of variation of the wave phase angle 
</>. If the wave frequency is made to vary directly with the 
amplitude of the modulating signal, frequency modulation results; 
if the wave phase angle is made to vary directly with the ampli­
tude of the modulating signal, phase modulation results. Before
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discussing the forms of angular modulation in particular, it is 
necessary to elaborate on the meaning of wave frequency and 
phase angle, and the relationship between the two.

Wave Frequency and Phase Angle
The frequency of a wave is normally defined as the number of 

rotations of the wave vector (cycles) in a given period of time, 
generally expressed in cycles per second, or multiples of this unit. 
Where, however, the wave angular velocity is not constant, as in 
the case of angular modulation, the frequency as estimated by the 
number of vector rotations in a period of time yields only an 
average value. In order to define the instantaneous value of the 
wave frequency, the angle swept out per rotation (2?r radians) 
must be divided by the instantaneous value of the wave vector 
velocity. This then, is the time of rotation the vector wave would 
have if the instantaneous value of the angular velocity were 
maintained over a period; consequently the corresponding instan­
taneous value of the wave frequency is the inverse of this. 
Designating the instantaneous wave frequency f(t),

..................................... <2-13)

When the wave vector angular velocity has a fixed and a 
variable component, as defined in expression (2.9),

J 2.-r 2tc

=fc+fW, ...............................(2.14)
where fc is the carrier frequency,

f^t) is the instantaneous frequency corresponding to 
i.e. 2.t/i(0 =Wi(Q.

Expression (2.14) states that the instantaneous value of the 
wave frequency shift, i.e. the departure of the wave frequency 
from its unmodulated value, is equal to If, then,/1(Z) is directly 
proportional to the modulating signal magnitude, the wave 
frequency shift is proportional to the modulating signal mag­
nitude, and hence this type of angular modulation is termed 
frequency modulation.

The instantaneous value of the wave phase shift is defined as the 
angle between the instantaneous position of the wave vector and
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the position it would occupy if unmodulated. If this phase shift 
</>(£) as defined in expression (2.11) is made directly proportional to 
the magnitude of the modulating signal, the form of angular 
modulation termed phase modulation results.

The relationship between the instantaneous value of the wave 
frequency shift f/t) and the instantaneous value of the
phase shift can be found by combining expressions (2.12) and 
(2.14),

¿W = £2^«*...................................(2.15)

or, alternatively, by differentiating (2.15),

................................. (2.16)
L J

These expressions are of fundamental importance, since they 
show that frequency shift and phase shift are inseparable, and 
the relationship between them. Expressed in words, it may be 
stated that the instantaneous value of the wave frequency shift is 
equal to 1 /2ti times the instantaneous rate of change of phase 
angle.

Frequency Modulation
As stated above, if the wave frequency shift is made propor­

tional to the modulating signal magnitude, frequency modulation 
ensues. With a cosinusoidal modulating signal, the resultant wave 
will have alternate “compressions” and “rarefactions”, to borrow 
from the sound-wave analogy. The degree of “compression” and 
“rarefaction” will be proportional to the amplitude of the modu­
lating signal whilst the occurrence of the “compressions” and 
“rarefactions” will correspond to the signal frequency.

It is convenient at this point to define the terms used in con­
nection with frequency modulation; in particular the meaning 
assigned to frequency shift, frequency swing and frequency 
deviation. The term frequency shift is used to describe the depar­
ture of the signal frequency from its unmodulated value. The 
term frequency swing is reserved for the maximum value of 
frequency shift with a sinusoidal input signal, i.e. the frequency 
swing corresponds to the amplitude of the modulating signal. The 
term frequency deviation is a parameter of a given transmitting 
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system, and is the maximum value of frequency shift permitted; 
this point is discussed further later.

If the signal applied to the input of the modulating system is 
A a cos Mal, and b is a constant, equal to the frequency shift 
occurring per volt of applied signal,

f1(t)=bAa cos uat.................................. (2.17)
From expression (2A4)f1(t)=f(t)—fc=a>l(t)l27i and combining this 
with expression (2.10), the expression for a frequency modulating 
wave becomes

e=A cos ^coci -j- J 2nbAa cos watdt^

—A cos -|- — bAa sin coai >
I wa J
f bA 'I=A cos / wct —- sin wat >, . . . (2.18)
I J a J

since 2nfa = ioa.
This expression may be rearranged into a more general form by 

eliminating b and Aa. These terms are associated with the modu­
lating system, and it is more convenient generally if the wave 
frequency swing is introduced. If fs is the frequency swing 
corresponding to the amplitude of the modulating signal, fs=bAa, 
expression (2.18) can be rewritten as

e= A cos / u)ct -|- sin coat I. . . . (2.19)
I J a J

By analogy with the case of amplitude modulation, it might be 
expected that 100 per cent modulation would occur when the 
maximum value of the frequency swing equalled the unmodulated 
carried frequency; in this case, the carrier frequency would be 
swept between the limits 0 and 2fc. Such a system is, however, 
completely impracticable.

In practice, an arbitrary upper limit fd is set for the frequency 
swing and this is called the frequency deviation. This upper limit 
may be considered the equivalent of 100 per cent modulation. 
The choice of this limit is governed by two primary factors, signal 
to noise ratio and the band-width required for transmission. As 
will be shown later, the limit is required to be as high as possible 
to secure a good signal to noise ratio. The limit is required to be 
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as low as possible to reduce the band-width required for trans­
mission. The compromise value generally adopted for broadcast­
ing systems is 75 kc/s; for communications systems this is often 
reduced to 15 kc/s.

Since fd corresponds to Aa max, the maximum amplitude of the 
modulating signal, it is possible to introduce a modulation factor 
defined by

. .(2.20)
■B-a max Jd

and combining this expression with expression (2.19),

e=A cos coct4- yA sin co. (2.21)

Phase Modulation
If, as stated above, the wave phase angle is made directly 

proportional to the modulating signal amplitude, phase modu­
lation ensues. If a cosinusoidal modulating signal is considered, 
the wave vector will swing about its mean or unmodulated position 
in such a manner that the instantaneous value of the angle 
between the vector and its unmodulated position is proportional 
to the modulating signal magnitude. The frequency of the 
fluctuations about the mean position will be equal to the frequency 
of the modulating signal. With a constant frequency input, the 
angular deviations increase linearly with the modulating signal 
amplitude. If the signal applied to the input of the modulating 
system is Aa cos coat, and is a constant, equal to the phase shift 
in radians per volt of applied signal,

f(t)=blAa cos coat. .... (2.22)

Combining this expression with expression (2.11), the expression 
for a phase modulated wave becomes

e=A cos cos coat}. . . . (2.23)

By analogy with the frequency modulation case, bxAa may be 
replaced by mfd, where fd is the phase shift produced by the 
maximum amplitude of the modulating signal, and m is the 
modulation factor defined by m=Aa/Aa max. Whence

e=A cos {(octf-mfd cos a>atf . . . (2.24)
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Relationship between Frequency and Phase Modulation
It was shown in expressions (2.15) and (2.16) that any frequency 

shift of a wave is accompanied by phase shift, and conversely. 
Thus a frequency modulated wave may be considered in terms of 
the phase shift of the carrier vector; similarly, a phase modulated 
wave may be considered in terms of the wave frequency shift.

Consider firstly a frequency modulated wave. The instantaneous 
value of the phase shift can be seen directly from expression 
(2.21) to be

^1)=^ sin coat.................................. (2.25)
J a

This expression shows that, with a constant amplitude modulating 
signal, i.e. m constant, the wave phase shift is swept between the 
limits inversely proportional to fa in contrast to the analagous 
case in phase modulation, where the limits are constant. It 
also shows that the instantaneous value of the phase shift for a 
frequency modulated wave is in quadrature with the modulating 
signal magnitude. Both of these effects are due to the fact that 
the phase shift is proportional to the integral of the frequency 
deviation. If the signal applied to the modulating system had 
been made proportional to the differential coefficient of the 
modulating signal, the processes of differentiation and integration 
would nullify each other, and a phase modulated signal would 
result. Since the process of differentiating a signal wave-form can 
be achieved in practice, a frequency modulation system can be 
made to produce a phase modulated wave.

Considering now a phase modulated wave in terms of the 
accompanying frequency shift, expression (2.16) shows that

cos2?r at

= — — m</>da>a sin a)at

= —nuf>dfa sin o)at, .... (2.26) 
since 2nfa=oja.

This expression shows that, with a constant amplitude modulat­
ing signal, i.e. m constant, the frequency shift is swept between 
limits directly proportional tofa, in contrast to the analagous case 
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in frequency modulation, where the limits are constant. The 
expression also shows that the instantaneous value of the frequency 
swing is in quadrature with that of the modulating signal magni­
tude. These effects arise from the fact that the frequency deviation 
is proportional to the differential coefficient of the phase shift.

If the signal applied to the modulating system had been made 
proportional to the integral of the modulating signal, the pro­
cesses of differentiation and integration would nullify each other, 
and a frequency modulated signal would have resulted. Since the

Fig. 2.6—The effect on the carrier wave of a square wave modulating signal. 
The dotted lines indicate the practical effects obtained.

process of integration of a signal can be achieved in practice, a 
phase modulation system can be made to produce a frequency 
modulated wave. This fact is often utilised in practical systems.

It can thus be seen that frequency and phase modulation are 
very closely related; in fact, without some information as to the 
nature of the modulation, it is impossible to distinguish a frequency 
modulated wave from a phase modulated wave by inspection of 
the wave-form.

The differences between frequency and phase modulation can 
be shown most clearly by considering a non-sinusoidal modulating 
signal. When modulation of sinusoidal type is considered, the 
differences are not clearly marked since the integral and differential 
coefficients have the same wave-shape. The differences are made 
most apparent perhaps by considering a rectangular wave 
modulation wave-form, as suggested by Professor G. W. 0. Howe. 
The resultant frequency shift and phase shift characteristics for 
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frequency and phase modulation are shown in Fig, 2,6. Here the 
integral of the modulating signal has a triangular wave-shape, and 
consequently, from expression (2.15), the phase shift characteristic 
for a frequency modulated wave has this shape. The differential 
coefficient of the modulating signal is a series of alternate positive­
going and negative-going spikes, of infinite amplitude, since the 
modulating signal amplitude is assumed to change by a finite 
amount in an infinitely short time. From expression (2.16), the 
frequency shift characteristic of a phase modulated wave also has 
this wave-shape.

In practice, these wave-shapes with discontinuities would be 
impossible to realise since they would require infinitely large 
band-widths for their transmission; the practical results of apply­
ing such a rectangular wave modulating signal to practical 
systems are indicated by the dotted lines of Fig. 2.6.

Other Forms of Angular Modulation
Phase and frequency modulation are not the only possible types 

of angular modulation; they are only two members of an infinitely 
large group. Another member of the group is angular acceleration 
modulation. Whereas in phase modulation, the phase shift is 
directly proportional to the modulating signal magnitude, and in 
frequency modulation the first differential coefficient of the phase 
shift is proportional to the modulating signal magnitude, in 
angular acceleration modulation, the second differential coefficient 
of the phase shift is proportional to the modulating signal magni­
tude. With an input signal Aa cos o)at applied to the modulating 
system, the instantaneous wave magnitude would be given by

e=A cos ( a)ct + ^^cos Mat ), . . . (2.27)
\ /

where b2 is a constant associated with the modulating system. In 
this type of modulation, the phase shift is inversely proportional 
to the square of the modulating signal frequency. It will be noted 
in passing that by analogy with the name of angular acceleration 
modulation, frequency modulation could be termed angular 
velocity modulation.

It will be seen that further forms of angular modulation can be 
derived by making higher differential coefficients of the phase 
shift proportional to the modulating signal magnitude. Similarly, 
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yet further forms could be derived by making successive integrals 
of the phase shift proportional to the modulating signal magnitude. 
However, there is no real need to consider such systems, since in 
practice frequency modulation is generally considered the most 
satisfactory type of angular modulation. This can be shown by 
comparison with phase and angular acceleration modulation; the 
successive forms suggested above merely have the relative defects 
of these latter types in more accentuated form.

The Relative Merits of Frequency and Phase Modulation
In view of the number of different types of angular modulation, 

those factors which have led to the general use of frequency 
modulation rather than one of the other relationships, are at least 
worthy of note.

There are two factors which, taken together, for all practical 
purposes decide the issue. Firstly, whatever method or form of 
modulation is employed, the limits of the channel allocated to 
any given transmitter must be defined in terms of frequency. The 
method of modulation which makes the best use of the frequency 
band available will therefore have much in its favour. The second 
deciding factor again arises from limitations which are met in 
practice. Up to the present all the circuits available for the 
demodulation of angular modulated carriers have produced an 
audio output voltage which is directly proportional to the 
variations in carrier frequency.

As the consideration of the advantages and disadvantages of 
frequency and phase modulation will very largely centre around 
these two controlling factors, it is suggested that the reader should, 
for convenience, also think in terms of frequency; and when con­
sidering phase or any other angular modulation visualise it as a 
special form of frequency modulation.

In order to assist in the building of such a mental picture, it 
is suggested that reference is made to the three diagrams given 
in Fig. 2.7. In these diagrams the frequency deviation resulting 
from 100 per cent modulation has been indicated for the three 
principal forms of angular modulation. It does not require a very 
close examination of these diagrams to show that the relationship 
which results in the greatest overall efficiency in the use of the 
frequency band employed is undoubtedly frequency modulation. 
By efficient use of a band, it is meant that the frequency space
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necessary is all employed to an equal extent in conveying the 
signal.

It has already been stated that the practical demodulation 
circuits available have a direct frequency to output voltage re­
lationship. As most normal programme material produces maxi­
mum modulation depths over the band from 100 to 1,000 c/s, 
it is obvious that the demodulator circuit should be supplied 
with a signal which will allow it to produce its full voltage out­
put over this region. Normally, the signal voltages over the 
remainder of the audio band will be of smaller amplitude. As the

AUDIO’SIGNa'l (Kc/s) AUDIO SIGNAL (Kc/s) AUDIO SIGNAL (Kc/s)

Fig. 2.7.—The above diagrams show the carrier frequency deviations resulting 
from 100 per cent modulation (arbitrarily fixed at 75 kc/s) at frequencies within 

the audio band, for the three principal types of angular modulation.

discriminator (the frequency modulation detector circuit) output 
voltage is the direct resultant of the carrier frequency deviations, 
it is apparent that if the full output is to be usefully employed, the 
modulation system adopted must be one in which this band of 
audio frequencies produces the maximum frequency deviation 
which can be permitted. Reference to Fig. 2.7 shows that fre­
quency modulation alone fulfils these conditions.

If the use of phase modulation is considered the comparison will 
be found somewhat unfavourable. In order to reproduce a phase 
modulated transmission without audio amplitude distortion, its 
demodulated signals must be corrected to produce a constant 
relationship between the output voltage and the carrier frequency 
variations. The only way in which this can be achieved is to 
attenuate the higher audio frequencies, as shown in Fig. 2.8. 
In the example given, the correction necessary will result in the 
output actually available from the discriminator being approxi­
mately one-three-hundredth part of the maximum voltage it
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develops. This figure assumes an audio characteristic which is flat 
from 15,000 c/s down to 50 c/s. In order to be comparable with a 
frequency modulation system this means that either the field 
strength or the receiver gain will have to be increased by some 300 
times. As the phase modulation relationship offers no apparent 
advantage over frequency modulation, it may be said that on the 
ground of practical economy it is ruled out for any normal 
applications.

Angular acceleration modulation may be discounted for the 
same reasons, as its demodulated signals would also have to be 
attenuated in order to produce a level audio response.

I 5 10 15 , v
50 AUDIO SIGNAL(Kc/s)

Fig. 2.8.—As the discriminator will demodulate a phase-modulated 
signal with a rising audio frequency characteristic, it is necessary 
in order to avoid amplitude distortion, to correct this characteristic 

in the manner shown above.

Although, as discussed in a later chapter, slightly improved 
results can be obtained with a relationship which is between fre­
quency and phase modulation, this system—known as transmitter 
pre-emphasis—is definitely based on the fundamental frequency 
modulation relationship.

Frequency Modulation Side Bands
Whether amplitude, frequency or phase modulation is em­

ployed, the process will be found to produce a number of side band 
frequencies. If the intelligence impressed on the carrier is to be 
faithfully reproduced at the receiver, it is essential that these 
side bands are not suppressed or altered in their relative ampli­
tudes at any point in the system. If for any reason the side bands 
of a modulated carrier are suppressed, then the intelligence they 
carry will be eliminated.

Before it is possible to commence the design of any equipment 
for use with a practical frequency modulation system, it is essential 
that the band-width necessary to pass the side bands is first
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established. The only satisfactory method of arriving at the actual 
frequency spectrum of any modulated wave-form is mathemati­
cally. This is especially the case with frequency modulated trans­
missions, which result in a large number of side bands of an 
extremely complex nature. In order to establish the spectrum of 
a frequency modulated carrier it is necessary to develop its voltage 
distribution equation. In so doing it will be necessary to employ 
an integral equation which was first obtained by Bessel in 1824— 
while he was investigating planetary motion. Bessel’s equation 
may be defined as follows:

J pF
Jn(x) = — cos (nO—x sin 9}dQ.

2jiJ0

The value of Jn(x) is known as a Bessel function of the first 
kind, and of order n.

It was shown earlier that the expression for a wave, modulated 
in frequency by a single cosine wave-form, was as follows:

e=A cos (wct -|- p^sin ctM).

The term mfdlfa is termed the modulation index, and will be 
designated mP, from the expression it is obvious that mp is equal 
to the peak value of the phase shift. Since fd is fixed, varies 
directly with the modulating signal amplitude, and inversely with 
its frequency. Introducing mP in the expression above,

e=A cos (coct-\-mp sin a>at).

This expression can now be developed into the form of a spec­
trum of constant amplitude, constant frequency waves as follows.

Expanding the expression above,
e/A=cos a>ct cos (mp sin (oat)—sin a>ct sin (mP sin Mat).

By employing the two expansions
cos mP sin o)at=J0(mI,) + 2J2(mJ,) cos 2ajat-\-2Ji(mP)cos 4wat . . . 

and
sin mP sin cDat=2J1(mP) sin a>atfl-2J3(mP) sin 3a>at . . ., 

it may be shown that
e]A=J0(mP) cos a)ct-\-2J2(mP) cos coct cos 2o)at . . .

—2J1(mp) sin coct sin a>at—2J3(mp) sin a)ct sin 3o)at. . . (2.28)
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These terms may be expanded further to give

elA=J0(mP) cos coct
+J1(mP)[cos (co cco a)t—cos (coc—wa)t]
+J2(mp)[cos (<oc+2coa)< + cos (coc + 2coa)i]

+Jin-i(mp){cos [coc+(2n — 1 )<»„]£ —cos [toe — (2n — 1 )coa]*} 
+J2n(?n1,)[cos (toc+2ncoa)t-\-cos (coe — 2ncoa)t], . (2.29)

where A = unmodulated carrier amplitude;

Jn(mP}=Bessel function of the first kind, of order n for the 
argument mp\

=the modulation index; fd is the frequency 
Ja deviation, m is the modulation factor, i.e. the 

ratio of the modulating signal amplitude to the 
peak modulating signal amplitude, and fa is the 
modulating signal frequency. Also equal to peak 
phase shift.

By using the property of Bessel function that J n=( — \)nJ _n, 
where n is integral, the above expression reduces to the very simple 
form

cos (coc+n<oa)t . . . (2.30)
n= — co

It will be seen from expression (2.29) that for any given value 
of mp, there is a carrier component, of amplitude JQ(mp), and an 
infinite number of side bands at frequencies which are integral 
multiples of the modulating signal frequency removed from the 
carrier. The amplitudes of these side bands individually are 
determined by the corresponding Bessel coefficient. It will be 
noted that for the side bands which are at frequencies correspond­
ing to odd multiples of the modulating signal frequency removed 
from the carrier, the upper and lower side bands have opposite 
signs. The significance of this fact is discussed in the next section.

The relative amplitudes of the side bands themselves (Jx(mp), 
etc.), can be ascertained from a suitable table of Bessel 

function values. All the values of J n(mp) which are likely to 
be required in practice have been given in Tables 1 and 2.



Table 1
Bessel function values for modulation indices less than unity

n Jn(O-l) J„(0-2) Jn(0-3) Jn(0-6) Jn(0-7) Jn(0-8) Jn(0-9)

0 0-9975 0-9900 0-9776 0-9604 0-9385 0-9120 0-8812 0-8463 0-8075 0-7652

1 0-0499 0-0995 0-1483 0-1960 0-2423 0-2867 0-3290 0-3688 0-4059 0-4401

2 — — 0-0112 0-0197 0-0306 0-0437 0-0588 0-0758 0-0946 0-1149

3 — — — — — — — 0-0102 0-0144 0-0196

Note.—Only those values greater than 0-0100 are given.



Table 2

Bessel function values for modulation indices up to 15

Note.—Only these values greater than 00100 are given,

n <7n(l) Jn(2) Jn(3) Jn(4) J»(5) ^(6) J„(8) J„(9) Jn(10) Jn(ll) J„(12) J n{ 13) Jb(14) J„(15)

0 0-7652 0-2239 -0-2601 -0-3971 -0-1776 0-1506 0-3001 0-1717 -0-0903 -0-2459 -0-1712 0-0477 0-2069 0-1711 -0-0142
1 0-4401 0-5767 0-3391 -0-0660 -0-3276 -0-2767 -0-0047 0-2346 0-2453 0-0435 -0-1768 — 0-2234 -0-0703 0-1334 0-2051
2 0-1149 0-3528 0-4861 0-3641 0-0466 -0-2429 -0-3014 -01130 0-1448 0-2546 0-1390 -0-0849 -0-2177 -01520 0-0416
3 0-0196 0-1289 0-3091 0-4302 0-3648 0-1148 -0-1676 -0-2911 -0-1809 0-0584 0-2273 0-1951 0-0033 -0-1768 0-1940
4 — 0-0340 0-1320 0-2811 0-3912 0-3576 0-1578 -0-1054 -0-2655 -0-2196 -0-0150 0-1825 0-2193 0-0762 -01192
5 — — 0-0430 0-1321 0-2611 0-3621 0-3479 0-1858 -0-0550 -0-2341 -0-2383 -0-0735 0-1316 0-2204 0-1305
6 — — 0-0114 0-0491 0-1310 0-2458 0-3392 0-3376 0-2043 -0-0145 -0-2016 -0-2437 -01180 00812 0’2061
7 .— — .— 0-0152 0-0534 0-1296 0-2336 0-3206 0-3275 0-2167 0-0184 -0-1703 — 0-2406 - 0-1508 00345
8 — !

1--- —- — 0-0184 0-0565 0-1280 02235 0-3051 0-3179 0-2250 0-0451 0-1410 0-2320 0’1740
9 .— 1__ - — — .—. 0-0212 0-0589 0-1263 0-2149 0-2919 0-3089 0-2304 O-O67O 01143 0’2200

10 — — — — — ., — 0-0235 0-0608 0-1247 0-2075 0-2804 0-3005 0-2338 0-0850 0-0901
11 — -■ —. ■ ■■ 0-0256 0-0622 0-1231 0-2010 0-2704 0-2927 0-2357 0-0999
12 — — .... .—. 0-0274 0-0634 0-1216 0-1953 0-2615 0-2855 0’2367
13 —• ---- : —

' 1 0-0108 0-0290 0-0643 0-1201 0-1901 0-2536 0-2787
14 —

— — — — 0-0119 \ 0-0304 0-0650 0-1188 01855 0-2464
15 — — 1

■- 1 - — 0-0130 0-0316 1 0-0656 01174 0 1813
10 ■

— -- 1 .— 0-0140 0-0327 00661 0-1162
17 — _  । .—- —

■
— -1 — 00149 0-0337 0-0665

18 — — .— — —. — \ ■ 0-0158 0’0346
19 — •--- — - - - — ■—- — 1 -- j 0-0166
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Fig. 2.9.—Curves showing the variation of carrier and side band amplitude with modulation index.

(By courtesy of the British Institute of Radio Engineers.)
(Facing p. 24
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To use them it is only necessary to note that the columns indicated 
as Jn(l), Jn(2),etc., represent definite modulation indices, and that 
the values of n given in the first column represent the carrier (0), 
and the various side bands (1-0, 2-0, etc.). By running the finger 
along the line of figures against the value n=0 it is therefore 
possible to read off the relative carrier amplitudes for increasing 
modulation indices. The amplitude of the various side bands may 
be read off in the same way. As only those side bands with an 
amplitude greater than 1 per cent of the unmodulated carrier 
amplitude need to be considered in practice, only these side band 
values have been included.

If it is ever necessary to determine the side band amplitudes 
for modulation indices which are not whole numbers, it will be 
found very convenient to present the Bessel function values in a 
more directly useful form. The curves shown in Fig. 2.9 are drawn 
to show the Bessel function values for all modulation indices up 
to 15. With their aid it is possible to read off directly the ampli­
tude of the carrier and significant side bands. It will be noted that 
both in these curves and in the tables some of the side bands 
appear as negative quantities. If two side bands have Bessel 
function values of opposite sign this indicates that their vectors 
have an opposite polarity. This difference in polarity need only be 
taken into account when vectors are being added; for all practical 
purposes it may be disregarded.

An example of a typical side band spectrum, as determined from 
the Bessel function tables, is shown in Fig. 2.10. This figure also 
shows an equivalent Bessel function curve which has been drawn 
for the one fixed modulation index. Although it is of interest to 
note that the function values can be presented in this form, a 
curve of this type is of limited practical value owing to its 
restricted field of application.

It will be seen from Tables 1 and 2 that the number of significant 
side bands (i.e. those with amplitudes greater than one per cent) 
increase with the modulation index. The modulation index is 
directly proportional to the modulating signal amplitude and 
inversely proportional to its frequency; thus with a constant 
amplitude modulating signal, the number of significant side bands 
decreases as the modulating signal frequency increases. The band­
width occupied by the significant side bands is equal to twice the 
frequency of the highest side band, which is given by the number 
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of significant side bands multiplied by modulating signal frequency. 
Thus, as the number of significant side bands falls with increasing 
frequency, the band-width tends to remain constant. This is a 
very important property of frequency modulation; by comparison,

J««» Jk/kd jjGO) jock» j,oo) jsocn
VALUES OF JnCMp - FOR A DEVIATION RATIO OF IO, Mp. IO.

Fig. 2.10.—The side band spectrum distribution for a deviation rat io of 10. 
Also the equivalent Bessel function curve for a fixed value of mp=10. 

(By courtesy of the British Institute of Radio Engineers.)

the number of significant side bands in phase modulation is 
independent of the modulating signal frequency and the band­
width occupied by the side bands increases linearly with increas­
ing frequency for a constant amplitude input signal.

The above discussion has assumed the presence of a single 
modulation frequency only. For a full understanding of the
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subject, it is advisable to consider the side band distribution when 
the modulating signal comprises two cosinusoidal components. 
The expression for the modulated wave then becomes

e=A cos (coct + sin walt + sin wa2t\ 
\ Jal Ja2 /

where and m2 are the ratio of the amplitude of the two com­
ponents of the modulating signal to the amplitude of a single 
signal necessary to produce the frequency deviation, and coal and 
coo2 are the angular velocities of the two components of the modula­
ting signal. Of necessity, ?7q+m2<l, or the transmitter will be 
overmodulated at the instants when the two signals are in phase.

By a process similar to that employed with a single frequency 
modulating signal, the side band spectrum can be found. The 
manipulation is rather lengthy, and it will suffice here merely to 
quote the result. Side bands exist at frequencies removed from 
the carrier frequency by multiples of the individual component 
frequencies, as would be expected, and additionally at all fre­
quencies of the form nwal ±ma>a2, where n and m are integral. 
Expressed more simply, the side bands produced are the same as 
those which would result if each of the side bands and the resultant 
carrier produced by one modulating signal were modulated as a car­
rier by the other modulating signal. Thus, if one signal produced p 
significant side bands when impressed alone (counting the carrier as 
one side band) and the other q (also counting the carrier as one side 
band), the total resultant number of side bands would be pq. The 
amplitude of any side band, nwal ±7ncoa2isgivenby J Jm(mp2),
where mpl and mp2 are the modulation indices for the two signal 
components. The carrier amplitude is given by n=m=0, i.e.

Not all of the total number of side bands pq will 
be of significant amplitude. Where for example is only
just large enough to be considered significant almost all of the 
side bands of which this term forms one component of the ampli­
tude will be below significant value. It will be seen from the 
symmetry of the expressions quoted, that it is immaterial which 
component of the modulating signal is considered initially applied, 
to give the side bands which form the “sub-carriers” for the 
other signal. It will be appreciated that in the presence of a com­
plex modulating signal, the side band distribution becomes very 
complex indeed.
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Frequency Modulation Side Band Vectors
In the solution of a number of practical problems, it will be 

found necessary to visualise the way in which the side bands 
combine with the carrier to produce the frequency modulated 
wave. For the purpose of the present discussion, the carrier will 
be considered in an arrested condition. This most convenient 
state of affairs may be reached if the reader visualises that the 
carrier is actually rotating on the page at its normal angular 
velocity wc and that the whole book is rotating in the opposite 
direction with the same velocity. Under these conditions, the

Fig. 2.11—Positions of side band vectors in amplitude 
modulated wave; carrier vector shown in arrested condition.

carrier vector will appear stationary, whilst the upper and lower 
side bands will be rotating in anti-clockwise and clockwise 
directions respectively. The procedure we shall adopt will be to 
determine the resultant vector of the summation of the side 
bands and carrier, R\ the instantaneous wave magnitude is then 
given by

e=R cos o)ct.

In order to clarify the procedure, consider first an amplitude 
modulated wave, modulated by a single frequency component 
(angular velocity wa) to a modulation depth m. For convenience, 
we shall assume that the carrier vector magnitude is unity. The 
positions of the three vectors, upper side band, Su, carrier C and 
lower side band at any instant are shown in Fig. 2.11. The 
respective magnitudes are derived from expression (2.8). The 
resultant of the addition of the upper and lower side bands is 
obviously in line with the carrier vector, and equal in magnitude 
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to m cos coat. The resultant of the addition of all three vectors is 

cos co Ji), and hence the instantaneous wave magnitude is 
e=(l+»n cos wai) cos coct.

Consider now a frequency modulated wave; modulated by a 
single frequency signal (angular velocity coa), of modulation index 
mv. The side bands are as given in expression (2.29). Consider 
firstly the two side bands having angular velocities (toc+toa) and 
(coc—coa). These would appear to correspond to the upper and 
lower side bands in the case of an amplitude modulated wave.

Fig. 2.12.—Positions of side band vectors of angular velocities coe±coa in frequency 
modulated wave; carrier vector shown in arrested condition.

There is, however, one important difference. The sign of the lower 
side band is negative, and this indicates that the direction of its 
veetor must be reversed. This is shown in Fig. 2.12(a). In this 
figure the amplitude of the unmodulated carrier vector is taken as 
unity, so that the carrier vector magnitude is JJmv). Here the 
resultant of the upper and lower side bands is at right angles 
to the carrier vector and equal to 2JJmP) sin co J as shown in 
Fig. 2.12(6). Hence the resultant of the addition of the carrier 
and is a vector of varying magnitude and phase angle relative 
to the unmodulated carrier vector. The resultant wave vector 
magnitude is given by R= VJ Jm P)2iJJm p)2 sin2 co J, and
, , . . . . sin co J a.the phase angle by tan </> =----- y-r—r------- Since the vector

resulting from the addition of the two side band vectors is at right 
angles to the carrier vector, it must be considered to act upon not 
cos coct but cos (coct-\-n/2) i.e. —sin coct. This leads to the expression 
for the resultant vector

e=JJmP) cos co0t—2JJmv) sin co J sin coct, 
which agrees with expression (2.28) derived earlier.
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If now the next pair of side bands, having angular velocities 

(coc-[-2(oa) and (coc—2coa), are considered, these are of precisely the 
same form as the side bands of an amplitude modulated carrier, 
and, therefore, their resultant vector is in line with the carrier 
vector, and its magnitude is given 2J2(mp) cos 2coat. The resultant 
of the addition of this latter resultant and the carrier vector is

Ro

C + R*

Fig. 2.13—Showing how the resultant Ro off all side bands 
at odd multiples of ma from the carrier, and R, the 
resultant of all side bands at even multiples of <oa from the 

carrier, are related to the carrier vector position.

Jo(^i>) + 2J2(wp) cos 2waL The resultant of the addition of the 
three components is thus of magnitude

-V/[J0(wp)+2J2(w2>) COS sin2 COat

and of phase angle </> given by
sin coat

J0(mJ,) + 2J2(mJ)) cos coat
Generalising, the resultant Ro of all side bands spaced at odd 

multiples of co a from the carrier is at right angles to the carrier 
vector; the resultant Re of all side bands spaced at even multiples 
of <oa from the carrier is in line with the carrier vector C. This is 
shown in Fig. 2.13.

If all the side bands are considered, the resultant vector R is of 
constant magnitude, since there is no amplitude modulation, and, 
therefore,

also
tan ¿=3^-..................................................................(2.31)

Thus, the actual phase deviation of the carrier is the result of 
the presence of the odd numbered side bands.
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If the modulation index, due to a modulating signal, is small 

TYb 
(less than 0-2 approximately) J0(mp) — 1, and Jfmt) — >¿i 
J2(mv} =2= J2(mP) —, etc. = 0. In this case the vector diagram 
reduces to a unit amplitude carrier vector and a resultant vector 
at right angles to it due to the side bands (coc+wo) and (coc—coa) 
of magnitude mP sin wat. From expression (2.31),

tan f=mP sin coat, 

and since mp is small, tan whence 

f=mP sin ojat,

differentiating this to obtain — = 2nfft), where f^t) is the 
dt

frequency shift,

2jcf1(t)=mpa)a sin (oat, 

and since mp=mfdlfa

fft)=mfd cos coat, 

as would be expected.

Band-width Occupied by the Significant Side Bands
Before proceeding to a discussion of the band-width required 

for transmission, it is necessary to introduce the deviation ratio. 
This is the particular value of the modulation index for m= 1, and 
fa at the highest value of modulating signal to be transmitted, i.e. 
it is equal to fd/fa max-, it is equal to the peak phase shift (in 
radians) occurring for the signal conditions specified. The deviation 
ratio is selected in the course of the design of a frequency modula­
tion system; its chief importance lies in the fact that it determines 
the band-width required for the transmission of the significant 
side bands, i.e. those of amplitude greater than 1 per cent of the 
unmodulated carrier amplitude.

The curve given in Fig. 2.14 indicates the band-width occupied 
by the significant side bands, related to the frequency swing, 
modulation index and modulating signal frequency. It will be 
seen that, for a given value of frequency swing the band-width is 
proportional to the modulating signal frequency. Similarly, for a
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given value of modulating signal frequency, the band-width 
increases with the frequency swing. Hence, for a given system, 
the widest band-width is required when the modulation index is 
equal to the deviation ratio, at the highest modulation frequency. 
With the aid of Fig. 2.14 it is possible to assess the band which 
will be required to pass them, with any given deviation ratio. As 
an example, the side bands of a system with a 3 kc/s maximum 
audio frequency and a deviation ratio of 5, would occupy a band­
width of some 3-4x15 kc/s = 51 kc/s, as against the 30 kc/s 
(±15 kc/s) over which the carrier frequency actually deviates. 
Similarly, for a maximum audio frequency of 15 kc/s and a 
deviation ratio of 5, the band occupied is 240 kc/s, as com­
pared with the 150 kc/s band over which the carrier frequency 
deviates.

As the deviation ratio is increased it will be noted that the 
band-width occupied by the significant side bands drops towards 
that over which the carrier frequency actually deviates. It may 
therefore be deduced that the small deviation ratios are relatively 
more extravagant in band-width occupied than are the larger 
ratios.

Having established that the normal commercial deviation ratio 
of 5 results in significant side bands extending some 70 per cent 
beyond the actual frequency deviation, the question directly aris­
ing is whether or not it is necessary to pass the whole of this band 
through the various circuits in the system.

In practice there are a number of factors which influence the 
position. It is shown in Fig. 2.14 that the proportion of side band 
coverage to carrier frequency swing falls as the modulation index 
is increased. In practice this will mean that if a ±75-kc/s carrier 
swing is produced by an audio signal of 75 c/s (i.e. a modulation 
index of 1,000), the band occupied by the side bands is for all 
practical purposes the same as that covered by the actual carrier 
frequency peak-to-peak swing.

Passing to the other end of the audio frequency scale, let it be 
assumed that the ±75 kc/s swing is produced by an audio signal 
frequency of 15 kc/s. The modulation index is now only 5. If 
some of the side bands on the outer margin are suppressed by 
perhaps an over-selective amplifier, this will have the effect of 
producing harmonic distortion. Owing to the larger frequency 
coverage resulting from the higher modulating signals, these
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signals will be distorted before those of lower frequency are 
effected.

As 15 kc/s is considered to be the highest frequency which is 
normally audible, its harmonics must therefore be inaudible. 
From this it follows that the distortion resulting from side band 
“clipping” may be ignored provided that the harmonics of the 
audio signal fall beyond the audible band. Further, it may be 
stated that if the harmonics of the lowest audio frequency to be

Fig. 2.14.—This curve shows the band occupied by the significant side 
bands (i.e. those greater than one per cent of the unmodulated carrier 
amplitude), plotted against varying modulation index. (See also 

Fig. 4.4.)

so distorted also fall outside the audible band, then the listener 
will remain unaware of any harmonic distortion. From this it is 
apparent that no harmonic distortion will be audible, providing 
that all the side bands associated with the signal whose second 
harmonic frequency is equal to that of the highest audible 
frequency, are amplified within the receiver passband available. 
There will, of course, be a small amount of amplitude distortion, 
but as this only occurs at maximum outputs and on the highest 
audio frequencies, it may be ignored. If the case of a system 
with a ± 75 kc/s deviation and a 15 kc/s maximum audio signal 
is again considered, the minimum frequency band which must be 
passed in order to avoid harmonic distortion may safely be reduced 
from 240 kc/s to some 75x2-8 = 210 kc/s.



34 FREQUENCY MODULATION ENGINEERING
In practice it is very doubtful whether even this passband 

would be required. The above considerations have assumed a 
single frequency modulating wave, whereas in practice there will 
be a complex multi-tone signal. In such a complex signal no one 
frequency component can be allowed to produce the maximum 
permissible carrier frequency swing; otherwise the addition of the 
other frequency components would result in over modulation. It 
may, therefore, be stated that the greater the number of frequency 
components present in a modulating signal the smaller must be 
the average amplitude of each individual component signal.

Crosby has examined this situation mathematically and shown 
that the greater the number of modulating frequencies present, 
the more closely will the band occupied by the side bands approach 
that over which the carrier frequency swings. This is especially 
true for programme material where the lower modulating fre­
quencies have the largest amplitudes.

It is very difficult to lay down a precise value for the minimum 
receiver passband which should be allowed. It will be shown later 
that for the best signal/noise ratio, the receiver passband should 
be as small as possible. With a frequency deviation of 75 kc/s, the 
lower limit is obviously 150 kc/s; a passband of between 160 and 
180 kc/s would appear desirable. The matter is, however, further 
complicated by considerations of local oscillator stability, and the 
desirability of allowing some latitude for receiver mistuning. 
While this rule may be used as a general guide to the passband 
required at the receiver, the transmitter circuits should be capable 
of passing all significant side bands due to the maximum swung at 
the highest modulating frequency.

SELECTED REFERENCES

Carson, J. R., Notes on the Theory of Modulation, Proc. I.R.E., 
February 1922.

Van der Pol, Frequency Modulation, Proc. I.R.E., July 1930.
Hans Roder, Amplitude, Phase and Frequency Modulation, Proc.

I.R.E., December 1931.
Crosby, M. G., Carrier and Side-Frequency Relations with Multi-Tone 

Frequency or Phase Modulation, R.C.A. Revieiv, July 1938.
Howe, G. W. 0., Frequency or Phase Modulation? Wireless Engineer, 

November 1939.



THE FREQUENCY MODULATION OF A CARRIER WAVE 35
Everitt, W. L., A Clarification and Comparison of the Characteristics 

of Amplitude and Frequency Modulation, Proc. A.I.E.E., 
November 1940.

Keall, 0. E., Interference in Relation to Amplitude, Phase and 
Frequency Modulation Systems, Wireless Engineer, January 1941. 

Robinson, James, Aspects of Modulation Systems, J. Brit. I.R.E., 
September 1942.

Bell, D. A., Frequency Modulation Communication Systems, Wireless 
Engineer, May 1943.

McLachlan, N. W., Bessel Functions for Engineers, Oxford University 
Press.

Warren, A. G., Mathematics Applied to Electrical Engineering (Bessel 
Functions, pp. 231-64). Chapman and Hall, London.

Block, A.. Modulation Theory, Journal I.E.E., 1944, Vol. 91, Part III, 
p. 31.

Van der Pol. The Fundamental Principles of Frequency Modulation, 
Journal I.E.E., 1946, Vol. 93, Part III, p. 153.



Chapter Three

INTERFERENCE AND NOISE STRUCTURE

The principal advantage which frequency modulation showrs 
over amplitude modulation lies in the greatly reduced inter­

ference level which results from its use. This chapter is devoted 
to an investigation of the way in which interference effects a 
carrier, and to the study of the characteristics of the principal 
types of noise. Although at first sight interference and noise may 
seem to be one and the same thing, this is not necessarily the case. 
Interference may be defined as any signal, other than that to 
which it is intended that the receiver should respond. It normally 
arises from three main sources:

1. The signals from an unwanted station.
2. Static disturbances (lightning, etc.), radiation from electrical 

equipment, and motor-car ignition systems.
3. Thermal agitation and valve noise produced in the early 

stages of the receiver.

Although interference may be produced by any or all of the 
above types of signal, only the latter two are normally classed as 
noise; being known respectively as impulsive and fluctuational. 
As these forms of interference each have their own characteristics 
and produce different effects on the wanted carrier, they will be 
examined in turn.

Continuous Wave Interfering Signals
The effect which an interfering carrier has on the desired carrier 

will be considered in this section, which will also serve to establish 
the fundamental relationship existing between the amplitude and 
angular modulation components resulting from this type of inter­
ference. In order to simplify the discussion as far as possible it 
will be assumed that both interfering and wanted carriers are 
unmodulated. As the interfering signal always results in some 
audible or visual output, it may be regarded as causing an inter­
fering modulation to the wanted carrier. As a first step it will 
be necessary to develop expressions for the amplitude and phase

36
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modulation components of this interference modulation. Once 
having established the phase modulation component, the equiva­
lent frequency modulation component, being its first differential, 
may be directly derived.

If the wanted carrier wave-form is represented as A sin ait and 
the interfering signal as B sin mJ, then the combined resultant 
wave-form may be expressed as the sum of the two signals:

e=A sin Mt-\-B sin mJ. . . . (3.1)
This is shown vectorially in Fig. 3.1, where R is the resultant 

vector.

Fig. 3.1.—Vector addition of wanted and interfering signals.

As the interfering signal may be regarded as a single side band 
associated yith the wanted carrier, the above equation may be 
rewritten in terms of the wanted signal variations only:

e=A{sin mIJ-x sin (M-\-27ib)t}, . . (3.2)
where b —the frequency difference between the wanted and 

interfering signals (i.e. the beat frequency);
and z=the ratio of the interfering signal amplitude B to the 

wanted signal amplitude A.

For clarity A is omitted from the next few steps. Equation 
(3.2) may be expanded to give terms for the amplitude and 
angular interference modulation components.

e=sin Mt-\-x sin Mt cos 2nbtJ-x cos Mt sin 2nbt . (3.3)
=sin coi(l-|-z cos 27i6f)-|-cos Mt{x sin 2nbt), . (3.4)

or for simplicity:
e=sin Mt(P)J-cos Mt(Q)
= (P*+Q»J sin (fat+fa, . . . (3.5)

where , . . Q j n x sin 2nbt<f>=tan-1 = tan-1--------------- r •P 1-j-z cos 27i6f
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Expanding equation (3.5),

e=(lfl-x2fl-2x cos 2itbt)i sin (co/-(-</>). . . (3.6)

Reintroducing the amplitude of the wanted signal A, the 
modulation resulting from the interfering signal is as follows:

e—A(I fl-x2fl-2x cos 2^^-sin (cotfl-</>). . (3.7)

This result can, of course, be derived directly from the vector 
diagram.

COMPONENT PARTS

PHASE
AMp MODULATION

MOO

CC)

Fig. 3.2.—Shows in (J) the arrested carrier vector with superimposed 
interfering carrier vector. Diagrams (B) and (C) show respectively the 

interfering amplitude and phase modulation components which result.
(By courtesy of the British Institute of Radio Engineers.)

If reference is made to expressions (2.4) and (2.5) (the equations 
for the basic modulation forms), it will be apparent that the wanted 
carrier A is subjected to an interfering amplitude modulation to 
the extent indicated by the term (l+x2+2a; cos 2nbtf and is 
angular or phase modulated by an amount equal to:

sin 2nbt 
r iq-x cos 2nbt

The way in which these two modulation components are pro­
duced is illustrated in the vector diagrams shown in Fig. 3.2. Each 
of the modulation components will now be considered separately.

Equivalent Amplitude Modulation
The detector in an amplitude modulation receiver is only able 

to respond to changes in carrier amplitude; carrier phase changes 
having no effect on its output wave-form. In the case of an
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amplitude modulation receiver it is therefore only necessary to 
consider the amplitude modulation component which results from 
an interfering signal. If this component (l+x2+2x cos bt^ is 
expanded it may be shown to consist of a spectrum comprising 
the original difference frequency beat note and its harmonics.

The expansion of (l+a;2+2x cos 2^^ is

where X = (x=the ratio of interfering to wanted signals);
x 

ï+x2
b=the difference frequency between the two signals.

When the amplitude ratio between the interfering and wanted 
signals is less than 0-5 this equation may be written with sufficient 
accuracy as

__ / X2 X3 \ 
yd+z2 ( 1 + cos 2jibt — — cos 4nbt + — cos Gjibt— . .. k (3.9)

____  ____ X2______X3
The terms Vl+x2X, Vl+x2—, Vlf-x2 — , etc., represent 

the modulation depth due to the interference beat frequency and 
its harmonics referred to the amplitude of the unmodulated wanted 
carrier. It should be noted that the equivalent modulation depths,

X^ X3 _____given by X, — , — are referred to a carrier of amplitude Vl +^2 

greater than the original carrier. The presence of the interfering 
signal increases the wanted carrier amplitude to this apparent 
value, since the modulating wave-form has a peaky character, so 
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that its average value is not equal to the average of the positive 
and negative going peak values. In order to illustrate this point, 
reference is made to Fig. 3.4, which show’s the extreme case when 
the wanted and interfering signals are of equal amplitude. Under 
these conditions the resultant modulation envelope is not sinusoidal, 
but has the peaked form shown. An examination of the conditions 
which exist in the regions where the vectors of the two waves 
add together, and that in which they cancel out (Fig. 3.3), reveals 
the reason for this wave-shape. In the zone in which the vectors

Fig. 3.3.—The shape of the interfering amplitude modulation 
which is produced when the amplitude of the interfering 

signal approaches that of the wanted carrier.

are adding there is a period during which the amplitude of the 
resultant wave increases slowly, remains constant, and then 
slowly begins to fall. Conditions in the region in which the two 
vectors tend to cancel each other out are, however, very different. 
Here the resultant gets rapidly smaller right up to the instant at 
which the two carriers cancel out. Instantly at this point the 
amplitude of the resultant wave begins to again increase at the 
same rate as it was previously falling.

This peaked type of wave-form is very pronounced when the 
wanted and interfering carriers are approaching the same ampli­
tude. As soon as one signal becomes smaller than the other the 
modulation gradually approaches a pure sine wave-form.

The average value of the modulation envelope is shown in 
Fig. 3.4 as a dotted line. Since x=l, the apparent carrier ampli­
tude is increased by a factor of y/zi i _ — _ — — ) 1-32 over

\ 16 64 16/
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its unmodulated value. The modulation depth of the harmonic 
components of the modulation envelope, referred to the amplitude 
of the unmodulated carrier, is shown in Fig. 3.5. These curves, 
which have been drawn up to the third harmonic, were calculated 
from expression (3.9).

Fig. 3.5.—These curves analyse the interference amplitude modulation 
produced by an unwanted signal to a wanted carrier. The beat-note frequency 
is the difference between the interfering and wanted signals, the harmonics 

are those of the difference frequency.

2 
RATIO OF INTERFERING TO WANTED SIGNAI

SEAT FREQUENCY

2ND HARMONIC

3RD HARMONIC

Fig. 3.4.—The shape of the carrier envelope obtained when 
the amplitude of the interfering signal equals that of the 
wanted carrier. The middle dotted line shows the mean 

value of the carrier envelope.
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Equivalent Phase Modulation
A receiver designed for the reception of any angular modulated 

transmission (either phase or frequency modulation) should not be 
responsive to changes in the carrier amplitude. The only inter­
fering modulation component which need be considered is, there­
fore, that of the resultant phase modulation. It has earlier been 
shown that this component, when arising from the interference 
produced by one unmodulated wave acting upon another, may be 
expressed in the following terms:

, x sin 2nbt
<4=tan-1 —---------—r- •r 1+z cos 2zibt

Keall has shown that this term may be expanded into the form 
of the following series:

%2 x&
<f>=x sin 2nbt — — sin Anbt + “^"sin ^bt—. . . . (3.10)

This analysis shows that the interfering phase modulation 
component is built up of a series of waves having frequencies 
equal to b, the beat frequency between the interfering and wanted 
signals, and its harmonies (2d, 36, etc.). The magnitude of these 

component waves is determined by the terms x, — , — , etc.

A number of single cycles of the phase modulation component 
of the resultant interference have been drawn in Fig. 3.6. These 
waves are actually a graphical presentation of equation (3.10) for 
different ratios of interfering to wanted signal amplitude (i.e. for 
different values of a;). The curve for a 1:1 ratio is only of theoreti­
cal interest as the limiter will have ceased to function before this 
point is reached. Once the interfering signal has exceeded the 
wanted signal it is necessary to change one’s viewpoint and 
consider the interference produced by the wanted signal to the 
interfering signal. Reference to the inserted vector diagram makes 
clear the reason for the non-sinusoidal phase variation which is 
produced when the interference signal approaches the wanted 
carrier amplitude. When the wanted and unwanted carrier 
vectors are adding together, the resultant phase modulation will 
be changing relatively slowly, whereas when they are tending to 
cancel each other out the resultant vector will swing very rapidly 
through up to 180°.
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In order to compare the interfering phase and amplitude 

modulation components it is necessary to express the series of 
waves, from which the curves in Fig. 3.6 are derived, in terms of 
the equivalent modulation depth. This may be done by adding 
a term <f>Q to indicate the maximum phase displacement in radians 
employed in the transmission system concerned.

Fig. 3.6.—The above group of curves illustrate a series of single cycles of 
interfering phase modulation produced by different ratios of interfering to 
wanted signal amplitude. Diagram (b) shows the vector diagram for a 0-8 : 1 

ratio.

The equivalent modulation depth of the interfering phase 
modulation components may therefore be expressed as

— sin 2jibt sin 47t6i± ——sin fccbt.... 
¿0 2^0 3^0

In order to express the magnitude of the modulation terms

(
X \

— , — , — , etc. j as a percentage, </>0 can be assigned a value 
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of 1 and each term multiplied by 100. They then express directly 
the equivalent phase modulation depths of the beat frequency (b) 
and its harmonics referred to a maximum phase shift of one radian. 
In order to complete the comparison of the amplitude and phase 
modulation interference components a set of equivalent phase 
modulation depth curves is given in Fig. 3.7. with the maximum 
phase deviation taken as 1 radian.

Fig. 3.7.—These curves show the equivalent phase modulation 
components produced at varying ratios of interfering to wanted 
signal amplitude. One hundred per cent phase modulation is 

assumed to be a deviation of 1 radian.

The band-width occupied by the significant side bands of a signal 
with the maximum value of phase shift of 1 radian can be found 
from Table 1 of Chapter Two, by using the fact that mv, occurring in 
the table, is equal to the phase swing of the signal. At the maxi­
mum value of phase swing, mp=\, and it will be seen that the 
significant side bands extend up to the third order. By comparison 
of the terms involved in both amplitude and phase modulation 
cases, it will be seen that the magnitudes of the fundamental beat 
notes are almost equal in both systems, for small values of x, 
whilst the amplitude of the harmonics can be neglected, as they are 
vanishingly small. Thus there is no improvement obtained by 
employing phase modulation with a maximum phase swing of 1 
radian, although an increased band-width is required. The magni­
tude of the second and third order side bands, are, however, small 
for all values of m<l, and hence may be suppressed, with only 
slight spurious amplitude modulation of the signal, and some 
distortion. If these higher order side bands are suppressed, 
the amplitude modulated and phase modulated signals require 
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identical band-width for transmission, and hence no significant 
improvement can be expected.

If a maximum phase swing, ^0, other than 1 radian is employed, 
then the relative magnitudes of the beat notes in the phase modu­
lation and amplitude modulation systems is directly proportional 
to <f>Q. It can be seen from Table 2 of Chapter Two that the number 
of significant side bands increases relatively slowly as <£0 is 
increased; from 3 at^0=l, to 4at^0=2, 6 at^0=3 and 7 at^0=4. 
Thus, for values of greater than unity, the improvement of a 
phase modulation system over an amplitude modulation one, 
becomes more nearly commensurate with the greater band-width 
required.

The above comparison is confined to small values of x, the ratio 
of the interfering to wanted signal amplitude. Inspection of the 
fundamental and harmonic terms will show that as x increases, the 
terms associated with the phase modulation components increase 
more rapidly than those of the amplitude modulation series. This 
relative deterioration with increasing values of x is common to all 
forms of angular modulation, and is discussed in detail for the 
frequency modulation case.

Equivalent Frequency Modulation
In the last chapter it was shown that frequency modulation is 

proportional to first differential of phase modulation. This being so, 
we can derive the carrier frequency shift due to the presence of the 
interfering signal by differentiating expression (3.10). This gives 

2nfs=d<f>ldt =2nbx cos 27ibt—27tbx2 cos 4jtbt-\-2nbx3 cos bnbt . . . 
or fs=bx cos 2nbt—bx2 cos 4ti6/+6x3 cos Qnbt. ... (3.11)
This shows that the interfering frequency modulation component 
is built up of a series of waves having frequencies equal to multiples 
of b, the beat frequency. The magnitude of these component 
waves is proportional to bx, bx2, bx3, etc.

A number of single cycles of the frequency modulation com­
ponent are shown in Fig. 3.8. These correspond to the values of 
x in Fig. 3.6. It should, however, be noted that the ordinate is 
now proportional to b. Thus, for a;=0-8 and 6=1 kc/s, the 
maximum value of the frequency deviation is 4x 1 kc/s=4 kc/s. 
The curves for high values of x are of theoretical interest only, 
as the limiter will have ceased to function.
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If the vector diagram of Fig. 3.6 is again referred to, the reason 

for the rapid change in fa in the region of 180° phase difference 
between the carrier and interference vector will be apparent. As 
the angle approaches 180°, the resultant vector velocity will 
increase very rapidly and for x=l will be infinite at 180°, since 
the resultant vector phase changes instantaneously by 360° at this 
point. This point is, however, of academic interest only, since the 
amplitude of the resultant vector goes to zero at 180°.

Fig. 3.8.—Showing variation of frequency swing with varia­
tion of interfering to wanted carrier amplitude.

The equivalent modulation depth of the interfering frequency 
modulation component may be expressed as

— F x cos 27ibt—x2cos 4nbt,-\-xs cos Qnbt . . .1 . (3.12)
fd L J

In order to express the amplitude of the modulation terms as a 
percentage, fd can be assigned an arbitrary value, and each term 
multiplied by 100. They then express directly the equivalent 
frequency modulation depth of the beat frequency b, and its 
harmonics. Fig. 3.9 shows this result graphically. It will be noted 
that the equivalent modulation depth varies directly with b, in 
distinction to the case of amplitude modulation and phase 
modulation when the equivalent modulation depth is independent 
of b.

The foregoing considerations have shown that both the inter­
fering amplitude and frequency modulation components consist 
of a series of harmonics of somewhat similar form. In order to
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complete this investigation, the total equivalent modulation depth 
of the two components will be plotted on the same graph.

Fio. 3.9.—The curves show the interference frequency modulation produced 
by an unwanted signal to a wanted carrier. The beat-note frequency is the 
difference between the interfering and wanted signals; the harmonics are 

those of the frequency difference.

The total equivalent frequency modulation depth is

b_ a;2+a:4+a;6.

Expressed differently, these expressions give the

and that for the total equivalent amplitude modulation depth is 

(l+^)^[xp+[y]2 + [y]2 • • •)}* for a: < 0-5, (313) 

where x — the ratio of interfering to wanted signal amplitudes and

l+x2
r.m.s. noise to peak signal amplitudes of the demodulated 
outputs.

The curves in Fig. 3.10 show these results graphically; the 
curves for the frequency modulated case have been plotted for a 
range of b¡fd values. As x approaches 1, the total equivalent 
modulation depth for frequency modulation increases rapidly, 
but over the usable range of interfering to wanted signal am­
plitudes, the frequency modulation curves are lower than the 
amplitude modulation curves except for high values of b/fd and 
x. A more realistic comparison perhaps is to compare the 
equivalent modulation depths for the fundamental beat frequency
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Fig. 3.10.—Showing the total equivalent interfering 
frequency and amplitude modulation components pro­
duced by varying ratios of interfering to wanted signal 

amplitudes.

terms only, because, since the value of b is unrestricted, many 
of the harmonic components may be inaudible. For frequency 
modulation this reduces to

bxlfd, 
and for amplitude modulation to

VÏ -fx2 X =-------— x
Vl+a;2

(for small values of x, i.e. <0*5 approximately).
The equivalent modulation depths for the range x < 0-5 which 

allows of intelligible reception, are plotted in Fig. 3.11. It will

Fig. 3.11.—Showing the fundamental frequency 
interfering frequency and amplitude modulation 
components produced by varying ratios of interfering 

to wanted signal amplitudes.
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be seen that the signal to noise ratio for frequency modulation is 
always better than the signal to noise ratio for amplitude modula­
tion, except in the extreme case of b approaching fd. If the case 
of a wide band frequency modulation transmission is considered, 
where fd= 75 kc/s, and the maximum audible value of b is 15 kc/s, 
the frequency modulation system is always at least better by a 
factor of 5 or 14 db. At worst, the improvement factor is given 
by fdl^max, and this is normally equal to the deviation ratio. 
Hence, it is apparent that a large deviation ratio is desirable. 
This is, however, only true so long as x is small.

impulsive Noises
In the study of the improvements resulting from the use of 

frequency modulation it is necessary to distinguish between 
impulsive and fluctuational noise. The former is defined as noise 
made up of definite impulses each of short duration and occurring 
at relatively widely separated intervals. In practice this type of 
interference is almost always produced by some form of spark 
discharge. The most common sources are motor-car ignition 
systems, commutator-type electric motors, and natural atmo­
spheric static.

Impulses of this type, if subjected to Fourier analysis, may be 
shown to consist of an infinite sum of sine wave components. 
The part of this spectrum which is amplified in any one radio 
receiver is a small band of high order components. Since in 
practice the difference between the highest and the lowest 
frequency in such a band is small compared with the mid­
frequency, all the components received will be of substantially 
equal amplitude. As these individual voltages are equally spaced 
throughout the band being amplified, the number of voltages 
included in any given band is proportional to its width. This being 
so, the peak amplitude of the amplified impulse is proportional not 
only to the amplitude of the original signal, but also to the 
receiver’s band-width.

The Shape of an Impulsive Wave Train
The solution to the problem of the mathematical examination 

of discontinuous functions is due to Heaviside. He evolved an 
operational calculus which is today known by his name. His 
operational method employs a simple form of discontinuity, which 
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may be typified by that occurring when a switch is closed. The 
voltage across a load, which was previously zero, at time ¿=0 
suddenly becomes E and remains at this value. A discontinuity 
of this type is termed a Heaviside unit function, or a unit step. 
By employing this function as an operator in derived equations, 
the results produced in transmitting any type of discontinuity 
signal through a modifying network may be explored mathe­
matically.

Usually the circuits in the receiver are considerably sharper 
than any present in the noise source. Hence, the shape of the 
envelope of the wave-train which emerges from the output of the 
receiver amplifier is usually almost independent of the wave-form 
of the original impulse signal—provided that the pulses are 
separated sufficiently in time to avoid overlapping decay trains. 
The shape of the envelope of the wave-train emerging at the radio 
receiver’s output terminals will therefore be a function of the 
circuits of the receiver, and as such is a suitable subject for 
calculation on the basis of Heaviside’s operational calculus or the 
methods of the Laplace transform. These methods can be applied 
to evaluate the response of a receiver to either of the two basic 
types of discontinuous function, the unit step or the unit impulse. 
The former was defined above. The latter may be defined as the 
limiting case of a rectangular pulse having a constant product 
of amplitude X time equal to unity, as t approaches zero. The 
impulse is thus of infinite amplitude for an infinitely short 
duration.

These functions may be shown to be equivalent to the sum of 
sinusoidal components of all frequencies. The components are 
spaced infinitely closely together, and it is not possible to allocate 
an amplitude to a component at any given value of frequency f, 
but only for the contribution of all the components in the region 
between / and f+df.

For periodically repeated wave-forms, the distribution of 
amplitude with frequency is a discontinuous function, i.e. com­
ponents exist only at frequencies harmonically related to the 
fundamental period. In general, however, repeated noise wave­
forms are of short duration, have low repetition frequencies 
(generally less than 1,000 per second) and are generally subject to 
“jitter”. This being so, it is permissible to consider each noise pulse 
separately, and to consider it to have a continuous spectrum. It 
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is then possible to evaluate the distribution of amplitude with 
frequency for a single pulse, and to compare its value in the region 
of interest, i.e. the portion of the spectrum to which the receiver 
is tuned, with that of unit step or a unit impulse in the same region. 
If, then, the response of the receiver to either unit impulse or 
unit step is known its response to the noise pulse can be found by 
scaling the result appropriately. The resultant amplitude of the

Fig. 3.12.—Wave-forms of unit step and impulse, together with amplitude/ 
frequency distributions.

components in a region df about a centre frequency f for the 
IP

unit step and the unit impulse is given by and df respectively.

The components of the unit step are all sine waves, whilst those 
of the unit impulse are all cosine waves. The distribution of 
amplitude with frequency is shown in Fig. 3.12. If a step of 
amplitude E is considered, the distribution of amplitude with

Efrequency is given by —; correspondingly, if an impulse whose

product of amplitude and time E is considered, the distribution 
of amplitude with frequency is given by E.

By virtue of the close relationship of the unit step and the unit 
impulse, it is permissible to work with either. If the unit impulse 
is chosen, the corresponding result for the unit step can be found 
by dividing the result obtained by 2af0=(o0, where /0 is the 
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frequency at the centre of the region of interest. This assumes that 
the band-width of the region of interest is very small compared 
with /0.

As stated earlier the response of a receiver is dependent upon its 
band-width. This being so, the shape of the noise output will be 
determined almost entirely by the stages of the receiver having 
the narrowest band-width. Neglecting the audio amplifier, the 
effect of which we shall consider later, these stages will in general 
comprise the i.f. stages of the receiver.

Fig. 3.13.—Receiver i.f. stages: (a) single tuned-circuit type, (b) coupled tuned 
circuits.

Such a stage generally comprises a pentode valve feeding a 
single tuned circuit or two coupled circuits, as shown in Fig. 3.13. 
In order to secure the band-width required for f.m. systems, it is 
usual for the centre frequency of the i.f. stages to be in the region 
5-15 mc/s. The valve anode impedance is normally sufficiently 
large for its damping effect to be negligible. Similarly, at the 
frequencies normally encountered, the input damping of the 
following stage is generally sufficiently high to be ignored also.

The response of a number of stages of i.f. amplification employ­
ing single tuned circuits to an impulse at the grid of the first stage 
has been examined in detail by Smith and Bradley. In order to 
provide a fair basis of comparison, Smith and Bradley assumed 
that the overall band-width (i.e. the frequency separation between 
the points at which the steady state response is 3 db below that at 
the centre frequency) is maintained constant irrespective of the 
number of stages considered. This means, of course, that as the 
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number of stages considered increases, the damping of each 
individual circuit must be increased. Then if R is r.f. resistance 
of the inductor L, and assuming the tuning capacitor to be lossless, 

Rthe damping factor a is defined by a= —. The band-width for 
2L

a single stage is given by

Band-width= —, 
Q

where Q= —, and f0— —- is the resonant frequency of the

circuit.
Designating the half band-width Af,

J 2Q

"oThe corresponding angular velocity Aco=
2Q

=2nAf.

Where n identical stages are employed, the value of a must be 
reduced to maintain the overall band-width constant, and the 
relationship between Aco and a for n stages under these conditions 
is given by

_ Aco 
a~ (3.14)

Smith and Bradley show that for n stages, the output response to 
a noise signal comprising a unit impulse applied to the grid of the 
first stage is given approximately by

(a/)”-1
AUO=2a(gKJn e~at cos • • (3-15)

where gm is the mutual conductance of each valve and Ro is the 

dynamic resistance of each tuned circuit given by Ro= .
GR 2aC

Since the damping has to be increased as the number of stages 
increases to maintain the band-width constant, RQ will be reduced 
progressively as n increases.

The output with a steady signal E cos co0t applied to the grid 
of the first stage is given by

e=Æ(g,nÆ0)« cos co0t. • . (3.16)
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So that from (3.15) and (3.16), the instantaneous value of the 

ratio of noise output envelope to the signal output envelope 
/N\ • • k( — ) is given by 
\o /

/ N \ 2a (at)"-1 , ,

The peak value of this ratio occurs when (ai)n-1 e~at reaches its
72,__J 

maximum value; this occurs when t=____ . Substituting this
a

value in (3.17), the peak value of the noise envelope to signal 
envelope ratio is given by

_ 2a (n — 1)«— 
/max E {n—1)!

and substituting for a from (3.14)

/^\ - £
\S / max E (21/"-l)"/2 (n—1)! ’ ■ ■

This expression is practically independent of n for n> 3, showing 
that under these conditions, the peak value of the ratio is practically 
constant.

-n n • a (n— l)"-^1-")Denning A = —)------ —------------- ,
(21'”—1)” 2[(™ —1)!] ’

Smith and Bradley give the following values for A for various 
values of n:

n 1 2 3 4 5 6
A 1-0 0-57 0-53 0-51 0-50 0-50
n 7 8 9 10 11 12
A 0-50 0 050 0-049 0-049 0-049 0-049

The actual instantaneous value of the noise to signal envelope 
ratio of the output wave-form is given by

2Aa)(A(ot)n-1e~2i“tl<^
E (21/n —l)n/2[(n—1)!] ' ‘ ' ( '

Expression (3.19) is plotted in Fig. 3.14, for n—2, and n=4, in
. _ 2Aco . 2A<o , , , . , ,terms oi ——, i.e. —— has been taken equal to umty. The

E E
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magnitude of any point of the envelope can be obtained, therefore, 

by multiplying by the value of ■
A

The time axis is plotted in terms of \/A<d, the value of 1 

corresponding to a time of — x the duration of a cycle of a wave 
2?r

of frequency 4/=-^, i.e. the time for a vector at the half band- 
271

width frequency to rotate through 1 radian.

Fig. 3.14.—Noise output wave-form for i.f. amplifier employing single 
tuned circuits. The magnitude of the output is related to the peak 
value E of a sinusoidal input at the centre frequency, and the i.f. half 

Aco 
band-width -r— • 

2n

From the expressions for the time for the peak output to occur, 
__I

t =------ , and A, it will be seen that the effect of adding successive

stages to increase the time for the peak of the output noise pulse 
to be reached, without appreciably altering the peak noise to 
signal envelope ratio for n> 3.

We may, therefore, take the value of A, for n>3 as 0-5 with 
negligible error and also for n=2 with only a small error. This 
result is of considerable importance, since it shows that the peak 
noise to signal envelope ratio remains practically constant, with 
only a small error for two or more stages, so that it is possible 
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to generalise about the response of i.f. amplifiers of this type to 
impulsive interference. It must, however, be remembered that 
this result is only true provided that the overall band-width is 
maintained constant.

Since the peak value of the noise envelope is reached when 

t = -—and a= —, the time for the peak value to be a (2lln-l)nl2 F
reached is inversely proportional to Aco for a given value of n. 
Also, from expression (3.18), the actual peak magnitude of the 
noise envelope alone is directly proportional to da>.

The response of a single i.f. stage employing two coupled circuits 
to a unit voltage impulse at the grid of the first stage is given 
below. It is assumed that the two circuits are identical, and 
coupled by mutual inductance. The circuit parameters employed 
are:

R
a= —, where R is the r.f. resistance of the inductor L\

2L ’
M=KL;

f0= resonant frequency of either tuned circuit alone = _

Q=^- 
11

The response to the unit voltage impulse is given approximately by

—gmMQ2Le-at sin sin ai^t. . . . (3.20)
2

The output with a steady signal E cos applied to the grid of the 
stage is given by

R=gcos • • • (3-21)
1+A2^2

So that from (3.20) and (3.21), the instantaneous value of the ratio

(A\

(N\ at . Keo.
\s) QE KQ e Sm 2 

2«1+A2Q2 at . K^
E KQ e Sm 2 '

is given by

. (3.22)
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It will be seen that this expression is generally similar to the 
corresponding expression for an i.f. amplifier employing single 
tuned circuits (expression 3.17, n=2) except that an oscillatory 
term sin ^^t replaces the term in at and an additional factor

——-— is introduced. It will be shown later that this is of 
KQ

relatively minor importance, since, for the coupled circuits, the 
response after the first half cycle of the oscillatory term is small, 
and during this first period the envelopes are of similar shape.

Returning to expression (3.22), the peak value of the noise 

envelope to signal envelope ratio occurs when e~at sin t reaches 
2

■ • i mi 1 K.(Dn , n /nits maximum value. This occurs when tan —— 1= —— = AC,/ (tor 2 2a

practical circuits of this type 1 < KQ < 2). Hence t—----- tan-1A’Q, 
Aft)0

at= -J- tan-1 KQ, and sin^^/ =---- Substituting these 
KQ ’ 2 (l+KW *

values in (3.22),

W\
,*8 / max

e-l/KQ tan-' KQ.

The value of A co= 2n Af, where d/is the half band-width, for two 
coupled circuits is given approximately by Aw=^^. Introducing 

\/2
this term,

(v)
/max J£(JI)q Ei \

j • j • 2a 1and rearranging, and using — = —, 
"o Q

\S/max E KQ

4 e-HKQ tan-1 KQ

e-l/KQ tan- KQ (3 23)

From this expression it will be seen that, for a given value of KQ, 
the peak ratio of noise envelope to signal envelope is directly 
proportional to the band-width. Further, since the time at which 
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this peak is reached is inversely proportional to KcoQ and therefore 
inversely proportional to Aco also.

If the particular value of KQ— 1 is considered, expression (3.22) 
reduces to

(A\ 4a _at . Kcoq t
— I = — e * sin-------- -  t.
S / E 2

For this value of KQ, Aco= \/2a.
Substituting these values,

/2V\ = 2y£dco e_JwZ/,2sin^a>

\S / E V2

Fig. 3.15.—Noise output wave-form for i.f. amplifier employing 
coupled circuits. The magnitude of the wave-form is related to the 
peak value E of a sinusoidal input at the centre frequency, and the

i.f. half band-width .

This expression is plotted in Fig. 3.15, and to the same scale as 
Fig. 3.14, i.e. the time axis is plotted in terms of 1 ¡Aco, the value 
of 1 corresponding to the time for a vector having angular 
velocity Aco to sweep out 1 radian. Similarly, the ordinate has 

been plotted to a value of equal to unity. As a basis of com­
E

parison, the corresponding response of an i.f. amplifier employing 
two single tuned circuits having the same overall band-width is 
plotted in the same figure.

It will be seen that the bandpass circuit gives a lower peak value 
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of noise envelope to signal envelope ratio, whilst the time for this 
peak value to be reached is greater for the bandpass circuit.

It is interesting to note in passing that if KQ is made very small, 
i.e. the coupling between the circuits of the bandpass filter is very 
small, expression (3.22) approximates to

J- e~“
E KQ

. 2a . at.---- -t = — at e~at,
2 E

which is identical with the response of the i.f. amplifier employing 
two single tuned circuits. This is, of course, an impractical con­
dition, since with very weak coupling, the steady state gain falls 
to a low value.

It can be shown that the response of an i.f. amplifier employing 
two stages of coupled circuits is similar to that employing one such 
circuit, if the overall band-width is maintained constant. It differs 
from the response obtained by adding additional stages in i.f. 
amplifier with single tuned circuits, in that, whilst the time for the 
peak value of the noise envelope to be reached increases as before, 
the actual magnitude of the peak value of the ratio of noise envelope 
to signal envelope tends to increase slightly with the addition of 
further stages. This is the converse of what occurs with single 
tuned circuits.

The oscillatory term in the envelope of the response to an 
impulse, sin ^^t, goes to zero when ^^t=7i, 2n, etc. If all

2 2
other circuit parameters are held constant, and only K is varied, 
it is to be expected that as K is increased, the duration of the 
“lobes” of the envelope will decrease. Also, as K is increased the 
peak amplitude of the second and later lobes will increase, if 
the value of a is unchanged.

This is well illustrated in the oscillograms shown in Fig. 3.16. 
The first shows the impulse wave-train emerging from a receiver 
having a double-peaked response characteristic (i.e. K large and 
KQ > 1); it is possible to identify three successive maxima. A flat­
topped response curve (KQ= 1) results in a main lobe with a trace 
of a second, while a round nosed response (KQ<1) results in 
practically no identifiable secondary lobe. By mistuning so as to 
produce a pronounced second peak on the skirt of the response 
curve the main and secondary lobes are run together, as shown in 
the fourth oscillogram.
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As the frequency of the oscillatory 

component of the envelope is given 

by 2nf= , it follows that the 

duration of the main lobe will be 

given by .
K(Dq

It is of interest to note that the 
frequency of the oscillatory term

where fQ is the centre

frequency of the passband. For values 
g

of KQ> 1, —/0 is approximately the 
2

separation between the centre fre­
quency and the “ears” of the steady 
state response characteristic (the 
accuracy of this result increases with 
increasing values of KQ). In relation 
to the half band-width, i.e. the fre­
quency separation between the centre 
frequency and the point at which the 
response is 3 db down, Af is given 
approximately by

AfA
V2

Hence, in terms of the half band­
width, the frequency of the oscillatory 

term is —- .
^2

Thus for Af= 10 kc/s, a typical 
figure for a high fidelity a.m. broad­
cast receiver, the frequency of the 
oscillatory component is 7 kc/s, and 
the duration of the main lobe 

70 micro-seconds. For d/=100 kc/s, a typical figure for a v.h.f. 
receiver, the frequency of the oscillatory component is 70 kc/s, 
and the duration of the main lobe 7 micro-seconds.
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Addition of Carrier and Impulsive Interference Signal
An impulsive interfering signal adds to an existing carrier to 

produce amplitude and phase modulation of the carrier in a 
manner similar to the way in which a continuous wave signal does. 
There are, of course, two important differences: (1) the amplitude 
of the interfering signal is varying continuously; (2) the duration 
of the interference period is short. In order to simplify the 
analysis, we shall assume initially that the carrier and the response 
to the impulsive interference are at the same frequency. Then con­
sidering the output from a single i.f. stage employing coupled 
tuned circuits, the response to an impulse may be written as

Ae~ai sin cof sin coQt,

where =the mid-frequency of the passband,

A=gma>02L. The output due to an applied carrier may be written 
as

e=B sin (a)ot+</>),

where B=gmEQa)^KQ/l-flK2Q2.
The phase angle <f> is introduced here to allow for the fact that 

the impulse may be applied at any time in the course of the carrier­
cycle; if the time at which the impulse is applied is taken as 
t—O,B sin </> gives the instantaneous magnitude of the carrier at 
this instant. As will be shown, the initial phase displacement of 
the carrier is of considerable importance. Since the time of 
application of the impulse is purely random, <f> may have any value 
from 0 to 2tt.

Fig. 3.17 shows the situation of the carrier and interference 
vectors at time t after the application of the impulse. The resul­
tant vector of the addition of the two components R, is given by

R=C sin (a)Qtfl-0),

where C=[(B cos </>+Ae~at sin coJ)2+B2 sin
j x n B sin d)and tan 0= ——---------- ------------- -.

Ae~at sin atffl-B cos </>

These results are obtained by geometrical considerations.

The resultant amplitude modulation is given by |-R|, and the 
phase modulation by <f>—0.
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Considering firstly the amplitude modulation component, 

|_R|= [B2+A2e-2aZ sin2 a)yt,-\-2BAe-at sin cof cos </>]-, 
A

and putting — e~at sin co1t=x, 
B

|R|=B[1+x2+2a; cos

Fig. 3.17.—Showing vector addition of wanted signal and interference.

This is similar to expression (3.7) derived earlier, except that x is 
now a function of time, and the angle f replaces 2nbt. The demodu­
lated output is given by

B[(1+.t2+2x cos^)1-!] .... (3.25) 
and from the form of the expression will comprise a pulse, the 
exact shape of which will depend upon the value of f. Since the 
envelope of the response to the impulsive noise can be considered 

zero after time t— — , the duration of the output pulse is constant.

The evaluation of the above expression for a train of impulses, as, 
for example, will occur if with motor-car ignition interference, 
involves consideration of the mean value of the output for all 
values of f. This involves considerable difficulties, and for our 
present purpose we shall limit our consideration to the case where 
the peak value of the impulsive interference signal envelope is very 
much smaller than that of the carrier envelope, i.e. x<^l.

Then expression (3.25) can be simplified by neglecting x2, and 
expanding (l + 2z cos ignoring terms in x2 and above. Then 

|^|=B(l+a; cos f)
and the demodulated output

Bx cos f=Ae~at sin cof . cos f.
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The shape of the output envelope is thus identical in shape with 
that of the i.f. output due to the application of the impulse.

All values of cp will arise with time if a series of impulses are 
applied, if it is assumed that the impulses are quasi-regular, i.e. 
the intervals at which they occur are approximately uniform, but 
not so exact that the value of <f> is the same for each impulse. This 
condition is fulfilled for the type of interference met in practice. 
If the impulses recur at precisely regular intervals, the value of </> 
is consequently the same for all impulses, and the demodulated 
output will comprise a series of uniform pulses. The duration of 

each pulse being— , Fourier analysis of the output would yield 

components of discrete frequencies, —, ^1, —, etc. This case is, 
2?r 2n 

however, trivial.
Returning to the case where the demodulated output comprises 

a series of pulses of random amplitude, we shall assume that the 
repetition rate of the pulses is such that the output due to each 
impulse is effectively zero before the next occurs. The pulses will 
all be of the same shape, but of different magnitude. To assess the 
audible output, we must determine the frequency spectrum of a 
single pulse.

We shall assume that the audio amplifier corresponds to an 
ideal low pass filter of cut-off frequency /c. In order to provide a 
comparison between amplitude and frequency modulated receivers, 
we shall consider both types of receiver to be tuned to a very high 
frequency. With both amplitude and frequency modulation 
receivers working at these frequencies it is customary for the half 

i.f. band-width to exceed considerably the audio

band-width. With this condition, the demodulated interference 
signal in the amplitude modulation case can be treated as being 

equivalent to an impulse, since its effective duration — is very 

small compared with the duration of a cycle of the highest audio 
frequency. The magnitude of the impulse is given by

Ae~at sin a»/ . cos <f> dt, 
o

i.e. the area under the pulse envelope. This, with sufficient
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accuracy, is given by A ——— cos As pointed out earlier, 
a2+co2

the spectrum of an impulse is uniform with frequency; and there­
fore the resultant of the components of the demodulated 
output in the audio frequency range between frequencies f and

/+d/is given by F(f)= cos f df.
a2+cox2

To determine the r.m.s. value of the audio output, we must 
evaluate the contribution of F(f) at all frequencies in the working 
range. The sum of all components up to fe is

F(^df.

Therefore the mean square value calculated over the interval 1 ¡fr, 
where fr is the repetition rate of the pulses, is

f 2 Pa2 - cos2 <j> df
Jr Jo (a2+co12)2 J

m 2
—2frA2------- 1—— cos2 f fcJr (a2+co12)2 ^Jc

=2frfc---- A2 cos2 faJrJc (a2^2)2 Y

The r.m.s. value is therefore

V2(frfjA (g2">--2)cos^. . . . (3.26)

In order to complete the investigations, we shall evaluate the 
r.m.s. signal to noise ratio. Assuming the wanted carrier to be 
modulated 100 per cent by a sinusoidal signal, the r.m.s. value of 
the audio output is 

and therefore the r.m.s. signal to noise ratio is

N 2 A cos </>



INTERFERENCE AND NOISE STRUCTURE 65

and for a unit impulse A=a>oaZ,KQ
' ld-A2Ç2

Now B=EQco0L

•
• - r.m s.= - liât!

" N 2 <o0 1-|-A2Q2 cos </>

= Ei_ KQ (LED
2 2a Wy 1 -|-K2Q2 cos

Now ¿W _ 1+W2 
aa^ KQ

and thus
8 E (/J,)-*— r.m.s. = — JJ . 
N 4 cos

Cos </> can take any value from 0 to 1, and for a succession of impulses, 
2

it can be replaced by its mean value -.
n

o

Substituting this value — r.m.s. = E - . (3.27)

It is interesting to note that this value is independent of the 
overall band-width of the i.f. amplifier, provided this exceeds 
twice the audio band-width, and depends solely upon the value 
of fr and/c. From this expression it will be seen that the signal to 
noise ratio deteriorates at the rate of 3 db per octave of pulse 
repetition frequency. Although this result is evaluated for low 
values of i.f. output signal to noise ratios, further analysis shows 
that the result holds good generally.

Consider now the frequency modulation component, or rather 
the phase modulation component, given by expression

. B sin <htan ———--------- -----------.
Ae sm coJ+B cos

For the present purpose it is more convenient to rearrange this 
expression employing the angle y, the phase shift between the 
resultant vector and the carrier (see Fig. 3.17). From this figure

—0,
, , Ae~at sin cod sin <btan ——-— ----- ------- —.

B-\-Ae~at sin cd/ cos
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If the same assumption is made as in the amplitude modulation 
case, namely, that B^>A, will be very small, so that tan v—and 
the above expression reduces to

<|<= — e~at sin a^t sin f. ... (3.28)
B

This shows that the phase deviation output is identical in shape 
with the a.m. output as given by expression (3.25). It is of interest 
to note that expression (3.25) includes cos f, whilst expression 
(3.28) includes sin f. Thus when </>=0, there is no phase modula­
tion, and maximum amplitude modulation. Conversely, when 
^=tt/2, there is maximum phase modulation and no amplitude 
modulation. This is obvious from inspection of Fig. 3.17.

It is of interest to observe at this point, that in a phase modula­
tion system, the actual magnitude of the demodulation noise out­
put is as given by expression (3.28) above, and it varies inversely 
with B, the amplitude of the carrier output. In an amplitude 
modulation system, the noise output is constant irrespective of 
carrier amplitude. However, in the amplitude modulation case, 
the demodulated wanted signal output is directly proportional to 
B, so that the ultimate signal to noise ratio is inversely propor­
tional to B. In the phase modulation case, the demodulated 
wanted signal output is independent of carrier amplitude, so that, 
subject to the condition that B^>A, the ultimate signal to noise 
ratio is also inversely proportional to B.

If an amplitude modulation system is compared with a phase 
modulation system having a maximum phase deviation of 
1 radian, it will be apparent from the foregoing that the ultimate 
signal to noise ratio is the same for both. Further, if the phase 
modulation system has a maximum phase deviation of n radians, 
the signal to noise ratio for the phase modulation system will be 
better than that of the amplitude modulation system by a factor 
of n times in voltage, and n2 in power.

For a frequency modulation system, the demodulated output 
is proportional to the derivative of the phase deviation. Con­
sequently, the shape of the output is markedly different from that 
met in the cases of amplitude and phase modulation. This is shown 
in Fig. 3.18; it is this difference which determines the superiority 
of a frequency modulation system as compared with an amplitude 
or a phase modulation system.
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The demodulated output from a frequency modulated discrimi­

nator is proportional to if H is the sensitivity of the dis­

criminator, i.e. volts out /cycle of frequency shift, the actual output is

2n dt

Now as we have already shown, the envelope phase deviation 
is identical with the a.m. output except for the factors B and cos

Fig. 3.18.—Illustrating demodulated noise output in an f.m. system.

and by a well-known property of the Fourier integral the distri­
bution of amplitude with frequency for the frequency modulation 
demodulated output F^f) is given by

i .e. the resultant of the components at frequencies between f 
and/±d/, F^f) is directly proportional to/. Hence

B a2-f-co/
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,T . /2\AHNoise r.m.s. = I — ) —— 
\3/ B

Assuming as before that the half i.f. band-width considerably 
exceeds the audio band-width, the r.m.s. value of the noise output 
in the a.f. output can be evaluated as before and is given by

vM-sin^. (3.29)

Now the signal output is dependent upon fd, the frequency 
deviation. In order to compare the frequency modulation with the 
amplitude modulation case we shall consider the carrier to be 
100 per cent modulated by a sinusoidal signal. In this case the 
r.m.s. value of the demodulated output is given by

And the r.m.s. value of the signal to noise ratio is, therefore,

employing

S r.m.s.= V3 «2+«>i4 MP
N 2 AH coj sin

= E -A wp'-4 sin fi
B aflfl-iDj2 _ E
A coj 2

Since fi can take all values from 0 to 2^, sin </> can be replaced for a
2 '

succession of impulses by its mean value -, hence
71

^r.m.s.= V31 . (3.30)

Thus the ratio of the r.m.s. values of the signal to noise radio 
fcr comparable amplitude modulation and frequency modulation 
systems is

^rmgfm- = . (3.31)
S/N r.m.s. a.m. fe

It is the fact that for a frequency modulation system fd is usually 
much greater than fc that leads to the superior performance of 
frequency modulation in this respect. The subjective assessment 
of annoyance due to impulsive interference would appear to indi­
cate that the improvement is greater than the comparison of 
r.m.s. values would suggest. This may be ascribed to the fact that
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linearly rising distribution of amplitude with frequency in a 
frequency modulation system is much less disturbing to the 
listener than the uniform distribution associated with an amplitude 
modulation system.

A frequency modulation system does not, however, maintain its 
superiority over an amplitude modulation system at the same value 
for all magnitudes of the impulsive interfering signal. In particular,

Fio. 3.19.—Vector addition of wanted signal and interference, with relative 
rotation, generating “click”.

the signal to noise ratio deteriorates rapidly when the peak value 
of the interference at the i.f. output exceeds the carrier amplitude. 
In order to explain this phenomenon, we must examine the vector 
diagrams illustrating the relationship between the carrier and 
interference vectors in this region.

We assumed in the earlier discussion that the interference 
vector maintained a constant direction with respect to the carrier 
vector throughout its period of effective duration. If the carrier 
is modulated, or if the carrier is not at the i.f. centre frequency, 
the vectors will have a relative rotation during the course of the 
period of the impulsive interference, and the locus of the resultant 
vector will therefore lie on a curve, as shown in Fig. 3.19. This 
shows the instantaneous resultant vector at successive instants;

is the initial phase angle between the carrier vector and the
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-art

interference vector and is the period of effective duration of the 
interference. It is assumed that 04 is constant during the interval 

which is true if the carrier is mistuned only, and approximately 
true if the relative rotation is due to modulation. If the initial 
value of <f) is in the region of n radians, the locus of the resultant 
vector can enclose the origin 0, provided that the amplitude of

FREQ 
SHIFT 
DUE TO 
NOISE

the interference exceeds that of the carrier at the instant when the 
angle between the vector is precisely it radians. This is depicted 
in Fig. 3.20 from which it will be seen that the frequency deviation 
output differs appreciably from that of Fig. 3.19. In fact, the out­
put approximates to a double peak, with both peaks of the same 
polarity, combined with a square pulse, corresponding to the 
removal of the modulation for the interference period. The dis­
tribution of amplitude with frequency of such an output tends to 
a uniform spectrum, and, consequently, the audible noise output 
is greatly increased, since the demodulated noise output approaches 
that occurring in the amplitude modulation case. The character of

rf

PHASE 
ANGLE

-rt

Fig. 3.20 .—Generation of “pop” in an f.m. system, with relative rotation of 
wanted and interfering signals.

PHASE 
SHIFT 
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NOISE
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the noise also changes, being of the nature of a “pop” rather than 
the “click” heard when this effect does not occur.

If the resultant wave-form of the i.f. signal is observed, the 
corresponding effect is of the signal having slipped or gained a 
single cycle in the period There is an upper limit to the 
deterioration of the signal to noise ratio since when the inter­
ference peak amplitude is sufficiently great, all the demodulated 
interference outputs will be of this form. It is thus of interest to 
note that the signal to noise ratio then tends to a constant value.

The effect of further increase of the interference peak amplitude 
is to modify the shape of the unpolar noise output, to that shown 
in Fig. 3.21, where the peaks are more sharply defined. The con­
tribution to the noise output due to this cause is, however, of 
minor importance compared with the contribution due to the 
mechanism discussed below.

In the foregoing analysis, certain simplifications were made 
about the nature of the response to the interfering signal. A 
detailed analysis reveals, however, that in certain cases the out­
put from an i.f. stage due to an interfering impulsive signal can 
have a component which produces a phase rotation of the output 
vector. For example, if the input signal is of the form of a unit 
step, and the i.f. stage has a pair of coupled tuned circuits, the 
interference output is of the form

T —at ( " , A KtOn . \—(¿oLe 1I sm —8 t cos Mot— — cos---- - t sin a>J I.
\ 2 2 2 /

The second term of this expression is of small magnitude, and can 
generally be neglected. However, in the consideration of threshold 
effects, it is of considerable importance, since it produces a 
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rotation of the interference vector during the course of its period, 
and hence an effect similar to that previously discussed can occur.

If tan 0= tan t, the above expression reduces to 
K 2

MnLe~at sin (coJ—O).

The value of 0 for X=0-01 is plotted in Fig. 3.22.

Fig. 3.22.—Variation of phase angle of interference vector due 
to application of unit step input to a pair of coupled circuits.

Since 0 varies with time, the expression shows that the inter­
ference vector is not stationary with respect to a vector rotating 
at the centre frequency of the passband. The relative rotation of 
the vectors can produce a double peaked unipolar output in the 
same way as described in the previous section, but due to the much 
greater rate of relative velocity, the output from this cause usually 
greatly exceeds that due to modulation or mistuning effects.

Fig. 3.23.—Relative rotation of interference vector, due to varia­
tion of phase angle with time shown in Fig. 3.22.

The position of the interference vector at successive instants is 
shown in Fig. 3.23 and it will be seen that the angle between the 
initial and final positions of the vector is tz radians. The formation 
of a “pop” and a “click” due to the interference vector rotation is 
shown in Fig. 3.24. Due to the very rapid changes of phase angle, 
the peak frequency shift tends to a very large value. Since the
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relative positions of the interference vector is 180° at the begin­
ning and end of the cycle, the ultimate ratio of “pops” to “clicks” 
from this cause tends to unity. Even when allowance is made for

Fig. 3.24.—Production of (a) “pop” and (b) “click” due to rotation of 
interference vector; OA shows initial position of carrier vector, assumed 

unmodulated.

this phenomenon, the signal to noise ratio of a frequency modula­
tion system with a frequency deviation of 75 kc /s is at worst better 
by a factor of 10 db than a corresponding amplitude modulation 
system. This is shown in Fig. 3.25 which shows comparative figures 
for signal to noise ratios for an amplitude modulation and frequency 
modulation system to impulsive interference, found by the BBC.
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Any further increase in interference amplitude beyond the 

carrier amplitude tends only to alter the shape of the pulses 
obtained with a “pop” output, the pulses becoming taller and 
narrower. The actual magnitude x time area under the pulse 
envelopes tends to a constant value and, therefore, as the noise

01 IO IOO IOO
Peak impulse/ P«<* carn«r

Fig. 3.25.—Output signal to noise ratio for f.m. 
and a.m. systems for varying levels of interfe- 

renee to wanted signal ratio.

output is computed by assuming the two pulses to be approxi­
mations to unit impulses, the noise output tends to a constant 
value as the pulses tend more nearly to the ideal shape.

By contrast, the output from an amplitude modulation detector 
can increase indefinitely. It is at the point where the rapid fall in 
signal to noise ratio occurs that the difference between amplitude 
modulation and frequency modulation is least marked. In general, 
however, even in this region, the performance of a frequency 
modulation system is superior to that of an amplitude modulation 
system. It is possible, if the interference signal is increased 
sufficiently, to observe a second region where the signal to noise 
ratio again falls rapidly. This happens when the vector phase 
angle changes by 4n radians, i.e. the resultant vector encloses the 
origin twice.
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However, this region is of minor 
practical interest.

Fluctuation Noise
It has earlier been indicated 

that fluctuation noise originates 
in the early stages of a receiver, 
the two principal causes being 
thermal agitation and Shot 
Effect. Noise due to the first 
source, which normally pro­
duces the larger interference 
voltages, arises as a result of 
the thermal agitation of the 
electrons in the conductors 
forming the receiver’s input 
circuit. The conductivity of 
metals is dependent on the 
presence of free electrons, which 
are continuously moving about 
within the conductor at a velo­
city which is dependent upon 
its temperature. At any one 
instant there will ordinarily be 
more electrons moving in one 
direction than the other, with 
the result that a voltage is 
developed across the ends of 
the conductor. This voltage will 
vary from instant to instant in 
an irregular manner, in accord­
ance with the predominant 
electron motion. The resultant 
energy is uniformly distributed 
over the entire frequency spec­
trum from zero up to frequen­
cies far above those which have 
communication.

as yet been employed for radio

The voltage produced in any specified frequency band as the 
result of thermal agitation tends to a constant mean square value 
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E2 when averaged over a long period, and this value is given by 
the formula:

E2=WTR(fi-fA, .... (3.32) 
where

and f2 are the limits of the frequency band;
&=Boltzmann’s constant=l-374x IO-23 joules per degree 

centigrade;
T=absolute temperature (273-f-°C.);

resistance component of the impedance producing the 
thermal agitation voltages. Account must be taken of 
the increase in resistance due to skin effect. The resist­
ance component is assumed to be constant over the 
range A to f2.

When this expression is applied to determine the noise trans­
mitted through actual bandpass circuits,/! and f2 are the frequency 
limits of the equivalent perfect bandpass network, i.e. one having 
uniform transmission in the passband, and no response outside it. 
The equivalent bandpass circuit is assumed to give the same out­
put as the actual circuit at its centre frequency, and have the same 
area under its power-gain/frequency characteristic.

Fig. 3.27.—Equivalent ideal bandpass response to an actual 
bandpass response, for determining magnitude of fluctua­

tion noise.

As a general indication it may be stated that the thermal 
agitation voltage developed in the grid circuit of the first stage 
of a very high frequency broadcast receiver will be in the order of 
1 microvolt.

The Shot Effect is due to the fact that the stream of electrons 
flowing from cathode to anode of a valve is made up of a very 
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large number of individual electrons, each of which results in a 
minute voltage impulse. As the electrons arrive at the anode in 
a random manner, slight irregularities in the plate current result. 
The voltage fluctuations produced by Shot Effect are uniformly 
distributed over the whole of the radio frequency spectrum. The 
voltage produced in the anode circuit of the first amplifier stage 
due to this cause is determined by the following equation:

E2^3-18xlO~19IZ(fi-fi), . . . (3.33) 
where

l?2=the square of the effective voltage produced by com­
ponents lying in the frequency band between fi and 
A;

Z=the electron current;
Z=the resonant impedance of the anode circuit, which is 

assumed to be constant over the frequency range 
A-A.
(The formula ignores any improvement due to cathode 
space charge.)

By way of comparison it may be stated that the noise voltage 
resulting from Shot Effect, if referred to the grid of the first valve 
in the receiver, will be the equivalent of an input voltage of 
approximately 1 microvolt or less. This figure will, of course, be 
dependent upon the valve gain, the cathode space charge, and the 
impedance of the anode circuit.

The noise output due to fluctuation noise may be evaluated by 
the methods applied to continuous wave interference, provided 
that the magnitude of the interference is small compared with the 
carrier amplitude. If this assumption is made, then the mean 
square value of the noise e.m.f. (de)2 associated with a very 
narrow band of frequencies df centred about a frequency f can be 
treated as the mean square value of a continuous wave com­
ponent of frequency f. The equivalent amplitude modulation 

(je\ 2
—J , 

where e is the carrier amplitude. Since x is assumed very small, 
the demodulated output will comprise a component at frequency 
/only, the magnitude of the harmonic components being negligible. 
The total mean square value of the output due to all such com­
ponents between frequencies fi—fi and fifl-fi (where f0 is the
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carrier frequency and fc is the highest audible frequency) is 
therefore

but (Ae)2=Cdf, where C is a constant, the value of which depends 
upon the source of the noise, so that

E^=2Cfc.

For the frequency modulation case, with the same assumptions, 
the mean square value of the equivalent modulation depth is, from 
expression (3.12), given by

(±L\2 
\efj

and the mean square value of the audible output, employing 
(3.11), is given by

where H is the sensitivity of the discriminator, i.e. volts out/cycle 
of frequency shift.

Here (Ae)2=Cdf,
9G f 3whence E2= — H2^.

2 e2 3
The r.m.s. value of the noise for each case is, therefore, as follows: 

a.m. A1= V2Cfc

f.m. E2= V2CH2fc3/3e2.

Assuming equal amplitude a.m. and f.m. carriers, the signal to 
noise ratio referred to 100 per cent modulation is given in the 
amplitude modulation case by

(S/N) a.m. =e/V2Cfc, 

and for frequency modulation by

(S/N) f.m. = _ 
V2CH2f3^e2

V2Cf3'
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The ratio of the signal to noise ratios is, therefore,

(S/N) f.m. _ fd

That is, the improvement for a frequency modulation system 
over a corresponding amplitude modulation system is the same as 
that in the case of impulsive interference. As also with impulsive 
interference, the subjective annoyance due to fluctuation noise is 
better than the above comparison of signal to noise ratio would 
suggest; the linearly rising distribution of amplitude with frequency 
for frequency modulation being apparently less objectionable than 
the uniform distribution associated with amplitude modulation.

Fluctuation Noise Crest Factor
The crest factor may be defined as the ratio of the amplitude 

of the highest peaks to the r.m.s. voltage. A number of experi­
mental attempts have been made to ascertain whether a definite 
value can be given for the crest factor of fluctuation noise. 
The various values obtained by different workers have ranged 
from 3-4 to 4-5. For convenience in making calculations and 
plotting curves, a compromise value of 4 will be assumed through­
out this book. From the theoretical standpoint it is, however, 
impossible to place any finite value on the crest factor of fluctua­
tion noise.

The reasons for this require some further explanation. Con­
sidering Shot Effect as a typical example of fluctuation noise, the 
basic noise unit is due to the arrival of one electron at the anode. 
This may be considered to be an infinitesimal unit impulse. A unit 
impulse is known to have a uniform distribution of energy over the 
frequency spectrum. The component waves of a single unit impulse 
are all in phase at the instant the impulse occurs. However, if two 
unit impulses occur at different times, the frequency components 
will add together with various phases. When the impulses occur at 
random times and the number of impulses is increased to an 
indefinitely large value, the relative phases of the various com­
ponents will have no discernible relationship and may be said to 
be at random.

If all these component waves could at any time come into 
phase, the voltage would rise to an indefinitely large value; 
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however, the probability of this happening is infinitesimal. 
Nevertheless, if any finite crest factor is chosen, the probability 
that it will be exceeded at a given instant is a finite function. 
This probability is another name for the fraction of the time that 
the voltage will exceed the chosen value in a given period of time. 
It has been shown by Landon that it is possible to express this 
probability in the form of the curve given in Fig. 3-28. To take 
an example of the way in which this curve may be used, the 
point at which the crest factor =0 and the probability factor =0-5

Fig. 3.28.—The fraction of time during which the fluctua­
tion noise voltage will probably exceed any given crest 

factor may be determined from the above curve.

indicates that the voltage is above the zero value for half the 
time. In other words, it is positive for half the time and negative 
for the other half. Again, the point at which the crest factor = 1 
and the probability =0-16 indicates that the voltage exceeds the 
r.m.s. value for 16 per cent of the time. To take one further 
example, the point at which the crest factor = 4 and the probability 
= 0-000032 indicates that the voltage is in excess of 4 times the 
r.m.s. value for 3-2 seconds out of 100,000.

The curve is plotted for the amplitude modulation case in 
which it is only necessary to consider voltage fluctuations in one 
direction. When it is necessary to consider whether peaks of 
either polarity or direction will exceed a certain value, the 
probabilities given in the curve should be doubled.
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It may be shown mathematically that with the receiver band­

widths used in practical communication systems, the probability 
of any noise peak substantially exceeding some four times the 
r.m.s. level is very remote. The reason for this is the very low 
probability that any noise peak or impulse will be of sufficiently 
long duration to be amplified at its full relative amplitude. As the 
receiver band-width is increased the amplitude at which short 
duration noise peaks will be reproduced will be increased slightly. 
The variations in the experimental measurements mentioned at the 
beginning of this section were possibly due to observers setting a 
limit to the crest factor without taking into account the receiver 
band-width used.

Threshold of Improvement
As in the case of impulsive interfence, the improvement of a 

frequency modulation system over an amplitude modulation 
system with respect to fluctuation noise, also falls abruptly in the 
region where the carrier and interference are of approximately 
equal magnitudes. The question of the crest factor is of importance 
in the matter, in that in order to determine the value at which the 
carrier and interference are of equal magnitude, we must take not the 
r.m.s. value of the noise wave-form, but rather a value which takes 
into account the peak interference amplitude. For this reason, it is 
convenient to take the factor 4 as the fluctuation noise crest factor.

The threshold of improvement with respect to fluctuation noise 
coincides with the boundary below which reception is not possible. 
This follows from the fact that once the signal amplitude is less 
than that of the fluctuation noise, the modulation will be almost 
entirely masked by the noise. In this, there is marked difference 
between fluctuation and impulse noise; due to the discontinuous 
nature of the latter, reception is possible despite the fact that the 
peak noise magnitude exceeds that of the carrier.

As in the cases of impulsive and continuous wave interference, 
the signal to fluctuation noise ratio deteriorates abruptly for a 
frequency modulation system in the region of the threshold of 
improvement. This is due to two facts: firstly, the greatly increas­
ing magnitude of the phase deviation as the interference amplitude 
approaches that of the carrier. Secondly, the production of “pops” 
by the same mechanism as discussed in the case of impulsive 
interference.
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Chapter Four

INTERFERENCE SUPPRESSION

It is as well to start this chapter by stating that frequency 
modulation does not, in the absolute sense of the word, suppress 
interference. Under favourable conditions its use will very greatly 

reduce the audio disturbances resulting from an interfering signal. 
The only satisfactory basis upon which to assess the improvements 
arising from the use of frequency modulation is therefore that of 
a comparison between the interfering audio disturbance repro­
duced by a frequency modulation receiver and that reproduced 
by an amplitude modulation receiver, operating on the same wave­
band and subjected to the same interfering signal. When such 
a comparison is made it is found that the improvement is not 
constant but varies with different forms of interference. Further, 
it is found that there is always an increase in the improvement 
figure as the deviation ratio of a frequency modulation system is 
raised. However, regardless of the type of interference or the 
deviation ratio employed, the improvement has a minimum value 
at a point known as the “threshold of improvement”. Normally, 
this point occurs when the interference peak amplitude equals 
that of the wanted signal. Once the threshold of improve­
ment has been reached, the difference between frequency modu­
lation and amplitude modulation depends on the nature of the 
interference. Due to causes which will be discussed later, the 
carrier level at which the threshold of improvement occurs is 
raised as the deviation ratio increases.

The foregoing remarks give a very general introduction to the 
more important of the factors involved in a study of the way in 
which interference is suppressed in a frequency modulation system. 
A careful examination of the conclusions which are reached in 
this chapter will amply repay anyone who is concerned with 
frequency modulation equipment. It will ensure that the impos­
sible is not demanded from a frequency modulation receiver and 
at the same time permit a proper appreciation of the greatly 
improved results which are possible.

In the last chapter it was shown that the interference modulation 
83
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produced to a desired carrier by an unwanted signal is com­
posed of two component parts, namely, an amplitude and an 
angular modulation component. Now a frequency modulation 
receiver incorporates a special stage—the limiter—the only func­
tion of which is that of suppressing all the amplitude variations

Fio. 4.1.—Diagram (A) shows the combined interference and carrier waves as applied 
to the limiter valve’s grid. Diagram (B) shows that the amplitude changes are absent 

in the output but the interference phase modulation component remains.
(Ry courtesy of the British Institute of Radio Engineers.)

PHASE MODULATION REMAINS 
AFTER SIGNAL HAS BEEN LIMITED.

of the incoming carrier. Should the received signal consist of a 
carrier with perhaps superimposed impulsive interference or a 
heterodyne from a second and unwanted station, then the limiter 
will eliminate the amplitude component, leaving a wave-form of 
constant level. This action has been illustrated pictorially in 
Fig. 4.1, from which it is apparent that although the limiter 
suppresses the amplitude modulation component it does not alter 
the phase modulation component.



INTERFERENCE SUPPRESSION 85

The Noise Triangle
In the presence of continuous wave interference, where the 

wanted carrier amplitude exceeds considerably the interfering 
signal amplitude, the resultant effect in both amplitude modulation 
and frequency modulation is to produce an output at the difference 
frequency of the two signals. For amplitude modulation the 
amplitude of this output is independent of the frequency difference; 
for frequency modulation the output is directly proportional 
to it. When the interfering signal is appreciably smaller in 
amplitude than the wanted signal the interference amplitude in 
both is directly proportional to the amplitude of the interfering 
signal. These statements may be expressed by the following 
equations:

for a.m. Av=^;

for f.m. EN= ;
fd

where EN—amplitude of the interfering signal demodulated out­
put referred to 100 per cent modulation output;

fe=carrier frequency;
fint=interference frequency;
fd=frequency deviation; 
ec=peak carrier voltage; 

eizU=peak interfering signal voltage.

These relationships are shown graphically in Fig. 4.2. This diagram 
illustrates what has frequently been termed the frequency 
modulation noise triangle. It assumes that the carrier and the 
interfering signal are held at the same relative amplitude, only 
their frequencies being varied. To illustrate the result of this form 
of noise distribution, an example may be taken of an interfering 
signal occurring 15 kc/s from the carrier; the resultant carrier 
frequency modulation will be ten times as great as that which 
would have occurred had the interfering signal been only 1,500 
cycles from the carrier.

It is apparent from Fig. 4.2 that a frequency modulation 
system, having a peak deviation of 15 kc/s and passing a maximum 
audio frequency of 15 kc/s (system b), will on the average result
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in half the noise which would have been reproduced by a com­
parable amplitude modulation system (system a), which would 
reproduce the noise at its full amplitude over the whole audio 
band. This direct comparison between amplitude and frequency 
modulation systems is true only so long as the harmonic frequency

g
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Fig. 4.2.—This diagram illustrates the frequency modulation “noise 
triangle”. The noise spectra for two different frequency modulation 
deviations are compared with that of an equivalent amplitude modula­

tion system.
(By courtesy of the British Institute of Badio Engineers.)

components produced are ignored, which implies that the ratio of 
the interfering signal to the wanted signal is less than 1 to 3.

In examining the position with deviation ratios other than 
unity, it becomes necessary to consider the effect of interference 
occurring at a frequency separation greater than the highest audio 
frequency. In general, such components will not be audible when 
either signal is unmodulated; the position when they are is dis­
cussed further below. If, however, a frequency modulation system 
employing frequency deviation of 75 k/cs is employed, the noise 
output increases with frequency separation as shown by the hypo­
tenuse of triangle D. For this it will be apparent that at worst, 
the signal to noise ratio in the frequency modulation system is
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better than that in an amplitude modulation system by a factor 
of 5, or 14 db.

The above result cannot be applied at random to the inter­
ference from a second station. The interfering station’s frequency 
may, for instance, be towards the edge of the frequency band over 
which the carrier deviates. If it is assumed that the frequency 
modulation system has a deviation ratio which is greater than 
unity, then in the case of an amplitude modulation system, an 
interfering signal occurring in a comparable position would result

Fig. 4.3.—These oscillograms were obtained by tuning the receiver to a carrier and 
then manually tuning an interfering carrier signal across the i.f. channel. The first 
photograph—obtained on an amplitude modulation receiver—shows that the hetero­
dyne beat has a constant amplitude over the audio frequency range; while in the case 
of a frequency modulation receiver the amplitude increases as the heterodyne beat 

frequency increases.
(By courtesy of Murray G. Crosby.)

in no interference whatsoever. In the case of a frequency modula­
tion system no interference will be audible so long as the carrier 
is unmodulated, but upon modulation commencing the carrier 
frequency will swing out until the heterodyne between itself and 
the unwanted signal falls within the audio frequency range. 
Under these conditions interference is produced, which in the case 
of an amplitude modulation system is non-existent.

There can therefore be no question of any reduction (due to the 
use of frequency modulation) in the level of interference resulting 
from continuous wave signals separated by a difference of more 
than the maximum audio frequency from the carrier’s unmodu­
lated frequency. It is very difficult to place any definite value on 
the increased interference resulting from this cause, owing to the
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difficulty in assessing the proportion of time that the frequency 
modulated carrier will be within audio frequency range of the 
interfering signal. Naturally, the basic improvement figure given 
above applies directly to any continuous wave interference arising 
from a second and unwanted carrier having a frequency which is 
within audio frequency range of the desired carrier.

Effect of Impulsive Interference
The improvement in the r.m.s. signal to noise ratio of a frequency 

modulated system over an amplitude modulated system to impul­
sive interference was calculated in the last chapter, and is given by

where fd=frequency deviation;
fe=band-width of receiver audio frequency stages.

Since we are concerned only with these components of the noise 
output which fall within the audible region, fc should more 
properly be taken as the highest audible frequency or the band­
width of the receiver audio frequency stages, whichever is the less. 
Thus in a receiver designed for high quality broadcast reception, 
there is no need to restrict the band-width of the audio frequency 
stages of the receiver in order to realise the improvement in signal 
to noise ratio. In such a system the ratio fa/fc would normally be 
equal to the deviation ratio, since fc is the assumed equal to the 
highest audible frequency, and such a system would be designed 
with this value of deviation ratio. Thus, for a system employing a 
peak deviation frequency of 75 kc/s, and an audio frequency band­
width of 15 kc/s, the improvement is 19 db.

This improvement, however, takes no account of the aural 
improvement encountered due to the different character of the 
noise in the two cases. In amplitude modulation the distribution 
of amplitude with frequency of the components of the audio 
frequency output is uniform, whilst with frequency modulation the 
distribution of amplitude is proportional to frequency. The audible 
result is that ignition interference in an amplitude modulation 
receiver has the characteristics of a “pop”, whilst in a frequency 
modulation receiver it has the characteristic of a “click”. The 
latter is much less disturbing to the listener, and consequently the 
subjectively assessed signal to noise ratio is higher than the r.m.s. 
improvement would indicate.
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The improvement is not constant, but deteriorates in the region 

where the peak interference amplitude exceeds that of the carrier 
at the output of the i.f. amplifier. When this occurs, the frequency 
modulation output includes a proportion of “pops”, and the signal 
to noise ratio, both subjective and r.m.s., falls rapidly. However, 
the fall is limited by the fact that when the output comprises 50 per 
cent “pops”, the signal to noise ratio does not deteriorate further, 
but tends to a constant value, as explained in the last chapter. Thus 
at the threshold of improvement, the f.m./a.m. signal to noise 
improvement ratio is at minimum; above and below the threshold 
the ratio increases. It is of interest to note that, below the 
improvement threshold, the f.m./a.m. improvement ratio will 
ultimately equal and then exceed the value it attains above the 
improvement threshold. Thus paradoxically, the f.m./a.m. im­
provement ratio is greatest below the improvement threshold. 
The importance of this fact should not, however, be over-rated, 
since reception under such conditions would be very poor in either 
system. Also, it is to be suspected that the signal level will be so 
low as to be vanishingly small, and may well be swamped by the 
receiver fluctuation noise.

In communication systems, where the highest value of signal to 
noise ratio is desired, it is usual to restrict the audio frequency 
range; an upper frequency limit of 3 kc/s is frequently adopted. 
The reduction of the band-width of the audio frequency stages of 
the receiver thus serves to increase the improvement factor for a 
given frequency deviation. An alternative advantage is that, for a 
given improvement factor, the frequency deviation employed may 
be reduced. This has the effect of reducing the band-width required 
for transmission, in itself a desirable effect. Further, the i.f. band­
width may then be reduced, with a consequent lowering of the 
input signal level at which the threshold of improvement occurs. 
This point is discussed in more detail later.

Effect of Fluctuational Noise
The major difference between impulsive and fluctuational noise 

is that whereas impulsive interference is discontinuous in time, 
fluctuation noise is continuous. Thus it is possible for a frequency 
modulated transmission to be intelligible when the amplitude of 
the impulsive interfering signal exceeds that of the carrier, whilst 
it is not in the case of fluctuation noise.
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As shown in the last chapter, the voltage reduction in the noise 

level output due to the use of frequency modulation is given by

V^hlfc,
where /d=frequency deviation;

/c=band-width of receiver audio frequency stages.
As with impulsive interference, the distribution of amplitude 

with frequency means that the noise is less disturbing to the 
listener in a frequency modulation system than an amplitude 
modification system, and the signal to noise ratio assessed sub­
jectively is higher than the expression above indicates. In order 
to obtain the maximum improvement in a communication system, 
where the highest modulation frequency is less than the highest 
audible frequency, the band-width of the audio frequency stages 
should be limited to the minimum.

Varying Carrier and Interference Amplitude
As discussed in the previous chapter, the improvement in signal 

to noise ratio for all three types of interference, continuous wave, 
impulsive and fluctuation noise, deteriorates as the interference 
amplitude approaches that of the carrier. In all three cases, the 
deterioration occurs abruptly. For continuous wave interference, 
with two unmodulated carriers, the signal to noise ratio in a 
frequency modulation system falls to zero when the carriers are of 
equal amplitude; this is not, however, the usual condition encoun­
tered in practice, since normally one or both carriers are modulated. 
This condition is discussed in more detail in the next section.

Where impulsive interference is being considered, the signal to 
noise ratio falls rapidly in the region where the peak magnitude 
of the interference i.f. output just exceeds that of the wanted 
carrier. Additionally, the improvement factor falls to a minimum 
value in this region. It should be noted that the peak magnitude 
of the interference is directly proportional to the receiver i.f. band­
width, and thus in order to defer the fall in signal to noise ratio 
to the lowest possible input signal level, the receiver i.f. band­
width should be restricted to the minimum possible. It is for this 
reason that small frequency deviations are usually employed with 
communication systems.

Where the interference comprises fluctuation noise, the signal 
to noise ratio for both a frequency modulation system and an 
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amplitude modulation system fall below unity when the inter­
ference amplitude at the i.f. amplifier output exceeds that of the 
carrier, and under these conditions it may be assumed for the 
present purpose that the signals in both systems become unin­
telligible. The input signal level at which the threshold occurs 
is rather difficult to determine, since it is not possible to assign 
any definite peak value to the noise signal, by virtue of its nature. 
It would, however, appear reasonable to take a crest value for 
fluctuation noise in the region of 4, and assuming this, the 
threshold would appear to occur when the peak value of the 
carrier exceeds the r.m.s. value of the noise by the factor of 4. 
The position of the threshold of improvement in this case is 
related to the r.m.s. value of the noise signal, and hence the level 
at which it occurs is proportional to the square root of the receiver 
i.f. band-width and not directly to the receiver i.f. band-width as 
in the case of impulsive interference.

The comparison between a.m. and f.m. systems is complicated 
by the fact that the receiver band-widths required differ appre­
ciably, and hence the r.m.s. value of the fluctuation noise will be 
different for the two systems. Thus, in determining the carrier 
level at which the signal becomes unintelligible in the presence of 
fluctuation noise, it is necessary to know the receiver band-width 
for both amplitude modulation and frequency modulation systems. 
In general, by virtue of the smaller band-width necessary, an 
amplitude modulation system can, therefore, work in a region of 
lower field strength than a comparable frequency modulation 
system.

Suppression of the Weaker Signal
Where two signals are working on a common frequency, or are 

separated by a relatively small frequency difference, the weaker 
signal is smothered by the stronger. This effect, which is some­
times referred to as the capture effect, is merely a special example 
of the signal to noise ratio improvement resulting from the use of 
frequency modulation.

The effect arises from the phenomenon referred to in the case of 
continuous wave interference; the rapid fall in the signal to noise 
ratio as the strength of the interfering signal becomes comparable 
with that of the wanted signal. Here, however, we are concerned 
with the converse condition, the rapid rise in signal to noise ratio
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which occurs when the wanted signal strength rises above that of 
the interfering signal. The effect is that the interference is rapidly 
smothered as the difference increases, the degree of supression 
being far greater than might at first be suspected from the relative 
strengths of the two signals.

Where the frequency separation between the carriers exceeds 
the highest audible frequency, there is no interference in the 
absence of modulation of the signals. When, however, the un­
wanted signal is modulated, certain of its side bands will fall 
within audible frequency separation of the wanted signal carrier, 
and interference will occur; the magnitude of this interference can 
be assessed by the methods employed in dealing with continuous 
wave interference described previously. If the interfering signal is 
considerably stronger than the wanted signal, it may happen that 
one of the interfering signal side bands may be comparable in mag­
nitude to the carrier of the wanted signal; in this case the degree 
of interference will be large. Where the interfering signal side band 
amplitudes are relatively small compared with the wanted signal 
carrier, the degree of interference will be small. Consequently, 
where interference is experienced from an adjacent modulated 
carrier of relatively large amplitude, the interference has a spora­
dic nature, being sometimes very disturbing and at others only just 
perceptible. Interference can also, of course, occur if the inter­
fering signal is unmodulated and is situated within the passband 
of the receiver; in this case, the side bands of the wanted signal 
adjacent to the interfering carrier beat with the interfering earner 
to produce an interference output. Interference here is, however, 
generally less perceptible because the amplitudes of the side bands 
concerned will in general be relatively small and hence also the 
noise output.

Interference from a modulated carrier generally takes the form 
of a rasping sound; this is because the side bands of the inter­
fering signal do not in general straddle the frequency of the 
wanted carrier symmetrically. Consequently the audible output 
due to each interfering side band individually is not harmonically 
related to the others.

Within the zone in which two frequency modulated stations 
are operating on the same channel, and are being received at 
approximately the same strength, neither station will have any 
programme value. A ratio of 3 : 1 between the stronger and
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weaker signal is sufficient to avoid intelligible break-through, and 
interference takes the form of an unintelligible rasping sound. A 
ratio of some 30:1 is required for complete elimination of this 
interference.

The Threshold of Improvement
The threshold of improvement is reached when the carrier and 

interference voltages attain the same amplitude. As the noise 
amplitude is dependent on the receiver band-width, it follows that 
if equal carrier voltages are fed into two channels of different 
width, the noise voltage will—if the carrier voltages are gradually 
reduced—equal the carrier amplitude in the wider channel first. 
As a result, in the case of a large deviation ratio system, a larger 
carrier voltage is necessary to reach the threshold of improvement 
than is necessary in the case of a small deviation ratio system. At 
low carrier levels the signal to noise ratio may be above the 
improvement threshold on a low deviation system and below it on 
a high deviation system. Under these conditions the low deviation 
ratio system will produce a better output signal to noise ratio than 
a high deviation ratio system.

In assessing the actual receiver band-width which is necessary 
in order to pass the full intelligence at any particular deviation 
ratio, it has already been shown that the receiver band-width 
cannot simply be increased in proportion to the deviation ratio. 
Fig. 2.14 indicated that as the deviation ratio is increased the 
“relative” receiver passband necessary to accommodate the 
significant frequency modulation side bands is reduced.

From this it follows that the receiver band-width, and with it 
the noise voltage, is greater than that of a comparable amplitude 
modulation receiver by an amount equal to the deviation ratio 
multiplied by one half of a factor which is derived from Fig. 2.14 
and its associated text. In order to spare the reader the labour 
of turning back to Chapter Two, the resultant increase in noise 
voltage is plotted in Fig. 4.4.

As an example of the effect of this increased noise level the 
case of a system having a deviation ratio of 4 will be examined. 
It will be noted that in comparison with a system having a 
deviation ratio of unity, the impulsive noise peak amplitude has 

0
been increased by — =2-5 times, while the carrier amplitude
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remains unchanged. The threshold of improvement will therefore 
be reached when the carrier is some 2 • 5 times the amplitude at which 
equality would have occurred in the case of a deviation ratio of unity.

In the case of impulsive noise the increase in carrier amplitude 
at which the threshold of improvement will occur is proportional 
to the receiver band-width, and may be derived directly from

Fig. 4.4.—The increase in band-width above that 
of a comparable amplitude modulation receiver, 
which is necessary to accommodate the frequency 
modulation side bands at various deviation ratios.

Fig. 4.4. It should be noted that any comparison in amplitudes 
must be that between the peak voltages reached respectively by 
the carrier and the impulsive interference.

The amplitude of fluctuational noise is proportional to the 
square root of the receiver band-width. The ratio of the levels at 
which the threshold of improvement will occur may therefore be 
obtained by taking the square root of the band-width increase 
given in Fig. 4.4. Taking the example of a deviation ratio of 4, 
the threshold of improvement will, in the case of fluctuational 
noise, occur at some y/2-5—l-& times the carrier amplitude at 
which it would have occurred in the case of a deviation ratio of 
unity. In determining the actual magnitude of the carrier at the 
threshold of improvement, it is necessary to allow for the “Crest 
Factor” of the fluctuation noise voltage.
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It was shown in the last chap­

ter that the peak to mean ratio 
for fluctuational noise may be 
taken as 4:1. In the case of a 
sinusoidal signal such as that of 
the carrier wave it is, however, 
only V2:1; so that for equal 
peak voltages the root-mean­
square value of the carrier must 
be greater than that of the 
fluctuational noise by a ratio of 
4 : V2 or some 2-8:1 (i.e. 9 db). 
It therefore follows that the 
threshold of improvement will 
be reached when the mean 
carrier voltage is 2-8 times 
greater than the mean fluctua­
tional noise-level.

The point at which the 
threshold of improvement oc­
curs has a rather distinctive 
sound to the ear. With impul­
sive interference the presence of 
“pops” in the output is very 
noticeable; with fluctuation 
noise, the quality of the “hiss” 
takes on a more intermittent 
character, somewhat like that of 
ignition interference. This latter 
phenomenon is probably due to 
the generation of “pops” in the 
output by the same mechanism 
as discussed in the case of 
ignition interference. These 
aura phenomena provide a good 
practical indication of the level 
at which the threshold of imprc

Fig 4.5 shows oscillograms of the fluctuation noise output of 
both frequency and amplitude modulation receivers, with the 
signal to noise ratio adjusted to the sputter point. For
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high-fidelity entertainment the desired carrier peak amplitude 
should exceed that of the peak fluctuation noise-level by at least 
13 db, and for speech of high intelligibility, by some 6 db.

The fact that the interference amplitude reaches that of the 
carrier at a higher field strength-level, as the deviation ratio is 
increased, results in a reduction to the effective service area of a 
frequency modulation station of any given power output. As the 
deviation ratio is increased the boundaries to the service area 
tend to become very much more sharply defined; reception in this 
region does not gradually become worse, it suddenly becomes 
impossible. With the exception of the increased band-width 
required for transmission, the increased carrier-level at which the 
threshold of improvement occurs is the only factor which tends to 
place a limit on the maximum deviation ratio employed.

Pre-emphasis
It has earlier been shown that the triangular noise distribution 

of a frequency modulation system results in a progressive increase 
in the amplitude at which noise is reproduced, from the lower to 
the higher audio frequencies. This noise distribution is not entirely 
satisfactory, resulting as it does in the smothering of the upper 
audio frequencies while the lower still possess a reasonable signal 
to noise ratio. The position is aggravated as most programme 
material results in the greatest modulation depths in the band 
below 1,000 cycles, while above this band the average modulation 
depth steadily decreases. It is, however, the presence of the 
relatively small percentage of energy contained in the upper audio 
frequency band which results in a high standard of reproduction 
fidelity. The position is therefore somewhat unsatisfactory, the 
noise being reproduced at the greatest amplitude in the region in 
which the desired programme material has a minimum amplitude.

From the standpoint of high-fidelity reproduction, the impor­
tance of the means employed to produce an effectively constant 
noise-level distribution over the audio band will at once be ap­
parent. This result is achieved by the accentuating or emphasising, 
before transmission, of the higher audio frequencies. At the 
receiver the complementary de-emphasis or restoration to normal 
is effected by a special filter. This filter normally takes the form 
of a simple resistance and condenser network connected across the 
discriminator output and directly preceding the audio amplifier.
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The de-emphasis filter attenuates the interference as well as the 

higher audio frequency components, with the result that while 
the programme material is merely restored to its original form, a 
very considerable reduction is made in the level at which the 
interference is reproduced.

TRANSMITTER RECEIVER

GRID LEAK

CA3 C B)
PRE-EMPHASIS- IOO/hs DE-EMPHASIS - lOOyKS.

Fig. 4.6.—Pre-emphasis and de-emphasis filters.
(By courtesy of the British Institute of Radio Engineers.)

In America the Federal Communication Commission have 
drawn up standards for the pre-emphasis of a frequency modu­
lated transmission. They originally laid down that it should be 
standard to pre-emphasise a sound transmission in accordance 
with the impedance frequency characteristic of a series inductance 
resistance network having a time constant of 100 micro-seconds. 
Later this was revised to 75 micro-seconds. The BBC favour a 
still smaller amount of pre-emphasis; 50 micro-seconds. The 
arrangements by which a 100 micro-second circuit can be em­
ployed both for the pre-emphasis of the audio signal before it is 
applied to the modulator, and for the de-emphasis of the received 
signal, are shown in Fig. 4.6. The frequency characteristic of a 
100-micro-second pre-emphasis filter is shown in Fig. 4.7, together 
with those of a 75- and 50-micro-second filter. The figure also 
shows the corresponding de-emphasis filter curves.

With the uniformly rising noise spectrum associated with a 
frequency modulation system, the amplitude of the noise at any 
given frequency /is given by aw where w=2af, and a is a constant. 
The effect of a de-emphasis filter is to reduce this in magnitude
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by a factor 1/(1 -\-aj2C2R2)f, where R is the series resistance of the 
filter, and C the shunt capacitance. As CR is the time constant 
of the filter, the factor may be written as 1 /(1 -fo^T2^. The output 
noise amplitude at any frequency is thus given by acofi -\-co2T2)^. 
This result is shown graphically in Fig. 4.8, for three values of

Fig. 4.7—Pre-emphasis and de-emphasis filter responses, for time constants of 
50, 75 and 100 micro-seconds.

T, 50, 75, and 100 micro-seconds. It will be seen that at very 
high frequencies the amplitude approaches the constant value 
a/T. That is, the noise output spectrum is similar to that of an 
amplitude modulation receiver.

The overall effect of de-emphasis may be found by comparing 
the mean square values of comparative curves of Fig. 4.8. With 
no de-emphasis the mean square value is proportional to

J a2to2d<o=a2coc3/3,

where coc is the upper limit of audibility, or the high-frequency 
cut-off of the receiver a.f. amplifier.

With de-emphasis the mean square value is proportional to 
J a2<o2/( 1 +a>2T2)da> =a2(cocT—tan ~1<ocT)/T3.

The improvement due to de-emphasis is thus 
(oe3T3/3((ocT-taln^(ocT).
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This result is shown graphically in Fig. 4.9, with fcT=ajcTI27i as 
parameter. If an upper limit of audibility of 15 kc/s is assumed, 
the improvement is thus some 15-5 db for T = 100 micro-seconds, 
13 db for T = 15 micro-seconds arid 10 db for T=50 micro-seconds.

Fig. 4.8—The distribution of noise output with frequency, with 
and without de-emphasis.

It should, however, be noted that the audible improvement would 
probably be not so great as the figures would suggest. This because 
the major part of the improvement is due to the very substantial 
reduction of noise output at the very high frequencies. The ear 
is somewhat insensitive to noise in this region, the aural percep­
tion of noise being largely governed by the magnitude of the noise 
output below 5 kc s.

Since the noise output decreases as T increases, it would appear 
to be advantageous to make T as large as possible. However, an 
upper limit is set by the fact that, if too much pre-emphasis is 
applied at the transmitter, the upper audio-frequency components 
may become so large as to cause over-modulation. The general 
modulation level would then have to be reduced to offset this 
effect. The time constant chosen thus has to be a compromise 
value.

The figures for the reduction in modulation level determined 
by various workers do not agree too well. Tests by Crosby using 
100 micro-seconds pre-emphasis suggested that an average reduc­
tion of 2-5 db was required, although with certain types of 
instruments, including guitar, harmonica and piano, it was found 
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that a figure of 4-5 db was more appropriate. This would suggest 
the overall improvement for 100 micro-seconds pre-emphasis 
should be about 13 db.

Fio. 4.9—The reduction in receiver noise output for f.m. and a.m. 
systems with audio frequency band-width (/J x time constant (T).

The results of listening tests carried out by the BBC using 
various amounts of pre-emphasis and with different types of 
programme do not agree too well with Crosby’s findings. During 
the BBC tests it was found that a 12 db reduction in audible 
receiver noise and a 6-5 db reduction in ignition interference was 
obtained when using 100 micro-second pre-emphasis. To avoid 
transmitter distortion it was necessary to reduce modulation in 
some cases by as much as 12 db and generally by 6-5 db. The 
resulting gain in signal to noise ratio was therefore stated to be 
only 5-5 db in the case of fluctuational noise and zero in the case 
of ignition noise. The BBC, however, state that when using 
50 micro-second pre-emphasis, the fluctuational noise was reduced 
by 7-5 db, and the ignition noise by 4-5 db, while it was only 
necessary to reduce the transmitter modulation by 3 db. The 
resulting overall gain due to the use of 50 micro-second pre­
emphasis is therefore stated to be 4-5 db for fluctuational 
noise and 1’5 db for impulsive noise.

From Fig. 4.9 it will be seen that the improvement due to 
de-emphasis is very small for small values of fcT. It is for this 
reason that pre-emphasis is not used in narrow band commercial 
frequency modulation radio-telephone links. In such links the
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upper frequency limit is usually 3 kc/s. If a pre-emphasis time con­
stant of 100 micro-seconds were used, the receiver noise reduction 
would be some 4-5db. However, the highest audio-frequencies trans­
mitted would be “boosted” by some 7 db. As a substantial part of 
speech energy exists in this upper frequency region, the modulation 
level would have to be reduced considerably. The overall improve­
ment would then be very small, and might even be negative.

Pre-emphasis and de-emphasis may also be used in an amplitude 
modulation system. The improvement effected may be calculated 
as before by a comparison of mean square values. For no de­
emphasis, the receiver mean square noise output is proportional to

J a2dco=a2(oc.

With de-emphasis this becomes

J a2Ji J-co 2T2)dco=a2 tan~XT [T.

The improvement is thus co CT ¡tun-1 co CT. This is plotted in 
Fig. 4.9 with fcT=cocT12^ as parameter. It will be seen from the 
curves of this figure that the improvement in an amplitude 
modulation system is considerably less than that in a frequency 
modulation one. Since the same considerations of reduction of 
the transmitter modulation level with pre-emphasis apply to both 
cases, it will be apparent that the employment of pre-emphasis 
with an amplitude modulation system will give only a small 
improvement at best.

Noise Reduction at the Transmitter
One of the most interesting features about a frequency modulated 

transmitter is its high efficiency in comparison with its amplitude 
modulated counterpart. With an amplitude modulated transmitter 
the peak power output at 100 per cent modulation rises to four 
times the unmodulated carrier power. Should the peak power be 
the output limiting factor, then the changeover to frequency 
modulation will allow the carrier power to be increased by four 
times or some 6 db. If, however, the limitation is on the maxi­
mum mean power output, then the permissible increase is only 
twice, or some 3 db (assuming the most rigorous conditions—a 
square wave modulation).

From these figures it follows that for any given size of output
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valve or power consumption a greater power output can always 
be obtained by substituting frequency modulation in place of 
amplitude modulation. This improved output is of very real 
importance when it is borne in mind that at very high frequencies 
the output efficiency of large transmitting valves starts to fall 
fairly rapidly due to the incidence of transit time.

The reason for the reduced energy content of a frequency 
modulated carrier will be readily appreciated if it is noted that 
with an amplitude modulated transmission the carrier amplitude 
is twice that of the side bands at 100 per cent modulation; while 
in the case of a frequency modulated system the carrier amplitude 
is almost always less than that of the side bands and can fall to 
zero with certain deviation ratios.

Aural Noise Rejection
Quite apart from the various improvements which it is possible to 

calculate with some accuracy, there is another which is somewhat 
less tangible. Listening tests carried out by Crosby and confirmed 
by the BBC have shown that more noise can be tolerated with the 
triangular frequency modulation noise spectrum than with the rect­
angular noise spectrum of an amplitude modulation system. This 
gain would seem to be a measure of the ability of the human ear to 
unconsciously separate the desired intelligence from interference 
which is distributed in two different ways. It may in part be due to 
the fact that the human ear does not give the same sensation of 
loudness for noises of equal volume but having different frequencies.

In the first instance—that of amplitude modulation—the 
noise is distributed evenly over the whole audio frequency band, 
including that part which is conveying the desired intelligence 
frequencies. In the second form of noise distribution—that of 
frequency modulation—the noise is concentrated towards the 
upper end of the audio frequency range. Under these conditions 
the desired intelligence is concentrated towards the lower end of 
the audio frequency range, while the interfering signals are 
concentrated at the upper end. In this way the ear is provided 
with a natural means of discriminating against the noise and in 
favour of the desired signal.

The additional noise which can be tolerated in this way is of 
considerable importance, when an unpre-emphasised system— 
such as a radio telephone link—is under review.
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Examples of the Improvements due to Frequency Modulation

Taking as an example the case of a system with an audio 
frequency response up to 15 kc/s, a deviation ratio of 5, the 
improvement in signal to noise ratio over a comparable amplitude 
modulation system is as follows:

Basic impulsive and fluctuation noise reduction = y^X 5=8-5 
times in voltage or 19 db.

Gain due to increased transmitter efficiency=3 db.
Total improvement=22 db for impulsive and fluctuation 

noise.
Additionally, this figure is improved by the gain due to the 

employment of pre-emphasis.
The increase in band-width as ascertained from Fig. 4.4 shows 

that the impulsive noise voltage reaches that of the carrier, when 
the carrier is some 7-2 times or 17-2 db above the level at which 
equality would have been reached in the case of a comparable 
amplitude modulation system. However, in the case of fluctua­
tional noise the threshold of improvement is reached when the 
carrier amplitude is V7-2 or only some 2-7 times or 8-6 db 
greater.
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Chapter Five

FREQUENCY MODULATION PROPAGATION

The question whether a particular frequency band is suitable 
or not for the propagation of a given signal is determined by 

a number of factors, of which the most important are:
The distance over which the signal has to be transmitted.
The amount of distortion or interference which can be 

tolerated.
The frequency band-width necessary to accommodate the 

signal’s side band spectrum.
If on a given band a frequency modulated transmission suffers 

more severe distortion than an equivalent amplitude modulated 
transmission, then the fact that the frequency modulated system 
may show substantial reductions in the received noise-level will 
probably be more than cancelled by its increased susceptibility 
to distortion. In the last chapter the improvement in signal to 
noise ratio was discussed at some length. In this chapter it is 
proposed to start by examining the increased susceptibility of a 
frequency modulated signal to certain forms of distortion, and 
in so doing to determine those bands which are best suited to the 
transmission of this type of signal.

Practically all distortion which occurs during the propagation 
of a radio signal has as its root cause the fact that there are 
several possible paths which that signal may follow in its course 
from the transmitter to the receiver. The received signal is 
therefore almost always made up of a number of components 
which have arrived by different routes. With the exception 
of the wave which travels directly from the transmitter to the 
receiver, all other wave components will have been reflected 
by one medium or another. The frequency band on which the 
signal is transmitted determines to a very large extent the medium 
which is most liable to be responsible for these reflections. The 
principal sources may be very broadly classified under three main 
headings:

Reflections due to the ionised layers.
104
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Reflections from the boundary layer between two different 

air masses.
Reflections from solid objects, such as mountains, buildings, 

gas-holders, or aircraft in flight.

The very fact that one wave may have travelled directly from 
the transmitter to the receiver, while another has followed an 
indirect path, makes it clear that the two paths must have 
different lengths. It is therefore apparent that the various com­
ponent waves reaching the receiver will, although all having the 
same frequency, vary in their phase relationships to each other. 
It can so happen that at one moment all the various component 
waves will be adding together and that at the next, as a result of 
changed conditions in the reflecting medium, they will all be 
tending to cancel each other out. The practical result of this 
occurrence is normally termed fading.

Frequency Bands Employed for Frequency Modulation Trans­
missions

As stated earlier, conditions are most favourable for the employ­
ment of wide band frequency modulation at those frequencies 
where ionospheric reflections are of minor importance. There is 
thus a low useful frequency limit, and this may generally be taken 
to exist at about 30 Mc/s, i.e. the lower limit of the very high 
frequency band. Above 30 Mc/s, the range of frequencies up to 
30,000 Mc/s is divided into three groups for the purposes of 
classification. These groups are as follows:

1. V.H.F. (very high frequency)
2. U.H.F. (ultra high frequency)
3. S.H.F. (super high frequency)

30-300 Mc/s.
300-3,000 Mc/s.

3,000-30,000 Mc/s.

The upper limit of 30,000 Me/s is arbitrarily taken; at the present 
time frequencies beyond this limit are not actively employed for 
communication.

Within each of these bands there are sub-divisions allocated by 
International Agreement to various classes of service. A list of the 
broadcast frequency bands are given below; these allocations were 
determined at the Altantic City Conference in 1947. For the pur­
poses of these allocations, the world is divided into three regions, 
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broadly as follows. Region 1, Europe, North Africa and Near 
East; Region 2, North and South America; Region 3, Asia and 
Australasia,

Table 3

Region 1 Region 2 Region 3

Me/s Mc s Mc s
41-68 44-50 44-50

54-72 54-72
87-5-100 76-108 87-108
174-216 174-216 170 2(H)
470-585 470-940 470-585
940-960 940-960

Of the three major frequency bands, the v.h.f. band has been 
developed rapidly, the period when it is fully utilised appears to 
be not far removed. In the u.h.f. band, development is pro­
ceeding, particularly in the utilisation of the broadcast frequency 
allocations. The s.h.f. band is being used particularly for short 
distance radio links and radar applications. Frequency modula­
tion is frequently used for broadcast-chain links in this band, since 
the type of valve frequently employed for the generation of 
oscillations in this band, the reflex klystron, lends itself to this 
type of modulation.

In a short survey of the type here attempted, it is impossible to 
deal fully with the propagation characteristics in all three bands, 
and we shall confine ourselves to an account of the more important 
phenomena associated with the v.h.f. band and the lower 
portions of the u.h.f. band.

Selective Fading
Not only is it necessary to consider the effect of variations in 

the reflected path length, but account must also be taken of the 
fact that a propagated radio signal is made up of a spectrum of 
component frequencies occupying a band of slightly differing 
wavelengths. Assume for a moment that the lengths of the paths 
followed by the various component waves are held constant, as 
in fact they would be if there was a direct wave combining with
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a reflection from a static object such as a large building or a 
gas-holder. It is apparent that with two different path lengths 
there will be at least one signal wavelength at which the number 
of waves along the direct and reflected routes will be such that 
they will arrive in phase with each other, so adding directly 
together. At the same time it is equally apparent that there will 
be an adjacent signal wavelength at which the two paths will, 
when expressed in terms of wavelengths, be one-half wavelength 
either longer or shorter than they were before. Under these 
conditions the direct and indirect signals will be received in such 
a phase relationship that they will be tending to cancel one 
another out.

When these two conditions both occur within the band of 
frequencies which are being used for a single transmission it is 
said that selective fading is taking place. Expressed in different 
words, it may be stated that some of the signal’s side bands are 
being received at a far larger relative amplitude than others. As 
a result the amplitude relationship of the various side bands is 
distorted.

Selective fading is by far the most serious form of distortion 
which is caused during the propagation of a wave. Variations 
in signal strength due to straightforward fading may be readily 
corrected at the receiver by means of automatic volume control, 
or, in the case of frequency modulation, by means of the limiter 
stage. There is, however, no completely satisfactory answer to 
selective fading. This form of fading becomes most pronounced 
when the difference, expressed in wavelengths between the direct 
and reflected paths, is considerable. On the short waveband 
where such large differences exist, it is almost entirely responsible 
for the very low fidelity reproduction which is normally associated 
with transmission on this band.

Ionospheric Reflections
On the short waveband between some 10 and 150 metres, 

signals are reflected back to earth from the various layers of 
ionised air which exist at considerable height above the earth’s 
surface. Physics has provided a picture of the way in which these 
layers are formed. The ionising agent is the ultra-violet wave­
length light from the sun. This light is absorbed during the 
production of the ionised air so that the nearer we approach the



108 FREQUENCY MODULATION ENGINEERING
earth the feebler the effective ultra-violet radiations will become. 
On the other hand, the nearer we approach the earth the more 
molecules there are for a given volume of air, which in turn leads 
to an increase in the number of ions. These two effects will work 
against one another, so that it is reasonable to expect a maximum 
effect at one particular height. There will be little production of 
ions in the most rarefied air very remote from the earth, where 
the radiation is strong, but where there are few molecules for it 
to encounter. There will also be a small production of ions near 
the surface of the earth, where there are plenty of molecules, but 
where there is very little effective ultra-violet radiation left. To 
explain the effect fully it is necessary to take into account the 
recombination of the ions and electrons, and the rotation of the 
earth. When this is done, as it has been by Chapman, it is found 
that there is a very satisfactory agreement between theoretical 
calculations and the observations of the ionised layers.

The two principal layers in the ionosphere have been named 
“E” and “F”; the latter, however, often separates into two parts, 
which are termed the F± and F2 layers respectively. These names 
were introduced by Appleton, who discovered the F layer. The 
lower or E layer remains constant in height, at about 100 km., 
although its density varies with the sun’s altitude. Thus, it is 
most dense at midday in the summer, and has minimum density 
during a winter’s night. Similarly, the height of the Fx layer 
remains constant at about 200 km., although it is not always 
observable as a separate layer because it merges with the F2 layer 
at various times. As far as can be judged, its density, like that 
of the E layer, is directly correlated to the sun’s altitude. As both 
the E and Fx layers are absent during winter periods in the Polar 
regions, it is assumed that both these layers are entirely due to 
the sun’s ultra-violet radiation.

The highest, or F2 layer does not appear to be caused entirely 
by ultra-violet radiation, as it is observable in the Polar regions 
during the winter months. Although the complex behaviour of 
this layer makes a theoretical explanation rather difficult, it is 
possible to base a fairly satisfactory explanation on the general 
physics of ionising radiations.

The path followed by a wave on leaving the transmitter is 
determined by the extent to which the refractive index of the 
upper atmosphere departs from unity, as a result of the ionised 
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layers. The refractive index of ionised air relative to un-ionised 
air may be determined from the formula:

Z*=./1-8-1X1O’A . . . (5.1)
V f2

where jV=the electron density or number of electrons per cubic 
centimetre of the ionised layer;

/=the frequency of the signal being considered.

The actual bending effect produced by any given difference in 
refractive index may be readily determined by the use of normal

Fig. 5.1.—As the number of electrons increases with 
height the wave will be bent so that it returns to earth.

optical formula. It is apparent that a wave entering the zone of 
ionised air (i.e. air having a higher refractive index) will be bent - 
away from the normal and towards the earth’s surface, as shown 
in Fig. 5.1. As the number of electrons increases with height 
then the wave will travel in a curve, and if the bending effect 
produced is sufficient it will be directed back to the earth. It is 
impossible accurately to trace out the path of a wave as it passes 
through the ionosphere due to the wide variations in electron 
density with the time of day and other factors.

As the wave enters the ionosphere at a steeper angle it is 
apparent that it must be bent through a larger angle before it 
can be returned to earth. No wave will be returned above a certain 
angle, which is given by:

cos 0 = /1-8'lxlO7^^ . . . . (5.2)
V f2
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It should be noted that if the frequency is low enough 0 may 

be 90°. This fact is used to determine the value of Nmax experi­
mentally. If a receiver is situated beside a transmitter, so that 
0=90°, and the frequency is raised steadily, the highest frequency 
fmax received by reflection gives the value of Nmax from f2max= 
8-1 x IO7 Nmax. As the frequency is raised a value will be eventually 
reached from which no wave will be returned by the ionosphere, 
however oblique the incident. A consideration of the geometry 
involved will show that, because of the earth’s curvature, even a 
wave which leaves the transmitter tangentially to the earth’s sur­
face cannot enter the ionosphere at less than a certain value of 0, 
which is dependent upon the height of the lower edge of the 
ionosphere. It will be seen that if a ray travels in a straight Une 
it will make a continually increasing angle with the tangent of 
the earth below. The smallest angle at which a ray can enter the 
E layer is about 8°, and with the F layer about 14°.

To arrive at some idea of the actual frequencies involved in 
this type of reflection, let it be assumed that Nmax (the maximum 
electron density) is 4x 105 free electrons per c.c.; then it follows 
from equation (5-2) that the highest frequency which would be 
returned for 0=10° will be 33 Mc/s, whilst for a vertical incident, 
frequencies above 5-7 Mc/s would penetrate the ionised layer and 
escape into free space. It should be noted that these values are 
only approximate due to the simplified theory. The whole subject 
has been treated in considerable detail by A. W. Ladner and 
C. R. Stoner in Short Wave Wireless Communication.

Effect of Ionospheric Reflections
Having now obtained some idea of the nature of the reflections 

produced by the ionised layers, it is possible to pass on to the 
consideration of the effect which these reflections will have on 
frequency modulated signals. In order to do this it is proposed 
to take an actual example illustrating the distortion which results 
from selective fading. At one particular frequency, say 15 Mc/s 
(20 metres), the signals arriving by two different paths may add 
directly together. If it is assumed that the one path is 30,000 
metres longer than the other, then there will be some 3?^®= i }500 

wavelengths extra along the longer path. It will readily be seen 
that the two signals will be exactly out of phase if there are only
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1,499-5 wavelengths extra along the longer path. This will occur 
if the signal wavelength is altered to ^2^2 = 20-01 Mc/s; or only 

10 kc/s away from the frequency at which the two signals arrive 
exactly in phase with each other. Although in actual practice 
the position is considerably more complicated than this it is not 
unusual for there to be maximum and minimum fading amplitudes 
even closer than 10 kc/s.

Following on from the above example, it will readily be seen 
that, if the carrier is frequency modulated with a deviation of 
±50 kc/s, then during each cycle of modulation the phase relations 
of the signals arriving by the two alternative paths will pass 
through no fewer than five complete cycles of phase reversal. In 
this particular example the selective fading will result in the fifth 
harmonic of the audio signal being added to the demodulated 
intelligence. Other deviations would, of course, result in the 
production of different harmonics. In short, it will be seen that 
selective fading will produce a type of distortion very similar to 
that produced when an amplitude modulated programme is 
transmitted on the short waveband. As, however, the band 
occupied by a frequency modulated channel is very considerably 
greater than that necessary for a comparable amplitude modulated 
transmission, the susceptibility of the frequency modulated signal 
to selective fading will be proportionally greater.

It may therefore be stated that a high-fidelity frequency - 
modulated system is impractical on any band which employs the 
ionosphere as part of its transmission medium. It should, however, 
be noted that if a frequency modulation system employs such a 
small frequency band for its transmission that it is not unduly 
distorted by violent selective fading, then it may be operated on 
the short waveband and will in fact show all the advantages 
normally associated with frequency modulated transmission. In 
Chapter Eleven it is shown that there are a number of services 
which do in fact fall into this category, notably sub-carrier picture 
telegraphy and high-speed telegraphy.

Under normal conditions, the reflections due to ionised layers 
cease between 30 and 40 Mc/s, and since most frequency modula­
tion systems work at frequencies above this limit, it may be 
assumed that ionospheric reflection is not important in the 
propagation of such transmissions.



Fig. 5.2.—{a) Mean annual 24-hour distribution of Sporadic E at Slough, showing percentage of time when frequency of reflection at 
vertical incidence exceeds 5 Me/s. (6) Mean 24-hour distribution during period 1948, 48, 50.

(By courtesy of “ Wireless World".)
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As a corollary, it may be stated that ignoring the effect of 

ionospheric reflection, the service area of such a transmitter is 
determined, therefore, by the area in which the direct ray can be 
received; outside this area, reception is not normally possible. 
Thus two stations whose service areas do not overlap may share 
a common frequency without mutual interference normally 
occurring. Due, however, to the appearance of occasional regions 
of abnormally high electron density in the E layer, reflections at 
frequencies higher than those normally affected may result.

These regions of high electron density in the E layer are generally 
of small area, and are of a random and intermittent character; for 
this reason the phenomenon is termed “Sporadic A”. T. W. 
Bennington, in a survey of the subject, states that reflection at 
oblique incidence occurs frequently on frequencies exceeding 
30 Mc/s, and on remote occasions reflections may occur at fre­
quencies approaching 100 Mc/s. The maximum range of inter­
ference from this type of reflection is normally limited to 1,400 
miles, i.e. one hop, since more than one reflection requires the 
simultaneous existence of particular Sporadic E patches at widely 
distributed geographical points, a remote possibility.

Bennington cites three distinct types of Sporadic E. The first, 
occurring in high latitudes, is clearly associated with ionospheric 
and magnetic disturbances, and with auroral activity; its occur­
rence and intensity has a maximum around midnight and minimum 
around noon. The second, and most important type, occurs in 
middle latitudes, and is not related to ionospheric or magnetic 
disturbances; its maximum occurs around noon, and its minimum 
at night. Additionally, it exhibits marked seasonal variations, 
being maximum at mid-summer and minimum during the winter. 
The first two types are not rigidly confined to the areas specified, 
and that normally associated with one region is frequently en­
countered within the other. The third type is observed only in 
lower latitudes; little information is available about its occurrence.

The daily and seasonal variations of the type of Sporadic E 
encountered in middle latitudes is shown in Figs. 5.2 and 5.3. 
These figures are based on measurements made by the Slough 
Station of the Department of Scientific and Industrial Research, 
and show the percentage of time reflections at vertical incidence 
for frequencies greater than 5 Mc/s occurred in the period 1948-50. 
With vertical reflections at 5 Mc/s, it is to be expected that the
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maximum frequency at which reflection would occur would be in 
the region of 26 Mc/s. This would occur with a horizontally 
propagated wave, and consequently interference could be 
expected at a range of 1,400 miles. At shorter distances, the 

Fig. 5.3.—(a) Monthly distribution of Sporadic E at Slough, showing percentage of 
time when frequency of reflection at vertical incidence exceeds 5 Mc/s. (b) Mean 

monthly distribution for years 1948, 49, 50.
(By courtesy of "Wireless World".)

maximum frequency on which interference would be expected is 
correspondingly reduced. Bennington has analysed the results to 
show the mean percentage of time when Sporadic E would sustain 
propagation over a range of 1,400 miles during daytime in the 
summer months May-August. This is shown graphically in 
Fig. 5.4; it will be seen that for frequencies above 100 Mc/s the 
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percentage of time is vanishingly small. This graph shows the 
limiting case, since for smaller distances the percentages are 
correspondingly smaller.

Interference may also be experienced at frequencies up to about 
50 Mc/s due to reflections by the F2 layer. Such occasions are 
infrequent, and are generally associated with periods of maximum 
sun-spot activity. Reflection occurs in the main with signals

Fig. 5.4—Mean percentage of time when Sporadic E would sustain propaga­
tion over 1,400 miles during daytime in summer months (May-August 

inclusive); 0600-2200 G.M.T.
(By courtesy of "Wireless World".)

transmitted at low angles to the earth’s surface, and under these 
conditions transmission over a very long distance may be obtained. 
As an example, during 1947 and 1948 television signals on 45 Mc/s 
radiated in the United Kingdom were received in South Africa. 
A peculiar feature of this type of propagation is that reflection may 
only occur in a limited portion of the v.h.f. band. In the example 
cited above, for instance, the 45 Mc/s vision signal was sometimes 
received when the 41-5 Mc/s sound signal was not. The pheno­
menon is, however, sufficiently rare in occurrence for propagation 
by this means to be ignored for practical purposes.

Boundary Layer Reflections
Having already noted that radio signals are reflected on passing 

into ionised air having a higher refractive index, it will naturally 
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be expected that if, due to any further factors, other levels of the 
atmosphere also have different refractive indices, then they also 
will reflect radio waves. In practice these further refracting layers 
actually occur, but it is not until the v.h.f. band is reached that 
their effect begins to assume noticeable proportions. As in the 
case of such optical illusions as the mirage, these different refrac­
tive indices occur between air masses having different densities, 
temperatures, and water contents. Once the refractive index of the 
various air masses has been established at the frequency of the 
signal under consideration, the critical angle and the actual angle 
through which a wave will be bent can be readily calculated by 
the normal optical formula.

A very considerable amount of work has been done in order 
to determine the properties of the lower atmosphere. In one of 
several papers by C. R. Englund, A. B. Crawford, and W. W. 
Mumford, the results are published of a two years’ study of 
reflections occurring at the boundaries between different air 
masses. Their measurements were made over a 70-mile sea-water 
path at wavelengths within the range of 1-6 to 5-0 metres. On this 
particular band the bending effect of several typical North 
American air masses was expressed as a factor which modified 
the actual radius of the earth—as far as radio transmissions are 
concerned. In expressing the bending effect in this way much 
complex calculation can be omitted and the desired information 
obtained directly. The table below is reprinted from the paper 
referred to above.

Table 4

Air mass type
Effective earth radius

Summer Winter

Tropical Gulf . . .
Polar Continental . .
Superior ....

1-53 xR
1-31 XÄ
1-25 XÄ

1-43 XÄ
1-25 xR
1-25 xR

^=tne actual earth’s radius.

The boundaries between these different air masses provide 
differences in the refractive indices which are adequate to produce 
a substantial bending effect on the radiation trajectory. In a 
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typical case reflections might be caused at a height of 4 to 5 km. 
at the boundary between a Superior air mass above a wedge of 
Transitional Polar to Tropical Atlantic air; while at a height of, 
say, 3’5 km., further reflections may occur at the boundary 
between the last-mentioned air mass and a Transitional Polar 
Continental air mass.

Table 5

Altitude

Summer Winter

S/T, S/Pc Tf/P< S/Tt S/Pe Tt/P.

1-0 km 100 20 80 i 55 25 30
2-0 km 50 10 40 1 50 15 35
3-0 km 30 10 20 1 35 10 25

Note.—S=Superior. Tt=Tropical Gulf. Pe=Polar Continental.

The above table shows the difference in dielectric constant 
(times 106) produced at the boundary between the various air­
mass types indicated above. It should be noted that the refractive 
index is the square root of the dielectric constant. This table is 
also reproduced from the paper referred to earlier.

As might be expected, the shorter wavelengths in general 
exhibit the worst fading, considered either as a higher rate of 
fading, a greater amplitude of signal variation, or both. The 
whole nature and severity of the fading changes enormously from 
day to day. No sunrise and sunset variations are noticeable, but 
there is a seasonal falling-off in the average signal strength in the 
winter. No connection has been established between the visible 
weather phenomena and the fading experienced. Cloud bottoms 
which are merely the adiabatic dew-point level do not apparently 
cause signal reflection.

During their measurements Englund, Crawford, and Mumford 
noted changes in the received signal strength of up to 40 db; 
these changes were always slower than those due to the ionised 
layers on the short waveband. Even under turbulent atmospheric 
conditions (high wind and convective instability) fading did not 
exceed a rate of some five cycles per second. Most of the reflections 
occur at boundaries lying between 5-5 km and 1 to 1-5 km. The 
majority of the boundaries occur at the lower heights, as would
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be expected from Table 5, which indicates that the largest 
differences in dielectric constant occur in this region.*

Fig. 5.5.—Recordings of the extreme boundary layer fading conditions 
observed on 4-7 metres over a 70-mile sea-water path, by Bell System 
Engineers. The first diagram shows the slowest rate of fading, the 
second a rapid rate of fading, and the third extreme failing amplitudes.

In the same paper it is also deduced that for this type of fading 
the difference between the direct and reflected paths was normally 
between 8 and 550 metres over the 70-mile sea-water path. These

♦ When the magnetic permeability of a medium is unity the dielectric constant at 
the frequency being considered is the square of the refractive index. See also the 
section on horizontal and vertical polarisation.
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figures make it possible to assess the severity of any selective 
fading which may occur due to this cause. Taking the maximum 
difference in path length (550 metres) and assuming a carrier 
frequency of 200 Mc/s (1-5 Metres) and a peak-to-peak deviation 
of 150 kc/s, then at the lower deviation limit (199-925 Mc/s) there

550will be a difference in path length of - =366-4 wavelengths.

At the maximum peak deviation frequency (200-075 Mc/s) there 
550will be a difference in path length of - =366-9 wavelengths.

It will be seen that the difference between the reflected and 
direct path lengths at the upper and lower deviation limits will 
therefore be approximately one-half wavelength. Under these 
conditions it is possible for the direct and reflected signals to be 
in phase at one extreme frequency limit and 180° out of phase at 
the other. As, however, this is an extreme case, both on the length 
of path and differences in direct and reflected path lengths, it is 
safe to draw the deduction that the difference in path length will 
in practice only produce sporadic distortion to a high-fidelity 
frequency-modulation broadcast service on a carrier frequency of 
some 200 Mc/s. Below this frequency fading resulting from this 
cause may be ignored.

Reflections from Solid Objects
The third type of selective fading is likely to become trouble­

some at rather lower frequencies. It results from reflections due 
to such objects as buildings, mountains, gas-holders, and aircraft 
in flight. It has already been shown that the factors which deter­
mine the amount of distortion resulting from selective fading are, 
firstly, the difference expressed in wavelengths between the direct 
and the reflected paths, and, secondly, of course, the strength of 
the reflected signal. It is very difficult to lay down any definite 
figures for the distortion which will result. However, particularly 
in the case of gas-holders, relatively powerful signals can be 
returned from distances of some miles. By employing reasoning 
similar to that adopted earlier it can be shown that even before 
the carrier frequency is raised as high as 200 Mc/s, serious distor­
tion can be caused. In practice it is usually possible to completely 
eliminate this type of distortion by moving the receiving aerial a 
few feet in either direction.
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In addition to the distortion which may be caused by selective 

fading, it is possible for the signals reflected from aircraft to 
produce detrimental results due to the shortening or lengthening 
of the path taken by the reflected wave. Because of the Doppler 
Effect, the reflected signal frequency will be increased by an 
amount determined by the rate at which the transmission path 
is being shortened; conversely the reflected signal frequency will 
be lowered when the reflection path is being increased. The result 
at the receiver is a heterodyne beat note due to the frequency

Fig. 5.6.—Reflections from moving objects are received at an altered frequency. The 
resultant heterodyne beat note between the direct wave and the reflected wave will 

in many cases be below the limit of audibility.

difference existing between the reflected and the direct waves. 
Taking the example illustrated in Fig. 5.6, the reflected path is 
being shortened at a rate which is twice the speed of the approach­
ing aircraft. Assuming that it is travelling at a speed of 300 miles 
per hour (or some 134 metres per second), the length of the 
reflected signal’s path will be shortened by some 268 metres per 
second. If the carrier wavelength is taken as 1-5 metres (200 Mc/s) 
the reflected signal frequency will be raised by some 180 c/s. 
The difference frequency between the reflected and direct signals 
will therefore result in a 180-c/s heterodyne beat note. It 
should, however, be noted that the example taken is extreme, 
and that in the majority of cases the path length will not alter 
so rapidly and therefore the heterodyne frequency will be lower 
—in most cases a “fluffing” noise accompanied by distortion will 
be heard. It is this same effect which causes a television picture 
to “flutter” when an aircraft passes overhead.

In summing up the position, it may be stated that low frequency 
heterodynes, accompanied, of course, by severe selective fading, 
may be expected as a result of aircraft reflections under conditions
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Fig. 5.7.—Records, taken by Bell System Engineers on 4-7 metres and in two polarisations, of high-speed fading attributable to radio reflections 
from a moving aircraft.
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of low ground field strength with high field strengths above the 
ground. These conditions are liable to occur in valleys or on low- 
lying ground near aerodromes or other points over which aircraft 
pass at relatively low altitudes.

Transmitter Service Range
The service area of a transmitter operating in the frequency 

bands where reflections from the ionosphere do not normally 
occur, can be divided into two regions, within the horizon and 
beyond the horizon. By horizon, we shall mean the boundary of 
that portion of the earth’s surface (assumed perfectly spherical) 
within which the direct line between transmitting and receiving 
aerials does not intersect the earth’s surface. Within the horizon, 
the field at the receiver can be considered as the resultant of two 
components, the direct ray and the ray reflected from the earth’s 
surface. Beyond the horizon, the field consists of a single com­
ponent, the direct ray, and is due to diffraction effects.

In determining the position of the horizon, allowance must be 
made for the effect of refraction. Under normal conditions the 
refractive index of the atmosphere falls with increasing height. A 
wave transmitted from the earth’s surface is, therefore, travelling 
into a medium the refractive index of which is decreasing; as a 
consequence, the wave is refracted towards the earth’s surface. 
This effect is closely associated with that of boundary layer 
reflections, discussed earlier; boundary layer reflections require, 
however, the presence of air masses having distinct refractive 
indices one above the other. As explained in the section on 
boundary layer reflections, it is usual to allow for the effect of 
refraction by assuming the radius of the earth to be larger than 
its actual value; and a value of 1-33 X the actual radius is usually 
taken as a mean value, as representative of the atmospheric con­
ditions most likely to be encountered. The table on page 116 
indicates the order of deviation from this value which may be 
expected in practice.

A correction factor must, therefore, be applied in computing the 
distance to the horizon as defined above. The normal distance to 
the horizon, as measured by considerations of optical range, is 
given by:

D =3-55 (y/h ± V«) kilometres 
= 1-22 (\/h ± ^/a) miles,
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where h is the height of the transmitting aerial and a is the height 
of the receiving aerial, and h and a are both measured in metres or 
feet. Allowing for the standard corrections for refraction, the 
expression becomes:

Z>=4-13 [y/h — v«| kilometres 
= 1-42 [ ^h ± y/a] miles.

The phenomenon of diffraction occurs whenever electro-magnetic 
waves are propagated in the neighbourhood of an obstacle; in the 
case of determining field strength beyond the horizon, the obstacle 
is the earth itself. The effect is that a certain portion of the 
radiated energy enters that region which is “shadowed” by the 
obstacle. In general, the strength of the field received by diffrac­
tion tends to fall ultimately exponentially with distance from the 
transmitter. There is, however, no abrupt transition in field 
strength at the horizon for the range of frequencies employed in 
radio communication.

For the region within the horizon, a good approximation to the 
median field strength at any point is given by the following 
expression due to H. H. Beverage:

„ 8S VW ah . (5.3)

where E = the field strength in r.m.s. volts per metre;
JT=effective power radiated in watts=power into the 

aerial times the aerial gain over a half-wave dipole 
(see page 191);

a = the receiving aerial height in metres;
/¿=the transmitting aerial height in metres;
/)=the distance from transmitter to receiver in metres; 
z = signal wavelength in metres.

This expression may be extended to give the approximate field 
strength beyond the horizon, by multiplying the field strength 
obtained in expression (5.3) by a factor (DhID)n, where Dh is the 
distance to the horizon. The value of n varies with frequency as 
shown in Fig. 5.8.

The median field strength is that exceeded at 50 per cent of the 
receiving sites at a given distance from the transmitter; as the 
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transmission frequency is raised, so does the median field strength 
fall below the value given by the expression above. Additionally, 
the range of variation of field strength in the neighbourhood of a 
given receiving site is also found to increase as frequency is raised. 
J. A. Saxton, in discussing the departure of the median field 
strength from the predicted value, states that,.to a first degree of

Fig. 5.8.—Variation of the factor “n” when considering 
v.h.f. propagation beyond the horizon.

approximation, the departure in decibels would appear to be con­
stant for all distances up to 50 miles. At frequencies in the region 
of 50 Me /s there is close agreement between predicted and actual 
values; at 200 Mc/s, the difference is in the region of 10 db 
increasing to 15 db at 500 Mc/s and 20 db at 1,000 Mc/s.

In order to assess the limitations of the expression (5.3) above, 
when used to compute the field strength within the horizon, 
it is necessary to set out the assumptions made; these are as 
follows:
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1. The transmissions are above the ionospheric reflection 

limit, i.e. above 30-40 Mc/s.
2. The received signal consists of two components, a direct 

component and one received by reflection from the 
earth’s surface; it is assumed that the aerial radiates 
equally well in the direction of both rays.

3. The surface of the earth is taken as flat.
4. The path length of the direct ray is shorter than that of 

the reflected ray by less than one-sixth of a wavelength.
5. The coefficient of reflection at the earth’s surface is unity, 

and the phase change produced on reflection is 180°.
6. In the case of vertical polarisation, the aerials are assumed 

to be at least two wavelengths above the earth’s surface.

Fig. 5.9.—Paths of reflected and direct rays 
from transmitter to receiver.

There is no need to comment on the first assumption. The 
second assumption is the basis on which the calculation rests. 
Fig. 5.9 shows the paths of the direct and reflected rays, and from 
the geometry of the diagram, the path length of the direct ray 
dA, is

dx= VD2+(A—a)2,

whilst the path length of the reflected ray is

d2— VD2-\-(h-\-a)2;

the path length difference is thus

dx—d2= VD2-\-(h—a)2— VD2-\-(h-{-a)2.

The expressions under the square root signs can be expanded by 
the Binomial theorem if which is normally true. This
leads to

dx—d2='2ah[D.
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The corresponding phase difference 0 between the two com­

ponents (adding it radians for the phase change at reflection) is 
thus

„ . 2ah 2nö=rt+-------- radians.
D X

= \^ED2-flEIffl-2EDER cos Q. (5.4)

Since

Thus

We have assumed that the coefficient of reflection is unity; hence 
Ed—Er, whence

Et

Fig. 5.10.—Vector diagram of received direct and 
reflected components.

E2=E^V^l-t-cos 6).

_ . 2ah 2n n /:-------- , cos 0= —cos ( -
D A \

The vector diagram from the two components at the receiving 
aerial is therefore as shown in Fig. 5.10; the resultant of the two 
components is therefore

E2= V(EDfl-ER cos 0)2fl-ER2 sin2 0

At small values of this is approximately equal to 

p, j-, 2ah 2ti

T
As shown later, ED is given by

ED= - (see pages 156 and 159),
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whence

In practice, the approximation is satisfactory for phase differences 
up to a ¡3 radians; this corresponds to a path length difference 
of 2/6.

If, however, the condition is not fulfilled, expression (5.5) must 
be employed instead. It is instructive to consider what happens 
if the receiving aerial height only is altered. As the aerial is 
raised, the field strength as predicted by expression (5.3) is found;

Fig. 5.11.—Variation of field strength with aerial height due to 
reflected ray. The approximate expression (5.3) is valid over 

the range i.e. a4/^Z><0.085.

when, however, the path difference exceeds one-sixth wavelength, 
the signal strength increases more slowly than predicted until the 
path difference is equal to 2/2; the signal strength is then equal to 
twice the free space value. With further increase of height, the 
signal strength again decreases, and falls to zero when the path 
length difference is equal to 2. If the aerial is still further raised, 
the cycle is repeated. This is illustrated by Fig. 5.11. A similar 
variation of field strength with distance is also experienced; 
Fig. 5.12 shows this.

Beverage’s expression may be modified for use when the signal 
frequency is given in Mc/s, h in feet, D in miles and E in micro­
volts per metre. The expression then becomes

E=0-0lQ52fy/w^2.
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With these units, the requirement that the path length difference 
should be less than A/6 can be stated as

^<0-433x 106.

Fig. 5.12.—Variation of field strength with distance due to reflected ray. 
The approximate expression (5.3) is valid for di~d2<z/6, i.e. XDiahZ> 12

The condition that the earth is considered flat can be modified 
to take account of the earth’s curvature by taking the heights of 
the transmitting and receiving aerials as less than their actual 
value. As shown by Fig. 5.13, this assumes reflection at a plane

Fig. 5.13.—This diagram illustrates the geometry involved in spherical earth 
calculations of field strength.

surface ABC-, the length of the aerial computing field strength 
must then be taken as h'(AT) and a'(CR).

From a knowledge of the distances BD and DE, the necessary 
reductions of aerial heights (by AD and CE) can be calculated. 
These reductions are given with sufficient accuracy by

and

AD^,
2

2
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where AD and CE are in feet, and BD, BE are in miles. This 
relationship automatically allows for the refraction in the earth’s 
atmosphere referred to earlier.

Passing on to consider the fifth assumption which postulated 
that the coefficient of reflection was 100 per cent and the phase 
change on reflection was 180°. For horizontal polarisation these 
conditions will generally be satisfied when reflection is due to 
either the surface of earth or to water and the carrier frequency is 
above some 50 Mc/s. For vertical polarisation these requirements 
will be satisfied for reflections from either the earth or fresh water 
at angles of reflection <f> below approximately 0-5°. However, more 
comprehensive formulae must be employed for cases where a 
vertically polarised wave is reflected from salt water, or where 
the angle of reflection </> exceeds about 0-5°.

The properties of the earth which produce these varying phase 
changes and coefficients of reflection are expressed as a dielectric 
constant e and an ohmic resistance. For the earth this ohmic 
resistance is conveniently expressed in terms of resistivity per 
centimetre cube. The reciprocal of the restivity is the specific 
conductivity a, which is expressed in mhos per centimetre cube. 
It should be noted that the specific conductivity is expressed in 
electro-magnetic units in this chapter. These em-cgs system units 
should not be confused with the es-cgs system units which give 
values 9x 1020 times larger.

Table 6
Typical figures for the dielectric constant and resistivity 

of ground

Type of ground

1
Specific 

conductivity 1
a 

em-cgs units

Dielectric 
constant—

E

Sea water . . . 4X10-11 80
River water . . . 45xl0-15 ! 80
Dry soil .... IO“16 । 3 to 5
Farm soil—fertile . . 5 to 15 x 10 ~14 । 10 to 30
Sandy soil close to the sea . 10-15 8 to 10
Moist ground . . . 30xl0-14 30
Inland soil . . . 10-!3 15
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Measurements made by Barfield and Smith-Rose have shown 

that there are large variations in the conductivity of the ground 
with moisture content. Thus, for one sample of loam o was 
9x 1015 em-cgs units when the moisture content was about 1 per 
cent, and 1-3X10-13 em-cgs units when it was 25 per cent. For 
the same sample e varied from 3 for 1 per cent moisture content 
to 37 for a 25 per cent moisture content. In addition to these 
variations the reflection constants changed slightly with fre­
quency, in general the dielectric constant decreased and the 
specific conductivity increased.

McPetrie and Saxton have shown that, on the v.h.f. band, 
reflection takes place very near the surface. On one site they 
found that at a frequency of 60 Mc/s grass-covered ground gave 
(T=3x10_11 em-cgs units and £=18; whereas when the 9-inch 
layer of grass-covered surface soil was removed and the gravel 
subsoil dug out to a depth of 7 feet, so as to leave a new surface of 
pure gravel without the slightest sign of humus or decayed 
vegetation; <7=3 X 10~14 em-cgs units and e=5.

Horizontal and Vertical Polarisation
It is impossible to consider the question of earth reflections 

without bringing in the differences between horizontal and vertical 
polarisation. It is apparent that so long as we consider a direct 
wave alone, there will in fact be no difference between the two 
polarisations. In practice, however, the received signal will always 
be made up, at least in part, of a reflected wave component. In 
so far as it is made up of such a component it may be expected 
that any differences existing between the reflection of horizontally 
and vertically polarised waves will in turn result in proportional 
differences in the received field strengths.

It has already been noted that the magnitude of the reflection 
coefficient is dependent upon the dielectric constant, the conduc­
tivity of the reflecting surface, the incident made by the wave 
with this surface, and also, what is most important, on whether 
the wave is vertically or horizontally polarised. Provided that 
the receiver lies within optical range of the transmitter, i.e. pro­
viding that both transmitter and receiver lie above the tangent 
plane through the point of reflection (see Fig. 5.13), then the 
resultant field strength will be determined by the vectorial 
combination of these two components.
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The first component, that arriving over the direct path, will be 

138VPX103 ....
£o=------- 5.......... (5-6)

where ^0=the field strength due to the direct path wave, in 
r.m.s. microvolts per metre;
transmitting aerial power in kilowatts (half-wave 
dipole aerial);

D—direct distance in miles between the transmitter and 
the receiver.

Equation (5.6) will also give the strength of the reflected com­
ponent, if in place of D the total length of the reflected path is 
substituted, and the resultant field strength is multiplied by the 
coefficient of reflection.

To combine vectorially the direct and reflected components it 
is also necessary to know the phase angle existing between them. 
This phase angle is made up of two parts, one due to the difference 
in the path lengths and the other due to the phase change pro­
duced upon reflection. While the phase angle introduced by the 
difference in path length may be calculated by straightforward 
geometric procedure, that produced upon reflection is rather more 
difficult to ascertain. This second phase angle is included in the 
reflection coefficient, a complex relationship which expresses the 
reduction suffered by the original wave amplitude, as well as 
the phase shift imparted to it during reflection.

The reflection coefficient=Keja,

where X=the reduction in amplitude upon reflection; 
a=the phase shift produced upon reflection.

The reflection coefficient defines the extent to which the 
amplitude of this wave is altered, by means of the term K, while 
the phase relation in which the reflected wave component (a j 
component of variable angle) should be added to direct wave 
component, is indicated by the term a in the index ja.

It has been shown by H. O. Peterson that the value of the 
reflection coefficient can be evaluated from the following two 
formulae:

K x- £o sin V^Q-i+sin2 . (5 7)
£0 sin Ve0— 1 +sin2 </>



132 FREQUENCY MODULATION ENGINEERING
for vertical polarisation, and

1^= . (5.8)
sin V£0—1± sin2 </>

for horizontal polarisation,

where <£=the angle of incident with the reflecting medium; 
e0=the effective dielectric constant of the reflecting medium.

The value of £0 is given by
,18xl014u £o=

where /=the signal frequency in megacycles;
a=the earth’s conductivity in em-cgs units; 
e=the dielectric constant of the reflecting medium.

To illustrate the extent to which these various factors influence 
the strength of the reflected wave, a numerical example published 
by M. Katzin will be given. For simplicity he takes the case of a 
pure dielectric reflecting medium (which will, in fact, be approached 
by dry soil) with a horizontal polarisation; such a wave is always 
reversed in phase by 180° on reflection by a pure dielectric, while 
the magnitude of the reflected wave will fall from 100 per cent 
(K=l) of its original value with grazing reflection incidence, to 
a value at perpendicular incidence which is dependent on the 
dielectric constant. For small angles between the wave and the 
reflecting surface, the reflected wave will suffer practically no 
attenuation on reflection, so that K, in the coefficient of reflection, 
differs inappreciably from unity.

For vertical polarisation, the position is somewhat different. 
Here, for grazing angles of incidence with the reflecting medium, 
the reflected wave is reversed in phase without any appreciable 
reduction in amplitude (a=180°, K=l). However, with increas­
ing angles of incidence the reflected wave’s amplitude decreases 
rapidly and finally becomes zero (K=0), at the angle of incidence 
whose co-tangent is equal to the square root of the dielectric 
constant of the reflecting medium. This angle is known as the 
Brewster angle. Above this angle there is no change in the phase 
of the wave on reflection (a=0°), and the amplitude of the 
reflected wave increases steadily to a value, at a perpendicular
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angle of incidence, which is the same as that for a horizontally 
polarised wave. Fig. 5.14 shows the reflection coefficient of both 
vertical and horizontal polarisations for ground with zero con­
ductivity and a dielectric constant of 9. In this case the angle at 
which no reflection takes place for vertical polarisation is some 
18-5°.

Fig. 5.14.—Reflection coefficient of ground having £=9, <r=0.

When the conductivity of the reflecting medium is not negligible 
the relations are more involved. The phase shift on reflection is 
in general other than zero or 180°. As in the case of a perfect 
dielectric, the reflected wave is reversed in phase without reduction 
in amplitude so long as the angle of incidence is zero, but the 
amplitude decreases rapidly as the angle of incidence is increased. 
However, instead of passing through zero it reaches a finite 
minimum value after which it increases in amplitude again. At 
the same time the phase shift on reflection, considered as a lag, 
decreases from 180° at zero incident angle to zero at vertical 
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incidence, passing through 90° at the angle for which the amplitude 
of the reflected wave is a minimum. For a given ground dielectric 
constant, increasing conductivity lowers the angle of incidence 
at which the amplitude of the reflected wave is a minimum. 
Fig. 5.15 shows the reflection coefficients for sea-water at a 
frequency of 50 Mc/s.

Fig. 5.15.—Reflection coefficient of sea-water at 50 Mc/s. 
£=80, a=4 x 10-11 em-cgs units.

It has already been noted that the difference in the reflection 
coefficient with horizontal and vertical polarisation is very largely 
responsible for the difference in behaviour of these two polarisa­
tions when propagated over mediums of good conductivity, such 
as sea-water. In vew of this it is of interest to refer back to the 
two curves given in Fig. 5.7. It will be noted that these curves 
were obtained over a 70-mile sea-water path and that the field 
strength of the vertically polarised signal is very considerably 
greater than that due to the horizontally polarised signal.

Investigations by Trevor and Carter have shown that such 
variations are to be expected from theoretical considerations. 
They have shown that in the case of sea-water at frequencies 
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above some 200 to 300 Mc/s, the dielectric “earth” current pre­
dominates over the conductivity current, and that the sea-water 
“ground” behaves as a pure dielectric. With vertical polarisation 
as the frequency is lowered the phase shift produced upon reflec­
tion departs from 180° and, the difference in path length being

Fig. 5.16.—Theoretical field strength vs. wavelength over 
sea-water at a distance of 1 km. for a dipole 8 metres high 
and radiating 1 watt; vertical and horizontal polarisation.

Receiving aerial height is zero feet.

only a fraction of a wavelength, the reflected wave does not arrive 
with an absolutely opposing phase relationship to the direct wave. 
It will be seen that this will result in an increased field strength 
for the vertically polarised signal. With horizontal polarisation, 
on the other hand, there is no appreciable change in the phase 
of the reflected wave with frequency; at the same time the 
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magnitude of the reflection coefficient approaches unity more 
closely as the frequency is lowered, so resulting in reduced field 
strengths. The limiting ratio to the difference in field strength 
due to a change from vertical to horizontal polarisation is equal 
to the dielectric constant of water, which in this case is 80.

Measurements confirming Differences between Horizontal 
and Vertical Polarisation

Having now outlined the theory underlying the differences 
between horizontal and vertical polarisation, it is proposed to see 
how far this theory is confirmed by practical results. Measure­
ments with this object in view have been made by Katzin, George, 
and others. The results published by both these investigations 
agree fairly closely. Measurements were made by George over 
the bands from 81 to 86 Mc/s and 140 to 145 Mc/s at twenty-one 
locations in the New York area. He used both horizontal and 
vertical polarisations, and made measurements to establish the 
strength of the direct and indirect waves in each case.

The table following summarises the results obtained in the 
mass plot referred to in the preceding paragraph. It compares the 
maximum and minimum ratios measured over the two 5-mega­
cycle bands; this variable frequency method of determining the 
strength of the direct and indirect signals being the inverse of

Table 7
Geometric means of the ratios of maximum field strength to minimum 

field strength obtained during measurements made at 21 locations

81 to 86 
Mc/s

, 140 to 145
Mc/s

Horizontal polarisation . . 1-86 212
Vertical polarisation . . . 2-97 3-38

that employed in the study of propagation distortion at the 
beginning of this chapter. It will be seen that the indirect inter­
fering signals were from 10 to 20 per cent stronger at the higher 
frequencies and that they were strongest with vertical polarisation 
on both frequencies. Another interesting point emerging from 
George’s study is that, on the average, horizontal polarisation 
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produces a field strength about 2 db higher than that resulting 
from vertical polarisation. This was found on both the frequency 
bands on which he made measurements.

At first sight it would appear that the larger variations in the 
field strength which occurred in the case of a vertically polarised 
signal (i.e. due to a stronger indirect ray), do not agree too well 
with the theoretical conclusions outlined earlier. However, there 
is a very reasonable explanation. It has been shown that the 
reflection coefficient for horizontal polarisation (i.e. the electric 
field parallel to the reflecting surface) is always greater than that 
for vertical polarisation (i.e. the electric field perpendicular to the 
reflecting surface), except for the limiting cases of grazing and 
perpendicular incidence. In urban areas we are concerned with 
reflecting surfaces which are predominantly vertical, instead of 
the horizontal ground surfaces, to which Fig. 5.14 applies. It 
follows, therefore, that the effective polarisations are interchanged, 
so that transmission from a vertical aerial corresponds to a 
horizontal polarisation with respect to vertical buildings and vice 
versa. It may, therefore, be expected that vertical aerials will 
result in reflected ray components of greater amplitude, on the 
average, than would horizontal ones. The very great number 
and complex nature of these reflections, however, tend on the 
average to neutralise one another, so that horizontal polarisation 
with the smaller number of reflections will actually result in a 
slightly greater field strength.

It should be noted that, in addition to consideration of the 
field strength, the difference between the motor-car ignition noise 
pick-up on a horizontal and vertical receiving aerial is of con­
siderable importance. This is discussed in the next section.

Interference Pick-up on Vertical and Horizontal Dipoles Aerials
At the end of the last chapter it was shown that, on the average, 

horizontal polarisation may be expected to give a slightly greater 
field strength in urban areas, and that the amount of selective 
fading—again in urban areas—will in general be less than that 
experienced with vertical polarisation. Important though these 
points are, it is doubtful whether they would in themselves justify 
the strong preference which exists for horizontal polarisation.

By far the most serious form of interference experienced on the 
v.h.f. band is that generated by the ignition systems of passing 
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motor-cars. The field strength of the interfering signals radiated 
by motor-car ignition systems over the frequency band between 
40 and 450 Mc/s has been studied in detail by R. W. George of the 
Radio Corporation of America. He made his measurements on a 
receiving aerial situated 35 feet above the ground and 100 feet 
away from a dual-carriageway arterial road. He measured the

Fig. 5.17.—Motor-car ignition radiation picked up on a receiving dipole, firstly in the 
vertical and then in the horizontal position.

(By courtesy of the I.R.E.)

peak ignition field strength of each car as it passed the nearest 
point to the receiving aerial, on a specially designed peak voltage 
indicator. In order to ensure known aerial constants a half-wave 
dipole receiving aerial was used, the complete receiving equipment 
being recalibrated for each frequency on which measurements 
were made.

Fig. 5.17 summarises the results of these measurements. The 
curves show the motor-car ignition radiation which was picked 
up on the receiving dipole, firstly in the vertical and then in 
the horizontal position. The field strength is expressed in peak
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microvolts developed within a receiver band-width of 10 kc/s. 
The percentage given against each curve is the proportion of the 
total number of vehicles which produced less than the field 
strength indicated. These measurements show clearly that there 
is a small difference in the initial level of the horizontally and 
vertically polarised components of motor-car ignition interference.

Summary of BBC Measurements on the 
Range of Ignition Interference

Field Strength 
45 Mc/s 

»Half-wavelength 
dipole 30 feet 
above ground

Extinction Distance

F.M. A.M.

Horizontal 
polarisation

Vertical 
polarisation

Horizontal 
polarisation

50 /xV/m 200 yds. >200 yds. At 100 yards the ignition 
was very disturbing, but 
merged into the set noise

100 „ 150 „ 200 „ J which was very high.
300 „ 80 „ 120 „ As above, but less dis­

turbing.
500 „ 60 „ 120 „ Perceptible at 100 yards 

but merging into the set 
noise.

1,000 „ 40 „ 80 „ 190 yards
5,000 „ 25 „ 50 „ 120 „

Note—Field strength on 90 Mc/s for same degree of interference is approximately 
one-third that at 45 Mc/s.

In passing, it should be noted that if these curves are used as 
a basis for any calculations of the ignition interference field 
strength under different conditions, it is most important that 
allowance be made for any difference in the receiver band-width. 
It will be remembered that it was shown in Chapter Three that the 
peak amplitude of impulsive noise was directly proportional to 
the receiver band-width.

Measurements which have been recorded by H. L. Kirke of the 
BBC Engineering Division are of a more practical nature than 
those carried out by R. W. George. The BBC measurements were 
made in order to determine any difference in the range of ignition 
interference. The relative distances at which the ignition noise is
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extinguished were measured. The results are of considerable 
importance and are summarised in the above table.

The figures given are for substantially complete inaudibility of 
interference in a condition of low ambient acoustic noise. They 
may be taken as typical for a fairly well-designed receiver at 
45 Mc/s. Further interference tests made by the BBC on 90 Mc/s 
indicate that the field strength required for the same degree of 
interference as on 45 Mc/s is only about one-third. It was also 
found that horizontal polarisation was preferable on 90 Mc/s, the 
improvement being about the same as on 45 Mc/s (e.g. some 
10 db).

Circular Polarisation
In addition to the measurements referred to above, George made 

various measurements on waves propagated with a circular polari­
sation. His measurements, which were taken at three locations, 
are summarised in Table 8. These measurements show that 
circular polarisation is slightly less desirable than horizontal and 
possibly somewhat more desirable than vertical.

Circular polarisation—comparisons of measurements made on the 
band 81 to 86 Mc/s

Table 8

Comparison
1

Location

2 3

Vert. max./min. ratio
Horiz. max./min. ratio 116 1-24 1 37

Cir. max./min. ratio
Horiz. max./min. ratio 102 0-94 111

Avg. vert. mV/m. 
Avg. horiz. mV/m. 0-8 0-97 1-48

Avg. circ. mV/m.
Avg. horiz. mV/m. 1-0 0-91 116

Received Power
Assuming that a half-wave dipole is used at the transmitter 

and that the receiving half-wave dipole has a radiation resistance 
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of 75 ohms and is matched into the load circuit, then the watts 
developed in that load circuit will be

nz 3-37PA2a2 1R /KWr—-----—---- X 10-18 watts, . . . (5.9)

where Wr=watts absorbed in receiver load circuit;
P=transmitting aerial power in kilowatts (half-wave 

dipole aerial);
h=height of transmitting aerial above surrounding 

country;
a=height of receiving aerial above surrounding country; 
D—distance in miles between transmitter and receiver.

When aerials other than half-wave dipoles are used at either 
or both the receiver and transmitter, then the above received 
power should be multiplied by the power gain of the two aerials.

The attenuation of a radio transmission circuit may be expressed 
in terms of the ratio of power transmitted to power absorbed at 
the receiver. By developing the above formula the following 
relationship is obtained:

P -2-297ZHX1011
W~ h2a2

The above power ratio may, of course, be converted into 
decibels if so required. The attenuation should be divided by 
the power gain of the transmitting and receiving aerials. It should 
be noted that the above formulae only apply within optical range 
of the transmitter.

The F.C.C. Field Strength Charts
With a view to standardising calculations of the field strength 

which may be expected from ultra-short-wave broadcasting 
stations, the United States Federal Communications Commission’s 
Engineering Department have published a series of curves from 
which the service area of such stations may be determined. The 
first of these curves, which is reproduced as Fig. 5.18, deals with 
the propagation of a 46-Mc's signal over land having a com­
promise but representative conductivity and dielectric constant. 
This curve, which is calculated from theoretical considerations, 
assumes a receiving aerial height of 30 feet. The chart reproduced 
as Fig. 5.18 may be used in order to determine the anticipated
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Fio. 5.18.—The F.C.C. field strength chart for determining the signal range of high frequency broadcasting stations, The 
chart applies to 46 Mc/s propagation over land with a conductivity of <7=5 x 10—4 em-cgs units and a dielectric constant 

of €= 15, The receiving aerial height is 30 feet.
(By courtesy of the Federal Communications Commission, Washington.)
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distances to the 1,000, 50, and 5 microvolts per metre contours 
at the carrier frequency of 46 Mc/s. These distances are deter­
mined by the height of the transmitting aerial above the sur­
rounding country, as well as the transmitting aerial’s power and 
field gain. To determine the anticipated distance to, say, the 
5-microvolt per metre contour, it is only necessary to follow the 
horizontal line corresponding to the transmitting aerial height 
over to the 45° line for 5 microvolts per metre and corresponding 
to the effective aerial power; thence one proceeds vertically 
downward to the curved line corresponding to the aerial’s height, 
and then again horizontally to the left to read off the distance in 
miles to the 5 microvolts per metre contour.

The term 0 at the base of the chart is defined as the Effective 
Signal Radiated, and is expressed mathematically as

5=^,................................ (5.1D

where 6=the height of the transmitting aerial above the 
surrounding country;

6?=the transmitting aerial field gain;
P=the aerial power in kilowatts;
F=the required field strength in microvolts per metre.

By working out the value of the Effective Signal Radiated, the 
F.C.C. chart can be used to determine the distance to any desired 
contour. Once having evaluated the Effective Signal Radiated, 
it is only necessary to run vertically upwards to the transmitting 
aerial height curve, and then over to read off the distance in miles 
on the left-hand scale to the selected field strength contour.

As an example of the way in which the chart is used, let it be 
assumed that the receiving aerial is a half-wave dipole 30 feet 
above the ground, that the transmitting aerial height is 750 feet, 
and that it is desired to determine the distance in miles to the 
50-microvolt contour for a station in the 46-Mc/s band. Suppose 
that the aerial power is 500 watts, and the aerial array is such 
that there is a field gain of 2. As the field gain is the square root 
of the power gain, it follows that the true aerial power of 500 watts 
must now be multiplied by 22 in order to obtain the effective 
aerial power. This results in 4x500=2,000, which means that 
the effective power is 2 kilowatts.



144 FREQUENCY MODULATION ENGINEERING
In using the chart it is, firstly, necessary to find the intersection 

between the horizontal line passing through the 750-foot ordinate 
and the 2-kilowatt 45° line associated with the 50-microvolt group. 
The distance to the 50-microvolt contour is found by proceeding

Fig. 5.19.—The F.C.C. chart showing the variation with frequency of the range 
of a v.h.f./u.h.f. broadcasting station. The chart assumes a half-wave dipole trans­
mitting aerial at a height of 1,000 feet and a similar receiving aerial at 30 feet. 
Ground characteristics as for Fig. 5.18. The dotted contour is for vertical and 

the solid line for horizontal polarisation.
(By courtesy of the Federal Communications Commission, Washington.)

vertically downwards to the intersection with the 750-foot curve. 
This curve, although not drawn, lies half-way between the 500-foot 
and the 1,000-foot curves. The height of this intersection point, 
when read off on the vertical scale, gives the distance to the 
50-microvolt contour as 54.5 miles. If the above procedure is 
reversed, Fig. 5.18 may be used to find the power required for a 
given aerial height, in order to cover a certain distance within 
a 50-microvolt contour.
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The curves given in Fig. 5.18 are only strictly correct at one 

particular frequency—namely, 46 Mc/s. As it is, however, neces­
sary to assess the field strength at widely differing frequencies, the 
F.C.C. publish another curve which is reproduced as Fig. 5.19. 
This curve shows the way in which the field strength may be 
expected to vary as the frequency of the transmission is varied. 
It will be noted that this chart deals only with one specific case— 
a dipole transmitting aerial at 1,000 feet above the surrounding 
country and a receiving dipole at 30 feet. In conclusion it may be 
stated that field strength tests carried out by the BBC show 
substantial agreement with the F.C.C. curve; although it is 
recommended that a value of one-half the idealised field strength 
should be used.

Conclusions
As this chapter has covered a very wide field, it is proposed to 

summarise the more important conclusions which may be drawn 
from it. Firstly, although the use of the v.h.f. band is essential 
for all high-fidelity frequency-modulation broadcasts, the short 
waveband or any other band on which the ionised layers form part 
of the transmission path, may be used provided that the frequency 
spectrum occupied by the signal in question is small—preferably 
less than 2 or 3 kc/s. In cases where this is possible the full gain 
due to the use of frequency modulation can be realised.

In the case of high-fidelity frequency-modulation broadcasting, 
reflections from static objects such as buildings and gas-holders 
start to become troublesome at round about some 150 to 200 Mc/s, 
although in the case of a frequency-modulated radio telephone 
system the frequency would have to be raised considerably higher 
before any noticeable distortion occurred. It therefore follows 
that the method of polarisation which gives a minimum of 
reflected signals should be employed. In urban areas it has been 
shown that horizontal polarisation not only gives a slightly 
increased field strength, but also results in a smaller amount of 
selective fading. For radio telephone and other services requiring 
a comparatively limited frequency band for their transmission, 
no very great benefit would result from the use of horizontal in 
place of vertical polarisation. There would be a marked improve­
ment (i.e. a reduction in distortion) on a high-fidelity frequency­
modulation transmission.
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Chapter Six

AERIALS

A varying electric field produces a magnetic field in just the 
same way as an electric current flowing in a conductor sets 

up a magnetic field. If the current in the conductor is termed 
conduction current, then the current flowing “through” the 
dielectric of a perfect condenser (excluding any current due to

(a) (b) (c)

Fig. 6.1.—Diagram {a) shows the general form taken by a centre-fed 
dipole aerial. Diagrams (b) and (c) show contours of equal field strength 
when a short aerial of this type is firstly vertical and secondly horizontal.

leakage) may be termed the capacity or displacement current. 
As far as the resultant magnetic effect is concerned there is no 
distinguishable difference between that produced by a displace­
ment current and that produced by a conduction current. In the 
case of displacement current, it should be borne in mind that as 
the current path lies through a perfect dielectric, then there can 
be no I2R loss equivalent to that which occurs when current flows 
through a conductor of finite conductivity.

If it is now assumed that an alternating current is fed into the 
centre of a conductor, as shown in Fig. 6.1 (a), it will be apparent 
that conduction current flows into the two rods, and that this 
current can only find its return path by flowing through the 
capacity existing between them. In other words, the conduction

148
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current flowing in the rods results in a displacement current in 
the space outside them. If the frequency of the applied current 
is the same as that at which the inductive reactance equals the 
reactance of the total incremental capacity existing between the 
two rods, then the circulating current, as in any other resonant 
circuit, will be very large.

Once a varying electric field and its complementary magnetic 
field have been produced in free space, they will be mutually 
self-supporting and, there being no finite boundary to limit the 
space in which they “flow”, a self-supporting electro-magnetic 
wave-motion is set up. This wave-motion, which travels with the 
velocity of fight, has magnetic and electrostatic fields at right 
angles to each other, and also at right angles to the direction of 
travel. The total energy content of the electro-magnetic waves 
set up in this way is termed the radiation loss of the aerial. It 
will be noted that basically it is possible to consider a radio aerial 
as a device for producing the largest possible displacement current 
for a given power input.

Before proceeding to a more detailed study of aerials, it is useful 
to state some of the basic expressions employed in dealing with 
electro-magnetic radiation. It is usual to express field strengths 
in terms of the r.m.s. value of the electric intensity component E. 
This is usually given in volts/metre or microvolts/metre. The 
r.m.s. value of the magnetic intensity component is however 
sometimes quoted; this is usually given in ampere-turns /metre or 
microampere-turns/metre. In a plane polarised plane wave the 
electric and magnetic vectors are mutually perpendicular and are 
related by the following expression:

E=120nH.

Since the dimensions of E/H are ohms, the factor 120tt (=377 ap­
proximately) is frequently termed the “impedance of free space”.

The power associated with such a wave, over a unit area parallel 
to the plane of the wave vectors, is given by

P=E/H watts/sq. metre
E2= ^20^ watts/sq. metre.

By means of this expression, it is possible to calculate the power 
radiated from an aerial. On the surface of a sphere of very great 
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radius R, centred on the aerial, the wave may be assumed plane; 
the direction of the electric and magnetic vectors may be taken to 
lie in the tangent plane at every point. Then the total power 
radiated by the aerial is given by

Wr=
F 2
—— R2 sin d^, . .

o 60
(6-1)

where is the angle made by the radius vector at any point P 
with an axis arbitrarily taken through the centre of the sphere, 
and ER is the electric intensity at the point P.

Field Strength Diagrams of Short Aerials
In the v.h.f. band it is frequently possible to use the simple 

aerial arrangement illustrated in Fig. 6.1 (a). Normally such an 
aerial has a total length equal to a half wavelength of the radiated 
signal. This type of aerial, which is termed a half-wave dipole, 
is normally used as the reference or standard against which the 
performance of other more complex types is measured. This being 
so, it provides a suitable point at which to start a general in­
vestigation of the behaviour of short-wave aerials.

Ignoring the effect of the earth, the theoretical field strength 
produced at a point Q situated at a substantial distance from an 
aerial which is short in comparison with the wavelength being 
radiated is given by

E _ GOnll $ r m s volts/metre, . . (6.2)
kd

where 0=the angle which the line connecting the point Q with 
the aerial makes with the axis of the aerial;

d=the distance in metres to the point Q (it should be 
noted that d must be large compared with the wave­
length);

/=r.m.s. current (amps) in the aerial element (assumed 
constant throughout the element);

Z=length of aerial element in metres;
A=signal wavelength in metres.

This expression may be written using the signal frequency f in 
megacycles as

E=0-628llf sin 0/d.



AERIALS 151
The power radiated by such an aerial can be evaluated by means 
of expression (6.1) above, giving

JFr=0-008872Z2/2.

If this field strength distribution is expressed as a polar field 
strength diagram it will be of the form shown in Fig. 6.1 (b). 
For clarity it will be assumed from now on that the aerial is 
mounted vertically when this field distribution is under con­
sideration; and waves radiated from an aerial in this position will 
be referred to as vertically polarised.

The field strength distribution in the plane along which the 
axis of the aerial lies will vary in accordance with equation (6.2), 
from which it will be seen that there is a sinusoidal variation 
from a maximum field strength in the plane perpendicular to the 
conductor (i.e. the field strength value obtained when the aerial 
is vertical), to zero along a fine corresponding to the axis of the 
aerial. As this change is sinusoidal, it follows that the polar 
diagram for a short aerial lying in a horizontal position will be 
as shown in Fig. 6.1 (c).

Field Strengths produced by Longer Aerials
So far the formulae given are only applicable to short aerials. 

As soon as the length of the aerial is increased it becomes necessary 
to take into account its actual length in determining the total 
field strength it produces at any point. In doing this it is necessary 
to consider the individual contributions which are made by each 
element of length ds of the aerial. When this is done it is found that 
at certain angles the signals radiated by the different elementary 
sections cancel each other out. By totalling up the effect of the 
signals radiated from all the incremental segments of the aerial, 
it is possible to calculate the field strength produced at any 
given point.

Aerial Current Distribution
In order to calculate the polar diagram of an aerial, it is necessary 

to make certain assumptions about the distribution of current 
along the length of the aerial. It is generally assumed, by analogy 
with transmission line theory, that the current distribution takes 
the form of a standing wave, the current being zero at the free 
ends of the aerial. This assumption cannot be entirely accurate, 
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since if the current distribution conformed to a true standing wave 
pattern, there could be no energy radiated by the aerial. How­
ever, the assumption yields results which are generally very close 
to those found by experiment, and hence is widely used.

Two types of standing wave pattern are possible; the first is a 
symmetrical distribution of current about the mid point of the

Fig. 6.2.—Current distribution in various types of aerial
(a) Symmetrical current distribution
(b) Asymmetrical current distribution
(c) Unipole aerial and image in ground plane

(d) and (e) Marconi-Franklin aerial, overall length one wavelength 
(/) Marconi-Franklin aerial, overall length two wavelengths 
(g) Symmetrical current distribution in aerial of overall length two 

wavelengths
(A) Asymmetrical current distribution in aerial of overall length two 

wavelengths

aerial; the second is asymmetrical with respect of the centre. 
Examples of both types are shown in Fig. 6.2 for an aerial one 
wavelength long. If the aerial is centre fed, as shown in Fig. 6.2 (a), 
the current distribution is symmetrical; if fed at a point 2/4 from 
one end, an asymmetrical distribution results. Symmetrical dis­
tribution is encountered wherever an aerial is centre fed, and also 
if an aerial is end fed over a ground plane (Fig. 6.2 (c)). In this case, 
the current in the aerial and in its image formed in the ground 
plane have a symmetrical distribution with respect to earth.
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Asymmetrical current distribution is generally encountered when 
the aerial is fed off centre; however, this is not necessarily so, as 
shown by the two variants of the Marconi-Franklin aerial shown 
in Fig. 6.2 (d) and (e); in these examples the overall length of the 
aerial is one wavelength, and the current distribution is sym­
metrical, although the aerial may be fed off centre. In example 
(c), the 2/4 “folded” section is non radiating, and in example (d) 
the inductive loading element can be made sufficiently small to be 
effectively non radiating.

A Marconi-Franklin aerial which is greater than one wavelength 
long has a current distribution which falls in neither category; the 
distribution of such an aerial of overall length 22 is shown in 
Fig. 6.2 (/); for comparison the symmetrical distribution is shown 
in Fig. 6.2 (g) and the asymmetrical in Fig. 6.2 (h). It is not pro­
posed to deal with the Marconi-Franklin aerial in detail, but 
attention has been drawn to it to illustrate the fact that the 
classification is not rigid. The method of determination of the 
field strength diagram for a Marconi-Franklin aerial will be 
apparent from a study of the succeeding sections.

It will be appreciated that when the aerial is precisely an odd 
number of half wavelengths long, the current distribution is the 
same in both the symmetrical and asymmetrical cases. When the 
aerial is an even number of half wavelengths long, the difference 
is most marked; particular care is needed when dealing with a 
symmetrical distribution aerial if a parasitic element is employed, 
since the current in the latter will tend to an asymmetrical 
distribution.

Dipole with Symmetrical Current Distribution
If it is assumed that the instantaneous value of the current i in 

each element of length ds of the aerial varies sinusoidally with 
time (i= V2 Z cos wt, where I is the r.m.s. value of the current in 
ds), and that I varies along the length of the aerial sinusoidally also,

I=Imax^n — l--sY .... (6.3) 
X /

where I max =the maximum r.m.s. current in the aerial;
Z=the overall length of the aerial;
<9=the distance from the centre of the aerial to the 

element ds.
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This assumption is sufficiently accurate, and provides a working 

basis on which the field strength at any point P can be computed. 
The aerial is assumed centre fed; the calculation applies equally 
well to the field due to an end fed aerial of length 1/2 above a 
perfectly conducting surface. In this case, of course, the calcula­
tion yields only the field in the hemisphere above the plane; of 
necessity, the field strength at any point below the plane is zero.

Fig. 6.3—Path length differences for radiation field components 
due to different points along aerial, and corresponding phase 

relationships.

With this latter type of aerial, an image of the real aerial is 
assumed to exist, by virtue of the presence of the conducting 
plane.

At the point P, the components of the resultant field ER 
due to each element ds can be considered equal in magnitude, 
provided that the distance d from the aerial to the point P 
is large; the r.m.s. magnitude of each such component is 
given by

„ GOnlds . _E= ——— sin 0.
2d

The components are, however, not in phase, due to the variation 
of path length with the position of element ds. If the component 
Eo, due to the element at the centre of the aerial (s=0) is taken as 
the reference vector, the component Es due to any other element

differs in phase by an angle —s cos 0. 
À

This is shown in Fig. 6.3,

for two elements A and B distance s from the centre on opposite 
sides of the centre.
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The resultant of these two latter components is 

\
2ES cos i cos 0 j

60x1 ds sin 0 n /2n A= -------—------ . 2 cos ( —« cos 0 ),
Ad \ A /

and is in phase with the reference vector EQ.

The resultant field due to all elements is given by
1/2

12Û7T t • n a—— I sin 0 cos ( —s cos 0
Ad \ A

0

This function show’s the variation in magnitude of the radiation 
field with 0. From expression (6.1), the total power radiated is 
given by

lFr=607nia/

This expression applies only for a true centre fed aerial; where the
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aerial is end fed over a perfectly conducting surface, the power 
radiated is halved. The expression may be written as

The factor R is termed the loop radiation resistance, since it 
represents the equivalent resistance, which, existing at the point 
where the aerial current is maximum, would absorb the same 
power as is dissipated in the radiation field.

From expressions (6.4) and (6.6)

R d^R • (6.7)

The expression for the loop radiation resistance may be found 
from the expression below:

„ 2n , a (2n . . 2n , a. (2nR =30 — cos— I S. ( — 21 )4-sin — I Si ( — 21}
A \ A / a \ a /

„ 2n I Q l2n X . 2n . q • \+4 cos2 — ( — I] — 2 sin — I Si I — I 1.
22 1 \ 2 / a \ A /

The functions SJx) and Si(x) are as follows:
rx

^(«)= —- du=0-5772 + 2-303 log^r-C^z),

Si(x) = sm u .------  du.
u

Ci(x) = COS U J -------du.

The table on page 157 indicates the values of Si(x), and Sx(x). 
If a more complete table is required, reference should be made to 
Radio Engineers' Handbook, by F. E. Terman.
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Table 9

X X Si(x) Ci(x)

00 0 0000 0-0000 — go 10 1-6583 2-9253 -0 0455
0-2 01996 0-0100 -1-0422 11 1-5783 3-0647 -0-0896
0-4 0-3965 00397 -0-3788 12 1-5050 3-1119 -0-0498
0-6 0-5881 0-0887 -00223 13 1-4994 3-1154 0-0268
0-8 0-7721 0-1558 0-1983 14 1-5562 3-1469 0-0694
10 0-9461 0-2398 0-3374 15 1-6182 3-2390 0-0463
1-5 1-3247 0-5123 0-4704 16 1-6313 3-3640 —
2 0 1-6054 0-8474 0-4230 17 1-5901 3-4657 —
2-5 1-7785 1-2076 0-2859 18 1-5366 3-5111 —
30 1-8486 1-5562 0-1196 19 1-5186 3-5166 —
3-5 1-8331 1-8621 00321 20 1-5482 3-5285 0-0444
4-0 1-7582 2-1045 -01410 21 1-5949 3-5808 —
4-5 1-6541 2-2748 -01935 22 1-6161 3-6666 —
50 1-5499 2-3767 -01900 23 1-5955 3-7484 —
5-5 1-4687 2-4240 — 24 1-5547 3-7936 —
60 1-4247 2-4370 -00681 25 1-5315 3-8029 -0-0068
6-5 1-4218 2-4379 50 1-5516 4-4949 0-1863
7-0 1-4546 2-2464 0-0767
7-5 1-5107 2-4765 —
8-0 1-5742 2-5342 0-1224
8-5 I 1-6396 2-6179 —
9-0 I 1-6650 2-7191 0-0553
9-5 1-6745 2-8258 —

Fig. 6.4 (A).



Fig. 6.4.—Calculated polar diagrams for dipoles having symmetrical current distribution 
in free space. The outer line in (4) shows the field strength distribution for a very short 
aerial (F(0)=sin0), and the inner that for a half-wave aerial F^m cos( 2 cos 1

L sin 0 J
Diagrams (B) and (C) show the distribution for a full wavelength aerial

'“f'086 . The

axis of the aerial is assumed vertical.
(From “Ultra High Frequency Techniques”. Edited by J. Q. Brainerd.)
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The following special cases are of particular interest, and the 

values of F(6) and R are tabulated:

1. A very short aerial length sin 0

2. A half-wave aerial

3. A full wave aerial cos^cos 6)—1
sin 0

4. One and a half wave aerial 105

The polar diagrams for aerials of overall length 2/2, 2 and 32/2 
are shown in Fig. 6.4, together with that of a very short aerial.

Dipole with Asymmetrical Current Distribution
The polar diagram and radiation resistance of a dipole aerial 

with this type of current distribution differ appreciably from those 
of a dipole with symmetrical current distribution, when the 
overall length of the aerial is in the region of an integral number 
of wavelengths. Where the aerial is an odd number of half wave­
lengths long, the polar diagram and radiation resistance are the 
same, as would be expected, since the current distributions are 
identical.

It is only possible to deal here with dipoles of overall lengths 
which are an integral number of half wavelengths; at other lengths 
the current distribution departs radically from the sinusoidal 
pattern postulated, and the discussion of such aerials is beyond 
the scope of this book. With the limitation, then, that the overall

length of the aerial is m-, where m is integral, the polar diagram 
2

function F(0) can be evaluated by a method similar to that 
employed with symmetrical current distribution; F(0) is given by

F(0) = 1
sin 0

[l±cos2 (am cos 0)—2 cos (am cos 0) cos^m]*. (6.8)
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The radiation resistance is given by

R= 30 ................................. (6.9)
For the particular case of m=2, i.e. the overall aerial length is one 
wavelength, the values of F(0) and R are given by

F(0)= —— [1 —cos (2ti cos 0)1 
sin 0

_ 2 sin2 (71 cos 0) 
sin 0

R= 93.

The polar diagram function F(0) is shown in Fig. 6.5, from 
which it will be seen that it differs appreciably from the corre­
sponding diagram (Fig. 6.4 (B)) for the symmetrical current 
distribution aerial.

Fig. 6.5.—Calculated polar diagram for an aerial of one wavelength, having 

asymmetrical current distribution F(0)=2 
sm u

(From "Ultra High Frequency Techniques''. Edited by J. G. Brainerd.)

Unipole Aerials
The unipole aerial, an example of which is shown in Fig. 6.39, is 

basically similar to a dipole having symmetrical current distribu­
tion, except that one element of the dipole is replaced by an image 
existing in an earth plane at the foot of the unipole. This type of 
aerial has the advantage that it is easily fed by a concentric feeder, 
the outer of the feeder being attached to the ground plane. The 
ground plane may comprise a circular conducting disc, the
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diameter of which is not important provided that it exceeds A/2 
in radius. More usually, the ground plane consists of two A/2 
elements at right angles.

The radiation resistance and input impedance of a unipole is 
half that of the corresponding symmetrical current dipole.

Accuracy of Assumption of Current Distribution in Aerials
The foregoing expressions for the polar diagrams and radiation 

resistance of an aerial postulated a current distribution of the 
form of a sinusoidal standing wave pattern. As pointed out 
earlier, this assumption cannot be completely accurate, since with 
such a distribution, no energy could be radiated. Stratton has 
examined the case of an aerial carrying a travelling current wave, 
and has found that the radiation resistance tends to a higher 
value than predicted on the basis of a standing wave pattern. It 
is therefore to be expected in practice that the radiation resistance 
will be slightly higher than the values predicted previously.

It should also be noted that the assumption of a standing wave 
current pattern becomes more in error as the aerial length is 
increased, and for very long aerials the results are seriously in 
error. For aerials of the order of less than two wavelengths long, 
however, the assumption of a standing wave of current leads to 
results which are close to those found in practice.

The Receiving Aerial
Whilst this chapter is almost entirely devoted to the discussion 

of the properties of aerials for transmission, the properties of a 
given aerial in respect of input impedance and polar diagram are 
identical whether the aerial is used for transmission or reception. 
To complete the information, however, it is necessary to know the 
output voltage obtained from an aerial when in a region of known 
field strength. The aerial open-circuit r.m.s. voltage is given by

EX e= — y/G, 
71

where E is the r.m.s. field strength, G is the power gain of the aerial 
referred to a half-wave dipole, and A is the signal wavelength.

Whilst it is true that this output falls linearly with A, it must be 
remembered that field strength tends to rise with decreasing A 
(see expression 5.3). The net result is that, under ideal constant
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power transmission conditions, the open-circuit voltage of a 
resonant half-wave dipole is independent of signal frequency.

The Input Impedance of Dipole Aerials
In order to efficiently feed power into a dipole for transmission 

purposes or to draw power from it (as is desired in the case of 
reception), it is necessary to have a fairly precise knowledge of the 
aqrial’s input impedance and the various factors upon which it is 

GAP AS SMALL 
AS PRACTICAL

FiO. 6.6.—The three conventional methods of matching a half-wave 
dipole into the transmission line. Diagram (a) shows the split centre- 
fed arrangement, (b) the feeder tapped into the dipole at a point 
having the same impedance as the feeder, and (c) shows the use of 
a quarter-wavelength matching section in order to feed the aerial at 

a voltage anti-node.

BETWEEN 
0-07A4O-15A

dependent. Fig. 6.6 shows the three conventional methods of 
matching the transmission line into a half-wave dipole aerial. 
For reasons of convenience the first of these methods is used 
almost exclusively.

A good approximation to the input impedance of a centre fed 
aerial can be found by treating the aerial, considered a section of 
transmission line, as matching the radiation resistance to the 
feeder. The radiation resistance is considered to be situated at the 
point where Imax exists. The characteristic impedance of the trans­
mission line to which the aerial is assumed equivalent is given by

Z^^ohog.-'-ll............................. (6.10)
L a J

where I is the overall length of the aerial, and a is its radius 
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measured in the same units. The value of ZQ for a range of values 
of I /a is plotted in Fig. 6.8.

Since the point where I max exists is A/4 from the end of the aerial, 
the equivalent diagram for determining the input impedance is as 
shown in Fig. 6.7. This equivalent current can also be employed

Fig. 6.7.—Equivalent dipgram for a centre fed aerial, 
for determining the value of the input impedance.

when the overall aerial length is less than A/2; in this case, the 
length of the section of transmission line is given byA/2—Z/2.

It is shown in standard works covering transmission line theory 
that the input impedance to a transmission line of characteristic 
impedance Zo, length L, terminated by a load impedance ZL is 
given by

ZL+jZ0 tan L
Ziy=Z0--------------------A---- ------ . . (6.11)

2tt
^0 tan 4 L

A
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A case of particular interest is that of the half-wave dipole, with 

1=2/2. With this particular value of I, L=0, and hence the 
input impedance would appear to be equal to the radiation 
resistance. The input impedance of such an aerial contains, 
however, a reactive component. This is due to the fact that, more 
accurately, the radiation resistance should be replaced by an 
impedance having both resistive and reactive components. For a 
very thin 2/2 dipole, the value of this impedance tends to 
73-2+J42-5 ohms. Both of these components and also Zo vary 
slowly with I in the region of 2/2, and in order to determine at what 
overall length the dipole input impedance is purely resistive, the 
impedance Z£=73-2±J42-5, may be inserted in expression (6.11) 
and the value of L found for which the reactive component goes 
to zero. Since Z^ is in general much greater than ZL, and L is 
very small, expression (6.11) can be simplified for this purpose to

tan — L

^ZL+jZ0 L.
A

The input impedance is thus purely resistive when

jZ^ £±>42-5=0,
A

. , T 42-52i.e. when L ■-------- — .
27iZ0

The overall length of a resonant dipole in the region of 2/2 overall 
length is therefore shorter by an amount 2L than 2/2. That is, the 
decrease in overall length dl, necessary for resonance is

<11 = ^.........................................(6.12)
"0

and the decrease in overall length per cent is thus 2,7OO/Zo. The 
input resistance at resonance will be somewhat lower than the 
value of 73-2 ohms due to the decrease of aerial length. It will be 
seen from the values of Zo in Fig. 6.8, that for practical aerials, 
the overall length for resonance is less than 2/2 by a factor of from 
2 to 6 per cent.
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The foregoing can also be applied to compute the change in 

input reactance for small changes in working frequency and 
2 700 overall length for a resonant dipole. A change of length of -2—— 

"o 
per cent produces a change of reactance of 42-5 ohms; therefore, 
in this region, the reactance increases (decreases) at the rate of 
0-016Z0 ohms for a one per cent increase (decrease) in frequency 
or overall length.

Obviously, therefore, for wide-band operation, where it is de­
sired to minimise the reactive component throughout the working 
range of frequencies, it is advantageous to employ elements of 
large diameter to ensure low values of Zo. The desired result can 
be obtained with a large continuous conductor surface, or by means 
of a cage of parallel spaced wires. This latter open type of con­
struction reduces both wind resistance and weight.

For an aerial 10 feet long, diameter | inch, and resonant in the 
region of 49-5 Mc/s, it is of interest to note the rate of change of 
the resistive and reactive components with frequency. From 
Fig. 6.8, Z0=620 ohms, and, therefore, the change of input 
reactance for a one per cent change in frequency is about 10 ohms. 
By comparison, the figure for the corresponding charge in resis­
tance is about 2-5 ohms. For this particular aerial, the physical 
length of which is shorter by about 4| per cent than 2/2 for reson­
ance, the resistive component at resonance will be in the order 
of 65-70 ohms. The variation of the resistive and reactive 
components of the input impedance of this aerial with frequency 
are shown in Fig. 6.9, together with the variation of the magnitude 
of the input impedance.

If expression (6.11) is applied to determine the input impedance 
of a dipole of overall length one wavelength, the input resistance 
at resonance is given by

Z 2 
........................... <6-13’

This value is commonly in the region of 1-10 kilohms; if the 
current distribution were truly sinusoidal, it would, of course, be 
infinite. In this expression for the input impedance, the aerial 
would appear to be resonant when the overall length is precisely 
one wavelength; resonance, however, actually occurs at a length 
slightly shorter than this. R. A. Smith states that, to a first
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degree of approximation, the aerial should be shorter than one

FREQUENCY (Mc/s)

Fig. 6.9.—The upper diagram shows the effective input resistance R 
and the reactance component X of a centre-fed dipole 10 feet long 
and J inch diameter. The lower diagram shows the variation of the 

input impedance of the same aerial over the frequency range.
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Fig. 6.10.—Folded dipole 
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A/2).
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Folded Dipole

Where it is desired that an aerial shall have a low reactive com­
ponent of the input impedance over a wide band of frequencies, 
the folded dipole is frequently employed. This type of aerial is 
shown in Fig. 6.10 and differs only from the normal dipole in that 
a second element is present, close to the 
first, and joined to it at the ends.

With equal diameter elements the input 
resistance at resonance is equal to four 
times that of a normal dipole. This is due 
to the fact that the current in the second 
element will be equal in amplitude and 
in phase with that of the current in the 
first; thus, as far as the radiation field is 
concerned, the aerial behaves as a single 
dipole fed with a current equal to twice 
the actual input current. For the same 
radiated power, therefore, the input 
resistance of a folded dipole must be four times that of a single 
dipole. This fact is frequently useful where an aerial employing a 
number of parasitic elements is used; these latter have the effect 
of lowering the input resistance of the aerial, so that the resulting 
value with a normal dipole may be inconveniently small.

In the region near resonance, the folded dipole exhibits very little 
change of reactance with frequency or length. The reason for this 
form is that the two folded sections of the aerial behave as short 
circuited z/4 sections of transmission line; the reactance slope of 
these elements is opposite to that of the reactance slope of a normal 
dipole.

By judicious choice of element spacing, and/or the diameters 
of the elements, cancellation of the reactive component of the 
input impedance can be achieved over a band of frequencies of 
some ¿10 per cent about the resonant frequency. The input 
impedance of this type of aerial is considered in more detail later; 
the wide band characteristics of a number of types of aerial are 
shown in Fig. 6.11.

Advantage can be taken of the configuration of the folded dipole 
to support the aerial at the centre of the undriven element; since 
this point is at zero potential, it can be earthed. A very robust 
mechanical construction can thereby be achieved.
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PER CENT FREQUENCY DEVIATION

Fig. 6.11.—The selectivity of various types of dipole as measured by P. S. 
Carter. The values given are those for the reflection coefficient obtained 

between the aerial and a two-wire transmission line.

Aerial Radiators and Parasitic Elements
When an undriven aerial element is introduced in the neigh­

bourhood of a driven element, a number of changes occur.
The input impedance of the driven element, and the shape of 

the polar diagram can be calculated with the aid of the table of 
mutual impedances given on page 170.

If iA is the current at the centre of the driven element, and i2 the 
current at the centre of the parasitic element, then

ex—Zxlix-]-ZX2i2, .... (6.14)
and 0<=Z21ix-]-Z22i2, . . . . (6.15)

where Zn is the centre point impedance of the driven element 
alone;

Z12=Z21 is the mutual impedance between the dipoles (see 
table for values);

Z22 is the centre point impedance of the parasitic element; 
and eA is the driving-point voltage of the driven element.
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From expression (6.15),

i — ^21
^22

b>

and hence

ei= 'ii

whence

z„=5=z1 7 2- ^12

11 “ ~7~ ^22

where is the centre point impedance of the driven element in 
the presence of the parasitic element.

As an example of the use of these expressions, we may take the 
case of element spacing=0-12A, where Z12 is purely resistive and 
equal to 65 ohms approximately. If the parasitic element has a 
centre point impedance of 73±J68 ohms (the optimum value for 
a reflector at this spacing, as shown later), then assuming the 
driven element to be resonant, and its input impedance equal to 
73 ohms,

Z„=73------IN 73+J68
= 24-6±J20-3.

In order to determine the polar diagram of the aerial, the phase 
angle of the current in the parasitic element must be found. This 
can be done by applying expression (6.15). In the case considered 
above,

. 65 .'tn -- ----------  It
2 73+J68 1
= (-0-47±J0-44) ip

approximately, therefore the magnitude of i2 is equal to 0-65ï1} 
and the phase angle between the currents is 137°. Thus at a point 
remote from the aerial system the field strength comprises two 
components, of relative magnitudes E and 0-652?, having a phase 
angle between them of 137° plus the phase angle difference due to 
path length difference. At a point in line with the elements, the 
phase angle difference due to path length difference is

0-122—43°.
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Table of Mutual Impedances

Parallel A/2 dipoles; distance between dipoles b

b
A

Ai;

000 73-3 42-2
0-05 71-7 24-3
0-10 67-4 7-6
015 60-4 -71
0-20 51-4 -191
0-25 40-8 — 28-3
0-30 29-2 — 34-6
0-35 17-5 — 37-4
0-40 6-0 — 37-6
0-45 — 3-4 — 34-8
0-50 — 12-5 — 29-9
0-55 -190 — 23-4
0-60 — 23-2 — 16-5
0-65 — 25-2 -8-0
0-70 -24-6 -01
0-75 — 22-5 6-6
0-80 -18-5 1 12-2
0-85 -130 16-3
0-90 — 7-5 18-5
0-95 -1-5 19-0
1-00 4-0 17-3
11 12-3 11-2
1-2 15-2 2-0
1-3 12-6 -6-7
1-4 6-0 -11-8
1-5 — 1-9 -12-6
1-6 -8-1 -8-4
1-7 — 10-9 -20
1-8 -91 4-5
1-9 — 5-4 - 5-3
2-0 1-1 9-2
21 6-0 6-7
2-2 8-2 1-8
2-3 7-5 — 3-3
2-4 4-0 -6-8
2-5 0-9 — 7-3
2-6 -4-8 - 5-2
2-7 -6-7 1-7
2-8 - 6-3 2-6
2-9 - 3-4 5-6
30 —0-3 5-8
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With the driven element nearer, the total phase difference is 
94°, and the magnitude of the resultant field strength is thus 
increased by a factor of approximately v/l + (0-65)2=l-18 
approximately. At a point in line with the elements, but with 
the parasitic element nearer, the phase difference is 180°, 
i.e. the components are in opposition, and the field strength is 
multiplied by a factor 1 — 0-65=0-35 approximately. The front-to- 
back ratio of such an aerial is therefore about 3-4 or 10-6 db. In 
order to obtain the requisite centre impedance of the parasitic 
element of 73+J68 ohms, the element must be longer than the 
resonant length; the actual length can be calculated by the 
methods described earlier. In order to obtain a substantially 
resistive centre impedance at the driven element, this may be 
made slightly longer than its resonant length so that the reactance 
component will cancel the reactance component due to the 
presence of the parasitic element (+j20-3 ohms).

If the calculation is repeated for a parasitic element, cut to a 
length shorter than its resonant length, the parasitic element will 
be found to act as a director.

Distribution curves covering a large number of practical cases 
have been published by G. H. Brown (Proc. I.R.E. for January 
1937). Fig. 6.12 shows a series of curves for a quarter-wave dipole 
and parasitic element, both the phase angle of the current in the 
parasitic element and the spacing being varied.

The presence of the parasitic element causes the input im­
pedance of the aerial to vary more rapidly with frequency; 
additionally, the impedance changes much more rapidly on one 
side of the resonant frequency than the other. The region of 
rapid impedance change is above or below the resonant frequency 
according to whether the parasitic element is a director or 
reflector. This is shown in Fig. 6.13, where the voltage delivered 
to a load, matched at the resonant frequency, is plotted against 
frequency.

Slot Aerials
The basic type of slot aerial comprises a slot cut in an infinite 

sheet of conducting material, the feed points being situated on 
opposite sides of the slot, as shown in Fig. 6.14 (a). The charac­
teristics of the aerial are closely related to those of the correspond­
ing strip dipole aerial which would close the slot. The electric and
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Fig. 6.12.—The horizontal patterns of two vertical quarter-wave aerials, one driven and the other parasitic. 
The distance between aerials is indicated on the left, the phase angle of the self-impedance of the 
parasitic aerial at the top. Note that for the tuned ease (phase angle at zero), maximum radiation is in 
the direction of the parasitic aerial, which is then called a director. For a phase tingle of | 22-51' the 

converse is true and the parasitic aerial is called a reflector.
(From (l. H. Brown, 1‘roe. Jan. 1937.)

Spacing 
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magnetic components associated with the two aerials are inter­
changed; whereas, with the dipole the electric field component is 
parallel to the axis of the dipole, with the slot aerial it is perpendi­
cular to the axis of the slot. The vertical slot aerial therefore has 
the very valuable property of producing a horizontally polarised

Fig. 6.13.—The selectivity characteristics of a simple dipole when 
loaded with a matched transmission line—as measured by Holmes 
and Turner. A reflector increases the slope of the selectivity 
characteristic on the low frequency side of resonance and the 

director similarly steepens the high frequency side.

radiation field. The shapes of the polar diagrams of the slot aerial 
and its corresponding dipole aerial are precisely similar.

That the radiation field from such an aerial is horizontally 
polarised may be seen from the fact that the currents in the con­
ducting sheet in the neighbourhood of one side of the slot are 
everywhere flowing in the opposite direction to the currents at the 
other side of the slot, and hence the vertically polarised com­
ponents due to these currents tend to cancel. At the ends of the 
slots, however, where the currents are at maximum, the currents 
flow in the same direction. Thus the major contribution to the 
radiation field is by the currents flowing in a direction perpendi­
cular to the length of the slot, and hence the electric intensity is 
everywhere at right angles to the slot axis.
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The distribution of current and voltage along a slot aerial are 

again similar to those existing on the corresponding dipole, except 
that the standing current and voltage waves are interchanged. 
Thus, whereas the half-wave dipole has a relatively low centre

Fig. 6.14.—(a) Slot aerial cut in infinite conducting sheet.
(b) Current and voltage distribution at edges of slot 
aerial. Instantaneous direction of current flow shown by 

arrows.

point impedance, the half-wave slot aerial has a high impedance. 
Similarly, the slot aerial of overall length one wavelength has a 
low centre point impedance, whereas that of the corresponding 
dipole impedance is high.

It can be shown that the input impedance of a slot aerial Zs 
and its complementary dipole aerial ZD are related by the 
expression

Z5ZP=1 (377)2...................................(6.16)

In this expression, the term 377 is the “impedance of free space” 
referred to earlier.

It should be noted that the dipole aerial related by this 
expression to the slot aerial is a “strip” dipole. The “characteristic 
impedance” of this type of dipole is given by the expression

Zo= 120 (log, — — 1) , . . . (6.17)

where w is the width of the strip and I is its overall length, as 
before. The factor 4 is introduced because the strip dipole behaves 
as a cylindrical dipole having a radius equal to one quarter of the 
width of the strip.
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As suggested by expression (6.16), the slope of the reactance­

frequency curve of a slot aerial is opposite in sign to that of a 
dipole aerial. The reactive component of the input impedance of 
a slot aerial precisely one half wavelength long is capacitive; as 
the length of the slot is decreased, the reactive component 
decreases to zero, and thus, for resonance, the slot is somewhat less 
than 2/2 long. At resonance the input resistance can be deter­
mined from the input impedance at resonance of the corresponding 
dipole. If a value of 73 ohms is assumed for the latter, the 
theoretical input impedance of the slot aerial is in the region 
of 485 ohms. In practice, the value found is somewhat lower 
than this, being in the region of 350-400 ohms. As with a 
dipole, the reactive component of the input impedance over a 
range of frequencies can be minimised by increasing the slot 
width.

With a slot cut in a finite sheet, the polar diagram departs from 
the circular pattern in the plane perpendicular to the axis of the 
slot, due to diffraction effects. Provided that the sides of the sheet 
are greater than 52, the polar diagram does not depart appreciably 
from that obtained with an infinite sheet, except near the plane of 
the sheet. With sheets of dimensions smaller than this, the polar 
diagram tends to a figure-of-eight pattern in the plane at right 
angles to the slot axis, accompanied by a narrowing of the 
pattern in the plane of the axis.

Boxed Slot Aerial
For practical reasons, it is frequently inconvenient to employ 

the basic type of slot aerial described above, and alternative types 
of slot aerials have been evolved. It is often desired to suppress
radiation from one side of a slot aerial, and to 
achieve this one side of a slot aerial may be 
enclosed or “boxed”. The enclosure is frequently 
of skeleton form comprising bars perpendicular 
to the axis of the slot, spaced at intervals of 
2/10 or less, as shown in Fig. 6.15. The effect of 
enclosing a slot aerial in this fashion is to double 
the resistive component of the input impedance, 
and also to provide an additional reactive com­
ponent to the input impedance. The enclosure 
serves effectively to load the slot reactively

Fig. 6.15.—Boxed 
slot aerial, skeleton 

enclosure.
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throughout its length, and generally necessitates an alteration of 
slot length to maintain resonance.

Slotted Cylindrical Aerial
In this type of aerial, the slot is cut in a cylinder, the axis of the 

slot being parallel to that of the cylinder itself. In this type of 
aerial, the slot is “boxed” by the cylinder itself. The polar 
diagram in the plane at right angles to the slot axis is heart shaped, 
the direction of maximum radiation being along the radial con­
taining the slot itself. As the diameter of the cylinder is reduced 
the polar diagram becomes more nearly circular, and for cylinders 
of diameters between 2/10 and 2/8, the radiation pattern is very 
nearly uniform. The cylinder provides reactive loading of the

Fig. 6.16.—Length of slot in cylinder for 
resonance for varying values of cylinder 
diameter and two values of slot width.

(By courtesy of “Electronics".)

slot, and with small cylinders, of diameter of the order of 0-12 to 
0-152, the length of the slot must be increased appreciably in 
order to maintain resonance.

Jordan and Miller have given data relating slot length to wave­
length for nominal “half wavelength” slots cut in cylinders for a 
range of cylinder diameters. These data are given graphically, and 
reproduced in Fig. 6.16, for two values of slot width. Jordan and 
Miller state that with this type of aerial the extremes of the work­
ing band of frequencies (determined by a standing wave ratio of
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two to one on the feeder) is between four and eight per cent of the 
working frequency.

Folded Slot Aerial
This type of aerial is complementary to the folded dipole 

discussed earlier. It comprises a slot aerial with a conductor 
placed centrally in the slot; the aerial is fed between one side of 
the slot and the central conductor. The input resistance is reduced 
by a quarter, to a theoretical value of 120 ohms. By appropriate 
choice of the dimensions of the central conductor, the reactive 
component of the input impedance can be made substantially zero 
over a wide band.

An Equivalent Circuit for the Folded Dipole and Folded Slot 
Aerials

A very elegant approach to the determination of the input 
impedance of these types of aerials has been developed by G. D. 
Monteath. The folded dipole and folded slot are regarded as three

Fig. 6.17.—Equivalent circuits for folded unipole and folded slot aerials.

terminal networks, as shown in Fig. 6.17, and the three impedances 
Z, Za, and Z6 are defined as shown in the figure. Employing these 
impedances, the equivalent circuit of Fig. 6.17 (6) can be con­
structed, where the auto-transformer is assumed to have infinitely 
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high inductance and perfect coupling. The ratio k may be con­
sidered either as the ratio in which the potential difference 
between terminals 1 and 3 is divided bv terminal 2 when this is 
free, or the ratio in which the current divides between terminals 
1 and 3 when these are joined together. This equivalent diagram 
is only valid provided that the aerial satisfies one of the three 
conditions following:

1. The aerial is symmetrical about terminal 2 (A = l).
2. Zb is a pure reactance.
3. Za is a pure reactance.

Thus for the unipole Zb is purely reactive, and where terminals 
2 and 3 are connected together, as is usual,

2 = l + _2__ .z za '
Zb is the input impedance of the aerial treated as a simple 

unipole; Za is the input impedance of the two aerial elements 
treated as a short circuit terminated transmission line, and is 
given by

Za=jZ0 tan I,

where ZQ is the characteristic impedance of the transmission fine 
so formed, and I is its length. Zo can be found from expression 
(6.10). ... .

k can be determined from electrostatic considerations provided 
that the elements are not too closely spaced. This has been con­
sidered by W. Van Roberts, who considers the capacitance of each 
element of the aerial; the result is given in the form

where Zx=characteristic impedance of the feeder formed by two 
elements equal in diameter to the diameter of the 
driven element, and spaced at a distance equal to 
that between the actual aerial elements;

and Z2=characteristic impedance of the feeder formed by two
elements equal in diameter to the diameter of the 
undriven element, also spaced at a distance equal to 
that between the actual aerial elements.
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Where the elements are of the same diameter, obviously ZX=Z2, 

and £=1. In this case the input resistance of the aerial at 
resonance is quadrupled. By a suitable choice of diameters, the 
input resistance at resonance can be varied over a wide range.

In the case of the folded slot, Monteath has shown that the input 
resistance at resonance can be varied appreciably by the position 
of the conductor in the slot. If the conductor is assumed to be 
very thin, and displaced by a distance x from the centre of the 
slot in the direction of the undriven terminal (3), k is given by

1+ sin-1

. j 2x ’1- sin-1 - 

where D is the slot width.
The input impedance, Z2, when the aerial is fed between one 

side (terminal 1) and the central conductor (terminal 2) is given by
1.2

where Za is the normal input impedance.
Zb is the input impedance of the tw’o 2/4 open circuit terminated 

sections of feeder formed by the central conductor and the slot, 
and is given by

Zb=\j Z. tan — - ,A At

where I is the overall length of the central conductor. Zo is given 
when the central conductor is narrow by

8Wlog10

where 11’ is the width of the central conductor, and D is the slot 
width.

Monteath states that, in general, the cancellation of the reactive 
component of the input impedance of a slot aerial over a band 
requires impractically high values for Zo. In order to reduce the 
reactive component, one half of the central conductor may be 
omitted, thus doubling the reactance slope of Zb. The reactance 
slope may be still further increased by terminating the central 
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conductor in a length of co-axial transmission line, 2/4 long with 
a short circuit termination, as shown in Fig. 6.18. This co-axial 
line provides a reactive for the transmission line formed by the 
central conductor and the slot, and it can be shown that if the 
characteristic impedance of the co-axial line is Z^ is given by 

tan l­
A £

As an example of the use of this method of reactive com­
pensation, Monteath quotes a case in which the reactive com­
ponent of Za changed by 80 ohms for a 5 per cent change in 
frequency. With a 2/2 central conductor in the slot, Zo would 
have to be 2,000 ohms for exact compensation, calling for a 
central conductor diameter of 10~13 inches in a 10-inch slot. By

Fig. 6.18.—Two methods of improving 
reactance compensation in slot aerials, 
(a) half of central conductor omitted. 
(b) X/A section of co-axial line (short 

circuit termination) added.

employing the arrangement of Fig. 6.18 (6), reactance compensa­
tion was achieved by employing a central conductor of 0-5 inch 
diameter terminated by a co-axial line of characteristic impedance 
62 ohms (Zn). The characteristic impedance of the central con­
ductor and slot section (Zlo) was 220 ohms.

Transmission Lines
In order to convey power from a transmitter to the aerial or, 

conversely, from the aerial to the receiver, it is necessary7 to 
employ a transmission line. It has been already shown that an 
aerial has a definite characteristic impedance. If the full power 
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in the transmission line is to be transferred to the aerial, then its 
input impedance must be matched to that of the transmission 
line; in other words, the line must have the same characteristic 
impedance as the aerial’s input impedance.

The characteristic impedance of a transmission line is defined 
as Zo= VL/C, where L is the inductance and C the capacity per 
unit length (expressed respectively in henries and farads). The 
impedance Zo is equal to that value of pure resistance which if 
placed across the end of the transmission line would absorb all 
the power being brought up by the waves travelling along it, 
without setting up any reflections. In other words, the whole of 
the power would be converted into heat. As the characteristic 
impedance is a pure resistance value, it follows that the line is 
aperiodic. The relatively small attenuation produced only varies 
with frequency as a result of the increasing losses occurring as 
the frequency is raised.

The characteristic impedance of a co-axial transmission line 
having an air dielectric with inner and outer radii of d and D 
respectively is

Zo= 138 log10—ohms. . . . (6.18)
(I

For parallel wire transmission lines consisting of wires having 
a radius d and separated by a distance D:

Zo=276 log10 — ohms. . . . (6.19)
d

It should be noted that owing to the slow way in which 

logio changes, even when the ratio — is greatly changed, the 
d d

characteristic impedance of lines cannot be varied over very wide 
limits. Practical values lie between some 30 and 600 ohms. The 
effect of introducing a dielectric other than air, and having a 
constant K, is to reduce the characteristic impedance by a factor

—and to decrease the wavelength and velocity of propagation 
v A
by a factor of —1— .

v A
For any given diameter of outer conductor, lines having a 
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characteristic impedance of 30 ohms will give a maximum power­
carrying ability.

The high frequency resistance R of a concentric line is

72=2 ~ ^)10"9 ohms P01* cm • • ■ (6-20>

where D=inner diameter of outer conductor in cm.; 
d=outer diameter of inner conductor in cm.; 
p=specific resistance, in em-cgs units (some 1,700 for 

copper);
/¿ = magnetic permeability;
F=frequency in cycles per second.

With the aid of this formula and equation (6.18) (and making the 
R \approximation a=---- I, the formula for the attenuation in 

2Z0/
decibels per centimetre length for an air-spaced co-axial cable can 
be developed as follows:

'WFylrb)
a = 6-3x 10-11--------- - -------- — db per cm., . (6.21) 

^giof 
d

where a is the attenuation constant.

The attenuation due to resistance losses is a minimum when 
^=3-6 at which value Zo=76-8 ohms. It is of interest to note 
d
that in the 40 to 50 mc/s band the attenuation of ordinary twisted 
lamp-flex is some 3 to 10 db per 100 feet, and that it has a 
characteristic impedance of between 80 and 140 ohms. The way 
in which the attenuation of various types of transmission line 
varies with frequency is illustrated in Fig. 6.19.

Transmission Line Termination Losses
If a line is not terminated in a pure resistance of value R=Z0, 

then the relationship between the current and voltage will be 
different—both in magnitude and in phase—from the relation­
ships in the line, with the result that all the power will not be
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Fig. 6.19.—The way in which the attenuation and power-handling capacity of a number 
of different cables varies with frequency is shown above.
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Cable 
no.

Zo 
(ohms) Type Dielectric Sheath Conductor 

diameter

Sheath 
inner 

diameter

1 75 Coaxial Air (Disc Spacers) Lead 0-103" 0-385"
o 100 Coaxial Lead 0-128" 0-75"
3 70 Coaxial Polythene T/C Braid 0-022" 0-133"
4 70 Coaxial Polythene Lead 0-144" 0-820"
5 100 Screened

Twin
Polythene

J
T/C

Braid
0-029" 0-170"

6 110 Twisted 
Pair

Rubber None 0-042" 0-106"

absorbed by the terminating impedance. The net power trans­
ferred will be the difference between the power brought up by 
the incident wave and the power taken away by the reflected 
wave.

It is frequently desirable to have a knowledge of the loss which 
results from the incorrect termination or mismatching of a trans­
mission line. It has already been pointed out that all the electrical 
oscillations in a line are built up from the propagated waves which
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are travelling along it. Thus, any sinusoidal wave travelling along 
a line may be represented by

7=™ sin 2^//—sin . (6.22)

where m and n=the amplitudes of the forward and reflected 
waves respectively;

^»=the arbitrary phase difference between the two 
waves;

x=the distance from the source of origin, measured 
along the line;

f— frequency;
/=time.

The corresponding current i is given by

(6.23)

From these two equations it is possible to calculate the effect 
of terminating the line with an impedance Z, which may be either 
reactive or resistive. The point at which the line is terminated 
may conveniently be taken as the origin, at which point z=0. 
Under these conditions equations (6.22) and (6.23) may be 
rewritten as follows:

V =m sin 2nft-\-n sin (2ti//+^), . . (6.24)
Zoi =m sin 2nft—n sin (27tft-\-<f>). . . (6.25)

At this point the current i is flowing through the terminating 
impedance Z and the voltage V is developed across it. Thus, the 
current V flowing in the impedance must also equal the current 
in the line at the point under consideration (i.e. z=0) both in 
magnitude and in phase. This condition can only be. satisfied by 

a given ratio of —, and a given value for <f>, which will now be 

the phase change on reflection.
These equations may conveniently be solved graphically by the 

vector construction set out in Fig. 6.20. Referring to this diagram, 
if two vectors OE and OD are constructed from the point 0, the 
vector OE represents a voltage acting on the impedance Z to 
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produce a current i lagging by the angle 0, and the vector OD 
represents ZQi. Thus, if the terminating resistance Z and the line 
impedance Z^ are known it is always possible to construct the 
vectors OE and OD. Having done so, join DE and bisect it at A. 
Next construct a circle with DE as its diameter and with its

Fig. 6.20.—This diagram illustrates the vector construction for 
determining the termination conditions at the end of a trans­

mission line.

centre at .4. Then draw a line joining OA, and continue it on to 
cut the circle at C.

With the aid of the diagram thus constructed all the main 
properties of a terminated line can be deduced. The vector 
0A=m, and vector AC=n, while the angle EAC=fi.

If, as an example, it is assumed that the terminating impedance 
Z is a pure resistance having a value R, then 0=0 and (the 
phase change produced upon reflection) is either 0 or n radians. 
Under these conditions Zoi=OB and V=OC, also

777 77 ZqI ^0

mfl-n J’ R

If now R=Z„, then ——- =1, from which it follows that 77=0 
m^n

and that there is no reflected wave, all the energy being absorbed 
by the resistance R. It should be noted that if R> Zo the phase 
change on reflection is zero, and if R<Z0 the phase change is 
~i radians.

Let it now be assumed that instead of the terminating resistance 
R equalling the line impedance Zo, that it is half the value. 
Suppose that the characteristic impedance of the line is 80 ohms 
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and that of the terminating resistance is only 40 ohms. What 
proportion of the original line energy is absorbed by the resistance?

Let the original energy =—- watts, and the reflected energy= — 
2Z0 2Z0

watts. The fraction absorbed will therefore be 1——; however, 
m2

——-=^= — = 2, from which it follows that —= — 1. (The nega- 
m+n R 40 m 3 K &
tive sign indicates a phase change of n radians on reflection.) 
The fraction of energy absorbed in the terminating impedance is

therefore 1 — or 88 per cent.

The reflected energy may be dissipated as heat in the line if it 
is a long one; it may be reabsorbed in the generator, or it may be 
again reflected so as to form part of the original or incident wave. 
It should be noted that as the terminating resistance is less than 
the line impedance there will be a phase change of radians on 
reflection.

The case of a terminating impedance Z, which is a pure induc­
tance, will next be considered. Under these conditions <¿=90° 
thus 0 lies on the circle drawn on ED as a diameter, and OB =BC 
or m=n. The reflected wave has under these conditions the same 
amplitude as the original wave. As a pure inductance has no 
means of dissipating energy, it is, of course, to be expected that 
all the energy brought up to the terminating impedance Z will 
under these conditions be reflected back again. The phase change 
f will be dependent upon the ratio of OE to OD and will lie 
between 0 and n. If Z should be a pure capacity, f will lie between 
0 and — n.

Input Impedance of loaded Transmission Line
The input impedance of a loss free transmission line of charac­

teristic impedance Zo when terminated at its far end by an 
impedance ZL is given by

ZL+iZQ tan^Z
ZIX = ZQ

zq+3zl tan—Zz
where I is the length of the line.
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A number of special cases are of practical interest. Firstly, if 

the line is short circuited at its far end,

►
SC=i^O tan "Y^’ 

A

i.e. the line behaves as a pure reactance, the magnitude of the 
reactance depending upon the length of the line. Correspondingly, 
if the line is open circuit at its far end,

Zin oc= —c°f

i.e. the input impedance is again purely reactive, but of opposite 
sign to the input reactance to the short circuited line. Sections of 
transmission line terminated in one of these two ways are fre­
quently employed to provide reactance compensation in matching 
circuits. Additionally, at frequencies above 100 Mc/s, sections of 
transmission line are frequently used as reactive components in 
preference to the equivalent “lumped” component; high Q values 
can be achieved by this means.

The third special case occurs when the line is 2/4 long; there the 
input impedance is given by

Owing to this impedance transforming property, 2/4 sections are 
widely employed in aerial matching networks.

Where this type of transformation is required and wide band 
matching is needed, it is common to employ two 2/4 sections in 
series; if the characteristic impedance of the section nearest the 
load is Z01, and that of the section nearest the input Zo2, the input 
impedance is given by

Z 2
7 ___ ^02 7

7~2^01

This expression determines the ratio of —given ZIN and ZL.
^01

If now — is made equal to —— , combination of the two 2/4 
^02

sections acts as a wide band matching network.
If a single section is used, a reactive component due to the line
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FEEDER

Fig. 6.21.—Three types of Balun: (a) Bridge circuit, (b) /J2 section (c) Pawsey Stub.

This may take one of many forms, some of which are shown in 
Fig. 6.21. In example (a), if the aerial input impedance is resistive 
and equal to r, the input impedance presented to the line is

Z= —, 
2Cr

and hence by choice of suitable values of L and C, the network 
can also be used for impedance matching.

In example (b), the 2/2 section of transmission line produces a 
change of phase of 180°; the signals from the two halves of the 
dipole aerial are thus fed in phase to the feeder. In addition, the 
arrangement transforms the aerial impedance down in the ratio

appears at the input at those frequencies at which the line is not 
2/4 long; when a double 2/4 transformer is employed, the charac­
teristic impedances chosen being in accordance with the expres­
sions above, the reactive components due to the two sections tend 
to cancel.

Balance to Unbalance Networks (Baluns)
It is frequently required to feed a dipole aerial from a concentric 

feeder, the outer of which is earthed. Some form of balance to 
unbalance matching network is therefore required at the aerial.

FEEDER
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4:1 ; this arrangement is thus eminently suitable for matching a 
folded dipole to a 70-ohm cable. Example (c) is the well-known 
“Pawsey Stub”. Here the two outer sections of the concentric 
feeders form a short-circuit terminated 2/4 stub. The stub thus 
does not appreciably load the circuit, and enables the element of 
the dipole attached to the outer conductor of the main feeder to 
be driven without appreciable radiation occurring from the feeder 
itself; additionally, the stub provides reactance compensation, the 
reactance slope of the stub being opposite to that of a simple 
dipole. This arrangement is thus especially suitable for wide band 
aerials.

Where a folded slot aerial is to be fed, difficulties may be en­
countered since the load is not truly balanced, and neither is one
side at earth potential. For feeding the 
slotted cylinder type of aerial, the arrange­
ment shown in Fig. 6.22 may be employed. 
Here a co-axial feeder is used, and the 
outer is connected to the neutral point 
opposite the slot. The feeder then runs in 
close proximity to the outer wall inside the 
cylinder, and the inner conductor is connec­
ted to the conductor lying in the slot. Over 

Fig. 6.22—Method of coup­
ling co-axial feeder to folded 

slot aerial.

part of this section of feeder, the outer conductor is omitted; in 
this section the inner conductor forms one conductor of a trans­
mission line with its image in the surface of the cylinder. By this 
means the generator is “floated”.

Multi-element Transmitting Aerials
At the transmitter it is possible to obtain increased effective 

aerial power, and with it increased coverage by the use of multi­
element aerials. Such aerials consist essentially of from two to 
ten or more separate aerial elements arranged in some fixed con­
figuration and all fed with power effectively in parallel.

It should be noticed that the total power radiated is not 
increased by the use of a multi-element aerial, as it is obvious 
that this power can only be as great as the transmitter’s power— 
less transmission line losses. Rather the gain achieved is a gain 
in the effective or useful power. It is obtained by reducing the 
power radiated in the upward direction and increasing the power 
radiated in the horizontal direction—i.e. along the earth’s surface.



the vertical radiation pattern obtained from an aerial consisting 
of two elements stacked vertically. In this case there is no 
radiation directly upward, and that at high angles has been greatly 
reduced, while the radiation at low angles and along the horizon 
has been greatly increased. Thus, the effective or useful power 
is much greater even though the total power radiated is the 
same.

Diagram (C) shows the vertical radiation pattern for a six- 
element aerial. The pattern has been still further squashed down 
and the radiation along the horizontal still further increased. As 
more elements are added beyond six, the horizontal radiation 
continues to increase. However, the amount of increase per added 
layer decreases, so that the diminishing return hardly justifies 
going beyond ten layers, and in many instances six layers is 
considered the best practical choice.
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The manner in which this extra coverage is obtained is illus­

trated in Fig. 6.23. Diagram (A) shows the radiation pattern in 
the vertical plane, from a single horizontal half-wave aerial. As 
the arrows indicate, power is radiated equally at all angles to the 
horizontal. Of this power only that radiated horizontally or at 
very small angles to the horizontal serves any useful purpose; all 
the rest travels out into space and is lost. Diagram (B) illustrates

Fig. 6.23

(C)

.—The way in which extra coverage is obtained with multi-element 
transmitting aerials is illustrated above.

HORIZON
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Field and Power Gain

In comparing the advantages of multi-element aerials, the terms 
“field gain” and “power gain” are used. The field gain is defined 
as the ratio of the field intensities which results at a point one 
mile from the aerial when a vertical half-wave dipole is replaced 
by a multi-element aerial. Thus:

Field ain— Field intensity with multi-element aerial
$ Field intensity with vertical half-wave aerial'

It is of interest Jo note that a half-wave vertical aerial fed with a 
pow’er of 1 kW. will produce a signal of approximately 137 millivolts 
per metre at one mile. Hence, the field gain of any particular aerial 
can be expressed as the ratio of the signal it produces per kilowatt 
at a distance of one mile, to the 137 millivolts per meter level.

The power gain is defined as the ratio of the powers that would 
be required to give the same field intensity at a point one mile 
distant. Thus:

. Power required with a vertical half-wave aerial Power gam=——------ ----------------------------------------------------- .
Power required with a multi-element aerial

From this it follows that:

Power gain= (Field Gain)2.

Practical Frequency Modulation Transmission Aerials
Both vertically and horizontally polarised propagation has been 

used for the transmission of frequency modulation broadcasts. 
However, for broadcasting purposes, horizontal polarisation 
appears to be standard. This means that the aerial elements 
must lie in a horizontal position. The practical transmission aerials 
of this type so far devised fall into five general categories:

(a) the original Brown turnstile and the improved “co-axial” 
versions;

(6) modifications such as the De Mars, the three-quarter 
wave-spaced and the folded turnstiles;

(c) variations of the circular or ring aerial;
(d) variations of the Alford square loop aerial;
(e) pylon aerials.
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The first aerial designed specifically to provide directivity in 

the vertical plane (as contrasted with the communications type 
of aerial which is designed for directivity in the horizontal plane) 
was the original “turnstile” aerial. This aerial was developed by

Fig. 6.24.—The original turnstile aerial as developed by 
G. H. Brown.

G. H. Brown and first described in 1936. As will be apparent from 
Fig. 6.24, it has derived its name from its striking similarity to 
the moving element of a turnstile gate. In its original form, the 
quarter-wave radiator rods were attached directly to the support­
ing pole. Four such rods arranged at 90° spacing around the 
mast made up each “layer” or “bay”, the complete aerial being 
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composed of from two to ten such layers, depending upon the gain 
required and the supporting structure.

Each pair of oppositely placed rods forms a half-wave dipole 
aerial. Since the centre of the dipole is at zero voltage with 
respect to ground, the rods can be fastened directly to the grounded 
pole at this point. Power is fed to the dipoles by the open trans­
mission Une visible in Fig. 6.24, the various connections being 
spaced the proper distance from the pole to provide correct im­
pedance matching. The horizontal field of a single bay is shown 
in Fig. 6.25, the first diagram of which shows the radiation patterns 
when the currents in the two dipoles are equal and their phase is 
varied. The second diagram shows the polar diagrams with a 
fixed 90°-phase difference and varying currents in the two arms. 
It will be noted that the combined field, as shown by the solid 
line, is very nearly a circle. In practice the field strength diagram 
will not be truly circular, as this would only occur if the field 
distribution function F(0) for the individual dipoles was sin 0. 
This would, of course, apply in the case of doublets of no finite 
length, under which conditions the combined field distribution 
function

F(0)=V sin2 0-|-cos20=l,

and the field strength would be uniform in all directions. The 
amount by which the actual field strength distribution will depart 
from this ideal can be judged from a comparison of the two profiles 
in Fig. 6.25.

In order to achieve the uniform distribution of field strength 
noted in Fig. 6.25, it follows that all the dipoles in one plane must 
be fed with equal amounts of power 90° out of phase. If the layers 
are spaced a half-wavelength apart, this can be done conveniently 
by means of the transmission line already mentioned. This line is 
crossed over between each layer, thereby counterbalancing the 
phase shift that occurs along the line between layers. Two such 
lines, one for each set of dipoles, run up the mast, twisting around 
it as they go and, in the case of the original Brown turnstile, being 
set off from it on stand-off insulators. At the base of the tower the 
two lines are fed with oppositely phased currents.

The early field experience with the original turnstile aerials 
brought to light one or two minor drawbacks. One of these was 
that the feeder line matching was extremely critical and required 
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adjustment in the field. The second, that the open wire trans­
mission Unes invited the formation of ice which tended to increase
the wind resistance of the aerial and generally to detune the

VARYING PHASE ANGLE BETWEEN 
CURRENT IN TWO DIPOLES.

VARYING CURRENT BETWEEN 
TWO DIPOLES-CONSTANT 90* 
PHASE DIFFERENCE

Fig. 6.25.—The horizontal radiation patterns for a turnstile aerial. Firstly, the patterns 
obtained when the currents in the two arms are equal and their phase is varied, and 
secondly, the polar diagrams with a fixed 90° phase difference and varying currents 

in the two arms.
(By courtesy of the British Institute of Radio Engineers.)

radiating system. To overcome these difficulties a modification 
of the original turnstile was developed, in which co-axial trans­
mission lines replaced the open wire Unes.

A close-up photograph of a later design is shown in Fig. 6.26. 
The arrangement of the radiators and lines in this version of 
the turnstile has several advantages. Firstly, the aerial can be 
completely “pre-tuned” during fabrication. Secondly, as the 
phasing is accomplished at the radiators, there are no phasing 
adjustments to be made at the bottom of the tower. All line 
impedances are exactly matched, and there are no standing waves 
on the lines. Thirdly, as the aerial’s frequency range is much 
wider than that required for wide-band frequency modulation, the 
whole system is not critical in any respect.

There are a number of other modifications of the turnstile, the 
best known being the De Mars aerial. The essential difference 
between this and the Brown turnstile lies in the use of a separate 
co-axial transmission line to each radiator. Thus, for a six-bay 
aerial there are 24 feed Unes, which run all the way down the 
tower to a “phasing room” at the base. The advantages claimed 
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for this system are that it enables the phasing to be done at a 
sheltered and convenient point, and that a more accurate match­
ing is obtained. However, on the disadvantage side there is the 
cost and work of installing the greater number of lines and the 
extra wind resistance and ice hazard which they form.

Fig. 6.26.—Close-up of an R.C.A. 
turnstile aerial.

Another variation of the turnstile which had a short vogue 
employed a between-layer spacing of three-quarters of a wave­
length, instead of the normal half-wavelength spacing. A three- 
quarter-wave spacing gives a slightly greater gain than the half­
wave spacing, and therefore an aerial of this type has a higher gain 
per layer.

It should, however, be noted that the gain per layer is not the
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Table 10a 

Gain of turnstile aerial

Number of 
layers

Power gain 
db

Field-strength 
gain 
db

Distance between top 
and bottom layers 

in wavelengths

1 0-50 0-707 0
2 1-25 112 0-5
3 2-00 1-41 10
4 2-75 1-66 1-5
5 3-50 1-87 2 0
6 4-24 2-06 2-5
7 5 05 2-26 3-0
8 5-75 2-40 3-5
9 6-25 2-5 4 0

10 6-76 2-6 4-5

only indication of worth. Actually, extra layers add little to the 
cost or weight of the whole aerial assembly; the overall height of 
the supporting pole is a more important factor, as it is the weight 
of this pole and the means of mounting it that determine what can 
and what cannot be used on any given structure. In this respect 
the three-quarter-wave spacing offers no advantage, as the gain 
per unit length of pole is the same.

Circular or Ring Aerials
The circular or ring aerial is essentially a folded dipole aerial 

which has been bent around into a circle. In Fig. 6.31 (A) the 
folded dipole is shown in its simplest form. It consists of two 
half-wave radiators, one of which is broken at the centre, where 
it is fed from a balanced transmission Une. The instantaneous 
currents in both units are in the same direction, and therefore the 
current distribution does not differ greatly from that of an ordinary 
half-wave dipole (which is approximately sinusoidal). As the 
voltage to ground at the centre is zero, the unbroken radiator can 
be attached directly to the supporting pole at this point.

In order to approach a more uniform field strength distribution 
than that of an ordinary dipole aerial, the folded dipole may be 
bent around into a circle, as shown in Fig. 6.31 (B). This, however, 
will not in itself give a circular pattern as the current distribution
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Fig. 6.28.—Curves showing therelationshipof height, power and distance 
to the 50 microvolt per metre contour line for a six-bay R.C.A. turnstile.



Fig. 6.20.

(By courtesy of “F.M. and Television".)

-The matching and phasing room at the Paxton station.
(By courtesy of "F.M. and Television’'.)

Fig. 6.29.—The co-axial cables coming down the aerial tower from the 10-bay 
De Mars turnstile at the 50 kW. Yankee Network F.M. station at Paxton.
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is not uniform around the radiator. To improve this situation a 
pair of metal plates are fastened at the folded points, as shown 
in Fig. 6.31 (C). These plates have the effect of adding end capacity 
to the radiators and change the current distribution to something 
like that shown in Fig. 6.31 (D). The current being now approxi­
mately uniform around the loop, the signal radiated approaches 
a circular pattern to the same degree.

A circular aerial presents a neat appearance and has a higher 
gain per layer than a turnstile. However, in order to keep down 
the mutual impedance, the layers must be placed a full wave­
length apart. Thus, the gain for a given height of mast is less than 
that obtained with a turnstile—provided that more than one 
layer is used. For example, a three-bay circular aerial is two 
wavelengths high and has a power gain of 2-6, whereas a five-bay 
turnstile having the same height has a power gain of 3-5.

Gain of Circular Aerial

Table 10b

Number of 
layers

Power gain 
db

Field strength 
gain 
db

Distance between top 
and bottom layers 

in wavelengths

1 0-79 0-89 0
2 1-7 1-3 10
4 3-63 1-9 30
6 5-5 2-35 50
8 7 24 2-7 7-0

As noted earlier, it is the height which is the important para­
meter since it is the weight and upsetting moment of the support­
ing pole which determine the practicality of any given design. 
The off-centre mounting of the rings is also a disadvantage in that 
it makes for mechanical dissymmetry. Thus, while the loops are of 
the same approximate weight as the turnstile elements, the fact 
that they are off-centre requires a stronger supporting pole.

Square-Loop Aerials
The broadcasting aerials discussed up to this point have all 

been mounted on supporting masts of the flag-pole variety. 
Where such a pole can be mounted on an existing structure, or
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where the ground height is in itself sufficient, one of these standard 
types would normally be used. In some cases it is, however, not 
possible to mount a flag-pole on the building chosen—either 
because the building structure will not support it, or because of

Fig. 6.32.—A close-up view of one bay of the General Electric Go., U.S.A, 
circular aerial, with its designer. M. W. Scheldorf.

the configuration of the building itself. Similar difficulties some­
times arise when it is desired to mount an f.m. aerial on an exist­
ing a.m. tower. The majority of such towers were not built for, 
and will not support, the heavy pole used with multi-element 
turnstiles or ring aerials. In such cases, several variations of what 
for want of a better name may be called a square-loop aerial have 
been used with success.
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The square-loop aerial consists of four dipole radiators arranged 

in the form of a square which may or may not be closed at the 
corners. In the case of a large building tower, the dipoles may 
project from the four sides. They may be in the form of folded 
dipoles or of simple dipoles fed at the centre, according to how 
impedance matching is to be obtained.

A type of square-loop aerial which can be conveniently mounted 
around a standard amplitude modulation broadcast tower has

Fig. 6.33.—Each layer of the square-loop aerial consists of 
four half-wave radiators arranged in a square. Correct phas­
ing is provided by the use of quarter-wave stubs which also 

form the radiator supports.
(By courtesy of "Electronics”.)

been described both by A. Alford and G. H. Brown. While various 
configurations are possible—including a three-sided type—the 
most usual arrangement is that developed by R.C.A. and shown 
in Fig. 6.33. The radiators are half-wavelength sections supported 
at their ends by lengths of tubing which run diametrically across 
the square and are attached near the centre to the framework of 
the broadcasting tower. These supports have shorting bars placed 
at points a quarter wavelength in from the corners. The current 
distribution is shown by the dotted line. Since the points at which 
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the shorting bars are located represent volt­
age nodes, the supports can be at ground 
potential.

The gain per layer of the square-loop 
aerial is greater than that of either the 
turnstile or the ring aerial. The reason will 
be evident when it is noted that each layer 
has effectively twice as many radiators as 
the turnstile. Moreover, as the vertical 
radiation is very low, the layers can be 
mounted at half-wave intervals. Compara­
tive gains of the various types of aerial 
discussed are shown in Fig. 6.35.

Slotted Cylinder Aerials (Pylon Aerials)
This type of aerial employs one or more 

slots cut in a cylinder of diameter of the 
order of 2/10. As explained earlier, a verti­
cal slot aerial has a horizontally polarised 
radiation field, and is thus particularly use­
ful for f.m. applications, since it has a 
relatively low wind resistance, and the 
feeders may be accommodated inside the 
cylinder itself. The slots may be filled with 
a low loss material, and hence this type 
of aerial is relatively little troubled by 
w’eather conditions, since the feeders and 
feed points are totally enclosed.

Due to the reactive loading effects on 
the cylinder itself, the slots are generally 
considerably larger than 2/2 for resonance, 
the actual increase in length being deter­
mined by the slot width and cylinder 
radius, as shown in Fig. 6.16. The feed 
point impedance of a single slot at half 
wave resonance is in the region 300-1,000 
ohms; with a multi-element aerial of this

Fig. 6.34.—The six-layer 
square-loop aerial at the 
f.m. station at Baton 

Rouge, Louisiana.

type the slots may be fed in parallel, to reduce the magnitude 
of the load presented to the main feeder to reasonable proportions.

Jordan and Miller have described the characteristics of a
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HEIGHT IN HALF WAVELENGTHS
Fig. 6.35.—Comparative gains of the various types of 

horizontally polarised multi-layer transmission aerial.

four-slot aerial of this type, which may be con­
sidered typical. The slots are spaced at one 
wavelength intervals, in a cylinder of diameter 
2/8. Each slot, for resonance, is 32/4 long, 
and the slot width is 2/60. The vertical and 
horizontal radiation patterns of this aerial are 
shown in Fig. 6.37, from which it will be seen 
that the radiation is substantially omni-direc­
tional in the horizontal plane. The aerial gain 
over a half-wave dipole is 5 db.

Whilst the radiation pattern in the hori­
zontal plane becomes more nearly omni-direc­
tional as the cylinder diameter is decreased, a 
lower practical limit of cylinder diameter is set 
by the need to increase slot length to maintain 
resonance; with cylinder diameters in the 
region of 2/10, the increase in length becomes 
inconveniently large, and a figure of 2/8 would 
appear to represent a good compromise value.

Vertically Polarised Transmission Aerials
All the aerials so far discussed have radiated 

Fig. 6.36.—Construc­
tion of slotted cylinder 

aerial.
(By courtesy of 
"Electronics".)
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horizontally polarised signals. However, for some special pur­
poses it may be desirable to radiate vertically polarised signals. 
Fig. 6.38 shows a group of three aerials which can be employed for 
this purpose.

The first has already been discussed earlier in this chapter, and 
it is not therefore proposed to say anything further at this point.

(B) SAME POWER

Fig. 6.37.—(.4) Vertical and (B) horizon­
tal radiation patterns of the aerial of 

Fig. 6.36.
(By courtesy of “Electronics".)

The second aerial, like the first, is suitable for flag-pole mounting. 
The outer conductor of the concentric transmission line is extended 
and folded back on itself in the form of a cylinder of relatively 
large diameter and a quarter of a wavelength long. The outer 
cylinder, together with the extension of the central conductor, then 
function as a half-wavelength radiator which, when at resonance, 
has the same input impedance as a centre-fed, half-wave dipole.

The third aerial is due to G. H. Brown and J. Epstein. This 
aerial is excited from a concentric transmission line which is 
connected directly to the end of a vertical quarter-wave radiator 
element. The lower end of this quarter-wave radiator element is 
continued into a screened section which permits a rigid mounting 
to be obtained without any detrimental effects on the electrical 
characteristics of the radiator itself—the impedance at the con­
nection point is practically infinite. As the radiation resistance 
of a quater-wave aerial is some 37 ohms, a co-axial cable of this 
impedance must be used to feed the aerial. Normally, this low 
impedance will make it necessary to use a polythene or other solid 
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dielectric cable. As an alternative, however, a quarter-wave 
section of line may be used as a matching section between the 
transmission line and the aerial’s 37-ohm input impedance. The 
more normal practice is, however, to use a cable of some 70 ohms 
impedance and eliminate the matching section by shortening the 
aerial and the matching section, so making the aerial impedance

Fig. 6.38.—Three aerials which can be used for the transmission of 
vertically polarised signals.

Fig. 6.39.—A vertically polarised four rod “ground plane" 
aerial with reflector.

(By courtesy of B..C.A.)

equal to that of the transmission line. The four horizontal rods 
are used to provide the “ground plane” necessary to ensure the 
provision of a strong image of the aerial—so producing the overall 
effect of a vertical half-wave dipole.

Fig. 6.39 shows an R.C.A. aerial of this type. This aerial 
consists of a vertical half-wave dipole and a four-rod “ground 
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plane”, which gives a field gain of some 2-8 db. Such a light 
aerial is not suitable for handling an output of more than some 
3 kW. Where a certain amount of directivity is required a reflector 
can be added, as is shown in the illustration. This particular 
reflector gives a field gain of 1-3 db in the forward direction and 
a reduction of some 1-7 db on the back side.

Tilted Wire Aerials
The tilted wire family of aerials, in general, have high gain and 

directivity combined with very little selectivity. However, to be 
of much value they must be several wavelengths long. Con­
sequently they have not been very widely used up to the present 
date. The correct angle of tilt or slope is such that the length of 
wire is one-half wavelength greater than its projection along the 
direction of propagation. Thus, the longer the wire the smaller 
the angle it should make with the direction of wave propagation 
in space.

Two sloping wires may be combined to form a balanced V-aerial 
lying in the plane of polarisation, and two V-aerials may be joined 
to form a diamond or rhombic pattern. With the far ends of these 
tilted-wire aerials open, they receive signals from the back nearly 
as well as from the front. This is because the energy from one 
direction travels out to the open ends and is reflected back to the 
receiver. Resistive termination may be applied to the open ends 
if reception from the back direction is undesired.

In Britain E.M.I. have designed aerials which increase the 
phase velocity along the tilted wire by the insertion of capacities 
at regular intervals along it. This permits a greater angle of tilt 
and consequently exposes the wire to a longer wave-front.

Slotted Cylinder Aerial with Multiple Slots
At very high frequencies, the requirement of the Pylon aerial 

that the cylinder diameter shall be of the order of 2/10, may lead 
to an inconveniently small value from the point of view of 
mechanical stability. To overcome this, the cylinder diameter 
may be increased, and more than one slot used. An example of 
this type of aerial is that employed by the BBC for its v.h.f. 
transmissions.

The aerial comprises eight stacks, each stack having four slots 
cut in a cylinder slightly greater than 2/2 in diameter. The overall



Fig. 6.40.—Cut-away view of BBC Multi-slot cylindrical aerial. 
(By courtesy of “Jf ireless World".)
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height of the aerial is eight wavelengths, and its gain over a half­
wave dipole is 9 db. The slots are operated at half-wave resonance; 
as each slot is boxed, the actual length for resonance is approxi­
mately 32/4. The aerial is designed for wide-band working, and

FROM COMBINING 
FILTER

Fig. 6.41.—Distribution feeder system for the aerial of Fig. 6.40, shown opened out into 
flat plane for clarity. Radial feeders are all of equal length with point impedances 

shown as plain figures and characteristic impedances in “boxes”.
(By courtesy of "Wireless World’’.)

each slot is “folded” and has reactance compensation of the type 
illustrated in Fig. 6.22.

The construction of each stack is shown in Fig. 6.40; as will be 
seen, the “boxing” of each slot is in skeleton form, comprising 
conductors spaced at approximately 2/10 intervals. Additionally, 
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a vertical conducting strip is situated in contact with the box bars 
behind each slot, to minimise fields in the enclosure at the centre 
of the cylinder. The outer of the coaxial feeder to each slot is 
terminated at the box bar opposite the centre of the slot, and the 
inner conductor is continued parallel to the cylinder surface to 
the central conductor of the slot, in the type of Balun circuit 
described previously. At the edge of each slot, capacitance 
coupling to the feeder is provided, to give a pre-set degree of 
reactance compensation.

The 32 slots are fed by successive bifurcation. At each point of 
division double 2/4 matching networks are employed, to provide 
the necessary impedance matching. A schematic diagram of the 
feeder arrangement is shown in Fig. 6.41.
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Chapter Seven

FREQUENCY MODULATION TRANSMITTERS

One of the most interesting differences between a frequency 
modulation transmitter and its amplitude modulated counter­

part is its higher efficiency. When employing amplitude modula­
tion the peak power output at 100 per cent modulation rises to 
four times the unmodulated carrier power. It therefore follows 
that if the peak power output is the limiting factor, by changing 
to frequency modulation the carrier power may be increased by 
four times or some 6 db. However, if the limitation is the maxi­
mum r.m.s. power output, then the permissible increase is only 
twice or some 3 db (assuming the most rigorous conditions—a 
square-wave modulating signal). From these figures it will be 
apparent that for any given size of power output valve or specified 
power consumption, a greater signal output can always be 
obtained by substituting frequency modulation for amplitude 
modulation. This higher efficiency is due to the reduction in the 
carrier component’s energy content which occurs when it is 
modulated in frequency—as opposed to the constant power 
content of the carrier component of an amplitude modulated 
signal.

In this chapter the general principles of frequency modulated 
transmitters will be considered, while the detail changes which 
have to be made for the various different uses to which frequency 
modulation is put will be considered in Chapter Eleven. It will, 
however, be necessary to outline the general requirements of 
typical frequency modulation systems in order to obtain a general 
quantitative background against which to discuss the various 
circuits involved. As the largest use to which frequency modula­
tion has yet been put is that of high-fidelity broadcasting, and, 
further, as definite requirements in this connection have been laid 
down by at least one country, it is proposed to start by reviewing 
these requirements. In America the Federal Communication 
Commission believe that frequency modulation is capable of 
providing higher fidelity transmissions than those of the normal 
medium-wave broadcasting stations; accordingly, they have 
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specified standards which are far more rigorous. The more impor­
tant of these requirements have been summarised in the table 
following.

Table 11
Frequency modulation broadcast transmitter performance standards

Charac­
teristic

F.C.C.
overall 

requirements

Transmitter 
measurements

Studio 
equipment 

audio 
measurements

Relay circuit 
requirements

Audio
Frequency

± 2 db of 1 kc/s 
level

50 c/s to 15 kc/s

Better than 
± 1 db of 

1 kc/s level 
30 c/s to 16 kc/s

Better than
±1 db of

1 kc/s level
30 c/s to 15 kc/s

±1 db of 1 
kc/s level

30 c/s to 15 kc/s 
System must be 

compensated 
overall

Freq. Mod. 
noise-level

60 db below 
100 per cent 
mod. 50 c/s to 

15 kc/s

Better than 70 
db below 

100 per cent 
mod. 30 c/s to 

16 kc/s

Better than 65 
db below 

level of 1 mv. 
input to pre­

amplifier

Should be 
better than 

65 db

Distortion Less than 2 
per cent 

(r.m.s.) 50 c/s 
to 15 kc/s

Less than 1 -5 
per cent

30 c/s to 15 
kc/s

Less than 0-5 
per cent 

30 c/s to 15 
kc/s

Less than 1-5 
per cent

30 c/s to 15 
kc/s

It will be evident from column three that in order to comply 
with these requirements a very high standard of performance 
must be maintained at the transmitter. At first sight it might 
appear that such high standards are unnecessary; however, it is 
on record that observers have commented on distortion as low 
as 2 per cent, and have frequently objected to noise-levels of 
60 db below 100 per cent modulation. These standards may, 
therefore, as their name implies, be accepted as Standards of Good 
Engineering Practice for high-fidelity broadcast stations.

One of the earliest decisions to be made when starting the 
design of a frequency modulated transmitter is the frequency 
deviation or swing which is to correspond to 100 per cent modula­
tion. In the case of a high-fidelity broadcast station, a swing of 
±75 kc/s is normally employed with a maximum audio frequency 
of 15 kc/s—i.e. a deviation ratio of 5:1. In the case of radio­
telephone links it is usual practice to employ a deviation of 
±15 kc/s and a maximum audio frequency of 3 kc/s—again a 
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deviation ratio of 5:1. Although deviation ratios as low as 1:1 
have been employed for telephony transmissions having a 
maximum audio frequency of 3 kc/s, the considerations at the 
end of Chapter Two show that the use of such low deviation ratios 
results in little if any improvement in noise-level over amplitude 
modulation. In such cases the reduction in noise-level does not 
therefore provide a valid technical reason for the use of frequency 
modulation. In the case of frequency modulated telegraph 
transmitters a frequency shift of 850 cycles is frequently adopted, 
the band-width occupied by the signal’s side bands being some 
1,100 cycles. Even with high-speed Morse this gives a deviation 
ratio of between 3:1 and 4:1, while for manual signals the ratio 
is often as high as 10:1 or 20:1.

Regardless of the purpose for which the frequency modulated 
signal is being employed, it is of prime importance that the carrier 
frequency should be as stable as is possible. In the case of fre­
quency modulated broadcast stations the Federal Communication 
Commission specify that the carrier’s mean must be held on its 
allotted frequency to with ±2 kc/s (i.e. to within one part in 
40,000, at the carrier frequencies normally employed). The 
majority of frequency modulated transmitters are arranged so 
that the power output stage is supplied with its drive from a 
chain of frequency multiplying stages, which are in turn driven 
from the frequency modulator—the controlling and by far the 
most important stage in the transmitter. Although a wide variety 
of circuits have been employed for the frequency modulation of 
the carrier, the common aim of all these circuits is always the 
achievement of the highest possible mean frequency stability, 
coupled with minimum distortion. The frequency modulator 
circuits most widely employed up to the present fall largely into 
three groups—the variable reactance valve, the modulation 
circuit due to E. H. Armstrong, and the “Phasitron” (see 
selected references at end of chapter). Although there have been 
many alternative circuits developed from time to time they have 
not been widely used in practice.

The Reactance Valve Modulator
The operation of the variable reactance valve type of frequency 

modulator can be followed with the aid of Fig. 7.1. The master 
oscillator circuit has connected across it a resistance R and a 
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capacitor C. The value of these components is so arranged that 
the resistance is high in comparison with the capacitor’s impe­
dance. Under these conditions the voltage across the capacitor 
lags almost 90° behind that across the tuned circuit. This lagging 
voltage is applied to the grid of As the anode current drawn 
by a valve is in phase with its grid voltage, it follows that the

Fig. 7.1.—The basic circuit of the variable reactance valve modulator. 
(By courtesy of the British Institute of Radio Engineers.)

current flowing through lags almost 90° behind that across 
the tuned circuit. As the valve fulfils all the necessary conditions, 
it may therefore be regarded as an inductance shunted across the 
tuned circuit. The value of this “inductance” will, of course, be 
varied by altering the valve anode current. It therefore follows 
that the application of an audio signal to the valve’s grid will in

Za=THE OVERALL IMPEDANCE 
PRESENTED BY THE VALVE 
ACROSS POINTS 1 AND 2.

Fig. 7.2.—The general example which 
illustrates the controlling impedances in 

a reactance modulator circuit.

effect cause alterations to the “inductance” shunted across the 
tuned circuit. The oscillator will therefore be modulated in 
frequency as a result of signals applied to the grid of the reactance 
valve.

If now, instead of the particular example illustrated in Fig. 7.1, 
the general example given in Fig. 7.2 is considered, it will be 
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found that the reactance Z3 presented by the valve across points 
1 and 2 is as follows:

Z3=^............................................(7.1)
■* a

Expressing this in terms of the phase shifting impedances:

......................... (7.3)

where ^a=the r.m.s. voltage developed on the valve anode;
Za=the r.m.s. anode current in amps;
^0=the r.m.s. voltage applied to the grid;
ym=the valve’s mutual conductance in amps per volt 

at the operating point.
The valve reactance Z3 can be further resolved into a resistance 

Rs in parallel with a reactance X3 which may be either inductive 
(L3) or capacitive (C3). The table below gives values of these 
components in terms of those used to produce the phase-shifted 
voltage applied to the valve’s grid.

Table 12
The equivalent impedance presented by a reactance valve expressed 

in terms of the phase shifting network Zr and Z^.

Z1 z.

Z3, equivalent parallel resistive and 
reactive components

R. Z*3, C3

R C
l + (m(ZR)2

9m
\ + (wCR)2

3“ gmw2CR

C R
\ + (wCR)2 
gm^CR)2

gmCR 
^3~ï + (wCR)2

R L R2+w2L2 
gm^L2

p___ gmLR 
^3~R2+w2L2

L R
R2+w2L2 

gmR2
R2+w2L2

3 gm<MR
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As the voltage applied to the valve grid is limited by the length 

of its grid base this determines the minimum ratio of the reactances
and Z2, the phase-shifting components. With the aid of 

the above table and a knowledge of the valve’s mutual con­
ductance at the bias value being used, it is possible to calcu­
late the impedance it presents across the tuned circuit under all 
conditions.

In order to produce a variable reactance, it is apparent from the 
table that the mutual inductance of the valve must be variable. 
This may be achieved in one of two ways; if the modulation signal 
is applied to the same grid as the r.f. input, the valve must be 
biased to a point of the ia—va characteristic where appreciable 
curvature exists, so that the mutual conductance varies with modu­
lation signal amplitude. Alternatively, the modulation may be 
applied to an outer grid of a multi-grid valve; in this case the 
modulation signal controls the proportion of the electron stream 
through the valve reaching the anode, and hence the effective 
mutual conductance from the inner grid to which the r.f. signal is 
applied.

In all four cases set out in the table, it is of interest to note that 
X3, the reactive element in parallel with the main tuned circuit, is 
inversely proportional to gm. This type of modulator should 
therefore more correctly be termed a susceptance modulator, 
since it is jB3=} /jX3 which varies linearly with gm.

Reactance Modulator Sensitivity
For simplicity it will be assumed in this section that the variable 

reactance valve has the modulation and r.f. signals applied to its 
control grid, and that the mutual conductance characteristic 
varies linearly from cut-off to zero bias. It will also be assumed 
that the phase shift network always supplies the grid with a voltage 
which has been shifted by a full 90°, and therefore that the 
in-phase component of the power drawn by the reactance valve 
may be neglected. Under these conditions it is possible to calculate 
with sufficient accuracy for all practical purposes the sensitivity 
and band-width coverage of a reactance valve modulator.

Firstly, as has been shown by Winlund, the maximum modu­
lator sensitivity, expressed in terms of radio-frequency deviation 
to audio input voltage, occurs when the peak audio and radio 
frequency voltage swings applied to the modulator grid are equal.
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That is to say when

ea=er=iVg...... (7.4)
where ea=peak audio voltage applied to modulator grid;

er=peak radio frequency voltage applied to modulator 
grid;

Vg=modulator bias voltage at the operating point.
The peak radio frequency current drawn by the reactance valve 

when there is no modulation is
im=ergm...........................................(7.5)

The peak oscillator tank capacity current is

if= =e0coCf, . . . . (7.6)
Ao

where e0=the peak oscillator tank voltage;
C/=ocillator tank fixed capacity;

Xo= reactance of each of the two oscillator tank circuit 
components.

The fraction of the tank current flowing through the modulator 
without modulation (i.e. zero percentage modulation) is, then,

m \ _ m 7 j
if /o e0MCf

At full deviation (i.e. at 100 per cent modulation or peak ea) 
er becomes 50 per cent greater, or,

= 1^................................. (’-8)
ioo - e^atCf

The change—expressed as a fraction of the total current flowing 
round the oscillator tank circuit, from zero to full modulation— 
will be the difference between equations (7.8) and (7.7). The 
resultant fractional frequency deviation will be one-half of this 
(due to the fact that the frequency changes as the square root of 
the capacitance change), providing that these deviations are only a 
relatively small percentage of f the oscillator frequency. Thus,

fe)

^e^Cf 8nfe0Cf
• (LIO)
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The maximum band-width wm, over which the modulator is 

capable of swinging the oscillator frequency is, then,

m   Vg9 m   & m Vg9 m 11 1 1\
a n 0 n a ' * ' '47ie0Gz 8ae0(Jf e0Cf

In the above formula km—the “modulation constant”—is 
or less, depending upon the percentage of the modulator 

valve’s grid voltage to anode current (gm) characteristic which is 
linear and therefore usable for the sum of the peak audio modula­
tion voltage, the peak radio frequency voltage and the direct­
current bias change necessary to make allowance for the extreme 
automatic frequency control correction. In a practical valve the 
truly linear part of the mutual conductance characteristic may 
well be but a fraction of the total. Under these conditions the 
modulator sensitivity in cycles per volt is, then,

Sm=^........................................ (7.12)
2 g

This derivation is only applicable to single valve class A 
modulators and for the assumptions specified. For push-pull 
Class A modulators, the value given in equation (7.11) for must 
be multiplied by two, while that for Sm in equation (7.12) must also 
be doubled.

Distortion in Reactance Modulators
If it is assumed that the capacitance of a tuned circuit remains 

constant and the inductance element only is varied, then it follows 
from the formula for the resonant frequency of a tuned circuit 
(f=----—— ) that the frequency will vary as the square root of

2ax/LC'
the change in inductance. From this it follows that even if the 
inductance change is strictly proportional to the modulating signal 
amplitude, the resultant frequency variations will not be so. It 
is therefore apparent that a variable reactance valve must produce 
some distortion in frequency modulating an oscillator.

In a circuit embodying a reactance valve the inductive reactance 
so formed does not behave as in a normal tuned circuit; instead, 
a reactance is produced in which the current is substantially 
independent of the frequency variations. This abnormal condition 
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has been examined by Winlund, in order to determine the distor­
tion which results from the use of a reactance valve as a frequency 
modulator. The table below shows the conclusions reached.

Table 13
Distortion due to reactance valve modulators

Fractional band-width 
(per cent)

Distortion 
(per cent)

Distortion
Fractional band-width

100 13-6 0-136
40 5-3 0-132
20 2-8 0-14
10 1-4 0-14
4 0-56 0-14
2 0-28 0-14
1 014 0-14
0-4 0-056 0-14
0-2 0-028 0-14
01 0-014 0-14

Note—Fractional band-width= Peak to peak frequency swing expressed as a 
percentage of the centre-operating frequency.

A study of the above table reveals the somewhat surprising 
result that the distortion is an approximately fixed percentage 
of the fractional band-width, i.e. some 14 per cent. Assume as an 
example a swing of plus and minus 75 kc/s on a mean frequency 
of 50 Mc/s. The fractional band-width is therefore some 0-3 per 
cent, from which it follows that the distortion due to reactance 
curvature is 0-04 per cent. If this swing is obtained by multiplying 
up from a lower centre frequency, the fractional band-width, 
and therefore the distortion, remain the same. As the distortion 
is well below that required for even a high-fidelity transmission, it 
follows that it is permissible to work with a lower reactance 
modulator frequency and, if so desired, use a heterodyne frequency 
changer to obtain the final carrier frequency. If this circuit 
arrangement is employed care must, however, be taken not to 
exceed—in the modulated oscillator alone—the total distortion 
which can be permitted.

Even if a fairly difficult case is taken the result is still not too 
unsatisfactory. Take, for example, the transmission of frequency 
modulated signals over either power or telephone lines. If a 
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carrier of 30 kc/s and a deviation of ±6 kc/s is assumed, the 
distortion arising from the use of a reactance modulator will 
be some 6 per cent. It should, of course, be borne in mind that this 
figure assumes a ruler-straight reactance valve characteristic. In 
practice the valve characteristic curvature will add to the distor­
tion figure. The distortion produced by variable reactance valves 
is usually far too great to permit their use for the direct pro­
duction of extremely large fractional band-widths, such as those 
encountered in sub-carrier frequency modulation transmission.

Push-Pull Reactance Modulators
If a simple oscillator is frequency modulated by means of a 

reactance valve, the question of frequency stability immediately 
crops up. As the reactance valve is a device which makes the 
frequency of an oscillator dependent upon the voltages applied 
to its electrodes, it follows that voltage variations other than the 
desired modulation signal will also cause the frequency to vary. 
Unless suitable steps are taken this will result in very poor 
frequency stability. The first and obvious method of improving 
the stability of a simple reactance valve modulator is that of 
using a voltage-regulated power supply. In practice such a step 
is an absolute necessity in any circuit in which the simple 
modulator is employed.

Another and, in general, more satisfactory method of reducing 
the modulator’s susceptibility to power supply variations is by 
means of a push-pull reactance valve circuit, such as that illus­
trated in Fig. 7.3. In this circuit the two valves are arranged 
so that they produce opposite reactance variations. It follows 
that they must be supplied with push-pull modulating signals in 
order that their reactive effects may add together. Any unwanted 
voltage drift or variation (including power supply ripple) will then 
be cancelled out as in an audio push-pull amplifier.

Valves Fj and F2 are the reactance modulators and F3 is the 
oscillator. The use of heptode valves is suggested because of 
the convenience of having an extra control grid for applying the 
modulation. The phase shift network feeding valve is arranged 
in the same way as that used for automatic frequency control 
in broadcast receivers. The resistance Rr and the grid to cathode 
capacity (Cge) of the valve forms the phase shift network supplying 
the grid feed voltage. is made large in comparison with the 
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reactance of Cgc, so that the phase of the voltage developed at 
the valve grid lags by 90° that across the oscillator circuit. It 
therefore follows that this valve’s anode current will also lag the 
voltage across the oscillator circuit. As the valve is drawing a 
lagging current it is thus effectively a shunt inductance across the 
oscillator circuit.

The valve F2 uses a phase-shifting network which supplies it

TO FREQUENCY 
MULTIPLIERS

Fig. 7.3.—The circuit of a push-pull reactance valve modulator. Valve V, is 
fed with a phase-shifted voltage via C2 and R, so that its anode circuit acts 
as a shunt inductance the value of which is dependent upon the gain of the 
valve. Similarly the valve V2 is fed via C, with a signal which causes the valve 
to present the effect of a shunt capacity across the oscillator circuit. The 
application of a push-pull audio modulation therefore produces additive 

frequency modulation of the oscillator’s frequency.

with a leading voltage and thus results in its presenting a capaci­
tive reactance effect instead of an inductive effect in the anode 
circuit. In the phase-shift network the capacitor CJ is small 
enough to have a reactance which is high in comparison with the 
resistance R3—the capacitor being the controlling factor it 
therefore follows that the current flowing in this circuit leads the 
voltage. As it is this current which results in the voltage developed 
across the resistance R3, it follows that the voltage applied to the 
valve grid must also lead the voltage across the oscillator circuit. 
This being so, this valve’s anode current will also be leading, so 
causing the valve to present an effective shunt capacitance across 
the oscillator circuit. Any change in voltage which is applied to
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both modulator valves will therefore produce reactance variations 
which will be cancelled out at their anodes.

It will be noted that a Hartley oscillator circuit is shown in 
Fig. 7.3, and that the reactance valves are only connected across 
a part of the oscillator circuit. This reduces to some extent the 
effectiveness of the reactance valves. However, in oscillator 
circuits in which one end of the tuned circuit is grounded, the 
cathode is usually at a radio frequency potential from ground. 
Such an arrangement invariably leads to hum in the form of 
frequency modulation. This may be avoided by choosing a circuit 
in which the cathode is grounded. As an alternative the heater 
may be raised to the same radio-frequency potential as the cathode 
by means of radio frequency chokes.

With the aid of a balanced reactance valve modulator it is 
possible to neutralise all frequency instability due to power supply 
variations. If, as frequently occurs, the oscillator which is being 
modulated itself varies in frequency as a result of power supply 
changes, then this may also be neutralised by means of the 
balanced reactance valves. When used for this purpose, the valves 
are adjusted so that they are slightly off-balance; in this way they 
produce a residual reaction which is equal and opposite to the 
oscillator’s reaction to power supply variations.

When it is desired to use the reactance valves for this overall 
balancing, the circuit may be adjusted by deliberately switching 
a series resistance in and out of the power supply lead and at the 
same time varying Cx until the frequency variations resulting are 
negligible. This frequency variation may be best observed by 
noting the beat-note it produces when heterodyned against 
a stable oscillator.

When it is merely desired to balance the two reactance valves 
so that they are themselves unaffected by power supply variations, 
the grids of the two modulator valves may be tied temporarily 
together so that they are modulated in parallel. Modulation is 
then applied and Cx adjusted for a minimum frequency modula­
tion output. After the balance has been obtained the modulator 
grids can be connected back in push-pull.

The push-pull reactance modulator has an additional advantage 
in that the resistive components in parallel with the main oscillator 
circuit due to the two valves vary in opposite senses when modula­
tion is applied. With a single-ended modulator, the variation of
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the resistive term tends to produce unwanted amplitude modula­
tion. T. P. Flanagan has shown that the condition for constant 
resistance is the same as that for reactance balance at the centre 
frequency. In terms of the components in Fig. 7.3, this condition 
is co02=1C1R3Cî,cÆ1. Under these conditions of operation, the 
reactance modulator has no effect in determining the centre 
frequency, this being determined solely by the oscillator elements

Fio. 7.4.—Balanced reactance modulator of type employed in Marconi 
FMQ circuit.

and C& of Fig. 7.3). If the values ofC1,R3,R1 are chosen so that 
)/o)0CgcRx=1 /a>0CxR3=k, the shunt resistance presented to the 
oscillator tuned circuit is given by (1±&2)/2g„k2.

An alternative form of push-pull reactance modulator has been 
developed by Marconi for use in the FMQ oscillator; a simplified 
circuit diagram of the arrangement is shown in Fig. 7.4. Valves Kj 
and V2 form a “long-tailed pair”, sharing a high valve common 
cathode load Rv As the cathodes of the two valves are conse­
quently at a relatively high potential, the grid resistors are 
returned to a potential divider R2, R3 connected across the h.t. 
supply. The value of Rx is such that the bias applied to the two 
valves V\ and V2 brings the anode current near cut-off value, and 
the mutual conductance varies linearly with small charges of grid 
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bias. Capacitor C2 serves to decouple the cathodes of and V2 to 
ground at r.f., but not at a.f. A portion of the r.f. signal from the 
oscillator circuit is fed to the grids of both valves V\ and V2 in anti­
phase; consequently with no modulation applied, the sum of the r.f. 
components of the two anode currents is zero, and there is no signal 
fed to the grid of V3.

When, however, modulation is applied to the grid of V1} the 
cathode potential tends to follow the input signal, and hence V2 
anode current alters, tending to maintain the cathode potential 
constant. is sufficiently large for near-equality variations of 
anode currents in the valves to be achieved, the difference 
between the two currents being such as to maintain the drive to 
V2 at approximately half the input signal amplitude. Thus when 
modulation is applied the grid-cathode bias applied to the two 
valves alters differentially, and hence the effective mutual 
conductance of the two valves varies differentially also. An r.f. 
voltage is therefore developed across Cr which forms the major 
portion of the,common anode load at r.f. This output is propor­
tional to the modulating signal amplitude and, additionally, is in 
quadrature with the input voltage. The voltage across Cr is fed 
to the grid of V3; the anode of F3 is connected in parallel with the 
oscillator tuned circuit. Thus when modulation is applied, V3 
behaves as a reactive circuit element, its alternating component 
of anode current being proportional to the a.f. input signal. This 
circuit arrangement has a number of advantages over that 
conventionally employed. Since V3 is purely an amplifying stage, 
its performance is relatively non-critical with regard to operating 
potentials and it can therefore be made to deliver a relatively 
large r.f. current without overloading. Conversely, the anode 
current swings in Vr and V2 can be kept to relatively low magni­
tudes in order to ensure maximum linearity.

Capacitor Cx is made variable to provide a control of deviation 
sensitivity; for a constant r.f. input its value can be altered to vary 
the drive to F3, and hence the frequency swing.

Stabilised Reactance Modulators
In practice there are other factors besides the variations in 

supply voltage which affect the oscillator frequency. There are 
changes occasioned by differences in temperature and humidity. 
While these variations are largely a matter of mechanical design 
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they still remain a problem to be surmounted. While they may 
be very largely overcome by placing the components involved in 
a simple thermostatically controlled oven, this still does not 
overcome effects due to such causes as the ageing of valves. In 
order to be certain of holding all frequency drift within a tolerance 
of ±1,000 or ±2,000 cycles in some 100 Mc/s, further and more 
positive methods of stabilisation have to be resorted to.

The representative circuit shown in Fig. 7.5 was first described

Fig. 7.5.—A reactance valve frequency modulator with automatic frequency control. 
The A.F.C. Circuits serve the dual function of maintaining frequency stability and 

providing a monitoring circuit.
I.F.=460 kc/s. C1=C2=C3=0—75 pf midget condenser.
Ll=L2=L3=2-5 Mh. 50,000 ohms.
R2=Ji3= 200,000 ohms. C1=C5=200 pf.
Coupling between and L2 = 14 per cent.
Coupling between L2 and L3=2-5 per cent.

(By courtesy of “R.C.A. Review’’.)

by Crosby. It will be noted that this circuit uses a simple oscillator 
valve V2 and a single reactance valve Vv Normally such an 
arrangement would have a bad frequency stability if it were not 
for the automatic frequency control system consisting of the 
heterodyne frequency converter V3 and the discriminator D, with 
the two detectors and F5. This automatic frequency control 
system operates off the relatively low frequency obtained from 
the heterodyned output of the frequency changer stage. By using 
a heterodyne frequency changer to convert the modulated oscil­
lator’s frequency to a much lower value, any drift—expressed in 
terms of cycles “off” the mean frequency—remains unchanged. 
At the lower frequency the discriminator circuit will be very much 
more stable—in terms of cycles actually drifted—than would have 
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been the case if it had been operating at the same frequency as 
the reactance modulated oscillator. The crystal oscillator supply­
ing the signal to the frequency changer valve must have a stability 
higher than that desired for the final carrier frequency. For 
maximum stability the intermediate frequency at which the 
discriminator D operates should be as low as possible; 450 kc/s 
(the broadcast i.f.) is frequently used for this purpose.

Stabilisation in the above arrangement occurs in the following 
manner. Assume that the oscillator frequency of valve F2 1S l°w; 
this will result in the frequency applied to the discriminator also 
being low. The discriminator output instead of being zero will 
now be a slight positive voltage, which when applied to the grid 
of the variable reactance valve V1 causes it to draw a larger 
lagging current and so present an appearance of a smaller value 
of shunt inductance across the oscillator circuit. This results in 
the oscillator frequency being raised.

There are many possible variations of the typical reactance 
valve circuits already described; it is, for example, possible to 
apply direct-current amplification to the voltage output of the 
discriminator before applying it to the variable reactance valve. 
Normally, when a stabilised oscillator is employed, a balanced 
modulator is used and both the h.t. and l.t. supplies are stabilised. 
It is also normal to enclose the critical components in a thermo­
statically controlled oven. As the discriminator’s action forms 
the subject-matter for a later chapter it will not be discussed 
at this point.

FMQ Modulator (Frequency Modulated Quartz)
The FMQ oscillator circuit has been developed by Marconi for 

the purpose of effecting frequency modulation of a crystal con­
trolled oscillator. It employs a reactance modulator of the type 
described in the section on push-pull reactance modulators. The 
method of modulating the crystal itself is of sufficient importance 
to warrant special attention. It is not normally possible to obtain 
satisfactory results by connecting a reactance modulator to a 
circuit employing crystal control; the reasons for this will be 
apparent from an inspection of the equivalent network of a crystal 
given in Fig. 7.6. The capacitor Ch is the crystal holder capacitance 
and that between the leads etc., the components Lc, Rc, and Ce 
being those which would give precisely the same electrical
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performance as the crystal itself at the operating frequency. 
Typical values of Lc run into henries whilst those of Cc run in 
fractions of pico-farads; it is therefore obvious that any charge 
in the reactance in parallel with Ch has very little effect on the 
resonant frequency of the circuit, since this is dominated by Lc 
and Cc. Expressed alternatively, it may be said that Cb and Ce 
form tapping points to the crystal circuit, and their relative 
magnitudes are such that any external element is tapped across 
an extremely small portion of the circuit.

In order to effect modulation, an impedance transformation 
is necessary, and for this purpose a quarter-wave network is

employed. This comprises a 71-section network, of the type 
shown in Fig. 7.7; if the values of L and C are chosen so that 

f0=---- where/0 is the working frequency, then the impedance 
2nVLC

measured between terminals 1 and 3 (Z13), when a load impedance 
ZL is connected to the terminals 2 and 3, is given by

Z^ZJIZL.......................................(7.13)
where ZJ—LjC.

If then the load comprises a crystal, and the value of C connected 
between terminals 2 and 3 is adjusted to incorporate Cb, the load 
is equivalent to a series tuned circuit comprising Lc, Rc, and Cc. 
Then input impedance is given by (7.13) above; it, is, however, 
more convenient to calculate the input admittance given by
^13— 1/^13-

ja>Lc++RC 
y13=______ _________

That is, the network input admittance is the same as that of a 



FREQUENCY MODULATION TRANSMITTERS 229
parallel tuned circuit comprising three branches, L, C, and R, the 
relationship being given by:

£ =
c = Ljz^,
R = ZfiR,..................................... (7.14)

To the input terminals 1 and 3 can be therefore connected a 
maintaining amplifier and a reactance modulator. The circuit 
has the advantage of retaining the high centre-frequency stability 
of a crystal oscillator.

Considerable care is necessary in mounting the crystal, to prevent 
operation in spurious modes under conditions of varying frequency; 
additionally, precautions must be taken to ensure that oscillation 
is not controlled by the quarter-wave section itself, the resonant 
frequency of which is \'2.

Armstrong’s Frequency Modulator
E. H. Armstrong is responsible for developing the method of 

frequency modulation which will now be discussed. The chief 
advantage of his method is that, being based on a crystal controlled

CARRIER 
SUPPRESSED.

Fig. 7.8.—A simplified block diagram of Armstrong’s frequency modulation 
transmitter. The mixing of a carrier and phase-shifted amplitude modulation 
side bands produces phase modulation. As a result of the pre-distortion of the 

incoming audio signal the overall effect is that of frequency modulation.
(By courtesy of the British Institute of Ralio Engineers.)
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oscillator, it has an inherent frequency stability which is probably 
higher than any other type of modulator.

A block circuit diagram of a transmitter incorporating Arm­
strong’s modulator is shown in Fig. 7.8. In such a transmitter

CARRIER SIDEBAND
AMPLIFIER AMPLIFIER

Fig. 7.9.—An outline circuit of Armstrong’s phase modulator.

the output from a very stable crystal controlled oscillator is fed 
through two channels. The first channel starts with a pair of 
valves (V2 and F3, Fig. 7.9) operating as a balanced amplitude 
modulator. The carrier is cancelled out across the output trans­
former in the anode circuit of these two valves, so leaving the 
amplitude modulation side bands only. By feeding these side bands 
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through the small condensers Cx and C2, a phase shift of 90° is 
produced. The second outlet channel from the crystal oscillator, 
after being amplified by is combined with the phase-shifted 
amplitude modulation side bands on the anode of F4.

The effect of combining a carrier with amplitude modulation 
side bands which have been shifted in phase by 90° is shown in 
Fig. 7.10. These vector diagrams show, firstly, how the side bands 

LOWER 
SIDEBAND

SIDEBAND
LOWER 
SIDEBAND

LOWER 
SIDEBAND

UPPER 
SIDEBAND

Z LOWER 
< SIDEBAND

APPROACHING MIN. OUTPUT 
(lOO% MODULATION)

RESULTANT
WAVE oSHIFTED—45°

----------

Fig. 7.10.—Vector diagrams (a) and (b) show the normal phase relations 
between the side bands and carrier of an amplitude modulated wave. 
Diagrams (c) and (d) show that by shifting the side bands by 90° relative 

to the carrier, phase modulation is produced.

RESULTANT

UPPER 
SIDEBAND

RESULTANT 
WAVE 
SHIFTED + 45

normally combine with the carrier to produce amplitude modula­
tion, and, secondly, how when shifted in phase they produce 
phase modulation. It will be recalled from the discussion in 
Chapter Two that the relationship between phase and frequency 
modulation is simply that in the former case the frequency 
deviation of the carrier is directly proportional to the differential 
of the audio signal rather than, as in the case of frequency modu­
lation, being proportional to the audio signal itself. This being
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Fig. 7.11.—The carrier vector Ee and the 
resultant side band vector E,.
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so, it follows that, if it is desired to obtain a frequency modulated 
signal from a modulator producing a phase-modulated signal, it 
is only necessary to integrate the audio signal before applying it 
to the modulator. When used with such a pre-distortion circuit 
Armstrong’s phase modulator gives a frequency modulation 
output.

Distortion Produced by Armstrong’s Modulator
If, in a modulator producing phase-modulation, the angle 0 is 

made to vary linearly with the side band vector amplitude E„ 
then it follows that there will be 
no distortion produced at this 
point in the system. It is there­
fore necessary that 0 should be 
related to Es by the equation 
O=KES, where K is an arbitrary 
constant. However, it is appar­
ent from Fig. 7.11 that they are 
in fact related by the equation 
0=tan-10^; it is therefore 

obvious that the modulator 
introduces distortion equivalent 
to the difference between the 

desired relationship and the actual relationship. Jaffe has investi­
gated this position and shown that this distortion takes the form 
of the production of odd harmonics and that the amplitude of 
these harmonics can be expressed by the following equation:

2 —__
. (7.15)

where .4n=the amplitude of the nth harmonic;
p=the tangent of the maximum phase shift expressed 

in degrees.

Fig. 7.12, which is prepared from the above formula, gives the 
percentage harmonic distortion in terms of the fundamental, 
against phase shift values (0) of up to 45°. It should be noted 
that the bulk of the distortion is made up of third harmonic.

As the audio signal is integrated before being applied to
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Armstrong’s modulator, it follows that the resulting phase modu­
lation deviation will be progressively decreased as the frequency 
of the audio signal is increased. This being so, it is obvious that 
the larger phase excursions will only occur in the lower frequency 
region, with the result that the maximum distortion will also 
occur in this region.

This is well illustrated in Fig. 7.13, which shows the distortion

Fig. 7.12.—Percentage distortion versus the 
maximum phase deviation in degrees, which 

results from Armstrong’s Modulator.

produced over the audio band when the phase modulation has 
been made equal to some 25-5° at 20 cycles. It will be noted 
that the distortion is 5 per cent at this frequency, but that it falls 
to negligible proportions above 100 cycles.

It is interesting to note that neither the percentage frequency 
change nor the percentage harmonic distortion is affected by 
frequency multiplication. If heterodyning is employed to alter 
the frequency, the percentage frequency change will be modified, 
but the percentage distortion will be unaffected. It is common 
practice to use a maximum phase shift of 30° for an audio signal 
of 30 cycles. The distortion will then be some 7-2 per cent at 
30 cycles and less than 0-05 per cent at 400 cycles. Under these 
conditions the actual modulation produced would be some 
30°------ = 0-524 radians, which results in a frequency swing of only 

57-3°
30 X 0-524= 16 cycles for a modulating frequency of 30 cycles.



Fig. 7.13.—The percentage harmonic distortion over the audio frequency range 
for the case when a phase change of some 25-5° is produced by a modulating 

frequency of 20 cycles.

Minimising Distortion in Armstrong’s Modulator
In the last section it was shown that whereas 0, the phase 

deviation in Armstrong’s modulator, should be strictly propor­
tional to variations in the amplitude of the phase-shifted side bands 
—i.e. 0=KEa (see Fig. 7.11)—it is in fact proportional to

0=tan~1(£s/£c).
It will be apparent that the desired linear relationship can be 

obtained by varying the amplitude of the carrier vector Ec. In 
this way it is possible to make

0=KEa=t&n-\EsIEc), .... (7.16)
or ^=tan KEs...................................(7.17)

Ec
From this last equation the desired relationship which the 

amplitude of Ec should bear to that of the side bands can be 
derived as

EC=ES cot KEa. .... (7.18)

Bertram has shown that for small values the cotangent can be 
expressed by the series

1 x x3 2x5cot x=-------------------------,
x 3 45 945

. (7.19)
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so that,

E=E [J__KE1_(KEJ3_2(KEJ3-]
c SL^S 3 45 945 J

_ 1 KES2 K3EJ
~ K 3 45 '
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(7.20)

(7-21)

It will be shown later that by amplitude modulating the carrier 
with a wave having the above form, it is possible to operate up 
to some 60° phase shift without appreciable distortion. Accepting 
this figure for the moment and making Es=l for a 60° (or 1-048 

g
radian) phase shift, then K=— = 1-048. Hence it follows from 

Es
equation (7.21) that for complete correction of all distortion up to 
this phase shift the carrier Ec must be amplitude modulated with 
a wave of the following form:

^=0-955-0-349^s2-0-025^/. . . (7.22)

This shows that if the carrier amplitude (the factor K) is taken 
as 0-955, then the carrier should be amplitude modulated to a 
relative depth of 0-349 with the side bands’ second harmonic and 
also to a relative depth of 0 025 with their fourth harmonic. 
Expressed in different terms, this means that when phase modu­
lating to 60° (by Armstrong’s method) the carrier should also be 

amplitude modulated to =36 per cent with the audio 
0-9o5

signal’s second harmonic and to 2-6 per cent with its fourth 
harmonic.

In practice it is, however, difficult to produce accurately more 
than the second harmonic of the audio signal. Pieracci has 
therefore given empirically derived values for the second har­
monic correction which should be applied to a carrier which is 
phase modulated to a maximum of 60°. Under these conditions:

^<.=0-765+0-188 cos 2ft>aZ, . . . (7.23)

where 0-765=the relative mean carrier amplitude;
0-188=the relative amplitude of the second harmonic of 

the audio signal wa.
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Comparing this figure with equation (7.22)

^c=0-765 + 0-188(l-2 sin2 coat), . . (7.24)

= 0-953 — 0-376 sin2 coat, .... (7.25)

or j£c=0-953-0-376£s2......................................... (7.26)

It will be noted that this equation compares very closely with 
that derived theoretically by Bertram.

It therefore follows that if a simple sine wave having twice the 
frequency of the audio signal is applied as amplitude modulation 
to the carrier, then there will be a very close approximation to 
a linear relationship between 0 and Es. The higher coefficient of 
Ea used in the practical case compensates to some extent for the 
neglected higher order terms. As it is possible to correct for a 
sine wave of any frequency, it follows that the distortion can be 
corrected however complex the modulating signal may be.

Table 14

Distortion remaining after second harmonic correction of 60-degree 
phase modulation

0 assumed 
(degrees) KE, 0-765+0-18S 

COS 2(0at
0 actual 
(degrees)

Error remaining 
(degrees)

6 0-952 0-949 6-03 0-03
12 0-940 0-938 12-0 0-0
18 0-922 0-919 18-0 00
24 0-899 0-892 24-1 0-1
30 0-866 0-859 30-2 0-2
36 0-825 0-822 36-0 0-0
42 0-778 0-770 42-2 0-2
48 0-720 0-713 48-2 0-2
54 0-652 0649 54-2 0-2
60 0-577 0-577 60-0 0-0

Table 14 indicates the theoretical error resulting from this 
practical correction. It should be noted that it is not practical 
to correct the distortion on phase deviations very much greater 
than some 60°. This is due to the fact that the limiting value of 
90° phase modulation is being approached.
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Distortion Correction Circuits Applied to Armstrong’s 
Modulator

In addition to a theoretical examination of the correction of 
distortion in Armstrong’s modulator, Pieracci has also described 
a practical method of carrying it into effect. Fig. 7.14 shows a 
typical circuit diagram of a modulator embodying this principle.

Fig. 7.14.—A circuit diagram of Armstrong’s modulator with the addition of distortion 
correction circuit. This arrangement minimises the distortion produced at large-phase 

deviations.

The audio amplifier stage, including F2 and V3, the balanced 
modulator F4 and V5, the oscillator Fx along with the phase­
shifting network R2, C3, R3, and C^, and the carrier amplifier and 
mixer stage, F6, provide frequency modulated signals in the 
general manner already described. The new feature introduced 
in this circuit is the amplitude modulation of the phase-modulated 
carrier with a wave-form having twice the frequency of the original 
modulating signal. The valve F7 full wave rectifies the audio 
signal, so providing a basic double frequency voltage. The wave­
form of the voltage delivered by F7, however, has a high harmonic
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content. It is therefore passed through F8 which shapes the wave­
form so that it emerges within 5 per cent of a true sine wave.

The operation of this valve is illustrated in Fig. 7.15. Diagram 
(a) shows the wave-form which is normally produced by a full­
wave rectifier. In the case of F7 the cathode is raised to a suffi­
cient positive voltage—with resistances and R9—to cause the 
actual output wave-form to be of the shape shown in Fig. 7.15 (b).

OUTPUT FROM NORMAL 
FULL-WAVE RECTIFIER.

OUTPUT OF V7 WITH POSITIVE 
VOLTS QN CATHODE

This wave-form, which is one step nearer to a sine wave, is 
applied to the grid of F8, a valve with a variable-mu characteristic. 
Fig. 7.15 (c) shows that while the positive half of the wave-form 
applied to the grid emerges at this valve’s anode in a substantially 
unchanged form, the negative half is distorted by the tailing 
variable-mu characteristic so that it becomes a close approximation 
to a sine wave. By adjustment of the resistors R3 and the 
value of the positive bias applied to the cathode of F7 can be set 
to give the smoothest wave-shape obtainable.

As the output wave-form of F8 has been shifted by 180° in its 
passage through the valve (by only 90° in terms of the original 
audio modulating signal), it is in the correct phase to apply as

Fig. 7.15.—This diagram illustrates the means by which the 
audio signal is rectified and corrected to within 5 per cent of 

a true sine wave-form having double frequency.

REGION OF
VARIABLE Í 
Mu VALVE’S I

‘TAIL’ 1

WAVEFORM APPLIED 
TO Vg GRID

WAVEFORM EMERGING 
/FROM Vj ANODE
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anode modulation to the carrier amplifier and mixer valve F6. 
This is done by the simple expedient of taking the anode feed 
for F6 from a variable resistance in the anode circuit of F8. In 
this way the phase-modulated radio frequency output voltage 
from F6 is amplitude modulated with double the original audio 
frequency, this modulation being applied in the correct phase to 
substantially cancel out the inherent amplitude modulation which 
arises as a result of Armstrong’s method of producing phase 
modulation.

As would be expected, the practical results obtained with this 
system of correction fall a little short of those which are theoreti­
cally possible. In a test in which a maximum phase shift of 54° 
was produced by a 50-cycle modulating signal, the measured 
results showed a reduction from 21 to 3 per cent distortion. In a 
second test a phase shift of 32° was also produced by a 50-cycle 
modulating wave; under these conditions distortion was reduced 
from 7| per cent to less than 2 per cent.

The chief advantage in being able to produce increased phase 
deviation without distortion Ues in the fact that the subsequent 
frequency multiplication required is reduced to half. As has 
already been explained, after the audio input has been integrated 
to provide a frequency modulation deviation characteristic which 
is level over the audio band, Armstrong’s modulator produces a 
maximum frequency deviation of 20 to 25 cycles. If the trans­
mitter is to operate at a maximum deviation of, say, 75 kc/s, these 
frequency changes will have to be multiplied some 3,000 times. 
This multiplication can be reduced to 1,500 times if the system 
of correction indicated above is used. It should, however, be 
borne in mind that the same result can be obtained by the use 
of an extra doubler stage in the frequency multiplying chain. It 
would appear that the only conditions under which the above 
system of correction would be warranted is in cases where its use 
would avoid heterodyning the signal to a lower value before 
multiplying it to the final carrier frequency.

In the case instanced above this would still be necessary; the 
oscillator frequency might have to be multiplied from 100 kc/s 
to perhaps 10 Mc/s, at which it could be heterodyned against a 
crystal oscillator to produce some lower frequency, in the region 
of 1 or 2 Mc/s, and then multiplied up to, say, 40 to 50 Mc/s. The 
question of frequency multiplication is discussed in a later section.
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Cathode Ray Frequency Modulator
In addition to the types of frequency modulator already 

described, there are a number of other types which for one reason 
or another have not been widely used, or which have only 
restricted uses. While it is not proposed to discuss each of these 
types in any great detail it is felt that an outline of the most 
interesting will be useful. The first and perhaps the most in­
genuous of these is the cathode ray frequency modulator. Like

Fig. 7.16.—A typical target anode of a cathode ray frequency 
modulation generator.

Armstrong’s modulator, it also produces phase modulation, but 
instead of a maximum phase deviation of some 30° to 60°, this 
method is capable of producing a distortionless phase shift of 
several times 360°.

This modulator consists of an electrostatically deflected cathode 
ray tube, with a special target anode. Fig. 7.16 illustrates one 
form which the target anode may take. It consists of two plates 
formed by depositing a conducting coating directly upon the 
inner surface of the “screen end” of a cathode ray tube. The 
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tube illustrated in Fig. 7.17 is constructed in this way, and it will 
be noted that in this case the target electrode consists of five 
complete circles.

In operation the electron stream is deflected in such a way that it 
traces out a circle on the target anode. Such a trace can be obtained 
by applying to the two sets of deflector plates two waves which 
have been derived from the same oscillator, but differ in phase by 
90°. In the case under consideration the oscillator is crystal

Fig. 7.17.—An R.C.A. cathode ray frequency modulation tube. The target anodes 
of this tube consist of five complete circles.

controlled in order to ensure a high frequency stability for the final 
frequency modulated signal. It will be readily seen that if the 
amplitude of the signal producing the circular trace is varied, then 
the diameter of the trace itself will also be varied in strict 
proportion.

If reference is again made to Fig. 7.16 it will be noted that as 
the beam follows its circular trace it falls first on one anode plate 
spiral and then on the other. While the beam is drawing current 
from the anode spiral connected to the right-hand terminal there 
will be no voltage drop between the target and earth. However, 
as soon as it commences to draw current from the other target 
spiral there will be a voltage drop due to the current flowing 
through the resistance Ra. It therefore follows that as the beam 
traces its circular course a square-wave signal of the same fre­
quency as that of the initial oscillator will be developed in the 
target anode circuit. This is illustrated in Fig. 7.18, in which the 
first diagram illustrates the wave-form generated when the beam 
is scanning the circular trace indicated by the central dotted line
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in Fig. 7.16. If now the amplitude of the scanning signal is 
reduced, then the diameter of the circular trace will also be 
reduced, as indicated by the inner dotted line in Fig. 7.16. Under 
these conditions, however, the point at which the beam switches 
from one anode spiral to the other will be retarded by 90°. 
Similarly, if the diameter of the circular trace is increased to the

Fig. 7.18.—The wave-form produced at the target anode 
shown in Fig. 7.16 is illustrated above, {a) shows the wave 
produced when scanning the central dotted line. When 
the signal amplitude is increased so as to scan the outer 
dotted line, the phase of the resultant wave is shifted by 
90° as shown in (b). Similarly if the inner line is being 
scanned the resultant wave will be shifted in phase by 90° 

in the other direction as shown in (c).

size indicated by the outer dotted line, then the point of change­
over will have been advanced by 90°. It therefore follows that 
by amplitude modulating the signal producing the circular trace 
—and so causing its diameter to vary—it is possible to phase 
modulate the square wave-form produced in the cathode ray 
tube’s anode circuit. It follows that with the target illustrated 
in Fig. 7.16 it would in this way be possible to produce up to 360° 
phase modulation—without any distortion whatsoever.

P/ R
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Fig. 7.19 illustrates the way in which the cathode ray frequency 

modulator would be employed in a practical circuit. The two 
target sections are connected to the two ends of a circuit tuned 
to the frequency of the crystal controlled oscillator. As the beam 
changes from one anode to the other it sets the circuit in oscilla­
tion, the phase of which is shifted in direct ratio to the change 
in amplitude of the amplitude modulated scanning signal. The

ELECTRON BEAM

TUNED 
AMPLIFIER

STAGE

CATHODE RAY 
TUBE H.T.-

Fig. 7.19.—An outline circuit of the cathode 
ray frequency modulator.

EARTH AND 
CATHODE RAY 
TUBE H.T+

AMPLITUDE MODULATED 
SIGNAL FROM CRYSTAL

practical modulator tube illustrated in Fig. 7.17, having five 
complete turns to its spiral anode, will be capable of producing 
a maximum phase modulation of 360° X 5= 1,800°, some sixty 
times more than the uncorrected Armstrong modulator.

In an experimental transmitter in which this tube was employed 
the initial crystal oscillator frequency was some 1*7 Mc/s. The 
oscillator was followed by a chain of multiplying stages which 
produced a final frequency of 41 Mc/s. As in the case of Arm­
strong’s modulator, the overall result of frequency modulation 
was obtained by integrating or pre-distorting the audio signal so 
that its amplitude falls progressively as its frequency is increased.
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Suppressor Grid Modulator
This type of modulator was described by K. C. Johnson for a 

“Wobbulator” design; its application as a modulator is, however, 
obvious. It has the merit of affording a very wide range sweep 
with good linearity, and freedom from spurious amplitude 
modulation. A simplified circuit diagram is shown in Fig. 7.20.

Fig. 7.20.—Modulator employing variation of anode 
current with suppressor grid bias due to K. C. Johnson.

The circuit relies for its operation upon the fact that, for given 
anode, screen and control grid potentials, the total cathode 
current of a pentode is independent of the bias applied to the 
suppressor grid to a good degree of approximation. The result of 
applying bias to the suppressor grid is to vary the proportion of 
this constant cathode current flowing to the anode and to the 
screen grid respectively. .

In the circuit, valves Vr and F2 are cross-connected in a multi­
vibrator-type circuit, the loop gain, ignoring the feedback from V1 
cathode circuit, being somewhat greater than unity. F1? for this 
purpose, operates as a triode, since the load resistor R1 carries 
both anode and screen currents. In order that V1 shall retain its 
pentode characteristics R1 must be small so that the screen 
potential variations are kept to a low value. Since, however, the
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loop gain is low, this condition does not require unduly high 
values of R2. The circuit is constrained to operate at a frequency 
determined by the series tuned circuit Lv Cx in the cathode of V/, 
the resistive network in parallel with the tuned circuit serves to 
provide d.c. continuity to earth, and is of such value as to prevent 
oscillation in the absence of the tuned circuit.

Coupled to Lx is a second winding L2, which carries the anode 
current of Ip this current is a fraction k of the cathode current,

Fig. 7.21.—Single valve version of circuit of Fig. 7.20, 

determined by the suppressor grid bias. If the mutual inductance 
between the two windings is M, the e.m.f. induced in Lx by the 
current in L2 is jwMkic, where ic is the alternating component of 
the cathode current.

The e.m.f. across Lx in the absence of L2, is given by ja)Lic; and 
hence the e.m.f. developed between the ends of Lx, under working 
conditions, is jcoi/L^kM), and thus, in so far as the series tuned 
circuit is concerned, the value of Lx is altered to an apparent 
value L3 given by

L3=L j ± kM.

As k can be varied with suppressor grid bias (as described above) 
the resonant frequency of the cathode circuit varies correspond­
ingly. By choice of winding direction the sign of M can be made 
negative, and M can be made, if necessary, larger than Lx. The 
value of k can be varied between 0 (anode current cut off) and 0-6 
approximately (this latter figure, corresponding to zero suppressor 
grid bias, depends upon valve design). Hence large variations of
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L3 can be produced, and very large frequency shifts. The circuit 
has the property that it is not greatly troubled by spurious 
amplitude modulation, since the input to F2 is independent of 
suppressor grid bias.

An alternative single valve circuit is shown in Fig. 7.21; in this 
the feedback to the grid is supplied by the tuned circuit L3C2. 
This circuit is heavily damped by resistor R2, to ensure that the 
oscillation frequency is governed by Lv Cv

Condenser Microphone Frequency Modulator
Tn the case of small portable transmitters of the "walkie- 

talkie” type, the various forms of modulator already described 
are rather difficult to accommodate on account of the large 
number of valves involved. Various alternative circuit types have 
therefore been proposed, the simplest of which makes possible 
wide-band frequency modulation with only a single valve 
transmitter.

The capacity variation of a condenser microphone could, in 
theory, if connected across an oscillator’s tank circuit, produce 
frequency modulation of the oscillator. This has often been used 
as an example in making simple explanations of the way in which 
frequency modulation is produced. Due to the high stray capa­
cities involved in practice, this method is, however, not of any 
real value. The frequency variations produced would be far too 
small to be of practical use.

However, if a condenser microphone is used with a simple 
inductively coupled circuit, the capacity changes can be made 
to result in very considerable frequency deviations, the extent of 
which will be determined by the circuit constants and the operat­
ing frequency. An outline circuit of such an arrangement is 
illustrated in Fig. 7.22. The winding Lp is both the oscillator tank 
circuit inductance and the primary of an r.f. transformer. The 
winding Lg is merely the oscillator grid feed winding and plays 
no other part in the circuit operation. The secondary winding Ls 
is coupled fairly closely into the oscillator tank winding Lp, and 
the capacity C represents that of the condenser microphone. This 
microphone is directly shunted with an inductance Lc, which has 
such a value that the combination is made parallel resonant in 
the region of the oscillator’s normal operating frequency. The 
impedance at the terminals of the primary winding of the coupled
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circuit, taking into account the effect of the secondary winding, 
the microphone capacity and shunting inductance, will always be 
inductive. It will be this inductive reactance in combination with 
the tuning condenser Cx which determines the frequency of 
oscillation. However, any variation in capacity of the microphone 
produces a variation in the impedance coupled into the primary 
winding, and therefore varies its effective inductance and, with it, 
the frequency of oscillation.

H.T.+
Fio. 7.22.—The outline of a condenser microphone coupled 
circuit frequency modulator. The condenser microphone is 

represented by the condenser C.

It has been shown by E. J. O’Brien that when the microphone 
capacity and its shunting inductance are at resonance at the 
oscillator’s operating frequency, that the effective inductance of 
the primary after an incremental change AC in the microphone 
capacity is Le = Lv±w2M2AC, .... (7.27)

where Jf = the mutual inductance between the primary and 
secondary windings;

(o = 2rrf (/=the frequency of oscillation).

From this equation it is apparent that in order to obtain the 
greatest change in effective inductance, the mutual inductance 
and frequency of operation should be as high as possible—without 
introducing any large direct capacity between the primary and 
the secondary—and also that the primary inductance should be 
as small as possible. It should also be noted that the above 
equation ignores a very small distortion factor m2LcAC, which 
should be included to give a precise value for Le. When this 
factor is included equation (7.27) becomes

L. M2œ2AC ]
±oj2Z/sdC'— 1 J

. (7.28)
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When the above formula is expanded to take account of conditions 
other than resonance it becomes

r _r M2(w2LcC-l ±m2LcAC) , .
e p Lflw2LcC-l±w2LcdC)-Lc' ■ { >

These equations do not take account of the resistance of the 
primary and secondary circuits. As, however, any practical circuit 
must have appreciable resistance, it follows that the peak of the 
resonance curve will be somewhat flattened. Accordingly, it will 
be found that the maximum variation in the effective oscillator 
circuit inductance will be obtained by tuning the parallel com­
bination of microphone capacity and shunting inductance to a 
frequency somewhat displaced from the normal operating fre­
quency of the oscillator circuit; that is to say, the parallel micro­
phone circuit will be timed to such a point that the steepest 
part of its response curve corresponds to the operating frequency 
of the oscillator.

Arising from the fundamental properties of coupled tuned 
circuits, it follows that the w2M2dC term will have a greater 
positive than negative value. It therefore follows that, as in the 
case of a reactance valve modulator, some distortion must there­
fore be produced. It will, however, be small, providing that the 
carrier frequency is high in comparison to the deviation frequency. 
Again, as in the case of a reactance valve modulator, it will be 
almost entirely second harmonic distortion. The percentage 
second harmonic distortion can in this case be simply expressed as

max~\~f min) /carrier 100. 
(f max fmin)

. (7.30)

Using the above formula, it can be shown that the basic second 
harmonic distortion at a carrier frequency of some 40 Mc/s will be 
in the order of 0-4 per cent with a deviation of ±100 kc/s.

In the paper by O’Brien in which this type of modulator is 
described, it is claimed that with a good microphone, high fidelity 
wide-band frequency modulation has been obtained.

Variable Resistance Frequency Modulator
The frequency at which a tuned circuit will maintain self­

oscillation is termed the natural frequency. The relevant formula 
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indicates that an oscillator’s frequency is to some extent 
dependent upon the circuit resistance, and can therefore 
be varied by altering it. It should be noted that normally

Ri 1
the term is negligible compared with —, and therefore 

the error caused in taking the frequency of free oscillation as one 
and the same thing as a circuit’s resonant frequency

l W LC)
may be neglected. The latter frequency is, of course, that at which 
the applied voltage will result in the largest circulating current, i.e. 
that at which forced oscillations will have a maximum amplitude.

It will be apparent that if the circuit resistance component is 
varied, then the frequency of oscillation will also be changed. 
This fact provides a further fundamental means of producing 
frequency modulation. There are, of course, several possible ways 
in which a variable resistance component could be introduced into 
an oscillatory circuit. One such way has been described by B. E. 
Montgomery. He overcomes the various difficulties arising in the 
application of the resistance change to the oscillator circuit by 
injecting it into the main tuned circuit by means of inductive 
coupling.

Referring to the circuit given in Fig. 7.23, it will be noted that

△ Xp- INCREMENT OF REACTANCE 
IN Lp CAUSED BY SECONDARY 

CIRCUIT.

Fig. 7.23.—The outline of the fundamental circuit 
for inductively coupling a variable resistance into 
the controlling circuit of a frequency modulator.

there is an inductance, a capacity, and a resistance in parallel 
and inductively coupled to a second inductance which forms part 
of the oscillatory circuit of a self-excited oscillator. For this
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particular circuit the greatest rate of change in the effective 
primary inductance Le is caused by the incremental change of R 
when its value is

72= ±------.
- VU^-Xc,)

. (7.31)

In the above formula the positive sign should be used when 
(XLg—Xcg) is positive and the negative sign when it is negative 
—in order that R may at all times be positive.

The actual incremental change ARP, in the primary resistance 
which is caused by the presence of the secondary circuit, is

^7?^=------- . (7.32)’ XL2Xc2+R\XL-XCi}2 V ‘

And the incremental change A Xv made to the effective primary 
reactance by the presence of the secondary is

(7 33)’ X^Xct+R^X^-Xc,)* ' ' ' '

Assume as a practical example a frequency modulated oscillator 
of this type operating at 2-5 Mc/s and with the following circuit 
constants:

Jf=0-75 microhenry 
7^=37-4 microhenries 
Cs=96 micromicrofarads

or X 11-8 ohms.
or Xls=588 ohms.
or Acs=662 ohms.

72=variable between 0 and 20,000 ohms.

In this case the value of M was determined by assuming that 
the maximum value of ARP coupled into Lp by the secondary 
circuit should be of such a magnitude as to cause the Q of Lp to 
fall from 200 to an effective value of 100. Fig. 7.24 shows a 
calculated curve of the variation in ARP and AXP when the net 
reactance of L3C3 is inductive.

The calculated curves have been confirmed in tests made by 
Montgomery with the circuit illustrated in Fig. 7.25. His measure­
ments show that a frequency variation as indicated in Fig. 7.26 
is obtainable. While it will be noted that a total frequency 
variation of 24-5 kc/s is actually obtained, it should be pointed 
out that out of this total variation only some 17 kc/s is suitable
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RESISTANCE R,IN THOUSANDS OF OHMS

Fig. 7.24.—The above calculated curves, which refer to 
the coupled resistance type of frequency modulator, show 
the variations in primary resistance (A Rp) and variations 
in primary reactance (A Xp) when the net reactance of the 

secondary (Is Cs) is inductive.

Fig. 7.25.—An experimental coupled variable resis­
tance type of frequency modulator; the self-excited 

oscillator operates at 2-5 megacycles.

for frequency modulation purposes. If, however, the carrier 
frequency of 2-5 Mc/s is multiplied up to some 100 Mc/s this yields 
a deviation of ¿350 kc/s—considerably more than is normally 
employed.
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The variation in the oscillator grid current (IgOsc.) as the 

modulator grid voltage (Eg) changes is also shown in Fig. 7.26. 
This variation in grid current is caused by the resistance coupled 
into the oscillating circuit by the modulator. As the coupled 
resistance increases, the amplitude of oscillation decreases, and

Fig. 7.26.—The variations in the oscillator frequency and grid 
current obtained with the circuit illustrated in Fig. 7.25.

thus the rectified oscillator grid current falls. This effect produces 
amplitude modulation of the frequency modulated output; 
however, the limiting action of the frequency multiplier stages 
which follow effectively remove this amplitude modulation.

Balanced Phase Modulators
As an alternative to Armstrong s phase modulator there is a 

somewhat simpler circuit which may be used in cases where a fair 
degree of distortion can be tolerated without detrimental results. 
This circuit, which is used fairly extensively in communication 
transmitters of the radio-telephone variety, is capable of producing 
some ±45° (i.e. 0-785 radians) phase modulation. This deviation 
coupled with the fact that such communication systems do not 
require an audio response going below some 250 cycles, means 
that a fairly substantial frequency deviation is obtained directly 
from the modulator. In practice it has been found that speech
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intelligibility is not impaired if the audio response starts falling 
off from some 500 or even more cycles downwards. Taking this 
figure as that above which there should be a substantially level 
audio response, it follows that the resultant frequency deviation 
which can be obtained at 500 cycles is 500 X 0-785= ± 393 cycles. 

The maximum frequency swing required for a radio-telephone

Fig. 7.27.—The basic circuit arrangement of a 
balanced phase modulator.

system is only some ±15 kc/s. From this it follows that a sub­
sequent frequency multiplication of some 38 times will in this case 
be sufficient to produce the final carrier deviation. This order of 
multiplication may be obtained without any difficulty from three 
valves. These features coupled with the fact that, like Armstrong’s 
modulator, the balanced phase modulator is also based on a high 
stability crystal controlled oscillator, explains its popularity for 
the purpose indicated.

Referring to Fig. 7.27, it will be noted that the signal from a 
crystal controlled oscillator is applied to the control grids of two 
heptode valves. The feed circuit to each of these valves consists 
of a resistance in series with a capacity of comparable reactance. 
The current flowing through such a circuit will lead the applied 
voltage by some 45°. In the case of the resistance the voltage 
will be in phase with the current; it therefore follows that the
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grid voltage applied to Fx will lead that of the oscillator by 45'. 
The voltage across the condenser, however, lags 90' behind the 
current, with the result that the voltage developed at the grid 
of the valve F2 lag 45° behind that across the oscillator 
circuit.

If the two valves pass equal currents it is apparent from 
Fig. 7.28 (a) that the resultant voltage developed across the 
common tuned anode circuit will be in phase with that across the 
oscillator circuit. If, however, the two valves have a push-pull

Fio. 7.28.—Vector diagrams of the balanced phase modulator shown 
in Fig. 7.27.

audio signal applied to their two second control grids, then, as 
shown in Fig. 7.28 (b) and (c), the phase of the resultant signal 
will be alternatively advanced and retarded by 90°. The exact 
amount of distortion produced by this type of modulator is very 
largely dependent on the grid voltage /anode current characteristic 
of the modulator valves used. The desirable features to look for 
in these valves are a sharp cut-off, followed by a smoothly curved 
characteristic.

Frequency Modulation of Resistance Capacity Oscillators
As is discussed in a later chapter, there has been a very con­

siderable increase in the use of frequency modulated sub-carriers 
superimposed on amplitude modulated transmissions. Such sub­
carriers are used for facsimile systems as well as for both ordinary 
and picture telegraph services. It is normal to use a sub-carrier 
frequency in the audio band and employ deviations of up to some 
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±30 to 40 per cent of the sub-carrier frequency. These deviations 
are such a large percentage of the mean frequency that, owing to 
the very high distortion which would result, it is not possible to use 
a reactance valve or any other normal type of frequency modu­
lator directly. While it is possible to use any of the modulators 
already discussed by heterodyning their output signals against a 
stable oscillator, this will in general not be found entirely satis­
factory due to the extreme precautions which must be taken 
against frequency drift, coupled with the difficulty of adjustment.

It is possible to replace the beat-oscillator system by a frequency 
modulated resistance capacity oscillator and thus obtain directly 
the large frequency swings required, and at the same time a far 
higher stability than is possible with the heterodyning system. 
The frequency of a resistance capacity oscillator is determined 
by the constants of its phase shift network, and it therefore 
follows that any change in either a resistance or capacity value 
will alter the frequency. If one of the resistance elements is 
replaced with a valve, then this valve can be used to control the 
oscillator’s frequency.

Resistance capacity oscillators fall under two main headings— 
those having zero phase shift in the coupling network, and those 
embodying 180° phase-shifting ladder networks. Valves may be 
used to replace one or more of the resistors in oscillators of either 
type, although for the purpose under consideration there are 
definite advantages associated with the use of the latter type. In 
either case changing any single element will generally alter the 
network loss which will in turn result in some undesired amplitude 
modulation as well as the desired frequency modulation. It is 
much easier to eliminate these amplitude variations in oscillators 
with ladder phase shift networks than in those incorporating the 
zero phase shift type. If this latter type is employed, resort will 
probably have to be made to an automatic volume control circuit 
which will place a definite limit on the speed of the modulator’s 
response. By proper choice of the circuit constants and operating 
conditions the amplitude modulation can, however, be reduced 
to negligible proportions, even with deviations as high as ±40 per 
cent of the carrier frequency.

Detailed particulars of the theory of this type of modulator, 
together with its amplitude and harmonic distortion characteris­
tics, have been published in a paper by M. Artzt.
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Frequency Multiplication to Produce the Final Deviation and 
Carrier Frequency

It has already been noted that the output frequency of most 
of the modulators described has to be multiplied many times 
before the final deviation and carrier frequency is obtained. It 
has been shown that in order to avoid exceeding the maximum 
distortion which can be permitted in high-fidelity broadcasting, 
the maximum frequency deviation which can be produced by 
Armstrong’s modulator is only some ±25 cycles or with distortion 
correction some ±50 cycles.

In the case instanced earlier the crystal oscillator frequency 
was assumed to be 100 kc/s and the final carrier frequency 40 Mc/s. 
If the oscillator frequency and its variations are simply multiplied 
up to the desired carrier frequency, the maximum deviation would 
only be some 400x25= ±10 kc/s, while the deviation normally 
required is some ±75 kc/s. In order to produce this deviation it 
may therefore be necessary to multiply up to, say, 10 Mc/s, then 
heterodyne change back to 1 Mc/s before multiplying up to the 
final carrier frequency. Most other types of frequency modulator 
produce a greater frequency deviation than Armstrong’s, and, 
therefore, although multiplication is necessary in almost all cases, 
it will normally be possible to obtain the desired final deviation 
by simply multiplying the frequency modulated oscillator’s signals 
up to the desired carrier frequency.

It is at this point opportune to note that when a frequency is 
multiplied, any variations will remain as a fixed proportion of the 
mean frequency. Similarly, if for any reason it should be divided, 
the frequency variations again remain as a fixed proportion of 
the signal frequency. It therefore follows that in the first case 
the variations—expressed in terms of cycles deviation—are 
directly multiplied, and in the second divided. However, if the 
frequency is changed by the heterodyne method, any variations 
remain constant—only the mean frequency about which these 
deviations are occurring is changed.

Frequency Multipliers
The majority of frequency multiplier circuits are based upon 

a class C amplifier or a series of such amplifiers. As shown in 
Fig. 7.29, the normal system is to arrange for the grid circuit of 
a triode valve to be tuned to the oscillator’s fundamental frequency
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whilst the anode circuit is tuned to the desired (or nth) harmonic. 
The valve is biased well below the cut-off point and driven so 
that during the peaks the grid is slightly positive, with the result 
that the anode current is in the form of pulses—as shown in 
diagram (b). The period 6 is the time during which the anode 
current flows; it is normally expressed in degrees, as a proportion

Fig. 7.29.—Diagram (a) shows the basic circuit arrange­
ment of a frequency multiplier, while (b) shows the voltage 
and current wave-forms from which it is apparent that there 

is appreciable distortion in the output.

of the total time or, in other words, as a proportion of 360°. 
Under these conditions it is termed the “angle of flow” or the 
‘ angle of drive”. The anode current wave-form ip(t) has a very 
high harmonic content, the disposition of which is illustrated in 
Fig. 7.30, which shows the magnitudes of the d.c. and harmonic 
components expressed in terms of the peak anode current against 
the angle of drive. It will be noted that this angle has to be 
selected fairly carefully if the desired harmonic’s output is to 
have a maximum amplitude. The angle of drive 0 can be reduced 
by increasing both the negative bias and the signal voltage applied 
to the grid.
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It will be apparent from Fig. 7.30 that the maximum harmonic 

270°output occurs when the angle of drive is 0—----- , where n is
n

the desired harmonic. It is usually desirable to operate at a 
somewhat smaller angle of drive as the anode efficiency can be 
increased by reducing 0 (this is due to the fact that under these 
conditions the anode current is flowing over a smaller part of the

6 = Angl€ of Flow in Terms of Fundamental Frequency

Fig. 7.30.—The magnitudes of the d.c. and harmonic components of a class C 
amplifier.

(By courtesy of "Electronics.")

cycle). In this connection it has been claimed that the most 
180°efficient angle of drive is in the region of----- . In cases where the 

n
grid driving power is limited it is, however, permissible to increase 

360°the angle of flow up to as much as----- , although under these 
n

conditions the anode efficiency will be considerably reduced. The 
output from an harmonic generator, as compared with that 
obtained from the same valve used as a class C amplifier is shown 
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in Fig. 7.31. The angle of drive for a class C amplifier is taken 
as 140°.

The two practical circuits which are most commonly used for 
the production of harmonics are illustrated in Fig. 7.32. The 
“push-pull” arrangement shown in diagram (a) produces odd 
harmonics, the even ones tending to cancel each other out across 
the load circuit. In the case of the “push-push” type of frequency 
multiplier the grids are fed in push-pull while the anodes are 
connected in parallel. As in the case of a full-wave rectifier, the

Fig. 7.31.—The output amplitude of an harmonic generator 
expressed in terms of a percentage of the output at the 

fundamental frequency.

odd harmonics tend to cancel each other out, so leaving a high 
proportion of even harmonics in the output.

D. L. Jaffe has given the following information on the design 
of practical harmonic generators. He suggests that, having 
selected a valve with a high mutual conductance and a sharp 
cut-off, the first step is to determine the maximum safe peak 
anode current I m. This current may be determined from a 
knowledge of the type of filament and its heating power. The 
emission current in milliamps per watt of heating power can be 
taken as approximately 10 for tungsten, 62-5 for thoriated tung­
sten, and 100 for oxide-coated emitters. However, for the latter 
two types it is necessary to use factors of safety varying between 
3 and 7 for the thoriated tungsten type and at least 10 for the 
oxide-coated type.

Having determined Im, the corresponding minimum anode 
voltage and the maximum grid drive voltage can be determined 
from the valve characteristics. Then the angle of anode current
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180°flow can be determined from the formula 0=----- and, assuming 
n

that the anode current follows a 3/2 power law, the ratio I fall m 
and the harmonic output ratio I [I m can be determined from 
Fig. 7.30. Let these values be Kdc and Kh respectively, and let 
Iac be the zero frequency anode current and Ih the harmonic 
anode current. Then:

Ifa=KdcIm, ............................ (7.34)
and h=KhIm........................................(7.35)

Generator

Harmonic
Generator

Fig. 7.32.—These two diagrams show the differences in cir­
cuit layout between a push-pull and a push-push harmonic 
generator. The former type produce odd harmonics and the 

latter even harmonics.

If now the grid current is assumed to be 15 per cent of the total 
space current, then

IOfa=W\5KfaIm .... (7.36)
and Iafa=Q-85KfaIm, .... (7.37)
where IOdc and Iadc are respectively the d.c. grid and anode 
currents.

The harmonic component of the anode current is
Ih=(Kh-W3Kfa)Im.............................. (7.38)
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The anode input power is

Pa—ERIawatts, .... (7.39) 

where EB is the anode supply voltage.
The power delivered to the load is

Pl=^(E n~Eamin)I h- .... (7.40)
The anode efficiency is

^lOOx^L.....................................(7.41)
a

The anode loss is:

Ap=Pa—Pt watts. .... (7.42)

The tank circuit impedance is:

ohms. . . . (7.43)
\ I h /

The grid bias can be calculated from Terman’s formula

E _EB\-cos |(n0)]+&„„•„ cos ^(nO) , Egmax cos ^0
e //(I— COS i0) 1— COS |0

. . . (7.44)
The grid excitation voltage is

Es=(Ee+Egmax)...................................(7.45)

And, finally, the grid driving power is

Pg^EJgdc......................................... (7.46)

Frequency Modulation Transmitters
Those sections of the frequency modulation transmitter which 

differ materially from normal amplitude modulation transmitter 
practice have now been described, and it is now, therefore, 
intended to outline representative commercial transmitter practice. 
A review of the various designs shows that reactance modulators 
are widely employed although in later equipments special circuits, 
such as the phasitron, have been used. Two of the transmitters 
which have been selected for description are indicative of broad­
cast transmitter practice, and the other of communication trans­
mitter practice.
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Any frequency modulation transmitter can be divided into 

three fundamental sections: the first is concerned with the genera­
tion of the frequency modulated signal, the second with the 
multiplication of that signal, and the third with its power amplifi­
cation. There is very little fundamental difference between the 
last two sections of the various manufacturers’ transmitters—the 
arrangement of the power output sections only differ materially 
when larger or smaller power outputs are required. The usual 
arrangement is to have a range of standard transmitter power 
amplifier output sections, starting perhaps with a 250-W section 
which can either be employed as the final output stage in a 
small transmitter or as the driver stage in a transmitter with 
a power output of say 3 kW. In turn the 3-kW output stage 
can also be employed as the driver stage for a 50-kW transmitter. 
The various different manufacturers will obviously follow power 
progressions of their own choice rather than that suggested above.

RCA BTF.3B Transmitter
This transmitter is capable of a power output of 3 kW at any 

frequency between 88 and 108 Mc/s; it incorporates its own

Fig. 7.33.—RCA transmitter type BTF.3B.
(By courtesy of RCA.)

modulator giving an f.m. output at half the final carrier frequency. 
The transmitter is housed in a three-bay cabinet, as shown in 
Fig. 7.33.

The technical summary of the transmitter is as follows:
Frequency range 88 to 108 Mc/s
Power output (into transmission line) 1,000 to 3,000 W
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Output impedance

Carrier frequency stability, deviation 
less than

Modulation capability
Method of modulation
Audio input impedance 
100 per cent modulation level*
Audio frequency response f 30 to 

15,000 c/s (1,000 c/s reference) 1
Audio frequency distortion £ 30 to 

15,000 c/s (including all harmonics 
up to 30 kc/s at 75 kc/s swing)

FM noise level (reference ¿75 k/cs 
swing f)

AM noise level (reference 100 per cent 
amplitude modulation;)

Power line requirements—transmitter 
Line voltage
Phase
Frequency
Line regulation (maximum)
Power consumption (approximate)
Power factor (approximate)

51-5 ohms (standing wave 
ratio 1-75 to 1 or less)

1,000 c/s 
¿100 kc/s 
Reactance tubes 
600/150 ohms 
+ 10±2 db

flat within ¿1 db

not more than 1-0 per cent

not more than 65 db

not more than 50 db

230/208 V
3
50 or 60 c/s
5 per cent
7-7 kW
90 per cent

Power line requirements—crystal heaters
Line voltage 
Power consumption

100 to 130 V a.c. or d.c.
28 W

The essential circuit features of the transmitter and its modu­
lator are shown in Fig. 7.34 and Fig. 7.35. In Fig. 7.34 is shown 
the modulator, together with the centre frequency control circuit. 
Push-pull reactance valves and P2 are used to modulate the 
Hartley type oscillator (F3). An r.f. input, phase shifted by 90° 
from the oscillator tank circuit voltage, is applied in anti-phase 
to the grids of the reactance valves. The a.f. input is also applied 
to the valves in push-pull, to vary the mutual conductance 
differentially, and hence achieve modulation.

The oscillator is arranged to operate at the eighteenth sub­
harmonic of the carrier frequency, and to achieve the desired final

♦ Level at input of 600 ohms pre-emphasis network. Insertion loss of this network 
is approximately 24 db.
f Audio frequency response is referred to a standard 75 micro-second curve when 

measured using pre-emphasis.
* Distortion and noise are measured following a standard 75 micro-second de­

emphasis network.



Fig. 7.35.—Simplified circuit diagram of r.f. stage of the RCA transmitter type BTF.3B.
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range is tunable from 4-9 to 6-0 Mc/s. The output from the 
oscillator is multiplied nine times to give an output to the trans­
mitter proper at half the final carrier frequency.

The automatic centre frequency control is achieved by com­
paring the oscillator frequency with that of a crystal controlled

Fig. 7.34.—Simplified circuit diagram of modulator unit of the RCA transmitter 
type BTF.3B.

oscillator. The modulator output frequency is divided by 240, 
by a chain of locked-in oscillator dividers, and hence provides an 
output signal having a frequency in the region of 25 kc/s. The 
ratio of the modulated oscillator frequency to that of the crystal 
is 48:1; the output of the crystal oscillator is divided by 5 to 
reduce the reference frequency to that of the compared signal. 
The comparison circuit is essentially similar to that of a phase 
difference discriminator. The compared signal input is applied 
in-phase to the grids of the pairs of valves F4, F5 and F6, F7. 
The crystal controlled reference signal is applied in push-pull, 
and a phasing network Lj, Cv L2, C2 is employed, to ensure that 
the input to transformer Tx is 90° out of phase with that to T2.
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The voltage at each grid is thus the sum of the negative bias, 

which fixes the operating point near cut-off, and the vector sum 
of the reference and compared signal voltages. Since each valve 
is heavily biased, a charge of the magnitude of the latter signal 
voltage alters appreciably the d.c. component of the anode 
current. Any difference in frequency between reference and 
compared signals thus results in a rotation of the magnetic field 
in the two-phase control motor. This causes the motor shaft to 
rotate in the direction necessary for the capacitor Cx to re­
establish the correct frequency.

The transmitter power stages comprise a doubler followed by 
the first r.f. power amplifier. This uses two tetrodes in parallel 
(78 and 79); neutralising is effected by series-tuning the screen 
grid lead inductances by a twin-gang capacitor. The anode load 
of this stage comprises a T-section matching the output to the 
co-axial line feeding the next stage.

The intermediate P.A. stage 710 comprises an earthed-grid 
triode. The heater leads are a.c. coupled to an open wire un­
balanced line of approximate length 32/4, and run inside this line 
to the earthy end. This arrangement ensures that the heater 
supply leads are free of r.f. and at earth potential. The cathode 
line is tuned by capacitor C2; the output from the first r.f. amplifier 
is fed to the cathode circuit by the inductor Lx, which effects 
magnetic coupling to the cathode line.

The valve is mounted inside the inner conductor of the anode 
tuned circuit, which comprises a co-axial fine of length 32/4 
approximately; the inner conductor provides a duct for the valve 
forced air-cooling supply. The load is tuned to resonance by altering 
the position of the capacitor C3 which acts as an r.f. short circuit. 
The end of the inner conductor remote from the anode is thus at 
earth potential, and the h.t. supply is introduced at this point.

The output is taken by a coupling loop inside the co-axial fine; 
the spacing of this loop from the inner conductor can be varied to 
alter the degree of coupling. The capacitor Cd is introduced to 
resonate with the inductance of the pick-up loop, so that the 
output impedance is resistive.

The final P.A. stage is identical in circuit arrangement with the 
intermediate power amplifier shown. The coupling loop here is 
connected to the output feeder, which is of 51-5 ohms character­
istic impedance. A harmonic filter and transmission fine monitor 
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are inserted in the feeder; this latter circuit removes the h.t. supply 
from the final P.A. stage if the standing wave ratio exceeds a 
pre-set value.

Marconi BD.306 Transmitter
This transmitter is capable of a power output of 10 kW at any 

frequency in the range 88-108 Mc/s. The modulator circuit is the

(By courtesy of Marconi’s Wireless Telegraph Co.)

FMQ type, the essential features of which were discussed earlier. 
The transmitter is housed in a four-bay cabinet with doors front 
and rear; a view of the complete transmitter is shown in Fig. 7.36.

The technical summary of the transmitter is as follows:
Power rating 
Frequency range 
Frequency stability 
Frequency deviation

10 kW
88-108 Mc/s 
±0-002 per cent 
±75 kc/s



268 FREQUENCY MODULATION ENGINEERING
FM noise level 65 db below the level corresponding to 

±75 kc s deviation
AM noise level 50 db below the level corresponding to 

100 per cent amplitude modulation
AF distortion Less than 1-5 per cent from 30 to 100 c,s.

Less than 1-0 per cent from 100 to 15,000 
c,s for ±75 kc s deviation

Audio pre-emphasis 
AF response

75 micro-second network
±1 db from 30 to 15.000 c s measured at 

the output of a standard de-emphasis net­
work. Reference level 400 c s.

AF input level 10 (±2) db in 600 ohms balanced for ±75 
kc/s deviation

Output impedance 
Power supply

51-5 ohms unbalanced
380-440 V, 40-60 c's, three-phase, four-wire 

a.c. mains
Power consumption 
Dimensions

24 kW at 0-9 power factor
Height Width Depth Weight

7 ft 10 ft 2 ft 6 in 3,500 lb
(213 cm) (305 cm) (76 cm) (1,589 kg)

The essential features of the transmitter circuit are shown in 
Fig. 7.37. The output from the FMQ modulator is at carrier 
frequency, and is applied in push-pull to the double pentodes 
forming the first r.f. stage Vv The anode circuit comprises a 
tuned short-circuited line, the position of the shorting bar provid­
ing coarse adjustment of the tuning, and the setting of the 
capacitor fine adjustment. The output from this stage is fed to 
the grids of the tetrodes V2 and V3, which together form the 
second r.f. stage. The anode load of this stage also comprises a 
tuned short-circuited line, which is inductively coupled to a second 
tuned line which feeds the unbalanced co-axial feeder to the next 
stage.

The third r.f. stage F4 is of the earthed-grid type. The output 
from the second r.f. stage is fed to the inner conductor of the 
cathode co-axial line tuned circuit; this inner conductor comprises 
the two filament leads to the valves, effectively in parallel at r.f. 
The circuit is tuned by the ganged capacitors Cv C2, the capacitors 
C3, Ci adjust the input resistance presented to the feeder by 
altering the effective length of the cathode line.

The valve F4 is situated inside the inner conductor of the anode 
co-axial line tuned circuit; this inner conductor provides a duct 
for the cooling air. The line is tuned by adjustment of the position
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of the r.f. short circuiting capacitors C5, C^. The output is taken 
by a pick-up loop; the spacing of the loop from the inner conductor 
can be varied to secure maximum power output. The reactance 
of the pick-up loop is resonated by the capacitor C- to ensure that 
the output impedance of the stage is resistive.

The fourth r.f. amplifier (P5) is identical in circuit arrangement 
with the third. Its output is split into two, to feed the two valves 
(V6, F7) of the output stage in parallel. The circuit of each of the 
latter valves individually is again identical with that of F3.

The Link Type 50-U.F.S. Frequency Modulation Transmitter
This equipment has been selected as typical of the smaller types 

of communication transmitter. It is normally combined to form 
a complete transmitter-receiver station, as illustrated in Fig. 7.38. 
The transmitter in this photograph is the upper of the three chassis, 
those below being respectively the receiver and the power unit.

The technical summary of the performance of the Type 50-U.F.S. 
Frequency Modulation Transmitter is as follows:

Power Output 
Frequency Range 
Frequency Deviation 
Audio Frequency Range

Power Input 
(whole equipment)

Output Impedance

50 watts (nominal)
30 to 40 Mc/s
±15 kc/s
300 to 3,000 cycles with high fre­

quency pre-emphasis
Stand-by (receiver only), 125 W 

Transmitting 320 W—from
115 V a.c

Any—usually fed into concentric 
line

In essence, the circuit of this transmitter consists of a crystal 
controlled oscillator (P\—see Fig. 7.39), which is followed by a 
balanced phase modulator and three stages of frequency multipli­
cation, giving a total of thirty-two times increase in frequency. 
The third of these multiplication stages (V6) feeds directly into 
the power output stage which consists of two 807 valves in parallel.

Going through the circuit in greater detail, it will be noted 
that the crystal oscillator, 71? is a pentode receiving valve 
connected as a triode. As the output frequency range lies between 
30 Mc/s. and 40 Mc/s, the crystal frequency will lie between 
937-5 kc/s and 1,250 kc/s.
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The crystal oscillator utilises a resistance coupled circuit in 

order to avoid the necessity of oscillator tuning when changing 
frequency. The crystal is connected between the grid and anode 
of the oscillator valve and R2 acts as the anode circuit load.

Fig. 7.38.—The Link Type 50-U.F.S. frequency modulation transmitter­
receiver. The transmitter chassis is uppermost and delivers a nominal 50 W 

output.

The injection grids of the two balanced phase modulator valves 
P2 and F3 are driven from the plate of the oscillator through 
phase-shifting networks designed to advance the phase of one 
grid by approximately 45c and to retard the phase of the other 
by approximately 45°. The anode currents of V2 and F3 will 
therefore be about 90° out of phase and are so proportioned as





LIST OF COMPONENTS USED IN LINK TYPE 50-U.F.S. TRANSMITTER

C 1—150 pfd. mica
C 2—10 pfd. mica
C 3—100 pfd. mica
0 4—100 pfd. mica
C 5—0 002 mfd. mica
C 6—0 05 mfd. 600 V. block
C 7—0 002 mfd. mica
C 8—0-05 mfd. 600 V. block
C 9—0-05 mfd. 600 V. block 
CIO—0 05 mfd. 600 V. block 
Cll—100 mmfd. mica 
Cl2—100 mmfd. variable 
C13—0 05 mfd. paper 600 V. 
C14—0 002 mfd. mica
C15—0-002 mfd. mica
C16—0-002 mfd. mica
C17—0-002 mfd. mica
C18—100 mmfd. mica
C19—0-002 mfd. mica
C20—100 pfd. mica
C21—0-002 mfd. mica
C22—0-002 mfd. mica
C23—0-002 mfd. mica
C24—0-002 mfd. mica
C25—0-002 mfd. mica
C26—0-002 mfd. mica
C27—0-002 mfd. mica
C28—0-002 mfd. mica
C29—0-002 mfd. mica
C30—0-002 mfd. mica

C31—25 pfd. variable
C32—140 pfd. variable
C33—0 002 mfd. mica
C34—44 pfd. variable
C35—44 pfd. variable
C36—44 pfd. variable
C37—25 mfd. 50 V electrolytic
C38—0-002 mfd. mica
T2—Amplifier plate tank
T3—Multiplier plate tank
T4—Multiplier plate tank
T5—Doubler plate tank
T6—Audio trans.

Si—S.P. 5 Pos. Metering Switch
Ml—0-5 ma. meter

R 1—0-5 megohm | W
R 2—50 kilohms 1 W
R 3—20 kilohms 1 W
R 4—20 kilohms 1 W
R 5—50 kilohms | W
R 6—50 kilohms 1 W
R 7—50 kilohms 1 W
R 8—1,000 ohms 1 W
R 9—250 ohms 1 W
R10—50 kilohms | W
Rll—50 kilohms 1 W
R12—50 kilohms 1 W
R13—1,000 ohms 1 W

R14—0-25 megohm | W 
R15—100 kilohms 1 W 
RI6—1,000 ohms 1 W 
R17—0-25 megohm | W 
R18—50 kilohms 1 W 
R19—1,000 ohms 1 W 
R20—0-25 megohm | W 
R21—50 kilohms 1 W 
R22—1,000 ohms 1 W 
R23—10 kilohms 1 W 
R24—100 ohms | W 
R25—100 ohms | W 
R26—100 ohms | W 
R27—100 ohms j W 
R28—7,500 ohms 10 W 
R30—3,000 ohms 25 W 
R31—25 kilohms | W 
R32—25 kilohms j W 
R33—40 kilohms 10 W 
R34—1,000 ohms 1 W

LI—2-5 mH. choke
L2—Paras, suppressor choke 
L3—Paras, suppressor choke 
L4—Paras, suppressor choke 
L5—Paras, suppressor choke 
L6—2-5 mH. choke
L7—R.F. Tank inductance

RL1—Aerial Relay
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to be equal in magnitude. The two currents add vectorally to 
produce a resultant phase-modulated voltage across T2.

The control grids of the balanced modulators V2 and V3 are 
connected to the secondary of the push-pull audio transformer T6. 
This transformer is driven directly from the microphone, which 
derives its current from the voltage divider and filter network 
E33, R^, and C31.

The modulator grids are fed through the frequency correction 
networks j?10, and Rb, Cb. These RC combinations attenuate 
the audio frequency-range (above 2,000 cycles), so the excessive 
frequency deviation is not obtained. Resistors R3i and R32 are 
terminating resistors for the secondary of the microphone trans­
former T6. As the audio voltages are applied in push-pull to the 
control grids of the modulators V2 and V3, their plate currents 
vary about mean values, and as one increases the other decreases. 
The resultant current and voltage in T2 also varies in phase with 
these changes. In addition to the frequency modulation resulting 
from these phase variations there is also a small amount of 
amplitude modulation; this is, however, removed by the limiting 
action of the subsequent frequency multiplication stages.

To obtain sufficient deviation (±15 kc/s) the frequency of the 
modulated wave is multiplied thirty-two times. This is accom­
plished by two quadruplets (74 and F5), followed by a doubler 
(F6). All three valves act as grid leak biased Class C amplifiers. 
The grid drive in each case is well above saturation so that slight 
changes in tuning or reductions in valve emission can have little 
effect on succeeding stages. Up to this point all stages have 
employed receiving valves working at relatively low anode and 
heater currents. The final power amplifier stage, however, utilises 
two 807 beam valves in a parallel Class C amplifier circuit. Grid 
leak bias is used and, as in the preceding stages, provision is made 
for the metering of grid current. Finally, the anode tank aerial 
circuits are of the Pi type in order to secure a high harmonic 
suppression ratio and also ease of adjustment.



FREQUENCY MODULATION TRANSMITTERS 275

SELECTED REFERENCES

Terman, F. E., and Ferns, J. H., The Calculation of Class C Amplifier 
and Harmonic Generator Performance, Proc. I.R.E., March 1934.

Terman, F, E., and Rooke, W. C., Calculation of Class C Amplifiers, 
Proc. I.R.E., April 1936.

Jaffe, D. L., Armstrong’s Frequency Modulator, Proc. I.R.E., April 
1938.

Shelby, R. E., A Cathode-Ray Frequency Modulation Generator, 
Electronics, February 1940.

Sheaffer, C. F., Frequency Modulator, Proc. I.R.E., February 1940.
Crosby, M. G., Reactance-Tube Frequency Modulators, R.G.A. Review, 

July 1940.
Morrison, J. F., A New Broadcast Transmitter Circuit Design for 

Frequency Modulation, Proc. I.R.E., October 1940.
Winlund, E. S., Drift Analysis of the Crosby Frequency Modulation 

Transmitter Circuit, Proc. I.R.E., July 1941.
Thomas, H. P., and Williamson, R. H., A Commercial 50 Kilowatt 

Frequency Modulation Broadcast Station, Proc. I.R.E., October 
1941.

Montgomery, Bruce E., An Inductively Coupled Frequency Modu­
lator, Proc. I.R.E., October, 1941.

Pieracci, Roger J., A Stabilized Frequency-Modulator System, 
Proc. I.R.E., February 1942.

A Modern 10 kW. Frequency Modulation Transmitter, Electronics, 
March 1942.

Jaffe, D. L., Wide-Band Amplifiers and Frequency Multiplication, 
Electronics, April 1942.

Dueno, B., F.M, Carrier Current Telephony, Electronics, May 1942.
Pennsylvania Turnpike U.H.F. Traffic Control System, Electronics, 

May 1942.
Skene, A. A., and Olmstead, N. C., A New Frequency Modulation 

Broadcast Transmitter, Proc. 1 .R.E., July 1942.
Hund, August, Reactance Tubes in F.M. Applications, Electronics, 

October 1942.
Chang, C. K., A Frequency Modulation Resistance Capitance Oscil­

lator, Proc. I.R.E., January 1943.
Bertram, S., Correction of F.M. Distortion, Proc. I.R.E., April 1943, 

p. 186.
Goetter, W. F., Frequency Modulation Transmitter and Receiver for 

Studio to Transmitter Relay System, Proc. I.R.E., November 1943.
O’Brien, Elwin J., A Coupled Circuit Frequency Modulator, Proc. 

I.R.E., June 1944.
Artzt, Maurice, Frequency Modulation of Resistance-Capacity Oscil­

lators, Proc. I.R.E., July 1944.
F.M. Carrier Telephony for 230 kV. Lines, Electronics, December 1944.
Sturley, K. R., Frequency Modulation, Journal I.E.E., Part III, 1945.



276 FREQUENCY MODULATION ENGINEERING
Bailey, F. M., and Thomas, H. P., Phasitron F.M. Transmitter, 

Electronics, October 1946.
Adler, Robert, A New System of Frequency Modulation (The 

Phasitron), Proc. I.R.E., January 1947.
Bradford, H. K., Wide-Angle Phase Modulator, Electronics, February 

1947.
Mortley, W. S., F.M.Q., Wireless World, October 1951.
Flanagan, T. P., Spurious A.M. in F.M. Signal Generators, Marconi 

Instrumentation, December 1953.



Chapter Eight

LIMITERS AND DISCRIMINATORS

IT has already been shown that it is necessary to suppress the 
incoming signal’s amplitude variations. It has also been shown 

that a very large part of the improvement in signal to noise ratio 
can be ascribed to this.

All the earlier theoretical discussions on the improvement in 
signal to noise ratio were based on the assumption that ideal 
limiting is employed. The desirable property of the limiting 
circuit is that it should eliminate from the output any variations 
arising from alterations of the amplitude of the input signal. 
It should (a) function for all levels of input signal, and (b) its action 
should be independent of the rate of alteration of signal amplitude. 
All the practical limiting circuits fall short of the ideal with respect 
to (a) at low signal levels. With respect to (6), the circuit usually 
falls short of the ideal in its ability to handle very rapid or very 
slow variations of signal amplitude.

Grid Limiters
A Foster-Seeley discriminator is generally preceded by a grid 

limiter, and the circuit of a typical grid limiter is shown in Fig. 8.1.

<------------i------------------- *------- --------------------- *--------4-
Fig. 8.1.—General form of grid limiter stage.

The valve employed is a pentode operated with a low screen 
voltage, usually of the order of 50 volts; the screen is generally fed 
from a potential divider to ensure relative constancy of screen 
potential under working conditions. The stage is biased by grid 
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current rectification. Thus as the amplitude of the signal at the 
grid is increased from zero, the grid bias increases and, since the 
screen is at a low potential, the standing bias exceeds the cut-off 
value when the input signal amplitude is of the order of 2 volts. 
With further increase of signal, the valve is operated under Class C

Fig. 8.2.—Fundamental frequency component of anode current of grid 
leak limiter, for “ideal” ia—vg characteristic; practical characteristic 

shown dotted.

amplifier conditions. The anode current then has a very distorted 
wave-form, comprising pulses of constant amplitude, with 
decreasing duration as the signal amplitude increases. The com­
ponent of the anode current at the fundamental driving frequency

Fig. 8.3.—Practical and “ideal” ia—vg characteristics.

varies but slowly with increasing signal amplitude, and it is this 
phenomenon which provides the limiting action of the stage.

In Fig. 8.2 is shown the fundamental frequency component of 
the anode current plotted against input signal amplitude for an
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“ideal” valve, one in which the ia—vg characteristic is linear from 
zero bias to the cut-off bias Vc (see Fig. 8.3). From this figure it 
will be seen that the limiting action leaves much to be desired. 
Above the threshold where limiting may be said to commence 
(0-6 Vc approximately), the output falls rapidly at first and then 
more gently. Provided that operation is confined to inputs 
substantially in excess of 10 Vc, limiting is fairly satisfactory.

In practice, the slope of the ia—vg is usually relatively linear over 
a small range near zero bias, with increasing curvature towards 
cut-off as shown in Fig. 8.3. This appreciably alters the shape of 
the anode current pulses, with the result that the type of limiting

Fig. 8.4.—Limiting characteristic of grid leak Limiters: grid resistor 
returned to (a), source of positive bias, (b) earth, (c) negative bias.

characteristic obtained in practice is more nearly that of the 
dotted curve of Fig. 8.2, which represents a much more desirable 
characteristic. Two additional factors contribute to obtaining 
further improvement of the limiting characteristic. Firstly, 
although it is assumed that the valve is at zero grid bias in the 
absence of an input signal, this is generally not so. The random 
arrival of electrons at the grid means that the grid will take up a 
standing negative potential in the absence of a signal, and hence 
the valve will be operating nearer the region of curvature; the 
rise of the fundamental frequency anode current component with 
input is thus more gentle and the threshold at which limiting 
commences is less sharply defined as shown in Fig. 8.4 (b). Against 
this must be set the fact that the maximum anode current output 
is lower, and if it is desired to retain the sharp threshold, and/or 
secure increased output, the grid resistor must be returned to a 
point of positive potential. The slope of the characteristic is then 
as shown in Fig. 8.4 (a).
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Secondly, as the signal amplitude increases, the direct current 

component through the valve decreases, and hence the screen 
potential tends to rise. This in turn increases the bias required 
for anode current cut-off. This has the effect of increasing the 
fundamental frequency anode current output as the signal 
amplitude increases, and hence opposes the falling tendency 
exhibited by the curve of Fig. 8.2. By judicious choice of screen 
components, the curve of fundamental frequency anode current 
component against input can be made substantially flat above the 
threshold.

The threshold of limiting can be made to occur at a lower signal 
input level by employing a lower screen potential. However, the 
fundamental frequency component of the anode current also 
decreases under these conditions. The value of screen potential is 
therefore a compromise between a high value, to secure adequate 
input to the discriminator, and a low value to secure a low’ 
threshold of limiting.

The time constant of the grid circuit is somewhat critical. If it 
is too long, it will not be possible for the capacitor to discharge 
sufficiently rapidly to follow the amplitude variations of the input 
signal. Under these circumstances after a burst of interference, 
the limiter may be cut off w’hilst the capacitor discharges. The 
charging of the capacitor presents no difficulties, since the time 
constant is determined in this case by the forward resistance of 
the diode formed by the valve grid and cathode, which has much 
lower value than the grid leak. If the time constant RC of Fig. 8.1 
is reduced to overcome this effect, difficulties arise from two other 
factors. If the capacitor alone is reduced, it cannot be reduced 
indefinitely, since it forms a potential divider with the valve input 
capacitance, and loss of signal will result. If the resistance is 
reduced, the damping of the i.f. transformer feeding the limiter 
increases. The actual equivalent damping resistor is given by R/2 
for the series-fed diode arrangement of Fig. 8.1 and R/3 for the 
shunt-fed connection shown dotted. This type of limiter is 
therefore unable to suppress completely very rapid changes of 
input signal amplitude. From cathode ray oscillograph studies of 
Hobbs and others, it is apparent that the fault can be reduced to 
reasonable proportions if the grid circuit time constant is kept 
down to the order of 2-5 micro-seconds or less. Typical values for 
the grid leak and capacitor are 100 kilohms and 25 pf.
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Some degree of interstation noise suppression can be obtained 

by biasing the limiter towards the cut off value by means of a 
substantial bleed current through a suitable resistance in the 
cathode circuit, or by returning the grid leak to a point of negative 
potential. The effect of this is to reduce the gain at low signal 
input levels; the approximate shape of the limiting characteristic 
is shown in Fig. 8.4 (c).

In order to avoid overloading the stages which come before 
the limiter, a small amount of a.v.c. is sometimes employed. 
The amount of a.v.c. is, however, kept down to a minimum in 
order that the signal applied to the limiter may be as large as 
possible. In order to eliminate any unnecessary delay in the 
operation of the limiter grid circuit it is desirable to provide a 
series resistance to isolate the limiter grid from the a.v.c. circuit 
capacity.

Grid Circuit De-tuning
An unfortunate feature of the grid leak type of limiter is the 

fact that the damping caused by the flow of grid current results 
in de-tuning of the input circuit. This is demonstrated by the 
oscillograms recorded by Landon and reproduced in Fig. 8.5. 
These oscillograms, which were obtained at the limiter anode, 
show7 the wave-train which is produced by an impulsive signal. 
In oscillogram A the input level is too low for limiting to take 
place. Following the theoretical discussion in Chapter Three, it will 
be apparent that the narrow neck between the two lobes indicates 
accurate alignment of all the circuits involved. The oscillograms 
B and C were taken at progressively higher impulsive signal levels. 
As the deep valley between the lobes is missing this indicates 
that some circuits must have become de-tuned. The corresponding 
oscillograms for the discriminator output wave-forms are shown 
as D, E, and F.

The next six oscillograms demonstrate that the trouble is being 
very largely caused by the de-tuning of the limiter grid circuit. 
They repeat the conditions of the preceding six, except that the 
limiter grid is now7 fed from a circuit tuned with a 600-micro- 
microfarad condenser in place of the original 100-micromicrofarad 
tuning condenser. That the de-tuning at high signal levels is 
correspondingly less is illustrated by the deep valley between the 
lobes in H and 1, and also the smaller deflection in K and L.
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Wave Train

Discriminator Output

Wave
Train

Discriminator Output

Low Gam Moderate Gam Hmh Gam

C" 100/i.uf

C = 600 juuf <

Fig. 8.5.—Oscillograms showing the distortion caused to an impulse wave-train 
as a result of the de-tuning produced by the flow of limiter grid current.

(By courtesy of "Electronics".)

The de-tuning caused by grid current can also be minimised 
in other ways. For example, the response of the affected trans­
former can be made broader than that of the preceding stages; 
under these conditions the de-tuning will not greatly affect the 
overall receiver characteristic.

Anode Limiters
Another form of limiter, which is often employed in conjunction 

with a grid limiter, is the anode limiter. In this type of limiter, 
the anode is operated at a low potential, with a relatively high 
value of anode load which we shall assume initially to be resistive. 
If the limiter is normally biased, then the anode voltage swings 
in the downward sense are limited by the “knee” of the ia—va 
characteristic, i.e. the valve “bottoms” at relatively small values 
of signal input, as shown in Fig. 8.6. The maximum positive going 
excursions of the anode voltage swings are limited by the low 
value of h.t. employed. If the valve is biased towards cut-off, 
it can be made to limit symmetrically, and once the input signal 
exceeds the amplitude necessary for limiting to commence, the 
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amplitude of the anode voltage output remains constant, the 
wave-form becoming more nearly rectangular as the input is 
further increased as shown in Fig. 8.7.

Where the anode load comprises a tuned circuit, limiting again 
occurs when the anode voltage is driven below the “knee” of the

Fig. 8.6.—Anode limiter operated with low h.t. voltage.

ia—va characteristic. As the input signal is increased in amplitude, 
the output tends to remain constant because the damping imposed 
on the tuned circuit increases; i.e. the load line tends to become 
progressively more steep, as shown in Fig. 8.8. As the increased 
damping lowers the Q of the tuned circuit, there is progressive

Fig. 8.7.—Anode voltage wave-form; anode limiter with resistive load, 
(a) small input, (b) larger input.

degradation of the wave-form from the sinusoidal shape, the 
negative going peaks becoming more flattened. Because of this 
damping imposed, the anode limiter is not suitable for use with a 
discriminator as its anode load. For this reason and because its 
limiting action commences with a lower input than with a grid 
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limiter, it is generally employed in the first stage of a two stage 
limiter, the second limiter being usually of the grid limiter type. 
In this condition of operation the anode limiter is frequently 
combined with a grid limiter in the first stage, the anode and 
screen potentials being both held to a low value. The initial anode 
limiting action is then supplemented by the grid limiting action 
occurring at a higher input signal level.

i
i
i
i
I _________________
!/ INPUT INCREASING

I 
I

I
I
I

Va
Fig. 8.8.—Anode limiter with tuned circuit load.

When the anode load comprises a tuned circuit, the output 
necessarily remains approximately sinusoidal. The position of 
the load line is then very difficult to determine. In fact, the usual 
way to plot the load line in such circumstances is to invert the 
normal procedure of drawing the load line to determine the output; 
the load line is positioned to agree with the output wave-form. This 
is shown in Fig. 8.9 for a stage employing anode and grid limiting, 
when driven hard. It will be noted that the peak output cannot 
exceed the h.t. voltage. For comparison, the load line with anode 
limiting just commencing (a-a) is also shown; it will be seen that 
for the closest approach to ideal limiting action, the portion of the 
ia—va characteristic below the knee should be as steep as possible.

Where such a limiter is employed prior to a grid limiter, the 
input to the second valve is already substantially limited; the 
second limiter can therefore be designed to give a higher output 
from the discriminator.

Oscillator Limiters
Perhaps one of the most interesting methods of eliminating 

the amplitude variations from the received carrier is that based





286 FREQUENCY MODULATION ENGINEERING
on a synchronised oscillator. The idea behind this type of limiter 
is that an oscillator having a constant output voltage should have 
its frequency controlled by the incoming carrier. It is claimed 
that a limiter of this type is capable of giving a better amplitude 
limiting action than that of the conventional grid leak limiter, 
and at the same time a selectivity to adjacent channel interference 
equal to that of two extra i.f. stages. It is further claimed that, 
if properly designed, it is possible to obtain a synchronisation

Fig. 8.10.—Complete oscillator-limiter showing the locked-in oscillator and the 
special double-tuned circuit type of discriminator.

sensitivity high enough to give a voltage gain (when translated 
into terms of an amplifier) equal to that of a conventional i.f. 
stage.

A paper describing an experimental receiver using this type of 
limiter has been published by Beers. This receiver used an i.f. 
frequency of 4-3 Mc/s with the synchronised or locked-in oscillator 
working at one-fifth of this frequency. In place of the normal 
discriminator designed to operate from carrier frequency devia­
tions of ±75 kc/s the “frequency-dividing locked-in” oscillator 
was followed by a special double-tuned circuit type of discriminator 
designed to operate from carrier frequency deviations of ±15 kc/s.

The general arrangement of the complete oscillator-limiter 
section of the receiver is shown in Fig. 8.10. With this circuit 
arrangement an intermediate frequency signal of 1 volt on the 
first grid of the oscillator valve was required in order to provide 
the desired “locked-in” range of ±110 kc/s. The frequency range
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in excess of the ±75 kc/s required for the normal modulation of 
the received signal was provided in order to take care of mis­
tuning by the user, frequency drift of the heterodyne oscillator 
and over-modulation at the transmitter. The oscillator voltage 
developed at the discriminator was between 20 and 30 volts.

TWO SIGNAL SELECTIVITY 
DESIRED SIGNAL 100 pV. 

INTERFERING SIGNAL ADJUSTED F0R-30 DB INTERFERENCE

From the above it is apparent that the receiver must be 
sufficiently sensitive to always produce 1 volt on the first grid of 
the oscillator.

The results of selectivity measurements made by the two-signal 
method are shown in Fig. 8.11. In these tests the receiver was 
tuned to a desired signal of 100 microvolts, with a 400-cycle 
modulation and a deviation of ±25 kc/s. An interfering signal 
modulated with 1,000 cycles and having a deviation of ±25 kc/s
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Fig. 8.11.—Illustrating the improved selectivity obtained with an 
oscillator-limiter.
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was adjusted in signal strength and frequency to give an inter­
ference output 30 db below the 400-cycle output. A very con­
siderable improvement in selectivity, especially over the adjacent 
channel area, is shown by the receiver employing the oscillator­
limiter circuit.

It should be noted that, as the interfering signal is increased, 
a point at which the oscillator tends to break away from the 
desired signal will ultimately be reached. Field tests indicate that 
a somewhat higher distortion than the conventional receiver’s is 
encountered when a receiver incorporating an oscillator-limiter is 
tuned so that the signal is received at the edges of the receiver 
response characteristic. Various practical difficulties associated 
with this type of limiter are discussed in an article by 
C. W. Carnahan and H. P. Kalmus.

If so desired an oscillator-limiter and a phase detector can be 
combined in a single-valve stage. In an article describing such 
a circuit W. E. Bradley claims that it is possible to obtain a 
response to amplitude variations which is 50 db less than that 
due to frequency changes. The audio output at full deviation 
from such a stage is claimed as 20 volts peak to peak.

Series Grid Resistance Type of Limiter
Where the frequency of the signal being limited is relatively 

low, as in the case of either sub-carrier frequency modulated 
signals or carriers of a few tens of kilocycles (such as those used 
for transmission over lines), then it is possible to employ a very 
simple type of limiter. The circuit consists of a series grid-feed 
resistance which is high in comparison with the limiter valve’s 
grid/cathode impedance. The valve is then operated under con­
ventional limiter conditions so that it is in cut-off when its grid 
is only a few volts negative. When a signal is applied to the 
valve, limiting of the positive half of the signal wave occurs as 
a result of the voltage drop through the series grid resistance, 
while that of the negative half of the wave occurs in the normal 
way, as a result of the grid passing into the cut-off zone.

Cathode-Coupled Limiter
This type of limiter comprises two valves connected as shown in 

Fig. 8.12. The common cathode load is of a high value, its actual 
magnitude being chosen to bias the valves to the mid point of the 
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grid base approximately. When a signal is applied to the grid of 
71, the cathode tends to follow the input wave-form. In so doing, 
it provides an input to 72. The consequent change in the anode 
current of V2 is in the opposite sense to the change occurring in 
71, and tends to maintain the cathode voltage at the quiescent 
value. Some change of cathode voltage must, however, occur to

provide the input to 72, and in practice the cathode voltage varia­
tions are approximately one half of those at the grid of 71. Used in 
this manner, this type of circuit provides a push-pull output at the 
anodes, and is frequently used for this purpose.

When, however, the signal amplitude is increased sufficiently, 
the anode current in 71 will be cut off at one signal peak, whilst 
the anode current in 72 will be cut off at the other. When this 
happens, limiting of the output signal occurs.

This type of circuit suffers from the disadvantage of requiring a 
rather large input signal for efficient limiting, of the order of 5-10 
volts peak. It is, however, used extensively at relatively low 
frequencies, especially in conjunction with “counter” type dis­
criminators.

Frequency to Amplitude Conversion
A very large measure of the success attained by wide-band 

frequency modulation can be attributed to the high efficiency 
with which it is possible to convert changes in carrier frequency 
into audio voltages. As late as 1932 a paper was published by
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Andrew, in which it was deduced that a receiver designed for 
frequency modulation would produce less than one-tenth the 
power output of an amplitude modulation receiver. This author, 
and others of the same period, based their calculations on the 
only method then available for the demodulation of a frequency 
modulated carrier. They used the sloping side of the receiver 
response curve to convert variations in frequency into amplitude 
changes. As will be seen from Fig. 8.13, this may be done

FREQUENCY

Fig. 8.13.—Illustrating the way in which the sloping side 
of the receiver’s response-curve may be used to produce 
amplitude variations from carrier frequency changes.

by tuning the frequency modulated carrier about midway up 
one side of the response curve. In this way the frequency varia­
tions of the carrier result in amplitude variations which can be 
demodulated with a normal detector circuit.

While in an emergency it is possible to use an amplitude 
modulation receiver for the reception of a frequency modulated 
transmission, this method is never employed in practice. There 
are many objections; to start with, less than 50 per cent of the skirt 
of a tuned circuit’s response curve is sufficiently straight to permit 
of even substantially linear frequency to amplitude conversion. 
A further loss results from the amplification of the carrier some 
way down the skirt, rather than at the crest of the response curve. 
Quite apart from these considerations all the benefits of noise 
suppression are completely lost.

In 1936 Armstrong’s classic paper introducing the basic con­
cepts behind wide-band frequency modulation contained the 
following observation: “The most difficult operation in the 
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receiving system is the translation of the changes in the frequency 
of the received signal into a current which is a reproduction of the 
original modulating current.” Today, although the discriminator 
is still a most important stage in a frequency modulation receiver, 
it is hardly fair to describe it as the most difficult.

The Double-Tuned Circuit Discriminator
The discriminator circuits in current use fall into two main 

classes. Firstly, those depending on two tuned circuits, one 
resonant beyond the upper and the other below the lower deviation

H.T.+

TUNED 
HIGH

Fig. 8.14.—The double-tuned circuit type of discriminator was 
first described by Travis. This typical circuit has been used in 

a Motorola mobile communication receiver.

limit. The second arrangement depends for its functioning upon 
the phase shifts which occur between the primary and the secon­
dary windings of a tuned transformer. Of these two types the 
latter is by far the most popular, and can for all practical purposes 
be regarded as the standard frequency modulation discriminator 
circuit.

A typical circuit of the first type of discriminator, originally 
described by Travis, is shown in Fig. 8.14. There is a very wide 
variety of ways in which this circuit can be arranged, but the 
basic functioning of all is the same. That illustrated consists of 
two tuned circuits—one tuned to a frequency above the upper 
and the other below the lower deviation frequency limit.

As the carrier frequency is modulated over the receiver response 
band, the voltage characteristics indicated in Fig. 8.15 (a) are 
produced across the two diode loads. These curves are those 
which the voltage developed across any parallel-tuned circuit will
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follow as the applied frequency is varied. This voltage is deter­
mined by the equation:

E=I
(l-MC+jœCR)

(8.1)

It will be noted that while the voltage produced across R2 is

Fig. 8.15.—The response of the two tuned circuits results in voltages being 
developed across the two diodes loads, which when added together, result in 

the overall discriminator characteristics shown in (b).
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positive, that across Ry is negative. The output from the dis­
criminator will therefore be the difference or algebraic sum of 
these two voltages. Fig. 8.15 (6) shows a group of overall 
characteristics obtained when these curves are combined; these 
curves illustrate the effect of various different spacings between 
the frequencies to which the two circuits are tuned. The curve A, 
which is linear over a considerable part of its range, is produced 
when the two tuned circuits are separated by a frequency equal 
to 1/Qxfa, where Q=a>L/R, and is the same value for both 
circuits, and fa is the frequency midway between those to which 
the two circuits are tuned.

The effect of increasing the frequency separation is indicated in 
curves B and C, being respectively those obtained with a frequency 
separation between peaks of 2/Qxfa and 3 IQ X fa. It will be noted 
that although a wider peak separation results in an increased 
output, this is only obtained at the expense of linearity. It would 
appear from these curves that the spacing between the two 
resonant frequencies is not very critical, and that any frequency 
separation between 1/Qxfa and 2/Qxfa would give reasonable 
results. While this is substantially correct, it is normally desirable 
to be considerably more exact than this if first-class results are 
required. The group of curves in Fig. 8.16 indicate the percentage 
departure from the tangents drawn through the cross-over points 
of the group of discriminator curves with frequency separations of 
1 IQ x/o> Vl-5IQ xfa, 1-5IQ x fa, and 2/Qx fa. From these curves 
it is apparent that for general purpose working, a peak separation 
of 1-5IQ xfa gives a response characteristic with a very acute 
turnover and a maximum departure of just over 1 per cent from 
the tangent drawn through its cross-over point. This separation 
will, in general, be the most satisfactory for all normal purposes. 
Where an even closer approach to a truly linear characteristic is 
required the separation should lie somewhere between 1‘5/Qxfa 
and Vl-5lQxfa.

The curves given in Figs. 8.15 and 8.16 make it possible to 
arrive at working values for this type of discriminator. To take 
one example, assume that a receiver with an 8-Mc/s i.f. is designed 
for operation on a 75-kc/s deviation system. The discriminator 
response is to be linear within 1 per cent over a band of ¿100 kc/s. 
A large-scale plot of the characteristic obtained with a peak 
separation of 1'5 IQ Xfa shows that this characteristic is within 
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these limits over a frequency range of 1 /Q xf0. It therefore 
follows that l/Qxfo=2OO kc/s, from which it is apparent that 
the peak separation is 300 kc/s, and that the Q of the two tuned 
circuits is W=40

200 kc/s

It should be noted that this figure is that obtained under actual 
working conditions and includes the damping effect of the two 
diode load circuits.

Fig. 8.16.—Percentage departure from the tangents drawn through 
the cross-over points of discriminator curves which are produced 
with the peak separations indicated. The scale of the base has been 

modified to improve readability.

Two alternative circuit arrangements are shown in Fig. 8.17. 
Both circuits have been used in commercial receivers. When 
designing discriminators of the type that employ two indepen­
dently tuned circuits, it should be noted that all the foregoing 
deductions assume that the coupling between the circuits con­
cerned is kept substantially below the critical value. In addition 
to those shown in Fig. 8.17, there are many other variations 
of the double-tuned circuit type of discriminator. Some quite 
unrecognisable circuits turn out to be variations on the same 
basic type.
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Phase Difference Discriminator
The phase difference type of discriminator has become so 

widely used that it can for most practical purposes be regarded 
as the standard frequency modulation discriminator. It was first 
introduced by Foster and Seeley as a means of developing the 
control voltages required by receivers incorporating automatic 
frequency control. At a later date a complete mathematical 
treatment of the circuit theory was published by Hans Roder.

The circuit arrangement of the phase difference type of dis­
criminator is shown in Fig. 8.18. It is based on a tuned primary, 
tuned secondary i.f. transformer. The voltage developed across 
the primary is injected into the centre of the secondary winding 
via C2. At the frequency to which the transformer has been

------ ---------------------------------------o
Fig. 8.17.—Alternative arrangements of the double-tuned 

discriminator circuit.
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aligned the voltages applied to the two diodes Dx and D2 are 
equal. Consequently the rectified output voltages produced across 
the loads Rx and R2 are also equal, and, being of opposite polarity, 
cancel each other out, with the result that zero voltage is produced 
across the output terminals.

If the signal frequency applied to the discriminator transformer
H.T

Fig. 8.18.—The circuit arrangement of the phase 
difference discriminator.

(By courtesy of the British Institute of Radio Engineers.)

is varied, then—for reasons which will be discussed presently— 
the signal applied to one diode, say Dx, will be larger than that 
applied to the second diode D2. This results in a greater voltage 
being developed across R} than across R2, with the result that a 
positive output voltage is produced. If, however, the frequency 
applied to the transformer is varied in perhaps the opposite

direction, then the voltage applied to D2 will become the larger, 
with the result that the output voltage will be negative.

In order to describe the various types of phase difference 
discriminators, it is necessary first to establish the relationship 
between currents and voltages in two coupled circuits.

Fig. 8.19.—Two coupled tuned circuits; 
see Fig. 8.20 for equivalent diagram.
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Such a coupled pair is shown in Fig. 8.19; for the sake of general­

ity the two circuits are assumed to have dissimilar values of 
inductance, capacitance and resistance. The equivalent circuit is 
shown in Fig. 8.20, together with the symbols employed in the 
following text.

Fig. 8.20.—Equivalent diagram of Fig. 8.19.

The valve feeding the primary circuit is assumed to be a constant 
current generator, i.e. its a.c. anode resistance is assumed very 
large compared with the impedance of the load circuit. This is 
generally true for pentode valves.

The primary and secondary circuits are assumed resonant at the 
working frequency fQ, and the generator output current i is the 
peak value of the a.c. component of the anode circuit in the region 
of the resonant frequency. This latter point is stressed since, if 
the driving stage is a limiter, the anode current wave-form will 
contain a very high percentage of harmonics. The fundamental 
circuit equations are:

E s=jXcsis,
En jXCP(i

Q=ZPip—jwMis—jXc pi,
0 = Zsis-jcoMiP,

where Xcs reactance of secondary tuning capacitor at

applied signal frequency f= co
2a
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Since it is intended to confine the examination of circuit 

relationships to the region close to the resonant frequency of the 
primary and secondary circuits, it may be assumed that ip>i; this 
is true provided that the Q values of primary and secondary 
circuits are large.

With this simplification:

It is instructive to note that the term XCP/(ZPZ3+co2M2) is 
common to both expressions; the significance of this fact is dis­
cussed later. Since it is intended to apply the expressions only in 
the region of resonance, a further simplification can be employed. 
At resonance odqLp— 1 IcdqCp and o)qLs= 1 lco0Cs; at an adjacent fre­
quency, /=/o+ df, (BqLp— 1/cdCp is approximately equal to 2LPda>. 
This approximation is in error by only 5 per cent at df=fQ/10, and 
can therefore be employed with negligible error. Similarly, 
coLa— 1 / cod 3=2L3do>.

Substituting in the expressions above:

Ea=jXCPXca coM
(rp+2jLPôw) (rsft2jLsòco)ftco2M2

i,

EV=XCP2 rs+2jLsòo) .■ ■ V •
(rp+tyLPò(ft (rs+2jL3ô<D)+(D2M2

Additionally we shall assume that XCP, XC3, and wM are constant 
and equal to their values at coo; this again involves a negligibly 
small error. Dividing each expression by rpra, putting

Xcp LsM.Xcs q 2 ^.=x=—
rp r3 r3

.____ M
and employing n=KVQpQa, where K= ,==,

E = cp KQSVL sjLP . (8.2)
s (i+KM (1+KM+™2 ’

” (1+J<M) (l+j^)+n2 ' • • ( • )
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If LS=LP, QS=QP, the expressions at resonance (x=Q) simplify to 

E^E^-jQ^-^,

EP=E pQ=Q PXCP .
1

The magnitudes of Es and Ep for LP=LS and QS=QP are shown 
in Fig. 8.21. The coupling between the circuits is given by n, and

Fig. 8.21.—Primary and secondary voltage curves for a transformer 
having equal primary and secondary impedances and couplings which 

first critical (n=l) and then l-5xcritical.

for critical coupling n = 1. It will be seen that the primary voltage 
exhibits a much greater variation in amplitude than the secondary 
voltage.

It is sometimes convenient to express the secondary voltage in 
terms of the primary voltage; from (8.2) and (8.3),

. (8.4)
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Foster-Seeley Discriminator

The basic circuit arrangement for this type of discriminator is 
shown in Fig. 8.18. Although the whole of the primary voltage is 
employed in the circuit shown in the figure, often only a portion 
of the primary voltage is used.

Fig. 8.22.—Equivalent diagram of Foster-Seeley 
discriminator.

The equivalent circuit for the arrangement is shown in Fig. 8.22; 
here a proportion a of the primary voltage is employed. The voltage 
applied to each diode is given by the vector sum of aEv and %ES; 
if Ev is assumed constant, the vector relationships are as shown

ESO/2
Fig. 8.23.—Vector diagram for Foster-Seeley 

discriminator, assuming constant.

in Fig. 8.23. At resonance, the vectors EJ2 are perpendicular to 
the vector representing aEv; this is apparent from expression 
(8.4) above, the 90 phase rotation being indicated by the j term. 
The locus traced out by the tips of the two half-secondary voltage
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vectors is a circle. This can be shown from geometrical considera­
tions, since the component in phase with the primary voltage is 
given by

±KQSVLS/LP i+Qz^Ep

and the quadrature component by

KQNLJL 
l+Q,V

The voltages applied to the two diodes, Edl and Ed2, are given by

Edl2=
^Ep+\^^^Ep 

. 2 l + <?s2z2 ,

aE _ iQ^KQ^LJLp E ' 
, P 2 1+QX2 P

f iK^LJLp 2 
X(1 + £X2)2 ’ ’

2 iKfQ^LJLp 2 
+ 4(1+QS¥)2 v'

In order to simplify the calculation involved, we shall now 
assume that QV=QS^Q\ this does not unduly restrict the treat­
ment. Additionally, let

EP —aEp.

KQ=n,

'-KQVL./L^b.
CT

Ep is obviously the actual magnitude of the primary voltage 
injected in series with the half-secondary voltages, whilst b is the 
ratio of the secondary voltage to employed primary voltage at 
resonance; i.e. at bai — Q, b=Es/Ep
Then

F ^a2F 2f ¿1 1 Y I 1 62 1d2 v U+Qw) +4(l+£2z2)2J ‘

Since aEp is a variable quantity, it is more convenient at this 
point to postulate that Es is held constant; we shall consider the 
effect of the variation of Es with frequency later. Employing 
the relationship
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we have

b
1 +jQx

aE pEs= -j

F 2_f JA , 1 bQx \2 , 1 b2 Ì
dl s b2 21 + Q2x2) 4(l+Q2x2)2f

E 1 bQx y 1 b2 }
d2 s b2 t\ 21+Q2x2J 4(l+Ç2z2)2J

The term (l+j(^)2 indicates that there is a bodily rotation of the 
vector diagram of Fig. 8.23, with respect to its position at reson­
ance; since this does not affect the magnitude of E dl and Ed2, to 
which the diodes are responsive, the term may be replaced by 
(l+<22$2), its modulus value. Hence,

E^E2 1±^2+ 1 Qzi 
b2 4 b J

Since Edl and Ed2 are the peak values of the signals applied to the 
two diodes, the outputs across the two loads will therefore be 
equal to Edx and E d2 respectively assuming 100 per cent rectifica­
tion efficiency. The difference, E=Edx—Ed2, represents the net 
output due to the departure of the carrier frequency from /0.

r{w+1++1 _ . (8.5)
L I b2 4 b J o2 4 b J J

The value of E /Es for various values of b is plotted in Fig. 8.24. 
It will be seen that as b increases, the linearity is improved. The 
output for negative values of Qx are, of course, equal in magnitude 
but opposite in sign to those for positive values. The sensitivity 
measured in volts per kc/s of frequency shift obviously 
decreases with increasing b. Thus the value of b employed repre­
sents a compromise between the requirements of good linearity and 
high sensitivity. In order to arrive at a quantitative assessment 
of the departure from linearity, we must take the ratio of the 
value of E at a given value of Qx, and compare it with the value 
that it would have if the initial slope were maintained. From the 
expression above, if Qx is considered vanishingly small:

E=EnQxl(l+^li^
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This then gives the equation of the “ideal” output for a given 
value of b. It may be noted in passing that the maximum 
slope occurs when b is very small. Thus for the range of 
values l^>62/4, the value of the initial slope tends to a constant 
value, and this sets a practical lower limit to the value of b

employed, since no further improvement in sensitivity is achieved 
when l^>62/4, i.e. 6<0-6.

Reverting to the criterion for linearity, the “ideal” output for 
any value of Qx is E,= EsQQx/(1 ±62/4)i. If the actual value is E, 
we shall measure the departure from linearity by the quantity

20 log .6 E

The value of 20 log E^E for the same range of values of b used in 
Fig. 8.24 is shown in Fig. 8.25. Although the values of 20 log E^E 
for a given value of Qx fall with increasing values of b, an upper 
practical limit is set by the fact that the improvement tends to 
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become progressively less as b increases. Thus the useful practical 
range of values of b is 0-6 <6 <6.

We shall now consider the effect of variation of Es with Qx. 
For values of coupling factor n greater than 1. Es increases over a 
limited range with Qx. Under these conditions, the value of E is 
greater than the values shown in Fig. 8.24. By judicious choice 
of n, the increase in E due to Es can be made to offset the fall 
below the “ideal” value over a range of values of Qx; the curve 
of E against Qx can be made to follow that of the “ideal” within

Fig. 8.25.—Showing departure from linearity of E;Et for 
values of b used in Fig. 8.24.

close limits over a selected range. In order to select the value of n, 
the departures of Es from its value at resonance E^ is plotted in 
Fig. 8.26; the variable here is 20 log EsIEsQ. For correction to be

Eachieved at any given value of Qx, E X =Ei. It follows there-

E Efore that for this condition 20 log —^-=20 log —J. To satisfy this 
E so E

condition, the value of n must be chosen to give 20 log Es/Es0 
equal to 20 log EJE at the selected value of Qx. In general, 
however, correction at a particular value of Qx is not required, 
but correction over a range of values of Qx; for this condition, 
the value of n must be chosen so that the curve of 20 log EJE 
is identical with that of 20 log EJE over the range.

It will be seen from Fig. 8.26 that the steepest slope of
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20 log E^E^ occurs when n=2. For values of n greater and less 
than this, the initial slope is at a lower value. If the curve of 
20 log Es/EfQ is compared with those of Fig. 8.25, it will be seen 
that correction cannot be achieved for values of b less than 2. At

b=2, n=2, close matching is obtained up to Qx=l. The overall 
discriminator characteristic for this condition is shown in Fig. 8.27. 
These values represent the optimum for correction over the largest 
range of Qx; smaller values of b require values of n such that the 
correction is maintained only over a smaller range of Qx.

We shall consider a discriminator designed around the values of 
6=2, n=2, working at an i.f. of 10-0 Mc/s. For broadcast recep­
tion (75 kc/s deviation) it is desirable that the discriminator 
characteristic is linear over a range of ±100 kc/s, i.e. over a range 
of x up to 0-02. Since, with the values chosen, linearity is main­
tained up to Qx—1, this fixes the value of Q at 50. The value of b 
then determines the remainder of the parameters of the system.
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Since b=n^LalLv sujtable values of a and VLSILP are a=l, 
a

VLS/Lv—1. The transformer then has identical primary and 
secondary circuits and the whole of the primary voltage is 
employed.

The sensitivity of the discriminator, when corrected in the above 
manner, is, of course, the same as that of the “ideal” over the 
corrected range. As shown earlier, the sensitivity of the “ideal”

curve is given by Es0Qx/(l Substituting the value of Es0,
this is equal to

cv l-\-n2 (l+b2/4^ ’

The maximum value of Es0 occurs when n=l; thus if a lower 
range of linearity than given by the values b—2, n=2, can be 
tolerated, an increase in sensitivity can be achieved. As explained 
above, b cannot be decreased below 2 without the loss of linearity 
at relatively small values of Qx. However, if n is decreased, 
correction can be achieved for b >2, but for a smaller range of Qx. 
This leads to a somewhat higher sensitivity since the value of 
n/1 ±n2 will increase. However, if such a reduction of the absolute 
magnitude of the linear range can be tolerated, it would be more 
advantageous to increase Qx values, which would reduce the 
value of x for linearity. In this case, the sensitivity increases with 
Q2. The expression for sensitivity can be put in the more practical 
form of volts per kc/s of frequency shift given as follows:
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Sensitivity=RD —£ 1 X 10"3 volts/kc/s/milliamp
/oU+o I*) input current.

Where RD is the dynamic resistance of either circuit alone in 
kilohms,/0 is the centre frequency in Mc/s.

In conclusion, it is necessary to estimate the damping effect 
of the two diode detectors on the tuned circuits. The voltage across 
two load resistors R is E dl and E d2 assuming 100 per cent rectifi­

E 2 E 2cation efficiency; the power absorbed is therefore —F —The
R R

equivalent circuit for the discriminator transformer is shown in 
Fig. 8.28; Rp and Rs are hypothetical resistors in parallel with the

Fig. 8.28.—Equivalent circuit for determining damping of 
primary and secondary circuits of Foster-Seeley discriminator.

voltage sources which would absorb the same power as the diode 
loads. It follows therefore that

Edl2+Ed22 =2 (EX2 1 E,2
R \2 / 2RS' 2RP

The factors of 2 in the denominators of the right hand side are 
necessary because Es and Ep are peak values; in power relation­

E E 'ships they must be replaced by —- and —- respectively, the r.m.s.

values.
But Edl2+Ed22=2(EP'2+E2l4).

For these two equations to be true for all values of EP and Es,

R=2Rs=4Rp.
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Since R3 is shunted across only half of the secondary circuit, its 
value when transformed to be across the wrhole circuit is 2R; 
since there are two such loads, the final load across the whole 
secondary is R, i.e. the same value as it would have in the absence 
of the primary voltage signal, half the total d.c. load of the 
diodes (2R). For the primary, the equivalent damping resistor 
R/4 must be transformed in the ratio of 1 /a2, to give the damping 
on the whole primary circuit, R/4a2. This may differ appreciably 
from the secondary damping, and hence lead to unequal primary 
and secondary Q values. If a=0-5, i.e. only half the primary 
voltage is employed, the primary damping is R, and thus equal 
to the secondary damping, restoring equality of Q values. The 
seriousness of the unequal damping effect is, of course, dependent 
upon the relative values of R and RD, the undamped dynamic 
resistance of the coupled circuits individually. If comparable, and 
a does not equal 0-5, it is necessary to introduce additional 
physical resistance damping across one circuit to equalise the Q 
values. For example, if a=l, and R=2RD which are realistic 
circuit values, the primary Q value will be reduced by a factor 
of |, whilst that of the secondary will be reduced by |, and the 
primary to secondary Q values, assuming initial equality will be 
now in the ratio 1:2. If the value of a=0-5 is chosen to eliminate 
this effect, the value of b can be maintained constant at its previous 
value by choosing LP/LS=4:; however this may introduce further 
difficulties in obtaining equal Q values for the two values of 
inductance. Alternatively, given a—Q-o, LJLP—1, the values 
of b and n may be chosen to satisfy the criterion for linearity and 
b=2n. With these limitations, approximate values are 6=2-8, 
n=l-4.

The diode loading differs appreciably from the case discussed 
above when the secondary circuit centre tap is derived by dividing 
the capacitance branch. Where this is done, the diodes of necessity 
must be of the shunt-fed type, and a circuit arrangement for this 
condition is shown in Fig. 8.29. The secondary tuning capacitors C 
are equal in value, and a is given by C1l(C1-\-C2). The equivalent 
circuit is as shown in Fig. 8.28; in addition to the power dissipated 
by the d.c. outputs of the diodes in the load resistors R, these 
resistors can also be “seen” directly by the generators. The result

E E 2is that, to the power dissipated by d.c., —— -j—must be added 
R R
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E E 2—4---- , the factors of 2 being necessary because it is the 
2R 2R

r.m.s. values of Edl and E d2 which are required to calculate power 
dissipation. With same notation as previously, therefore,

3 E^2 । 1 Ev'2
2 R 2 R \ 4 / 2R, 2RV

and

and, therefore, Rs= —, Rv— 
3 6

The value of the equivalent damping resistance across the whole
secondary is therefore 2R/3 (i.e. one third of the total d.c. load,

Fig. 8.29.—Foster-Seeley discriminator employing a capacitance 
tapping of the secondary circuit.

2R), and of the equivalent damping resistance across the primary, 
R—-. For equal primary and secondary damping, a=0-5 as before.

Practical Design Considerations
In the construction of a practical discriminator transformer, a 

number of factors must be observed. Firstly, the secondary 
circuit centre-tap must be situated at the electrical centre of the 
circuit; in the case of a tapped inductance branch, where the 
secondary winding comprises a single continuous winding, this 
may be at an appreciable distance from the physical centre.
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This difficulty may be overcome by winding the coil in two equal 
sections, one situated on top of the other, or interwound with the 
other. Where the capacitance branch is tapped, this difficulty 
does not arise.

Secondly, design is generally based upon the assumption that 
mutual inductance coupling between the two circuits only is 
employed; it is, however, extremely difficult to eliminate capaci­
tance coupling between the windings. The result of the presence 
of such coupling is, in general, to distort the discriminator 
characteristic. As a first precaution, where co-axial windings are 
employed, the end of the primary winding nearest to the secondary 
winding should be returned to the h.t. supply, and not to the 
driving valve anode. Where the best possible performance is 
desired, it may be necessary to add an electrostatic screen between 
the windings; this may take the form of a flat spiral of wire 
between the windings, earthed at one end, or alternatively a mesh 
of parallel wires joined together at one end only to a further single 
earthed conductor.

The signal to noise ratio may also be appreciably degraded if 
the loads of the two diodes are not accurately balanced under 
dynamic as well as static conditions; this means that the diode 
capacitors must be equal. It is particularly important to note 
that the two discriminator reservoir capacitors do not form the 
whole of the capacitance shunting the diode loads. In practice 
the diode load system is rarely balanced with respect to ground. 
Under these conditions it is almost certain that the stray capacities 
across the two loads will be unequal. This is well illustrated by 
Fig. 8.30, which shows two oscillograms recorded by Landon. 
They depict the signal demodulated by the discriminator when 
supplied with an impulsive wave-train. In the first case it is 
accurately aligned and the loads and their shunt capacities are 
carefully balanced. In the second case the capacity across the 
two diode loads has been deliberately unbalanced by, it is claimed, 
only 10 micromicrofarads across 100,000 ohms.

In connection with this type of unbalance one important source 
of trouble is worth noting. If Fig. 8.18 is again referred to it 
will be noted that as far as the audio frequency side of the dis­
criminator load circuit is concerned the coupling condenser C2 is 
effectively shunted across the lower diode load, but not across the 
upper—the impedance of the radio frequency choke is very small 
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at audio frequencies. To balance up the dynamic impedances of 
the two loads an additional capacity should be added across the 
upper diode load. The exact value of the extra capacity can best 
be determined by oscillographic tests.

Finally, it should be noted that the phenomenon of distortion 
arising from the a.c. load of the detector differing from that of the 
d.c. load can also arise. This effect in a.m. detectors is well known; 
if the diode d.c. load is R, and this is shunted by a coupling net­
work C, Rv the maximum modulation depth which can be handled

Fig. 8.30.—Signals demodulated when a discriminator is supplied 
with an impulsive wave-train. In the first case the two diode 
loads and their shunt capacities are accurately balanced, whilst 

in the second the capacities have been unbalanced.
(By courtesy of "Electronics".)

before distortion occurs is given by R1l(R-\-R1). It will be 
apparent, however, that the same effect can arise with the type 
of f.m. detector described above. In this case, however, the 
phenomenon is not entirely due to the fact that the a.c. and d.c. 
loads are different, but also that the loads presented to the diodes 
at frequencies other than the centre frequency may differ from 
that at the centre frequency. At the centre frequency, the output 
voltage is zero, and any load may be connected between the a.f. 
take-off point and earth without affecting conditions at the diodes.

Under working conditions, however, additional damping is 
applied to the discriminator transformer when modulation is 
applied, and this may lead to distortion of the discriminator 
characteristic if the effective Q values of primary and secondary 
circuits alter appreciably during the modulation cycle.

In this connection it should also be noted that distortion can 
arise due to de-emphasis components connected directly across 
the discriminator output; care should therefore always be taken 
to ensure that the impedance of any network connected to the 
discriminator output is very large compared with that of the diode 
loads proper.
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Self-Limiting Phase-Difference Discriminators
The self-limiting type of phase-difference discriminator depends 

basically for its action upon the properties of outer control 
electrodes of a multi-grid valve.

If, for example, the suppressor grid of a pentode valve is con­
sidered, it will be found that, provided that the control grid and 
screen grid voltages are maintained constant, the total cathode

V#Upp

Fig. 8.31.—Anode, screen-grid and cathode currents of an 
“ideal” pentode with variation of suppressor grid bias.

current through the valve is substantially independent of the 
suppressor grid bias. The cathode current is determined almost 
solely by the screen grid and control grid potentials of the valve. 
The effect of biasing the suppressor grid negatively is to set up a 
retarding electric field in the valve between screen grid and anode, 
and hence a proportion of the electron stream which would other­
wise have reached the anode returns to the screen grid. Thus, 
increasing the suppressor grid bias increases the screen grid 
current, and decreases the anode current, the sum of the two 
remaining substantially constant; this is shown in Fig. 8.31. 
At the ultimate limit, anode current is cut off, and the whole of 
the cathode current flows to the screen.

When the suppressor grid is driven positive, the anode current 
does not increase appreciably beyond its value at zero suppressor 
bias; this is due to the fact again that the suppressor grid cannot 
appreciably influence the total cathode current. The screen grid 
current under these conditions tends to decrease only slightly, 
since its current is due largely to collection of electrons by the 
obstruction it presents. The suppressor grid will, of course, take 
current in this region, but by careful design, this can be held at a 
very low value, so that appreciable input damping does not occur.
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Thus if the suppressor grid of a pentode is biased mid-way to 

cut-off, and an input signal is applied, the anode current is a copy 
of the input signal at low signal levels, provided, of course, that the 
anode current-suppressor grid bias characteristic is linear. At high 
signal levels, where the input signal drives beyond cut-off and into 
the region of positive bias, the anode current wave-form tends to a 
square wave shape, and the anode current wave-form becomes pro­
gressively more nearly independent of the amplitude of the input 
signal. This is shown diagrammatically in Fig. 8.32 (a), (b) and (c).

In order to achieve demodulation of an f.m. signal, two grids 
having characteristics similar to those described above are 
required. The control grid of a pentode cannot normally be used 
since its limiting action at positive grid bias is generally poor, 
and grid current damping is generally severe. The circuit arrange­
ment therefore normally employs a nonode valve of the 6BN7 
(EQ80) type in which two grids, g3 and g5 function as described 
above. The description above requires modification in that each 
grid controls not the anode current direct, but the proportion of 
the total space current transmitted onwards through the valve. 
The limiting action is similar, but whereas the anode of a pentode 
receives all the electrons which pass through the suppressor grid, 
in a nonode only a proportion reach the anode. Since the two 
electrodes to be employed are not in the vicinity of a large space 
charge, input damping on positive grid excursions is not excessive. 
The inputs applied to the two grids are derived from the primary 
and secondary windings of an i.f. transformer, as shown in 
Fig. 8.33. We shall assume that both grids are driven into the 
regions beyond cut-off and zero bias, and that therefore the anode 
current wave-form due to the input at each grid separately 
comprises square waves. It was shown earlier that the primary 
and secondary voltages of a coupled pair are given by

— Xcp Xcs mM/(ZpZs+a>2M2) i,
EP^XC2 Z^Z^+aSM2) i.

Obviously, anode current can only flow when both grids are 
positive simultaneously, as shown in Fig. 8.34. At resonance, the 
voltages are in quadrature, and therefore anode current flows for 
90° of the carrier cycle.

Since we are interested only in the relative phase angles of the 
two voltages, it is permissible to ignore phase shifts common to



Fig. 8.32.—Showing limiting of anode current wave-form with large input 
signals to pentode suppressor grid.
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both; also, since variations of amplitude of either or both signals 
are assumed to have no effect on the anode current, we can ignore 
most of the terms describing the primary and secondary voltages,

Fig. 8.34.—Anode current in nonode, with inputs to and g^ 
displaced in phase.

and consider only the phase angle 6 of the primary voltage relative 
to the secondary voltage. This is given by

6^ 90 —tan'1 Qx,
2df assuming identical primary and secondary circuits, and x=
Jo 
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where df is the departure of the carrier frequency from the centre 
frequency.

It will be noted that the vertical edges of the anode current 
wave-form due to the signal at either grid alone, are co-incident 
with the instant at which the signal goes to zero; the period of 
conduction per cycle due to the signals at both grids is therefore

of the whole time of one cycle of the carrier wave. The mean 360 J
value of the anode current, therefore, is directly proportional to <f>, 
and by including a suitable load resistor and integrating capacitor 
in the anode circuit, a demodulated output is obtained, the 
magnitude of which is proportional to and independent of the 
amplitude of the input signals.

Since ^=90±tan-1 Qx, the anode current has a d.c. component, 
equal to 90/360=| of its value when both grids are at zero bias. 
More importantly, there is an a.c. component, the magnitude of 
which is proportional to tan-1 Qx. If, therefore, the frequency 
deviation of the incoming signal is such that Qx is small, we can 
make the approximation that tan-1 Qx=Qx, i.e. the output 
amplitude is proportional to frequency deviation.

It will, however, be noted that the output frequency deviation 
characteristic is not truly linear anywhere, and this limits the 
usefulness of this type of discriminator. However, the dis­
criminator has the great practical advantage of a high audio 
output. At an i.f. of 10-7 Mc/s with an anode load of 470 kilohms 
and an h.t. supply of 250 volts, the peak output for 75 kc/s 
deviation is about 30 volts. This may be compared with that of a 
Foster-Seeley discriminator, for which a typical figure may be 
taken as 5 volts. The linearity for a given frequency deviation 
and i.f. can be increased by reducing the Q values of the tuned 
transformer; this, however, leads to lower i.f. gain, and hence 
raises the receiver input signal necessary for efficient limiting.

As the limiting action does not depend upon, circuit time 
constants, as with the grid limiter, the limiting action is instan­
taneous, and so “paralysis” of the receiver due to signal surges at 
the limiter cannot occur. In practice it is general to feed the 
screen grids g2, g^, g6 from a low resistance potential divider 
across the h.t. supply; this prevents the voltages at these grids 
rising when input signals are applied, and hence ensures full 
limiting efficiency. In order to keep the cut off bias at g3 and g5 
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to small values, to ensure a low limiting threshold, the voltage at 
g2, g^ and g% is kept to a low value, about 20 volts. The control 
grid gq is not employed in this circuit arrangement; it is normally 
biased so that the electrode dissipations are kept within the 
limits prescribed. In the circuit of Fig. 8.33, gx is connected direct 
to cathode; the cathode bias for grids g3 and gb is largely deter­
mined by the bleeder current, and is hence largely independent 
of any change in electrode potentials under operating conditions.

Fig. 8.35.—Plan view of 6BN6 type of gated beam tube.
(By courtesy of S.T.C.)

A similar type of circuit is employed with the gated beam tube 
of the 6BN6 type. This valve is basically a pentode, and the two 
signal inputs are applied to the control grid and suppressor grid. 
An electron lens technique is employed in the construction of the 
valve, to achieve the desired limiting characteristics at the grids; 
a plan view of its structure is given in Fig. 8.35. The cathode is 
surrounded by a focusing shield, connected to the cathode. 
Through an aperture in the shield the electron stream enters a 
second enclosure containing the control grid, where it is accelerated 
by the action of the accelerator grid g2, the action of which 
corresponds to the screen grid of a normal pentode valve. The 
control grid is relatively isolated from the cathode, and hence 
from the cathode space charge. Thus on being driven positive, 
the grid current is low, the minimum input impedance being of 
the order of 20 kilohms. Because of the effect of the enclosure, 
the anode current does not increase greatly as the grid is driven 
positive. From this second enclosure, the electron stream passes 
through another aperture to the enclosure containing the anode 
and second control grid. Due to the valve construction, when this 
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latter grid is biased negatively, that part of the electron stream 
which would, in a normal pentode, return to the screen grid, is 
collected by the enclosure walls, which are at cathode potential. 
Also, since the accelerator grid g2 has comparatively little influence 
on the field in the space before the second control grid, the electron 
stream approaching the second control grid does so at relatively 
low velocity, and hence the second control grid has a relatively 
short grid base without an unduly heavy mesh.

Fig. 8.36.—F.M. limiter-discriminator employing gated beam valve.

A circuit arrangement employing this type of valve is shown 
in Fig. 8.36. In this circuit, the “primary” circuit Llf C2 of the 
tuned transformer is not coupled directly to the “secondary” 
circuit, L2, C2 but by the valve electron stream. The mechanism 
is as follows. The output of the tuned circuit is applied to gx; 
coupling capacitor is employed to isolate the anode voltage of 
the preceding valve, and an r.f. choke is used to connect the grid 
to ground, this latter being used in preference to a resistor, since 
a resistor would produce variations of bias under operating 
conditions. The anode current is therefore in phase with the grid 
voltage, and a voltage is thus developed across Rx in anti-phase 
with that across Lx, Cx. The anode/second control grid capa­
citance, shown dotted, feeds this signal to the tuned circuit L2,C2.

By varying Rx, the r.f. gain from the first control grid to anode 
can be varied. In this way, an ample voltage swing can be pro­
duced to ensure efficient limiting at g3. The performance of the





320 FREQUENCY MODULATION ENGINEERING
circuit is almost identical with that of the nonode discussed 
earlier in respect of the linearity of its frequency swing-output 
characteristic, i.e. it is not truly linear anywhere, but has a good 
approximation to linearity over a limited range. This range can 
of course be extended by employing lower Q values in the tuned 
circuits. This, however, leads to a raising of the receiver input 
signal level at which limiting occurs.

Fig. 8.38.—Response curves of circuits of Fig. 8.37.
(a) Foster-Seeley.

In common with the nonode valve, the gated beam tube gives 
a high level audio output; with an anode load resistor of 250 
kilohms, and fed from a supply of 250 volts, the peak output for 
75 kc/s deviation is about 40 volts.

In order to provide a basis of comparison of the three types of 
phase difference discriminator so far described, typical operating 
circuits and performance curves are shown in Figs. 8.37, 8.38, and 
8.39. It will be seen that, in respect of linearity of discriminator char­
acteristic and of a.m. rejection, the Foster-Seeley circuit is the best.
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Fig. 8.39.—Limiting characteristics of circuits of Fig. 8.37.
(By courtesy of S.T.C.)

However, the higher sensitivity of the others gives the practical ad­
vantage that an a.f. amplifying stage may be saved in the receiver.

The circuit of the Foster-Seeley discriminator differs from that 
of Fig. 8.18 in that the voltage from the primary circuit is injected 
across the diode load resistors which are effectively in parallel 
to the r.f. input. It will be noted, therefore, that the primary 
circuit has additional damping imposed, the equivalent resistor 
being equal to the sum of the load resistors in parallel.

Fig. 8.40.—A.M. rejection curves of circuits of Fig. 8.37.
(By courtesy of S.T.C.)



LIMITERS AND DISCRIMINATORS 323
Frequency Counters

In the case of sub-carrier frequency modulation transmissions, 
the frequency of the signal is often too low to permit the use 
of conventional discriminator circuits. Alternative methods of 
demodulation have therefore to be adopted. While there are many 
possible circuits available, variations on that outlined in Fig. 8.41 
are the most commonly employed.

Fig. 8.41.—Illustrating the general arrangement of the frequency-counter circuit used 
to demodulate sub-carrier frequency modulated signals.

The sub-carrier, which normally lies within the audio range, 
is first changed to such a frequency that at the peak sub-carrier 
deviation the frequency of the resultant signal is zero. It now 
follows that as the sub-carrier is frequency modulated the resul­
tant will vary from zero cycles up to double the peak deviation 
frequency. This signal is next passed through a limiter stage 
which also squares up the wave-form, which is then passed through 
a filter having a short time constant. The signal emerging from 
this stage takes the form of a series of pulses which are rectified 
by means of a pair of back-to-back diodes.

The two condensers (\ and C2 function as reservoirs, with the 
result that the voltage output is directly determined by the 
number of pulses per second, which are in turn dependent upon 
the frequency of the original sub-carrier signal. Providing the 
time constant of the pulse-shaping network is such that the 
voltage has returned to zero before the start of the following pulse, 
counter-circuits of this type are capable of giving a perfectly linear 
relationship between applied frequency and voltage output.
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Dynamic Limiters

The limiters described earlier all suffered from one major 
disadvantage, that of a fixed threshold below which limiting 
action ceased. This implies that there is a fixed input signal level 
below which the receiver cannot operate satisfactorily at all. 
Further, the input signal must exceed this threshold value by a 
substantial amount to achieve satisfactory limiting, as under 
conditions of multi-path reception and severe interference the 
instantaneous value of the carrier amplitude may fall well 
below its mean level. In fact, the greatest amplitude modulation 
depth that a receiver employing such a limiter will handle is 
obviously the ratio of the difference between the signal mean 
amplitude and the minimum amplitude required for efficient 
limiting, to the signal mean amplitude; this is thus a variable 
quantity.

The family of dynamic limiters function by providing variable 
damping of a tuned circuit, the value of the equivalent damping 
resistor varying in such a way as to maintain constant the output 
signal amplitude. It is shown in its simplest form in Fig. 8.42, 
where a diode in series with a battery is connected in parallel 
with a tuned circuit. The battery may be assumed for the present 
purpose to have zero internal impedance, whilst its voltage is 
assumed equal to the peak signal amplitude. Under these condi­
tions, the diode will not take current whilst the signal amplitude 
remains steady. If, however, the signal amplitude tends to increase, 
the diode will conduct, and assuming a perfect diode, the timed 
circuit will be heavily damped, the equivalent damping resistor 
being such that the signal amplitude increases by an infinitely 
small amount. If, however, the signal amplitude tends to decrease, 
the diode will be cut-off. Therefore the circuit will limit perfectly 
on outward swings of modulation, and not at all on inward swings. 
This situation can be remedied if in series with the diode is con­
nected a paralleled combination of a resistor R and a large capacitor 
C instead of the battery, as shown in Fig. 8.43. The value of R is 
chosen so that its resistance is small compared with the tuned 
circuit dynamic resistance, and therefore the tuned circuit is 
normally heavily damped by the diode circuit, the equivalent 
damping resistance being R/2.

The voltage across the parallel combination of the resistor R 
and the capacitor C will be equal to the peak signal amplitude,
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and because of the long time constant of the combination, behaves 
in a manner similar to an equivalent battery. If the signal ampli­
tude tends to increase, the diode will take a heavy current on signal 
peaks. Since the voltage across the capacitor cannot be readily 
increased, this is equivalent to reducing the value of the equivalent 
damping resistor, so that under dynamic conditions, the signal 
amplitude increase is negligibly small. If the increase in signal 

Fig. 8.42.—Simple basic form of 
dynamic limiter.

Fig. 8.43.—Practical form of 
Fig. 8.42.

amplitude is in the nature of a long term change, the capacitor 
will ultimately change to the new peak value of the signal, and 
thereby automatically restore the equilibrium conditions.

If, however, the signal amplitude tends to decrease, the diode 
ceases to conduct, and the damping supplied by the diode circuit 
is removed. The gain therefore rises, and the reduction in signal 
amplitude is therefore offset. The degree of “downward” modula­
tion which can be restored in this manner is obviously conditioned 
by the ratio of the equivalent damping resistance due to the diode 
circuit under equilibrium conditions and the dynamic resistance 
of the tuned circuit.

The manner in which the downward modulation depth can be 
calculated can be seen from Fig. 8.44. The curve of E=Rdi gives 
the voltage output when the limiter is not in circuit, where 
Rd is the dynamic resistance of the tuned circuit. The curve of 
E=iRdR\Rd+R') gives the output with the limiting diode in 
circuit, using a small value capacitor, permitting the rectified 
voltage to follow rapid changes of the peak input current i. 
R' is the equivalent damping resistor due to the diode circuit,
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and if R is the actual magnitude of the diode load resistor R’=R/2. 
With a large value of capacitor, and a steady input current *0, the 
working peak voltage output is £0; this is necessarily the same as 
that with a small capacitor under static conditions. When, 
however, a rapid change of i0 occurs in the downward direction 
the curve of Eo follows the horizontal dotted line until it rejoins 
the line E=Rdi, at i=iv For values of i below ilt the output will

yE=Rdi

OUTPUT
VOLTAGE

E

i____________ :—
t| to <•

INPUT CURRENT

Fig. 8.44.—Method of determining the greatest downward 
modulation depth which a dynamic limiter will handle.

decrease. Thus the maximum downward modulation depth 

which the limiter will handle is given by -A—-• From the geometry 

of the figure this is obviously equal to

Kfip RgR l(Rd+R Ho _ ।_ R _ Rd 
Rfio______ RdA~R' RdA~R

Thus for efficient downward modulation limiting, R' must be small 
compared, with Rd. The expression for the maximum downward 
modulation depth may also be put in the form l—Q'/Q, where Q 
refers to the circuit in the undamped condition, and Q' to its 
working condition.

If, for example, the equivalent damping resistance R'=R/2 is 
equal to one ninth of the dynamic resistance Rd of the tuned 
circuit alone, the load presented to the previous valve is one tenth 
of the dynamic resistance Rd, under equilibrium conditions. 
With this damping removed, the signal level must fall by a factor 
of ten before the output signal level falls below the equilibrium

ErÇLiA L 
Ra+Ri
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level, and hence, a dynamic limiter designed on such a basis would 
handle the equivalent of 90 per cent amplitude modulation of the 
input signal, and transmit a negligibly small quantity to the 
output . It will be realised, of course, that if the reduction in signal 
amplitude is in the nature of a long term change, the capacitor 
will discharge until equilibrium conditions are restored.

The advantages of this type of limiter will thus be apparent; 
its operation is independent of input signal amplitude, down to 
the level at which the diode can no longer be considered a very 
small resistance on the charging stroke. Further it can be designed 
to reject amplitude modulation of the signal up to a pre-determined 
depth, which property holds at all levels of the input signal, with 
the same qualification as before as to the lower Umit set by the 
properties of the diode. Its disadvantages are the absence of a 
fixed output level, and consequently, long term variations of 
input signal level cannot be rejected. Also the variable damping 
of the tuned circuit under operating conditions means that its 
passband must equally be variable, and the circuit cannot be relied 
upon to provide selectivity in the receiver. The long term varia­
tions of signal level can, however, be reduced to tolerable propor­
tions by the employment of an efficient a.g.c. system, which 
additionally tends to remove the disadvantage of variations of 
output signal between two signals of unequal amplitude. The 
limiting action, since it does not depend upon the rapid charge 
or discharge of a capacitor, does not therefore suffer from the 
“blocking” effect encountered with grid leak limiters.

The dynamic limiter is frequently incorporated in a discriminator 
circuit; one such arrangement is shown in Fig. 8.45. The dis­
criminator is of the double tuned circuit type. A tertiary circuit 
is coupled tightly to the tuned primary, and the dynamic limiter 
is fed from this winding. The diode may be actually a germanium 
crystal type, which has a low forward resistance. The dynamic 
limiter could, of course, be connected in parallel with the tuned 
primary circuit directly, but the arrangement shown has the 
advantage that the limiter supplies a.g.c. voltage.

The limiting action of the circuit is as described above. The two 
secondary circuits, which form the basis of the discriminator, 
must be very loosely coupled to the primary circuit, so that the 
primary circuit is comparatively unaffected by these two circuits. 
The voltage across the primary winding is thus stabilised against 
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short term signal amplitude variations, and the circulating 
current in the primary circuit is also stabilised.

The voltage which is injected in series with each secondary 
circuit is jwMip, and hence the voltage applied to each discrimina-
tor diode is E=ja)MiPlja)CsZs=MivICsZa>

where Za=jcoLs-\-l/jcoC s-\-ra, the suffix s referring to the secon­
dary circuits; the value of Cs will be different for the two secondary 

AVC —---------------

Fig. 8.45.—F.m. discriminator of double tuned circuit type, 
incorporating dynamic limiter.

circuits individually. The current ip is related to the anode current 
of the driving valve by iP=Q'ia, where Q' is the working Q of the 
primary circuit.

The voltage applied to each diode when its secondary circuit is 
resonant is, therefore, „ ~’ ’ Ea=MQza/Csra

MQ'ia r, 
— -----7------Rds, 

Es

where Rds is the dynamic resistance of the secondary circuit, 
and is equal to Ls/Cars.

If LP=LS,

Ed=KQ iaRda,
=n^) iaR""

where K=M!L, and n=k VQ'Qs •
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With identical circuits, the undamped primary circuit Q is equal 

to Qs, and therefore the output voltage is lower by a factor 
n(Q'iQ)h than it would be if the secondary circuit were connected 
directly in the anode circuit of the driving valve. This apparent 
loss is, however, offset by the fact that, were the secondary so 
connected, the driving stage would have to be a conventional 
limiter, and hence operated under conditions of low gain.

In respect of the discriminator characteristic the circuit 
performance is identical with that of the conventional circuit 
described earlier. In order to meet the requirement that the 
coupling between primary and secondary circuits shall be loose, 
n should be less than 0-4 of critical coupling.

The Ratio Detector
The ratio detector belongs to the class of self-limiting discrimina­

tors. In its demodulating action, it is closely akin to theFoster- 
Seeley circuit, which it closely resembles. A circuit diagram of a

Fig. 8.46.—Circuit of typical ratio detector.

typical ratio detector is shown in Fig. 8.46; if the capacitor Cx is 
ignored, then the circuit is that of a Foster-Seeley discrimina­
tor, with one diode reversed as compared with a conventional 
arrangement.

The a.f. output is given by the difference of the voltage across 
the load capacitors C2 and C3. In the circuit shown, the centre 
point of the loads Rx and R2 is earthed, and the output taken from 
the junction of the load capacitors C2 and C3. Because of the mode 
of connection, the a.f. output is actually equal to half of the dif­
ference of the voltages across C2 and C3 and in the output is thus 



330 FREQUENCY MODULATION ENGINEERING
half of that obtainable with the conventional Foster-Seeley arrange­
ment. The tertiary winding Lt is tightly coupled to the primary 
winding, and provides the voltage normally obtained in a Foster­
Seeley circuit directly from the primary winding itself. This form 
of circuit shown is frequently adopted, since only a small proportion 
of the primary voltage is usually required, and the tertiary winding 
provides a convenient means of obtaining this voltage. A small 
fraction of the primary voltage is employed because of the heavy 
damping imposed by the diode load resistors; the reasons for this 
are discussed later.

The shape of the discriminator output-volts/input-frequency is 
essentially similar to that of a Foster-Seeley circuit. Because the 
sum of the rectified outputs is substantially constant over a con­
siderable range about the centre frequency, the reservoir capacitor 
Cx has but little effect on the performance of the circuit when the 
input signal is free from amplitude modulation. If, however, the 
signal has an a.m. component, an action similar to that of the dyna­
mic limiter occurs and, provided that the circuit parameters are 
correctly chosen, the a.m. component produces only a very small 
output.

It will be seen from inspection of the circuit that the ratio 
detector has the same inherent property as that possessed by the 
dynamic limiter, namely, that the degree of downward modula­
tion which can be handled is dependent upon the degree of damping 
imposed under quiescent conditions. The larger this is, the greater 
the downward modulation depth which can be handled. Because 
of this heavy damping, careful adjustment of the primary tertiary 
ratio and coupling factor to the secondary are necessary to secure 
adequate sensitivity and high signal level at the diodes.

The voltages applied to the diodes can be found by employing the 
circuit relationships derived earlier. In dealing with the ratio 
detector, it does, however, simplify the treatment if the tuning of 
the primary circuit is ignored. In the ratio detector design, it is 
not possible to adjust the coupling factor to obtain best linearity 
as in the Foster-Seeley circuit, these parameters being fixed by 
considerations of a.m. rejection. Although the selectivity of 
the primary circuit will produce amplitude modulation of the 
signal, provided that the a.m. rejection is satisfactory, this will not 
affect the audio output; in this the ratio detector differs funda­
mentally from the Foster-Seeley discriminator.
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It will be assumed initially that the input signal across the 

inductor of the primary winding is frequency modulated, and of 
constant amplitude. The tertiary winding will be assumed to have 
a coupling co-efficient to the primary of unity, and the voltage 
across the tertiary will be a fraction a of the primary voltage, 
given by a= V(Lt ILp) where Lt is the inductance of the tertiary 
winding and LP is that of the primary winding.

The voltage induced in the secondary circuit is given by expres­
sion (8.4)

Es=
. KQty/(Ls!LP)

~3 i+jQ^ E*

where Es is the voltage across the secondary circuit:
K is the coupling co-efficient between primary and secondary 

circuits:
Qs is the Q-value of the secondary circuit:
x=2Af f; Af is the departure from the secondary circuit 

resonant frequency/0:
Ep is the voltage across the primary inductor LP:
Ls is the secondary circuit inductor.

The above expression can be separated into real and imaginary 
parts as follows:

Es=
E vKQs^/\Ls!Lv) 

\+Q2x2

KQ,V(L 
where Z = i------------ “ a

As explained earlier, heavy damping is usually employed in 
order that a high degree of downward a.m. can be handled, and 
this leads to a low working value of Qs\ the expression above can 
thus generally be simplified to

The equivalent circuit diagram is shown in Fig. 8.47. The vector 
diagrams for computing the voltages applied to the diode Edx and 
Ed2 are shown in Fig. 8.48, and from the figure these voltages are

Ed2=a2E2 [(l+Z^'HZ2]

and Ed2=a2E2 [(X-ZQ^+Z^

Lp) _ half secondary voltage at resonance 
tertiary voltage
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V!

AUDIO OUTPUT
Fio. 8.47.—Equivalent circuit to that of Fig. 8.46.

Fig. 8.48.—Vector diagram showing relationships of ter­
tiary and secondary voltages in a ratio detector circuit.

By subtraction, this gives
E —Ed2—a2E 2. 2ZQpc

(Edifl-Edz)(Edi Ed2)=a2EP2. 2ZQpc.
Also, the arithmetic sum of the two voltages and Ed2 over a 

limited range of values of x about zero is substantially independent 
of x, and equal to E(,
where Edlfl-Ed2=Et=2aEP(l-[-Z2)i (8.6)
whence E ^—E d2=a2E v2 . 2ZQPC/EI

=aEP.ZQsx/(lfl-Z2)i (8.7)
=Et. ZQsx/2(} fl-Z2). (8.8)
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Expression (8.7) shows that the audio output, which is proportional 
to E^—E^, is independent of variations of Ev provided that 
Z^s/U + Z2)* varies inversely with Ep. That the latter term does 
vary with Ev follows from the fact that any change of Ep alters Et, 
which in turn alters the voltage applied to the load circuit, and 
hence induces changes of Qs as the damping varies. Expression 
(8.8) shows more clearly, however, what happens if the reservoir 
capacitor is connected across the whole of the d.c. output as 
shown in Fig. 8.46, and perfect diodes (i.e. having zero forward 
resistance) are employed. Under these conditions Et is stablised 
exactly by the dynamic limiting action of the load circuit, in the 
manner described earlier. The output is thus only independent of 
a.m. in the input if any tendency for E to increase produces no 
change in the value of the r.h.s. of expression (8.8). Since Z con­
tains Qs, this requires that ^2/(l -\-Qs2ZJIQsJ) should be constant, 
where is the quiescent value of Qs and Zo is the value of Z 
quiescent. This condition is approached if Z02^> 1. If this con­
dition is satisfied, then the a.f. output to an f.m. input is vanish­
ingly small, and hence this is not a practical condition of operation.

With small values of Z, it will be seen that as Ei tends to in­
crease, and Qs consequently decreases, the a.f. output tends to de­
crease, since Q2l(l+QS2Z2IQS2) necessarily decreases. Thus with 
the conditions postulated, over-compensation occurs. If the 
reservoir capacitor is removed, then the output tends to increase 
with increasing input. This suggests that this is a condition of 
operation between the extremes of no dynamic limiting and per­
fect dynamic limiting at which maximum a.m. rejection exists, and 
this is in fact so, and is the condition of operation normally 
encountered. There are three methods commonly employed to 
give the correct degree of dynamic limiting; the circuit arrange­
ments are shown in Fig. 8.49. Circuits (6) and (c) are essentially 
similar, and depend for their action upon the current limiting effect 
of R3 in (6) and R3 and Rx in (c). The series resistor R3 in (a) achieves 
a similar effect operating in the r.f. section of the circuit. In 
examples (6) and (c), the proportion of the output stabilised by the 
action of Cx determines the a.m. rejection properties. The fraction 
stabilised is given for the circuit of (b) by (jR1+jR2)/(jR1+jR2+^3) 
and for the circuit of (c) by Ra(Ra-\-RJ, where ^a=jR1+jR3+jR4 
and 'Rb=(R3-\-RJ-]-(R3-\-RJil(R1-[-R2)- This fraction is related to 
a single value of Z (the half-secondary/tertiary voltage ratio) for
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OUTPUT

Fig. 8.49.—Three methods of securing maximum a.m. rejection 
in a ratio detector. Methods (b) and (c) are essentially similar.

best a.m. rejection. In a practical circuit arrangement where the 
diode load resistors are much smaller in value than the dynamic 
resistance of the secondary circuit, the fraction rises almost 
linearly from 0-5 approximately at Z=0, to 1-0 at Z— 1. Beyond 
the value of Z= 1, the total output must be stabilised. In practice,

*CI

b 1++^ 
(c) OUTPUT

[C5
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the adjustment of the fraction stabilised is almost always carried 
out on an empirical basis. For reasons discussed later, values of Z 
close to unity are not favoured; and values between 0-5 and 0-9 are 
generally employed.

It will be seen from expression (8.8), that for a given value of 
Z and Q& the maximum a.f. output occurs when Et is a maximum. 
This occurs at one value of a only, for which the equivalent resis­
tance in parallel with the primary winding due to secondary 
circuit losses and diode damping equals that dynamic reactance of 
the primary winding itself, i.e. power matching occurs. The 
optimum value of a may be derived as follows. If Et is the peak 
value of the sum of E^ and Ed2, then the voltage across the load 
resistor is given by rjEt, where is the rectification efficiency. The 
power dissipated in the d.c. load (Rdc) (RXJ-R2 of Fig. 8.48 (6) 
and #2+^3+Rt of Fig- 8.49 (c)) is thus rj2Et2IRdc. Since 
Es=EtZ 2(1 J-Z2^, the power dissipated in the secondary circuit 
itself is E(2Z2i 8(l-]-Z2)Rds, where Rds is the dynamic resistance 
(the further factor of 2 is necessary since Et is a peak value).

Thus the total power dissipated is given by

P=E2[i)2!Rdc-tZ2.8(1 + Z2) 7?^].

This power loss can be equated to that of a fictitious resistor 
Re connected across the primary circuit, the power dissipated 
being E2 2Req (assuming Ep to the peak value). Equating the 
expressions

8(1 + Z^Rd,].

But from expression (8.6)

E2 = a2E2(\faZ2) 
whence

2Req Rdc SRds

For maximum power transfer, Req must be equal to the dynamic 
resistance Rdp of the primary circuit when tuned and this deter­
mines the value of a, given the other circuit parameters. If, as is 
usual, the power loss in the load circuit is much greater than that in 



336 FREQUENCY MODULATION ENGINEERING
the secondary circuit itself, the expression above can be simplified 
at the power matching condition (ReQ=Rdp) to

1____
-R ap Rdc

__ 1 [ ^dc I2-
The values of Z commonly employed he between 0-5 and 0-9, and 
the following approximation for a is useful.

a = (Rdci3Rd^
At this condition of matching, the Q value of the primary circuit 
is reduced to one half of its undamped value, and as the principal 
source of the increased damping is the diode load circuit, the Q 
value will vary with amplitude modulation of the input signal in 
such a way as to minimise the modulation. The primary circuit 
thus usefully supplements the “internal” a.m. rejection action of 
the circuit.

It follows from expression (8.6) that Ev should be as large as 
possible for maximum a.f. output, and hence it is usual with this 
type of circuit to aim for the highest possible primary circuit 
dynamic impedance, and to achieve this the primary tuning capaci­
tance is reduced to the lowest practicable value, 10 pf of fixed 
capacitance being a commonly encountered value.

It might also appear at first sight advantageous to make the 
dynamic resistance of the secondary circuit as high as possible, so 
that the working Q-value of the circuit would be determined almost 
exclusively by the diode damping. This would imply high circuit 
reactances, i.e. a small value of tuning capacitance. The value of 
the tuning capacitances cannot, however, be reduced too much, 
because of the variation of the equivalent input reactance of the 
diode circuit with amplitude modulation applied; the capacitance 
must be sufficiently large to “swamp” these variations.

The input impedance presented by the diodes and load circuit to 
the r.f. side of the circuit can be determined as follows. Each of the 
two diodes conducts in pulses, Fx when E^ is at its peak positive 
value, and F2 when Ed2 is at its peak negative value. These pulses 
of current are of relatively short duration, and can be analysed 
into a d.c. component and a series of a.c. components at multiples 
of the intermediate frequency. Provided that the durations of the 
pulses are relatively short, then the magnitude of the d.c. component 
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is half that of the fundamental frequency a.c. peak value. The a.c. 
component returns via capacitors C2 and C3 whilst the d.c. com­
ponents flow via Rx and R2, since this latter is a single continuous 
path, the d.c. components through Vx and V2 are of necessity 
equal, and hence the a.c. components are also equal. In this con­
nection the term d.c. component is used somewhat loosely, since 
with modulation applied the term extends tOi i0,
to cover components at modulation fre- 1/
quencies. A very small “difference” d.c. com- / E^2
ponent flows in Cto produce the a.f. out- / 
put, but this component is so small as not to / 
invalidate the assumption of equality of d.c. /j9_____ ,_
components. On the r.f. side of the circuit, °ep 
the fundamental frequency a.c. components E$/2
are in phase with the voltages producing 
them; i.e. the fundamental frequency a.c.
component in idl, is in phase with Edi, j 'toz, 'dz

and similarly id2 with Ed2. This is shown in Fio. 8.50.—Vector diagram 
Fig. 8.50. The secondary circuit behaves as Jai,
though each half secondary voltage were *¿2) and voltage (Edi, Edz). 

supplying one of these currents, since these currents flow out from 
the secondary circuit. The situation for each half secondary is 
thus as represented by the vector diagram of Fig. 8.51; diode

is drawing a current equivalent to that of a capacitor and 
resistor in parallel, whilst diode V2 is drawing a current 
equivalent to that of an inductor and resistor in parallel. Since

Fig. 8.51.—Showing vector relationships between the 
two half-secondary voltages and the diode fundamental 

frequency current components.

idl=id2—-ide, these components may be found in terms of the 
direct current in the load circuit by resolving, using the fact that 
the angle 0 of Figs. 8.50 and 8.51 is equal to tan-1Z. When this is 
done, the resistive terms are given by Edi2ide and The
sum of the resistances giving the equivalent damping resistance 
across the whole secondary winding is equal to EJ'Zi^, or Rddft 
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where Rdc is the total value of the d.c. load resistance. Under 
conditions of amplitude modulation, it is the fact that Rdc varies 
with Et that produce the a.m. rejection action. It is of interest to 
note that this damping resistance is precisely equal to that 
obtained if the tertiary winding were not present .

The reactive components can be similarly determined; in the 
diagrams of Fig. 8.51, the reactive component of Vx input is 
capacitive, since Es/2 leads idl, whilst that of V2 is inductive since

Fig. 8.52.—Showing oscillograms obtained from an f.m. signal with simultaneous a.m., 
the time base being provided by the f.m. modulating signal (a) with a “balanced” a.m., 
component, (b) an “unbalanced” a.m. component, and (c) with both “balanced” and 

“unbalanced” a.m. components.

id2 leads Es/2. The magnitudes of these reactances are given by 
ZR^. If the two halves of the secondary are perfectly hnked, i.e. 
unity coupling exists, the effects of these reactances cancel out. If, 
however, unity coupling does not exist, the effective centre-tap 
of the secondary circuit is shifted from the true electrical centre 
tap of the winding. This results in the production of an “un­
balanced” a.m. component in the audio output.

The terms “balanced” and “unbalanced” a.m. components are 
reserved for the two types of output due to amplitude modulation. 
In the first, the “balanced” case, the a.f. output is zero at the centre 
frequency and increases linearity with the frequency shift. In the 
second, “unbalanced” case, the output is of constant amplitude at 
all frequencies. Oscillograms in the presence of the two types of 
a.m. output individually and together are shown in Fig. 8.52; the 
audio output is applied to the Y plates whilst the frequency 
modulating signal is applied to the X plates. In the absence of a.m. 
the oscilloscope beam traces the input/output characteristic of the 
discriminator. The “balanced” output occurs with a Foster-Seeley
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by altering the relative magnitude of the 
resistors Rz and R^ of Fig. 8.49 (c). This 
adds an a.f. component to the output 
which can be made to cancel that due to 
the reactance unbalance. It is for this 
reason that full stabilisation of the output 
is generally avoided; if this is done, no such 
adjustment is possible.

It is also of interest to evaluate the 
loading applied to the primary circuit via 
the tertiary winding. In this case, the 
voltage aEv drives the two currents idl 
and id2 in parallel. Thus the reactive com­
ponents cancel, and the resulting current

discriminator when the limiter is not fully effective. It also occurs 
with the ratio detector when the fraction of the d.c. stabilised is 
not correct. An “unbalanced” output occurs with a Foster-Seeley 
circuit and a ratio detector circuit if the secondary circuit tap is 
misplaced from the electrical centre, and with the ratio detector 
this of course occurs with the diode reactive loading effects dis­
cussed above. With a Foster-Seeley circuit, this reactive loading 
is sufficiently small to be negligible because of the high diode load 
resistors employed.

The “unbalanced” components can be eliminated quite simply

'*D2

Fig. 8.53.—Showing vector 
relationships between idl, 
id2, and their resultant iT, 
and the tertiary winding 

voltage.

iT is in phase with aEv, as shown in Fig. 8.53. The magnitude of iT 
isgivenby

The damping resistance is thus equal to aEpO-A-Z^and 
since aE p^L^Z2)*=Et/2 this resistance is given by Rdel8Tj. This is 
equivalent to a resistance of R^ISa2^ in parallel with the primary 
winding. This is, of course, precisely similar to the result obtained 
if the voltage source aEp were considered as driving directly the 
two diodes circuits in parallel, each diode with a load resistor 
Rdc^

In conclusion, the circuit of a typical practical ratio detector 
operating at 10-7 Mc/s is shown in Fig. 8.54. The primary winding 
is tuned by 10 pf of fixed capacitance, the total capacitance being 
some 16 pf. The undamped Q value is in the region of 70, reduced 
to some 40-50 by circuit losses. The tertiary winding has approxi­
mately 1/6th of the number of primary turns, and is closely
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coupled to the primary, being wound over the “cold” end. The 
secondary winding is bi-filar wound, to ensure uniform coupling of 
each half to the primary and good coupling between the halves. 
The tuning capacitance is 47 pf, and with an undamped Q value of 
100, gives a secondary dynamic resistance of 30 kilohms. The total 
diode load resistance is some 16 kilohms; this is equivalent to a 
damping resistance in parallel with the whole secondary winding 
of some 8-10 kilohms. The working Q of the secondary is thus in

the region 20-25. The value of the half-secondary/tertiary voltage 
ratio is in the region of 0-6-0-7 and this determines the coupling 
between primary and secondary circuits, which is about 0-5 of 
critical for the values given. At the value of Z=0-7, the magnitude 
of the reactances due to each diode across the half-secondary 
winding is about 3-3 kilohms; this is equivalent to a capacitance of 
about 5-5 pf on one side and an inductance of some 50 /¿H on the 
other. Because of the tight coupling between the two halves of the 
secondary circuits, the unbalance is comparatively small. The 
values of R3 and R^ are used not only to compensate for the reac­
tance unbalance, but for other minor discrepancies and hence are 
usually adjusted in test; their sum value must be maintained 
constant to ensure that the correct fraction of the d.c. output is 
stabilised.

In conclusion, it may be stated that the ratio detector is 
generally inferior to the Foster-Seeley discriminator in respect of 
linearity; the distortion can, however, be made reasonably small by 
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employing a wide range discriminator characteristic. This requires 
in general a low value of secondary circuit Q, which is also necessary 
for adequate a.m. rejection. The a.m. rejection is usually somewhat 
inferior to that obtained with a Foster-Seeley circuit and separate 
limiter.

It has, however, the great advantage that a stage may be saved 
in the receiver; this is due to the fact that a Foster-Seeley circuit 
requires a limiter with an input of about 1 volt, whereas the ratio 
detector gives satisfactory results with a signal of the order of 
10-100 millivolts at the grid of its driver stage. The minimum 
satisfactory signal depends upon the characteristics of the diodes 
employed; the signal applied to the diodes must be adequate to 
ensure satisfactory a.m. rejection.

The ratio detector gives, of course, no protection against long 
term variations of signal strength, nor does it equalise the outputs 
from two transmissions of unequal signal strengths. Hence the 
provision of a good a.g.c. system is essential when this type of 
detector is employed. The voltage across the stabilising capacitor 
is frequently utilised for this purpose.
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Chapter Nine

FREQUENCY MODULATION RECEIVERS

There are now many excellent texts covering the design of 
radio receivers in general. This chapter will therefore only 

deal with those features which are peculiar to the design of 
frequency modulation receivers.

A block circuit diagram of a typical frequency modulation 
receiver is shown in Fig. 9.1. The circuit follows conventional

Fig. 9.1.—A block circuit diagram of a frequency 
modulation broadcast receiver.
(By courtesy of the British Institute of Radio Engineers.)

amplitude modulation superheterodyne practice up as far as the 
limiter stage, although, naturally, it is arranged for reception on 
the very high frequency band in place of the medium-wave 
broadcast band. There is little which need be said about the earlier 
stages. The band-widths of the r.f. and i.f. stages should be wide 
enough to pass the largest frequency deviation without intro­
ducing appreciable amplitude distortion. If, for example, 100 per 
cent modulation is represented by a deviation of ±75 kc/s, then a 
reasonable margin should be allowed on this figure; a passband 
of over 150 kc/s would be the essential minimum.

Following the intermediate frequency amplifier there is a 
limiter stage whose function is that of suppressing all amplitude 
variations of the received carrier signal. The output from this 
stage passes to a frequency discriminator which takes the place 
of the normal detector stage. The resultant audio signal then has 
the upper frequency pre-emphasis removed. This pre-emphasis 
is—as discussed in Chapter Four—that given to the higher audio 
frequencies at the transmitter.

343
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After the audio signal has been restored to its original form 

by the de-emphasis filter, it is amplified in the normal manner. 
While there is no special technique for either the audio frequency 
amplifier or the loud-speaker system, they should both be of the 
most liberal high-fidelity design. Owing to the very low distortion 
factor which is inherent at almost every stage throughout a 
frequency modulation system, it is all too easy for the loud-speaker 
to become the weakest link in the chain.

Among the various refinements which can be fitted to a fre­
quency modulation receiver, perhaps one of the most important 
is some form of visual tuning indicator. As frequency modulation 
offers an essentially high fidelity, noise and distortion-free service, 
it is most important to eliminate every point at which noise or 
distortion might be introduced. One of the most probable ways 
in which they may arise is as a result of the user tuning his receiver 
incorrectly—a tuning indicator is therefore a very practical step 
towards obtaining the best possible quality. Among the other 
possible refinements worth mentioning are automatic-frequency 
control and inter-station noise suppression.

Essential Receiver Features
It has already been made clear that the only advantage shown 

by frequency modulation is that for a given interfering signal it 
is capable of substantially reducing the audio disturbance repro­
duced. The theoretical improvement which can be obtained has 
already been established in Chapters Three and Four. However, 
the extent to which this improvement is realised in practice rests 
almost entirely in the hands of the receiver designer. Failure to 
appreciate the extent to which the improvement can be whittled 
away by lack of attention to details is frequently responsible for 
complaints that interference is marring reception.

Referring back to Fig. 5.17, it will be noted that the peak 
interference field strength produced by 90 per cent of the vehicles 
which passed on a main road was less than 250 microvolts over a 
band 10 kc/s wide. This field strength was that measured on an 
aerial 100 feet from the road and some 35 feet above the ground. 
As the normal frequency modulation broadcast receiver band­
width is some 150 kc/s, it follows that the equivalent peak noise 
field strength would be some 4,000 to 5,000 microvolts. Even 
taking the peak interference field strength produced by an average 
car, the level will still be in the region of 1,000 microvolts.
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In America the Federal Communications Commission have laid 

down the minimum field strength which is to be provided within 
the service area of a frequency modulation broadcast station. 
The Commission specify that at all points within the transmitter’s 
service area the minimum signal voltage produced in a receiving 
aerial, with an effective height of 30 feet, must be at least 1,000 
microvolts in urban areas and 50 microvolts in rural areas. It 
will be apparent from these figures that automobile interference 
must very frequently have an amplitude which is comparable 
with that of the desired station. Couple this with the fact that 
automobile interference is by far the most serious source of 
interference, and it stands to reason that every possible step must 
be taken to achieve the full theoretical improvement in signal to 
noise ratio. If this improvement is realised in the case of impulsive 
interference it automatically follows that it will be present for 
the other and less violent forms of interference.

As was shown earlier, the threshold of improvement is deter­
mined by the level at which the carrier and interference signals 
have the same amplitude at the i.f. output. It therefore follows, 
that for the threshold to occur at the lowest possible signal level, the 
receiver i.f. band-width should be wide enough to pass the signal 
but no wider. Some margin must obviously be left in a practical 
receiver to allow for receiver mistuning and oscillator drift, and 
it is the latter requirement which generally determines amount 
by which the i.f. band-width exceeds the minimum permissible. 
A highly stable oscillator is therefore essential.

Although it was not discussed in detail earlier, it can be shown 
that receiver misalignment can result in a considerably higher 
noise output than that obtained with a receiver properly aligned. 
It is thus essential that the receiver should be as accurately tuned 
as possible, and some form of tuning indicator is therefore desirable. 
It also follows, of course, that the drift of the oscillator should be 
small, to ensure that the signal remains in tune after the initial 
setting.

Finally, the limiting action of the receiver must be such that 
the degree of amplitude modulation rejection is high. With the 
dynamic type of limiter, the degree of amplitude modulation 
which can be rejected can be pre-determined, and it is desirable 
that this should be in the region of 75 to 90 per cent. With the 
grid-leak type of limiter, the receiver must be so designed so that 
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with the lowest signal input at which the receiver is destined to 
work, the signal amplitude at the limiter grid exceeds the limiting 
threshold by a factor of at least three.

Sensitivity and Selectivity
The sensitivity and selectivity of the receiver will be entirely 

dependent upon the transmission with which it is to be used. It 
will depend upon whether broadcasting, long-distance picture or 
code telegraphy, mobile or fixed communications, sub-carrier line 
telephony, or some other service is under consideration.

For broadcast receivers, the field strength at a height of 30 feet 
at the limits of the service area in the U.S.A, is 50 microvolts/metre 
and in the U.K. 250 microvolts/metre. If, however, an indoor 
aerial is used, the field strength may fall below this figure by 
some 30 db, as shown by tests carried out by the BBC. Thus for 
design purposes, it would appear desirable that a receiver should 
operate satisfactorily with an input of 1-5 microvolts/metre 
(U.S.) or 8 microvolts/metre (U.K.). It is doubtful if, in fact, a 
sensitivity of 1 microvolt/metre can be achieved without the 
employment of a high gain aerial, and in general, a figure of below 
10 microvolts/metre for satisfactory operation may be taken. 
In general, for a receiver operating in the v.h.f. band, with a 
half wave dipole aerial, and assuming a signal of about 1 volt 
amplitude at the demodulator or limiter, the overall gain required 
is about 200,000.

The requirements of a broadcast receiver in respect of selectivity 
are that the passband of the r.f. and i.f. stages should be of the 
order of 150-200 kc/s between the points at which the response is 
3 db below that at the centre frequency. In respect of adjacent 
channel rejection, the required degree of attenuation cannot be 
stated precisely, since the degree of interference is a function of 
the field strength of the wanted and unwanted signals. With 
equal signal strength, attenuation at the adjacent channel carrier 
frequency should be of the order of 30 db.

The R.F. Amplifier
Most f.m. receivers include at least one stage of r.f. amplification. 

Whilst the gain of such a stage is generally low, its presence is 
generally essential for a number of reasons. Amongst these may 
be mentioned second channel protection; with a single tuned 
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circuit preceding the mixer stage, it is almost impossible to secure 
adequate rejection. Additionally, the mixer stage generally has a 
comparatively high noise level; the provision of r.f. gain therefore 
assists materially in maintaining a good signal to noise ratio. 
Further with the additive type of mixer frequently employed, 
the r.f. stage serves to isolate the grid of the mixer from the 
aerial, and thus prevents appreciable radiation at the oscillator 
frequency.

Three types of r.f. stage are commonly employed for v.h.f. 
working. These are the single pentode, the earthed-grid triode, 
and the combination of earthed-cathode and earthed-grid triodes 
in cascade (cascode circuit). At frequencies below 100 Mc/s, the 
single pentode or the cascode is usually preferred, although the 
earthed-grid triode is sometimes employed on the grounds of 
economy; with a twin triode, the first section can be used as an 
earthed-grid triode and the second as a self-oscillating mixer. 
At frequencies above 100 Mc/s, the cascode and earthed-grid 
triode are more commonly encountered.

The choice of r.f. stage type is generally governed by considera­
tions of signal to noise ratio. Although, at the lower frequencies, 
the pentode and cascode circuits have the advantage that a 
reasonable gain can be obtained from the aerial input circuit, 
at the higher frequencies, this gain becomes very small. Typical 
specimens of each type of circuit are shown in Fig. 9.2.

In the subsequent text, we shall consider firstly the general 
properties of each type of circuit, and then the performance of 
each with respect to signal to noise ratio.

In the circuit of Fig. 9.2 (a), the gain from grid to anode is given 
by g mRd, where g m is the mutual conductance of the valve, and 
Rd is the dynamic resistance of the tuned circuit; this assumes 
that the anode slope impedance of the valve is very much larger 
than the load. In order to follow the working of the circuits of 
Fig. 9.2 (b) and (c), we shall investigate further the properties of 
the earthed-grid circuit.

The equivalent circuit for this type of connection is shown in 
Fig. 9.3 (a). The anode, cathode, and grid of the valve are shown 
as terminals a, c, and g respectively; a is the amplification factor 
of the valve, ra is its anode slope resistance and Zl is the external 
anode load. For comparison, the equivalent circuit for an earthed- 
cathode connection is shown in Fig. 9.3 (6). It will be seen that
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1b-
MIXER

Fig. 9.2.—The three types of r.f. stages commonly employed 
for v.h.f. receivers: (a) earthed-cathode pentode, (b) cascode, 

(c) earthed-grid triode.

the essential difference between the circuits is that in the earthed- 
grid circuit, the anode current flows in the input circuit, whereas 
it does not for the earthed-cathode circuit. With an input voltage 



FREQUENCY MODULATION RECEIVERS 349
egc applied to the earthed-grid circuit, conditions are as shown in 
Fig. 9.3 (a), whence

and

(^+ l)egc=(ra-/Zi)i, 

egJi=( ra+^z)/(j“+l)>

egcli is the input impedance Zin; for ra Zz and /z 1, this 
reduces to Zin=ra/fi=l /gm. The input impedance is thus rela­
tively low; commonly, the value of l/gm is 200 ohms. The 

Fig. 9.3.—Equivalent circuits for: (a) earthed-grid circuit, (b) earthed- 
cathode circuit, (c) earthed-grid circuit (to determine output impedance).

expressions above are, of course, identical with those obtained for 
the output impedance of a cathode follower circuit. It is this low 
value of input impedance which accounts for the low overall 
stage gain generally obtained when this type of circuit is employed, 
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since it limits severely the input voltage obtainable from the 
preceding stage.

The gain of the stage is given by
A=Zti /egc,

whence A = Zt(p ± 1) /(r a ± Zt)=Zt/Zin.

For re^>Zl and p 1, this reduces to A =gmZl.
The full expression for the stage gain resembles that obtained 

with an earthed-cathode circuit, except that where p is employed 
for the latter circuit, it is replaced by 1. It should be noted 
further that the output is in phase with the input for the earthed- 
grid circuit, whereas it is in anti-phase for the earthed-cathode 
circuit.

The output impedance can be found from the equivalent 
circuit of Fig. 9.3 (c), where Zge is the impedance of the input 
circuit. From the figure, assuming a voltage e applied between 
anode and earth,

e=(/z+l)Zpci+roi.
The output impedance Zout is given by e ¡i. Hence

^out — r a + (T + 1 Wg c •

It will be seen therefore that the earthed-cathode circuit has a 
relatively low input impedance, and a relatively high output 
impedance.

In the circuit of Fig. 9.2 (c), it is obvious that the aerial input 
circuit will be severely damped by the low input resistance of the 
valve. Further it will be seen from the expressions above that the 
input impedance is not independent of the anode load impedance, 
unless ra^>Zz; fortunately, at the frequencies at which this type 
of input is employed, this latter condition is usually fulfilled. Also 
the output impedance is not independent of the input circuit.

The arrangement of Fig. 9.2 (b) combines an earthed-cathode 
triode feeding into an earthed-grid triode. The anode load of the 
first valve, Vx is thus (ra+Zz)/(/¿+1), the input impedance of F2

as determined above. Its gain A' is therefore ,
aA-Zl)l (/*+!) 

where p and rf relate to Fr This expression reduces to

(p+W+r^Zt



FREQUENCY MODULATION RECEIVERS 351
With two identical valves, A'=p(raA-Zl)l(pfl-2)ra-fl-Zl; for 

r^Z^ A' =^¿«+2, which is generally very close to unity.
is thus operated under conditions where Miller effect is not 

serious.
The overall gain to the anode of F2 is given by A A', where A is 

the gain of F2, deduced above. Hence

4 4'=
‘ (lufl-\)ra'+ra+Zl,

i.e. the valve behaves as a single valve of amplification factor 
an<l anode slope resistance (,w+l)ra'+ra. This output 

impedance is, of course, that obtained if ra' is substituted for 
Z^ in the expression for the output impedance of an earthed-grid 
amplifier deduced above. The combination of the two valves thus 
exhibits the properties of a pentode, and with two identical valves 
corresponds to a single pentode of anode slope resistance of 
(zz + 2)ra and mutual conductance ^(¿7+!)/(//+2)?^, which, for 
^^>1, is approximately equal to gm, the mutual conductance of 
either valve alone. More significantly, the noise output of the 
stage is substantially that of Fj alone, since the internal noise 
in F2 is greatly reduced by the large cathode load, the anode slope 
impedance of FP For this reason, the overall combination of Fx 
and F2 has an inherently lower noise output than the comparable 
pentode, due mainly to the absence of partition noise in the 
triode Fv Thus the double triode circuit is preferred to the single 
pentode where it is imperative that the receiver first stage noise 
shall be held to a minimum.

Where the cascode circuit is adopted, it is usual to resonate the 
stray capacitance at the anode of Fx and the cathode of F2 to 
prevent undesirable loss of signal at this point due to shunt 
impedance. The circuit frequently takes the form of an inductor 
connected between the anode of Fx and the cathode of F2 as shown 
in Fig. 9.4 (a). The total capacitance due to Fj and F2 resonating 
with the inductor is then equal to the sum of the stray capacitance 
at the anode of Fj in series with the capacitance at the cathode of 
F2. Provided these are equal, the network acts as a 1:1 matching 
network, the signal at the cathode of F2 being in anti-phase with 
the signal at the anode of FP Because of the heavy damping of 
the circuit introduced at the cathode of F2, the resonant circuit 
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contributes very little to the selectivity. If, however, the capaci­
tances are unequal, or are deliberately unbalanced by the intro­
duction of additional lumped capacitance, the transformation 
ratio departs from unity. If the capacitance at the anode of Fx 
exceeds that at the cathode of F2, a voltage step down is achieved.

This is sometimes advocated as a means of reducing the amplifi­
cation of Vx to minimise Miller effect.

Where the two valves are not connected directly in series across 
the h.t. supply, as shown in Fig. 9.4 (b), the chokes Lx and L2 are 
introduced to complete the h.t. supply paths to the two valves. 
These chokes could of course be replaced by resistors; this, 
however, leads to a higher noise output, since the thermal noise 
in the resistors is then applied directly to the cathode of F2.

It is now necessary to consider the input impedance of all three 
types of r.f. stage. In general, the input impedance comprises two 
components, a capacitance and a resistance in parallel. The 
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capacitive component is generally absorbed in the input circuit 
tuning; its value sets a lower limit to the tuning capacitance 
employed. In general, it is desirable to “swamp” this capacitance 
by lumped tuning capacitance, since the input capacitance of a 
valve is liable to changes of value as the valve warms up, and with 
changes of operating conditions.

The input resistive component has a number of sources. With 
the earthed-grid triode, as shown above, there is a low value of 
input resistance due to the deliberate feedback between input 
and output circuits. With the earthed-cathode types of circuit, 
however, there is generally a resistive input component due to 
undesired coupling of the input and output circuits (with the 
earthed-cathode triode, this includes the well-known Miller effect). 
Coupling ensues through the finite inductance of the cathode lead; 
the effect of this becomes more serious as frequency is raised. 
The earthed-grid circuit is not so seriously affected by this form 
of coupling, and for this reason is often preferred at the higher 
frequencies.

A second cause of the input resistive component is known as 
transit time effect. The damping due to this source becomes 
appreciable when the duration of the input signal cycle becomes 
comparable with the time taken by the electrons in the anode 
current stream to traverse the grid region. Whilst a full discussion 
of transit time effect is beyond the scope of this book, it should be 
noted that the magnitude of the input resistive term due to this 
cause decreases with the square of frequency, and hence is of 
increasing importance with increasing frequency. This resistive 
damping appears in all three types of r.f. circuit discussed; its 
effect is naturally least serious with the earthed-grid circuit, where 
the inherent input impedance is low. A third source of input 
damping is due to losses in the valve base and socket; the equiva­
lent damping resistance due to this source decreases linearly with 
frequency. Its effect is therefore less and less marked as frequency 
increases, as compared with the input damping resistance due to 
transit time effect and cathode load inductance which decrease 
with the square of frequency.

The resistive damping of the input circuit due to the fact that 
the cathode lead is common to both the input and output 
circuits, is derived as follows.

The input circuit of a valve is shown in Fig. 9.5; the cathode lead 
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between the points A and B we shall assume to have an induc­
tance L\ included in this, of course, should be the inductance of the 
leads of the decoupling capacitor C. The valve grid-cathode 
capacitance Cgc is assumed lumped, and connected to A.

Fig. 9.5.—Input circuit of earthed-cathode 
stage, showing cathode lead inductance.

Then if a signal of magnitude ege exists between grid and cathode, 
a current ix equal to gmegc flows in the cathode circuit. To this 
must be added the current i in the capacitor Cgc, to give the 
voltage across the inductance, (g megc-/i)j(oL. The voltage from 
grid to earth is thus given by

but egc=ilja>Cgc, where i is the input current from the source 
connected between grid and earth. Hence

e =iljo)Cgc+ja>IA 1 + <7 ,

e/i= 1 ljwCge+j(oL+gm{L■ Cge).

This is the input impedance presented by the valve, and is 
equal to that of the normal input capacitance, Cgc, plus two other 
impedances in series with it. The first modifies the reactance; 
the second, more importantly, is a resistive term. Making the 
assumption that 1 /j<oCgc and also 1 /gm Lu, the input im­
pedance can be expressed as a parallel combination of a capacitance 
Cg and a resistor of value 1 ¡w2LCgm. It will be noted that this in­
put resistance damping decreases with the square of frequency 
and hence varies in the same way as the damping due to transit 
time effect.
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If practical values are considered, Cgc may be of the order of 

7 pf, and gm 8 mA/volt; L obviously depends upon the physical 
length of the cathode lead. For a lead of diameter 0-0025 in. and 
of length 1 in., the inductance is 0-02 microhenries. We shall 
consider this value to estimate the order of magnitude of the 
quantities involved. From the expressions above, the input 
resistance of the valve at 100 Mc/s is

l/(4.-r2x 1016 X 0-02 x 10~6x 7 X 10~12x 8x 10~3) = 2,200 ohms 
approximately. To determine the inductance of leads of other 
lengths and diameters, the following expression is given by 
Terman for the limiting value of inductance as frequency increases:

(
47 \

2-303 log10 - — 1 ) , 
a /

where I is the wire length and d its diameter.
The effect of cathode lead inductance can be minimised by the 

employment of valves having two or more cathode leads. These 
can then be connected in parallel, to reduce the effective induc­
tance. Alternatively, the input circuit can be returned to one lead, 
and the output circuit to the other. In this way, the input circuit 
can be divorced from the output circuit, with a consequent 
reduction of interaction. Another way of reducing the effect of 
cathode lead inductance is choosing the cathode decoupling 
capacitor so that series resonance with the cathode lead inductance 
occurs.

In general, the damping due to cathode lead inductance is more 
serious than that due to transit time effect; for the 6AK5 pentode, 
with the two cathode leads connected in parallel, the equivalent 
resistance due to transit time effect is approximately twice that 
due to cathode lead inductance.

The following table gives approximate values for the input 
damping resistance due to the three sources mentioned above at a 
frequency of 50 Mc/s for valves type 6AK5, EF80, and PCC84, 
which are representative of typical v.h.f. r.f. stage valves. The 
6AK5 and EF80 are both pentodes, having two cathode leads. 
The PCC84 is a double triode, designed especially for use in cascode 
circuits. One triode has two cathode leads, and this valve is 
meant for use in the input stage. It is this triode to which the 
valves tabulated below relate. In deriving the values given, the 
cathode leads are strapped.
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At frequencies below 200 Mc/s, the low input resistance of the 
earthed-grid triode circuit means that damping of the input 
circuit due to transit time effect can generally be ignored. How­
ever, as the transit time effect becomes more pronounced, the

Fig. 9.6.—Earthed-grid stage, showing cathode lead inductance.

current flowing in the grid circuit may introduce a loss due to the 
voltage drop in the reactance of the grid-earth lead. Valves 
designed for this type of circuit are therefore frequently fitted with 
multiple grid leads, so that these may be connected in parallel 
to earth to minimise this effect.

Since the input and output circuits are deliberately linked in 
the cathode circuit, the effect of cathode lead inductance is least 
appreciable with the earthed grid triode. The cathode lead 
inductance and grid-cathode capacitance form a potential divider 
to the valve input, as shown in Fig. 9.6. The effect of this is, 
however, not serious. It is this absence of severe degeneration 
due to cathode lead inductance which accounts for the widespread 
use of the earthed grid triode at the higher frequencies. At 
frequencies above 200 Mc/s, in fact, the earthed-grid triode may 
have a higher input resistance than the comparable earthed- 
cathode triode in a cascode circuit.

The aerial input circuit for the earthed grid input circuit is 
generally of one of the four types shown in Fig. 9.7. In the circuit 
of Fig. 9.7 (a) the aerial input is introduced at a tapping on the

EQUIVALENT DAMPING RESISTANCE AT 50 Mc/s DUE TO:

Valve All
Transit time 

effect
Cathode lead 
inductance

Valve base etc., 
losses

6AK5
EF95 j 25 kilohms 100 kilohms 40 kilohms 100/200 kilohms
EF80 1 
6BX7 J 10 kilohms 33 kilohms 17 kilohms 100 kilohms
PCC841
7AN7 J

30 kilohms 100 kilohms 50 kilohms 200 kilohms
Y

OC 1 f2 oc 1//
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tuned circuit; this arrangement is obviously suitable only for use 
with an unbalanced feeder. The circuit of Fig. 9.7 (b) employs a 
coupling winding to terminate the feeder, and can be used with 
either balanced or unbalanced circuits. That of Fig. 9.7 (c) 
employs a tapping on the capacitance branch of the tuned circuit; 
the components R and C3 are necessary to provide continuity

from the grid of the r.f. amplifier to earth, and to exclude hum. 
This arrangement again is obviously suitable only for an un­
balanced feeder. The circuit of Fig. 9.7 (d) employs a small 
capacitance “top-end” coupling, and is suitable for unbalanced 
feeder operation only.

The value to which the feeder impedance is transformed 
determines the tapping point in circuits (a) and (c), the coupling 
between the aerial coil and the tuned circuit in (6), and the size 
of the coupling capacitance in (d). When matched, the dynamic 
resistance of the tuned circuit and its Q value are reduced to half 
the values obtained with the aerial disconnected. The voltage 
step-up ratio is referred to the aerial open circuit
voltage, where Rd is the dynamic resistance of the tuned circuit 
loaded by the valve input impedance and Zo is the characteristic 
impedance of the feeder. This figure does not include any allow­
ance for losses in the feeder; these are generally of the order of 
1-3 db per 100 feet of feeder, and this loss must of course be 
subtracted independently when computing the signal at the r.f. 
stage grid.
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It will be of value to state here a network relationship which 

is of considerable use in dealing with r.f. circuits. If, in the n section 
network of Fig. 9.8, the impedances Zx, Z2, and Z3 are pure reac­
tances, and their values are such that Zx+Z2 —Z3=0, i.e. the 
circuit is resonant, and the value of R2 is much greater than Z2, 
then the impedance presented by the circuit measured across Zx 
is given by R^Z^Z^2.

The circuit of Fig. 9.7 (c) lends itself most readily to calculation.

Fig. 9.8.—If Zv Zt and Zz are pure reactances, 
Z^Z^+Z^O, and R >1Z21, then Zin=R(Z, Zt)\

Here Z1=l/ja)C1, Z3=l/jcoC'2 and Z2=ja)L. The dynamic 
resistance of the tuned circuit may be taken as existing in parallel 
with L, and hence provided that the Q value of the circuit is large, 
the input resistance presented to the aerial circuit at resonance is 
j?d(l I^LC^)2. Since mL= 1 la)Ct, where Ct is the sum of Cx and C2 
in series, the input resistance is given by Rd(CtICx)2. For match­
ing, this must be equal to the characteristic impedance of the 
feeder Zo, and hence determines the value of Cx and C2 for a given 
value of Ct.

The foregoing ignores the damping of the input circuit by the 
r.f. valve input. If the equivalent damping resistor Rin in parallel 
with C2 is transferred to the aerial input, the input resistance 
comprises two resistive components in parallel, Rd(CtICx)2 and 
j?in(d2/Ci)2. Knowing the values of Rd, Ct and Rin, the values of 
6*2 and Cx can be computed for correct matching. The gain from 
the aerial input to the grid of the r.f. amplifier is given by Cx/C2. 
If as is usually the case for frequencies below 100 Mc/s, CX^C2, 
C2 is approximately equal to Ct, and hence the input resistance 
presented to the feeder is Rd(CtICx)2, where Rd is equal to the 
resistance of Rd and Rin in parallel. The voltage gain is then equal 
to Ctl2Cx, i.e. KR^/Z^ when matched.

In the circuit of Fig. 9.7 (a), the correct tapping point is usually 
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found by experiment; for matching, this occurs when the voltage 
at the grid of the r.f. amplifier is maximum. It is generally not 
possible to calculate the correct tapping point accurately, as the 
turns of the inductor are usually widely spaced to minimise losses. 
The flux linkage between turns is thus poor, and the coil cannot 
be treated as a perfect autotransformer. It is however possible 
to calculate the tapping point on the assumption that the inductor 
can be treated as a perfect transformer as a first step to deter­
mining the correct tapping point. For this the input resistance 
is given by R d(nxlnt)2, where nx is the number of turns from the

Fig. 9.9.—Equivalent circuit of Fig. 9.7 (b).

tapping point to earth, nt is the total number of turns, and Rd is 
the working dynamic resistance of the circuit, i.e. incorporating 
the input resistance due to the valve.

For the circuit of Fig. 9.7 (6), the equivalent circuit of Fig. 9.9 
may be employed, where M is the mutual inductance between 
the windings. The impedance presented to the feeder is given by 
Z=jMLv-\-M2M2lZs, where Zs=jaiL3-\-\lja)C a-\-ra, rs=L2w2IRd. 
If the impedance of the coupling coil is sufficiently small to be 
neglected, Z=<o2M2IZs-, at the resonant frequency of the grid 
circuit, Z=M2Rd ¡L2. The value of M is generally not amenable 
to calculation, and matching is usually achieved by trial and error, 
occurring when the voltage at the grid of the r.f. stage is maximum. 
Coarse adjustment of the coupling is generally made by varying 
the number of turns of the coupling winding, and fine adjustment 
by the positioning of the coupling winding with respect to the 
tuned winding. With this type of circuit, it is important that the 
coupling winding be situated at the “earthy” end of the tuned 
winding; if this is not done, matching may be made considerably 
more difficult by stray capacitance coupling. If the reactance of 
the primary winding is not negligible, it can be resonated by a 
series capacitance, so that its effect becomes negligible.

In the circuit of Fig. 9.7 (d), the conditions for matching are as 
follows. If the grid circuit is assumed to comprise a resistance 
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Rd in parallel with a reactance jX due to L and C, the input 
impedance of the grid circuit is given by

R;x2fiR;2+x2)+jR^

For the input impedance presented to the aerial to be purely 
resistive, the reactive term must be equal to the reactance of 6\, 
i.e. 1 IjcoC^ The input resistance presented to the feeder is then 
RdX2/(Rd2/-X2). For given values of Zo and Rf, this deter­
mines X uniquely for matching, and hence the value of Cx from 
XjwCx=Rd2X/(Rd2/-X2). If Rd is much greater than Zo, 
X=(RdZQ)i=\/(oC1. The voltage gain, at matching, as before 
is given by $(R ¿¡Z^.

Where the input resistance to the valve is appreciably lower 
than the dynamic resistance of the tuned circuit alone, as for 
example with the earthed grid triode at the lower frequencies, 
the loss of selectivity may be troublesome. In all of the aerial 
input circuits discussed above, the working Q value is halved at 
matching, and the combination of this effect with that of low 
valve input resistance may lead to intolerably poor aerial circuit 
selectivity. If, for example, second channel interference is severe, 
the lack of selectivity in the aerial input circuit may result in 
cross modulation at the r.f. stage grid. In these circumstances, 
the selectivity can be improved by tapping the valve input down 
one branch of the tuned circuit, in a manner similar to those 
shown in Fig. 9.7 (a), and (6) and (c) employed for the aerial input. 
This results in a raising of the Q value of the input timed circuit 
with consequent increase of selectivity. When this is done, of 
course, it will be necessary to readjust the aerial coupling to 
maintain the correct matching conditions. It must, however, 
be emphasised that this increase in selectivity can only be achieved 
at the expense of lower aerial input to valve gain, and higher 
noise factor. As a practical example we may consider the input 
circuit to an earthed-grid triode working at 100 Mc/s. If we take 
the mutual conductance of the valve as 5 mA/V, a typical figure, 
the characteristic impedance of the feeder as 70 ohms, the input 
circuit tuning capacitance as 40 pf and the undamped circuit Q 
as 50, the dynamic resistance of the tuned circuit undamped is 
2 kilohms; the Q value is reduced under working conditions to 
2-5, since the total resistive load in parallel with the tuned circuit 
under matched conditions is 100 ohms. The gain from the 
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equivalent aerial generator to the valve cathode is 0-85 approxi­
mately. If then the valve input is tapped down the capacitive 
branch of the tuned circuit as shown in Fig. 9.10, the conditions 
are as follows. Assuming that the total tuning capacitance Ct 
remains constant and that (C3/Ct)2= 10, the valve input resistance 
of 200 ohms represents a resistance of 2,000 ohms in parallel with 
the inductor. The undamped dynamic resistance of 2,000 is also

Fig. 9.10.—Tapping down input circuit with 
earthed-grid stage, to achieve greater selectivity.

assumed existing in parallel with the inductor, and hence the 
aerial circuit must be matched to a total of 1,000 ohms at this 
point. This requires that (C1lCt)2= 1,000/70. When matched, 
the aerial therefore presents a load of 1,000 ohms in parallel with 
the inductor, and hence the working dynamic resistance is equal 
to the resultant of the three parallel components, that due to the 
tuned circuit losses, 2,000 ohms, that due to the valve input 
2,000 ohms and that due to the aerial, 1,000 ohms, i.e. 500 ohms 
total. The working Q is thus raised to 12-5. The gain from the 
equivalent aerial generator to valve is given by and from
the above, this is equal to |( 10/7)-= 0*6 approximately. The gain 
has therefore been reduced from 0-85 to 0-6 whilst the Q of the 
input circuit is increased from 2*5 to 12*5.

Because of the heavy damping imposed on the first tuned circuit, 
it is common practice in broadcast receivers for the v.h.f. band 
for this circuit to be pre-tuned to the centre of the band. For the 
U.K. broadcast band (87*5-100 Mc/s) this leads to only a slight 
decrease of sensitivity at the extremes of the band; for the U.S.A, 
broadcasting band (88-108 Mc/s) the decrease of sensitivity at 
the extremes of the band is more serious, and the general tendency 
in the U.S.A, is to employ an input circuit with variable tuning.

The tuning of the r.f. stage is, of course, determined by the 
method of tuning employed in the other high frequency stages of 
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the receiver, both variable inductance and variable capacitance 
tuning being commonly employed. With variable inductance 
tuning, the variation of inductance is generally accomplished by 
means of dust iron slugs which move inside the coil formers of the 
circuits to be tuned; these can be ganged mechanically, and this is 
often by means of a draw bar. W here variable capacitance 
tuning is employed, a pre-set dust iron slug is often employed to 
secure correct tracking.

For receivers working in the region of 100 Mc/s, the tuning 
inductors are generally wound on formers of diameter of the order 
of 0-25-0-5 in. The number of turns required is small, and these 
are generally widely spaced to minimise losses due to proximity 
of turns. Large diameter wire is generally employed, of the order 
of 18-26 s.w.g., and this is frequently silver plated to reduce losses. 
At these frequencies, skin effect is very pronounced and the current 
penetration is very small; by silver plating, the current flow is 
confined almost entirely to the silver. Alternatively strip conduc­
tors may be used; by employing strip, a larger surface area can 
be obtained for a given amount of material, with consequent 
higher Q.

The magnitude of the tuning capacitance employed varies 
appreciably with different receivers. With a pre-tuned r.f. stage, 
tuning by stray capacitance and valve input capacitance only is 
frequently adopted. In this case, the total tuning capacitance is 
of the order of 10 pf. Where variable tuning is employed, the 
tuning capacitance is of necessity larger, the total tuning capaci­
tance including valve and stray capacitance being at the upper 
limit about 40 pf. Where the receiver is tuned by variable 
capacitance, the magnitude of the tuning capacitor is generally 
of the order of 15-25 pf. Within limits, the larger the tuning 
capacitance, the higher is the Q value likely to be realised. This 
is because the dynamic resistance of the circuit is influenced 
largely by the valve input resistance. If a small value of capaci­
tance is employed, the undamped dynamic resistance of the tuned 
circuit tends to a high value; under working conditions this may 
be appreciably reduced by the damping imposed by the valve, 
and hence the working Q value may be appreciably lowered. 
By employing larger values of tuning capacitance, the undamped 
dynamic resistance tends a lower value, and hence is not so severely 
reduced by valve damping, with a consequent potentially higher 
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working Q value. The upper limit obviously occurs when the 
dynamic resistance is appreciably less than the valve input 
resistance, no further potential increase of Q value being then 
possible. In practice, the choice of tuning capacitance is governed 
by a great many factors, the frequency coverage required and the 
need to “swamp” variations of valve input capacitance generally 
being the primary considerations.

In the design of practical r.f. stages, it is most important that all 
signal and decoupling paths be kept to the minimum length 
possible. The reduction of signal-carrying leads to minimum 
length reduces circuit losses, and hence contributes materially to 
the achievement of high gain. If possible, all decoupling capacitors 
should be returned directly to cathode; this minimises losses due 
to cathode lead inductance discussed earlier.

The choice of variable inductance or variable capacitance 
tuning is governed by a number of factors; inherently, there is 
little to choose between the two methods. The decision is generally 
governed by considerations of layout.

With variable capacitance tuning by means of the usual multi­
section ganged capacitor, appreciable difficulties may arise with 
stray capacitance and losses in the connecting leads, unless the 
coils can be brought close to the tuning capacitor. With variable 
inductance tuning, this difficulty does not generally arise, as 
the coils can be separated physically without detriment, since the 
tuning slugs, whilst ganged, can be remote. The leads between the 
tuning elements can be kept short, and the whole tuned circuit 
can generally be situated in close proximity to the valve with 
which it is working. Against these advantages of inductance 
tuning must be set the mechanical problems of accurate ganging, 
and the necessity for accurate tracking. Further, the fact that 
dust iron slugs are employed leads to higher coil losses, which 
in turn leads to some reduction of sensitivity. However, the loss 
of sensitivity due to this cause is usually very small, and may well 
be less than the additional losses incurred with capacitance tuning 
by virtue of the extra length of leads required for the latter.

The r.f. anode circuit generally comprises a parallel tuned 
circuit or a n section network. With the widespread use of 
additive mixers, the design of the r.f. anode circuit is intimately 
bound up with that of the mixer, and will be considered in more 
detail in that section.
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Noise in R.F. Stages
The noise output of a receiver is determined almost entirely 

by the conditions at the r.f. stage; the noise generated at this point 
is amplified equally with the signal, and hence tends to "swamp” 
the noise generated in later stages.

Before considering the sources of noise in the receiver itself, 
it must be noted that the aerial has a random noise output; this 
noise output has the character of thermal noise, and in fact its 
r.m.s. value is given by

E=V4kTBRr,

where B is the band-width, k is Boltzmann’s constant 
= l-374x 10-23 joules per degree centigrade, Rr is the aerial input 
resistance, assumed constant over the range of B, and T is the 
temperature of the aerial in degrees absolute (2734-cC).

If the aerial is terminated in a resistive load equal to Rr, the 
noise power delivered to the load is E2!4Rr—kTB. This quantity 
is independent of the aerial itself, and is the greatest noise power 
output. Hence it serves as a convenient reference level for noise 
quantities. It also determines the absolute limit of sensitivity of 
the receiver because the signal power delivered by the aerial must 
exceed this level for a signal to noise ratio exceeding unity. The 
quantity kTB is usually evaluated for a reference band-width. 
Its value, at normal temperature (20° C), is 4xl0-21 watts per 
cycle. For an f.m. system with a band-width of 200 kc/s the noise 
power output of the aerial is 8x IO16 watts. If the r.m.s. open­
circuit value of the aerial signal is Es volts, then the signal power 
output is E2/4Rr; for a dipole of Rr=70 ohms, E, must therefore 
be 0-5 microvolt for unity signal to noise ratio. It must, however, 
be noted that a change of radiation resistance does not necessarily 
mean a change of absolute sensitivity; a folded dipole, whilst 
having a higher resistance than a normal dipole, nevertheless has 
no power gain over a dipole and hence the minimum usable field 
strength as distinct from the minimum aerial signal output is 
unchanged. If an aerial is employed which has a power gain G 
over a normal dipole, the maximum open circuit aerial signal 
to exceed the aerial noise output is given by Es=(EmlnIG)- 
where Emin is the aerial open circuit output for unity signal to 
noise ratio.
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In practice, the minimum aerial output required is greater than 

that derived above because of the noise due to the r.f. stage and 
signal input circuits.

The noise generated in the r.f. stage is due to five sources:
(a) shot noise; this arises from the fact that the cathode current 

of a valve is not uniform with time;
(b) transit time effect; not only is the valve input impedance 

reduced by this effect, but a noise component is introduced;
(c) partition noise; this arises only in tetrodes, pentodes, 

hexodes, etc., and is due to the fact that the distribution 
of cathode current between anode and screen is not 
uniform with time and;

(d) the input tuned circuit; this gives a noise output equal to 
that of a resistance equal to its dynamic resistance;

(e) the noise due to the losses in the valve base, etc.; these have 
a noise output; the resistive damping and noise are gener­
ally lumped with those of the tuned circuit.

The noise output due to each source can be represented as due 
to an equivalent generator, connected to a noise free valve. The 
positions of each of these generators relative to the valve electrodes 
is shown in Fig. 9.11 (a). Of necessity, the noise generators 
representing the sources of shot noise (isn) and partition noise 
(ipn) are shown as constant current generators. The noise genera­
tors due to transit time noise (Et) and the tuned circuit noise (EJ 
are shown as voltage generators in the grid circuit, each in series 
with its appropriate resistance. Additionally, the input resistance 
due to feedback is shown; this resistance is, of course, noise free, 
but has a pronounced effect in determining the signal to noise 
ratio. For pentodes, this latter resistance is due almost entirely 
to cathode lead inductance. For earthed-cathode triodes, it is 
due to cathode lead inductance and Miller effect. For the earthed- 
grid triode, it is, of course, the input impedance of the valve; 
equal approximately to 1 [gm as shown earlier. With the earthed- 
grid triode, Miller effect and the effect of cathode lead inductance 
is generally negligible. A minor difficulty arises with the noise 
generator representing the noise due to transit time effect. The 
actual damping imposed on the input circuit is given by Rt; the 
noise due to transit time is not equal to that of a resistor Rt at the 
ambient temperature. This difficulty is generally overcome by 
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postulating that the resistor Rt is at a temperature aT, where T is 
the ambient temperature, and a is a correction factor. For 
oxide-coated cathodes, a is 5 approximately.

The equivalent diagram of Fig. 9.11 (a) is somewhat inconvenient 
for the purposes of calculation, and to simplify the diagram it is 
usual to represent the noise output due to shot noise and partition 
noise by equivalent generators in the grid circuit. This leads to the

o>>
Fig. 9.11.—Equivalent generators for noise in r.f. stage.

equivalent diagram of Fig. 9.11 (b). The positions of the shot 
noise and partition noise generators are disposed to allow for 
the fact that the feedback due to the cathode circuit is effective 
in reducing shot noise, but not in reducing partition noise. The 
generators are now all voltage generators. The noises due to shot 
noise and partition noise are usually given in terms of the equiva­
lent physical resistance having the same noise output, Rsn and 
Rpn. To a good degree of approximation these are given by

Rsn=2-5la/gm(Ia+Isc)

and Rvn=20IscIalg m2(Ia+Isc),

where Ia and Isc are the anode and screen grid currents respectively 
and gm is the mutual conductance of the valve.

For a triode, the resistors are given by Rsn=2-5la/gm and 
R =0.
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For typical pentodes, Rpn is generally of the order of from 

2 to 5 times greater than Rsn’, further, the feedback due to the 
cathode circuit is instrumental in enhancing the partition noise 
contribution to the total noise output relative to that of shot 
noise. It is this fact which leads to the abandonment of pentodes 
for r.f. amplifiers at the higher frequencies.

The values of Rsn and Rvn are frequently added together and 
quoted as the equivalent noise resistance of the valve; this is 
always permissible with triodes where Rpn is zero, but must be 
treated with care where the valve is a pentode, and the input 
resistive component due to cathode circuit feedback is appreciable.

As a guide to the order of magnitude of the quantities involved, 
the following table gives approximate values of Rsn, Rpn, Rt, Rf 
for typical v.h.f. receiver valves. The values of Rt and Rf vary 
inversely with the square of frequency; the values quoted are for 
50 Mc/s. Additionally, the value of the valve input losses which 
form part of Rc are given, measured at 50 Mc/s; these terms vary 
inversely with frequency, and hence, as will be seen from the 
table, can generally be neglected at frequencies above 100 Mc/s 
because of the much lower values of Rt and Rf.

Valve Connection Rpn Rsn Rt
OHMS

Kf Valve input losses 
OHMS

EF95 ]
6AK5 }

Pentode: twin 
cathode leads 
strapped

l-4k 600 100k 40k 100/200k app.

EF80 '

6BX7

Pentode; twin 
cathode leads

1 strapped

600 400 33k 17k 100k

EF91 1 
6AM6 J Pentode 600 400 27k Ilk 100k

PCC84 Triode; earthed 
cathode. Twin 
cathode leads 
strapped

0 500 100k 50k 200k

PCC84 Triode: earthed 
: grid

0 500 100k 160 200k

In order to study the degradation of the signal to noise ratio 
due to the noise sources itemised above, it is necessary to consider
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what occurs when the aerial is connected. By means of the tuned 
circuit the feeder impedance is transformed into a resistance Rs, 
having a noise output proportional to Rs. Thus the complete 
equivalent diagram is then as shown in Fig. 9.12; it is assumed 
that the circuit is resonant. Then assuming Ec=Et=Esn=Epn—Q, 
and introducing gs=llRs, gc=l/Rc, gt=l/Rt, gf=llRf> the mean

ESN“4KTBRSN Ep^=4KTBRPN

Fig. 9.12.—Equivalent noise generators in r.f. stage, including aerial circuit.

square value of the noise voltage due to the aerial at the grid of 
the valve is

4kTB / gs V_ 4kTBgs
gs ' \gs+ge+gt+gf/ (gs+gc+gt+gf)2’

This quantity is a measure of the lowest noise power output 
possible, and hence forms a convenient reference level by which 
to measure the performance of the actual stage. If the mean 
square value of the voltages due to the valve and input circuit 
sources shown in Fig. 9.12 are Ec'2, E^2, Esn2 and E^2, then 
since the voltages are random with respect to each other,* the 
total mean square noise voltage at the grid of the valve is

4kTBgt+4kTBagt+4kTBgc+4kTBRsn(gs+gc+gty
(gs+gc+gt+gf)2

F4kTBRpn.

We may then define the noise factor F of the receiver as being the 
ratio of this latter voltage to that due to the aerial alone. Whence

F=l±^±- + -sn(gs+gc+gt)2 
g* gs gs

• (^s+lZc+^+ô'/)2- 
g s

The noise factor is thus a direct indication of merit of the 
receiver in respect of internal noise. It is also, of course, a direct

* Strictly, shot noise and partition noise are not random with respect to each other; 
the noise voltages due to these two sources are, however, in quadrature, so that the 
result quoted holds.
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indication of the degradation of the signal to noise ratio by the 
receiver, and determines by how much the actual lower limit of 
sensitivity of the receiver exceeds the absolute sensitivity deter­
mined as indicated previously. Whilst the noise factor is indepen­
dent of band-width, it is necessary to quote the actual receiver 
band-width B if it is desired to give the aerial open-circuit output 
necessary for unity signal to noise ratio; this is given by

E2=16xlO~21FBRae,

where E is the r.m.s. aerial open-circuit output voltage, Rae is the 
aerial resistance and B is in c/s.

It must be noted that the noise factor is significant only in a 
receiver of high sensitivity. If, for example, a receiver at 100 Mc/s 
requires an input signal in the region of 100 /zV for proper dis­
criminator action, the signal to noise ratio depends only to a small 
degree on receiver noise, and a statement of the noise factor for 
such a receiver has little meaning. If, however, the receiver 
requires an input signal of 10 [iV for proper discriminator action, 
and the aerial noise output is 0-5 pV, then the noise factor is of 
considerable importance, as in such a case the signal to noise 
ratio would be largely influenced by receiver noise.

Returning to the expression for the noise factor, it is instructive 
to expand the expression and regroup the terms as follows:

l + 2i^Sn((7c+(7J + 22?P4!7c+{7í+(7/)+(7s(■^s7^+■^í>7^) +

- (agt+gc+Rsn[gcfl-g^-]-R^
9 s

This expression has a minimum value for
n 2 _ ^t+gc+Rsni.gc+gtY+Rpnkgc+gt+gf)2,
ys opt n T~5 •

sn Tpn

At this value of gS0Pt,

Emin~ ^~\~^Rsn(9sopt~F9c~\~9t)~{'^lRpn(gsopt~\~9t~\~9f)'

Thus for given values of gt, gc, gf, Rsn, and Rvn there exists a 
certain value of gs for minimum noise factor. In general, this 
condition does not coincide with the condition for matching, which 
gives correct feeder termination and maximum gain. This latter 
condition is g3—gc-\-gt+gf. The choice of operating condition 
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adopted is determined by the importance attached to each of the 
three factors, gain, noise factor, and feeder termination. If the 
input stage is a triode, and Rpn=0, the value of gs for Fmin does 
not involve gf‘, neither does the expression for F min itself. If then 
gf can be altered, it is possible to obtain minimum noise factor 
and simultaneous matching. This will give correct feeder termina­
tion. It does not, however, necessarily give maximum gain; this 
only occurs when gf is at its minimum value. Thus, with a triode 
r.f. stage with variable feedback damping, two conditions of 
operation are possible; firstly for maximum gain (gf minimum), 
secondly for correct feeder termination with minimum noise factor. 
For the latter condition:

gs20pt={a9t-V9c+Rsn(9c+gt)2}IRSn=(gc+fjt+gf)2,

whence Fmin= 1 +27?sw(9Xi+0c+(7z)-
The value of gf can be varied in a number of ways. If it is 

necessary to increase gf> the cathode leads can be made longer. 
If two cathode leads are provided, these may be strapped together, 
rather than separated. If gf is to be lowered, the cathode lead 
inductance can be reduced by employing a series capacitor, to 
neutralise the inductive reactance; if the capacitance is made 
sufficiently small, negative values of gf are obtained. If two 
cathode leads are provided, these may be separated. Decreasing 
the value of gf leads to higher aerial circuit gain.

It is not possible to secure minimum noise factor with a pentode 
and simultaneous matching by varying gfi since the noise factor 
of a pentode involves gf. It is, however, possible to obtain a 
reduction of noise factor by varying gf whilst retaining matching.

At the lower frequencies, it is generally true that the expression 
for gsopt can be simplified to

g sopt— {^g(-\-gcl(Rsn-\-Rpn)^ 
or to

g sopt= [^g 11 (K sn -|- R p n) J
ignoring gc, which is often permissible. This shows that the value 
°f gsopt tends to increase linearly with frequency, since gt increases 
with the square of frequency. The input conductance of the valve, 
equal to gt-\-gf, increases with the square of frequency for the 
earthed-cathode type of circuit. This is shown graphically in 
Fig. 9.13. Thus the ratio of gs for matching to gaopt becomes more 
nearly unity as the signal frequency increases.
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In order to assist the discussion, the following table gives the 

values of gs at matching (i.e.=gf-\-gt), 9 soph F at the value of 
gs for matching, and F min, for the valves the parameters of which 
were tabulated earlier. It is not possible to ascribe a fixed value to 
gc; for the purposes of the table, gc= 0 is taken.

Fig. 9.13.—Approximate variation of in­
put conductance of r.f. stage (gt+gt) and 

gsopt with frequency.

50 Mc/s 
gumbos) F

100 Mc/s 
g(/zmhos) F

200 Mc/s 
¡/(/zmhos) F

6AK5, EF95
gs in matched condition;
twin cathode leads strapped 315 2-7 140 3-4 560 6-0
g sopt 160 1-8 340 2-8 800 5-9

EF80, 6BX7
gs in matched condition;
twin cathode leads strapped 93 3 1 370 3-9 1,500 7-5
9 sopì 400 2-0 850 3-3 2,000 7-2

EF91, 6AM6
gs in matched condition 140 2-9 560 4-1 2,240 9-5
9 sopt 450 2-5 1,000 3-8 2,500 9-2

PCC84, 7AN7 
(earthed cathode)
<7, in matched condition 30* 2-7 120* 2-7 480* 3-1
9 sopt 315 1-3 630 1-7 1,260 2-4

PCC84, 7AN7 
(earthed grid) 
q. in matched condition 6.000 4-0 6,000 4-0 6,100 4-1

315 1-3 630 1-7 1,260 2-4

The values above are calculated values, and in general the values 
of F are somewhat lower than the values obtained in practice. 
They do, however, show the general trend for the noise factor to 

* Ignoring Miller effect; see text.
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rise with increasing frequency. With the earthed-grid triode, the 
degree of mismatch at gs—gaopt becomes progressively less as the 
signal frequency is increased. Unlike the other types of r.f. 
circuit, the earthed-grid circuit input conductance due to feedback 
cannot be altered readily, to achieve matching at gaopt.

It is of interest to note that for the earthed-cathode and 
earthed-grid type of circuit, the value of gaovt is, for the range of 
frequencies considered, less than the value of ga for matching for

Fig. 9.14.—Circuit intermediate between 
earthed-cathode and earthed-grid circuits, in 
which matching is obtained simultaneously 

with minimum noise factor.

the former and greater than the value of ga for matching for the 
latter. This suggests that there is a form of mixed circuit inter­
mediate between the two conditions at which gs—gsopt, at the 
matched condition. This is in fact so, and leads to the circuit of 
Fig. 9.14. As the frequency is increased, the optimum tapping 
point B moves progressively from A to C.

As noted in the table, the values of ga and F for the PCC84 in 
the earthed-cathode condition make no allowance for Miller effect. 
In general it may be said that, even in the cascode circuit, Miller 
effect is liable to be more serious than the feedback due to cathode 
lead inductance, and it is common to find that the input con­
ductance of the valve, without neutralising, exceeds the value of 
gaopt. To improve the noise factor in these conditions, some form 
of neutralising is necessary; a number of suitable circuits are 
shown in Fig. 9.15. There is also the secondary advantage in these 
circumstances that the aerial circuit gain is increased simul­
taneously. This may be contrasted with the position with regard to 
the pentodes considered in the table. For all of these, for the range 
of frequencies concerned, gaopt exceeds the value of ga for match­
ing. Thus improved noise factor can only be obtained at the 
expense of reduced aerial circuit gain, with some degree of
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mismatch. At frequencies above 100 Me /s, this loss of gain becomes 
very small. At 50 Mc/s, the loss of gain does not exceed 6 db for 
any of the examples quoted.

Fig. 9.15.—Three forms of neutralising circuits; that of (a) is suitable for fixed frequency 
working only.

The Frequency Changer
Whilst a number of multiplicative type frequency changers 

suitable for v.h.f. working are available, the present day tendency 
is towards additive mixers. The reasons for this are threefold: 
(a) the additive type of frequency changer can be made to give a 
higher conversion conductance, values of the order of 2 mA/V 
being obtainable, as against 0-5-1-0 mA/V generally obtainable 
with multiplicative mixers; (6) the input impedance presented to 
the r.f. circuit is generally higher with additive mixers; and (c) the 
noise level in the mixer is generally lower with the additive type 
mixer. The additive mixers fall into two categories, the self­
oscillating type and the type employing a separate oscillator. 
Whilst the latter has the advantage of generally higher frequency 
stability and usually offers the possibility of higher r.f. gain, the 
former is frequently employed on the grounds of economy.

Where a multiplicative mixer is employed, this may be of 
the heptode, triode-heptode or triode-hexode type; the circuit 
arrangements generally follow those commonly used at lower 
frequencies. The design of the oscillator section requires some 
care to secure optimum conversion conductance and good fre­
quency stability; these points are considered in the next section. 
Typical circuits are shown in Fig. 9.16.
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(b)

Fig. 9.16.—Heptode and triode-hexode mixer stages.

Where an additive mixer is employed, using a separate oscillator, 
the mixer may be either a triode or a pentode, both types being 
commonly met; a typical circuit is shown in Fig. 9.17. The 
coupling from the oscillator is somewhat critical, and is discussed 
in detail later. The oscillator and mixer are frequently in the same 
envelope, thus ensuring a compact stage.

The operating conditions of the mixer are determined by a
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number of considerations. For a given set of electrode potentials, 
the conversion conductance rises steadily to a maximum value as 
the heterodyne voltage is increased; after the maximum value 
has been reached the conversion conductance falls again, but 
slowly. However, the conversion conductance does not entirely 
determine the gain of the mixer stage. As the standing bias 
applied to the valve is increased, the damping applied to the input

tuned circuit decreases, and hence increased r.f. gain may be 
obtained; the final operating condition is therefore usually a 
compromise between the values for maximum conversion con­
ductance and minimum input damping. With triode mixers, a 
further consideration arises; the anode slope impedance of the 
valve, which effectively damps the i.f. circuit at the anode, 
generally increases as the heterodyne voltage at the grid is 
increased beyond the maximum conversion conductance figure. 
Thus by employing a lower value of conversion conductance, 
the i.f. selectivity and overall gain may be increased, and the 
operating conditions therefore represent a compromise between 
the three conflicting factors.

The choice of the size of the coupling capacitor C of Fig. 9.17 
is determined primarily by the amplitude of heterodyne voltage 
required at the mixer grid and the oscillation amplitude at the 
oscillator take-off point. The capacitor and the tuned circuit at the 
mixer grid form a potential divider, and for constant heterodyne 
voltage at the mixer grid, the ratio of the two arms of the divider 
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must be constant over the band, assuming constant oscillator out­
put. This requirement makes this type of coupling network un­
suitable for use with a pre-tuned r.f. circuit. In order to consider 
the matter in more detail, we shall make two assumptions. These 
are that the intermediate frequency is very much less than the 
signal frequency, and that at the oscillator frequency, the im­
pedance of the r.f. tuned circuit is almost entirely reactive. Then 
the impedance of the r.f. tuned circuit is given by

Z= 1 1 _ 1 ^i2 ;

1 SC(<-W02’
Mx2LCt

where L and Ct are the elements of the tuned circuit resonant at 
the signal frequency a>ol2a; co x/2n is the oscillator frequency. If 
the intermediate signal frequency is co /2n, then with the first 
assumption made above, the expression for Z simplifies to

Z= ±j/2a)Ct.

The sign of this reactance is positive (i.e. inductive) if the oscil­
lator frequency is below that of the signal, and vice versa. 
Considering the case where the oscillator frequency is above that 
of the signal, this reactance is equivalent to that of a capacitance 
Ceq given by

^xCeq=2a)Ct,

i-e. Ce=2^Ct.

If, for example, the signal frequency is 90 Mc/s, the oscillator 
frequency 100 Me/s and the i.f. 10 Me/s, Ceq=0 2Ct. For a practical 
receiver, the value of Ct may be in the region of 30 pf, and hence 
Ceq would equal 6 pf.

The reactance of this capacitance at 100 Mc/s is 250 ohms 
approximately, and since this is almost certainly very much less 
than the dynamic resistance of the tuned circuit, confirms the 
validity of the second assumption made at the outset. The value 
of Ceq will, of course, vary with Ct‘, where, however, the band to 
be covered is relatively small, the error introduced by computing 
Ceq at the mid-band frequency, and assuming this value constant 
over the band, is small.
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When the oscillator frequency is below that of the signal, the 

equivalent inductance is given by

Leq=l/~M ^1^0

and since l/MxCt may, to a first degree of approximation, be put 
equal to La>x,

T _i«l L”~ ’̂

i .e. the equivalent inductor for a signal frequency of 100 Mc/s 
and an i.f. of 10 Mc/s is equal to 5L.

The expressions above are only approximately accurate; if it is 
required to know the exact value of impedance, this can of course 
be deduced from first principles. The values derived, however, 
are sufficiently accurate for practical purposes when fine adjust­
ment of the magnitude of C is generally made on test.

The necessity for the r.f. circuit to be tunable with this type 
of oscillator injection is most graphically illustrated by a 
consideration of a practical example. If the r.f. circuit is pre­
tuned to a frequency of 98 Mc/s in a receiver designed to cover the 
band 88-108 Mc/s, and the i.f. is 10 Mc/s, it is obvious that as the 
oscillator frequency approaches 98 Mc/s, to tune the receiver to 
one end of the band, the heterodyne voltage will rise very 
appreciably. Not only will this produce a wide variation of 
sensitivity over the band, but may also induce very poor oscillator 
stability. A relatively small change in the r.f. circuit resonant 
frequency due, perhaps to a change of valve input capacitance, 
will produce very marked changes in the reactance presented at 
the oscillator take off point. This effect is most marked if the 
oscillator frequency is below that of the signal; as the oscillator 
frequency approaches that of the r.f. circuit, the coupling capaci­
tance tends to produce series resonance with the effective 
inductance of the r.f. circuit. At the series resonant frequency 
itself, the oscillator is working into a very low impedance, and 
this may cause cessation of oscillation altogether.

An alternative oscillator injection method sometimes adopted 
is that of mutual inductance coupling between the r.f. and 
oscillator coils. In this instance, the operation of the circuit is 
similar to that occurring with the “top end” capacitance coupling 
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circuit discussed above. The e.m.f. injected in series with the 
r.f. circuit is given by where M is the mutual inductance
between the coils, is the current circulating in the oscillator 
circuit and is the oscillator frequency. The e.m.f. appearing 
at the grid of the mixer is given by -—* , where

jw ¡Zrf
Zrf=jLwr-\-\/jwyCtfl-r. It is generally legitimate to assume that 
ZTf is purely reactive, and if the magnitude of the e.m.f. is 

Mi .equal to ------ —, where co 12a is the intermediate frequency. Since
Ct2Lw

LCt=l¡Wq2, this reduces to i^w^M/2w. The oscillator voltage

Fig. 9.18.—(a) Oscillator injection circuit suitable for use when r.f. stage is fixed tuned 
(b) circuit of (a) re-drawn to indicate null point.

output is given approximately by E=i1ja)1L1, where is the 
oscillator inductance. Substituting for q gives the mixer e.m.f. as 
E^^M ¡20)^0), which does not vary greatly over a small range 
of frequency for constant Ev provided that the r.f. circuit is tuned. 
If, however, the r.f. circuit is pre-tuned, the same difficulty arises 
as with the “top-end” coupling capacitance circuit; as the oscillator 
frequency approaches that of the r.f. circuit, Zrf falls rapidly, 
and the heterodyne voltage rises. More seriously, the impedance 
reflected into the oscillator circuit, w2M2IZrf, also rises rapidly; 
the losses imposed on the oscillator may cause cessation of 
oscillation.

With a pre-tuned r.f. circuit, a different mode of oscillator 
voltage is obviously necessary, and a suitable arrangement is that 
of Fig. 9.18 (a). Here the r.f. valve is coupled to the mixer by a 
n section network; the circuit is redrawn in Fig. 9.18 (b), to show 
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the existence of a null point on the inductance branch. If the 
local oscillator signal is injected at this point, the heterodyne 
voltage at the mixer grid is substantially constant. If the inductor 
is assumed to be perfect, i.e. there is unity coupling between turns, 
the impedance presented at the injection point is equal to that of 
the capacitors Cx and C2 in parallel. In practice, the coupling is 
likely to be well below unity, but as the reactance presented at the 
tapping point is generally small compared with that of the coupling 
capacitor, the current in each capacitor is virtually independent 
of the magnitude of the residual inductance in the arm.

The Local Oscillator
The local oscillator may take any of the conventional forms of 

Hartley, Colpitts, tuned-anode or tuned-grid circuits. In general,

Fig. 9.19.—Three types of oscillator circuit suitable for v.h.f. working: (a) Hartley, 
earthed anode, (b) Colpitts, earthed anode, (c) tuned anode.

the most favoured types appear to be those of Fig. 9.19, in which 
one side of the tuning capacitor can be earthed. The Colpitts 
circuits have the advantage that the valve stray capacitances can 
be absorbed in the tapping capacitors (Cx and C2 of Fig. 9.19 (6)), 
but have the disadvantage that the amplitude of oscillation tends 
to vary more over a given band than with the other types of 
oscillator. At the higher frequencies, tuning by means of lumped 
reactances becomes progressively more difficult because of the 
increasing relative magnitude of strays. It is therefore common 
practice at these frequencies to employ resonant lines as tuning 
elements.

The choice of whether the oscillator frequency shall be above 
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or below that of the signal is governed largely by considerations 
of second channel protection and interference to other bands by 
radiation from the oscillator. For the v.h.f. bands in use for f.m. 
broadcasting, it would appear that the chances of second channel 
interference are lower if the oscillator frequency is above that of 
the signal. However, from the point of view of minimising oscillator 
interference, the lower frequency is preferable.

In general, the oscillator should be such that it is as free as 
possible from drift with variations of mains voltage and h.t. supply 
voltage, and with time. The first two sources of drift are generally 
not troublesome, provided that the oscillator is hard driven. 
Drift with time due to the effect of valve and components warming 
up is usually the most serious problem in oscillator design.

The principal source of such drift is the change of valve 
capacitance with time; the usual effect is a net increase of tuning 
capacitance, with a consequent fall of oscillator frequency. Serious 
drift due to this cause may persist for a period of the order of 
10-30 minutes; usually the drift increases steadily for an initial 
period, and more slowly thereafter. A second source of drift is the 
inductor; as the temperature of this component rises, its inductance 
can change appreciably. The exact magnitude of drift permissible 
depends upon the design of the i.f. amplifier and discriminator; 
in general, a figure of total drift from cold of less than 30 kc, s is 
considered satisfactory for a receiver for the v.h.f. broadcast 
bands.

This initial drift may be offset in a number of w’ays. Firstly, the 
oscillator tuning capacitance can be made as large as possible, 
consistent with the maintenance of oscillation. As the tuning 
capacitance is increased, the dynamic resistance is progressively 
lowered, and hence the maintenance of oscillation becomes more 
difficult. This sets an upper limit to the magnitude of tuning 
capacitance permissible. Secondly, the valve connections may be 
tapped down the oscillator tuned circuit, with the effect that 
variations of valve capacitance become progressively less marked. 
Perhaps the best known variant of this method is that due to 
G. G. Gouriet, shown in Fig. 9.20. This circuit is sometimes known 
as the Clapp oscillator circuit, and is basically a Colpitts oscillator. 
In common with the first method of minimising oscillator drift, 
this circuit suffers from the disadvantage that as the magnitude 
of the tuning capacitance (C1 of Fig. 9.20) is reduced relative to 
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the magnitude of the tapping capacitors (<72 and <73 of Fig. 9.20) 
to minimise the effect of variation of valve capacitance, oscillation 
becomes progressively more difficult to sustain.

The third method employs compensating capacitors having a 
negative temperature co-efficient, i.e. the capacitance decreases 
with increasing temperature. Where such a capacitance is 
employed, it may be operated by the rise in temperature as the 
receiver warms up, by heat conducted along the lead wire from a

Fig. 9.20.—“Tapping down” oscilla­
tor tank circuit; Gouriet oscillator.

valve pin, or it may be heated by a resistor fed from the Lt. 
supply, as shown in Fig. 9.21. The former method has the 
advantage that the capacitor is heated relatively slowly, and 
can therefore be selected to minimise the oscillator drift during 
the whole initial period, since the total period for the capacitor to 
reach working temperature is comparable with that of the 
period of substantial valve capacitance charge. It has the 
disadvantage that it is prone to induce oscillator drift with 
changes of ambient temperature. The second method, whilst free 
from the last objection, has two disadvantages. Firstly, its 
compensating action is completed in a very short period after the 
receiver has been switched on, due to the low thermal inertia 
of the heating resistor, and hence overcompensation occurs. 
Where this method is adopted, the usual practice is to select the 
capacitor and heater power so that the final drift is held to an 
acceptable figure, without appreciable initial overcompensation. 
A second disadvantage is that the capacitor will change its 
value with variations of supply voltage, and consequently heater 
power.
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The method of compensation by negative temperature co­

efficient capacitors must therefore be used with caution. Provided 
that the drift to be corrected is reasonably small, improvement in 
performance can be obtained by its use. However, it is doubtful 
whether the performance of a fundamentally poor oscillator can 
be substantially improved in this way.

Fig. 9.21.—Negative temperature co-efficient capacitors employed to correct oscillator 
frequency drift: (a) capacitor heated by natural temperature rise, (b) capacitor heated 

bv resistor.

Oscillator drift due to the heating of the tuning inductance can 
usually be minimised by care in siting the inductance so that its 
temperature does not rise appreciably. It would appear from in­
spection of the usual formulae for inductance of air cored coils, 
that the co-efficient of change of inductance per degree centigrade 
should be equal to the co-efficient of linear expansion. For copper, 
this is 16 parts in 106 approximately, which is, at first sight, a 
commendably small value. However, in practice, the co-efficient 
of change of inductance is frequently very much greater than this. 
The discrepancy may be due to a number of causes including the 
way in which the coil is wound, the manner in which it is suspended, 
and the composition of the coil former (if any). Further, the co­
efficient may suffer an additional apparent increase due to the 
effect of changes of coil resistance with temperature. These effects, 
in combination, may increase the effective co-efficient to a value in 
the region of 100 parts in 106. Such a value would produce a drift 
of 5 kc/s/°C in an oscillator operating at 100 Mc/s, an unduly 
large value. There are a number of ways in which the co-efficient 
may be minimised, perhaps the most satisfactory being the employ­
ment of thin strip for the turns of the coil, these being cemented to 
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a former having a low co-efficient of expansion. The geometry of 
the coil is then largely unaffected by changes of temperature, with 
a corresponding reduction of the inductance temperature co­
efficient. The strip can be comparatively wide, to have a large 
surface area, and hence low losses.

As mentioned earlier, it is possible to employ tuned line 
oscillators with advantage at the higher frequencies. A number 
of circuits utilising co-axial lines for this purpose exist, two being

Fig. 9.22.—Oscillators with frequency controlled by tuned lines: 
(a) effective Z/4 line, (b) tuned anode-tuned grid circuit.

shown in Fig. 9.22. That of Fig. 9.22 (a) corresponds to a Hartley 
oscillator circuit, whilst that of Fig. 9.22 (b) is of the tuned anode­
tuned grid (Hartley) type. In both cases the line is short circuited 
at one end and tuned capacitively at the other. Ignoring stray 
capacitance, the line in the first example behaves as a line A/4 
long, although the physical length may be very much less than 
this. The capacitance loading of the open end resonates with the 
effective inductance of the line at this point, to determine the 
frequency of oscillation.

Automatic Frequency Control
Automatic frequency control is generally provided for two 

purposes, firstly to minimise the effect of oscillator drift, and 
secondly to minimise the effect of mistuning. The normal method 
of obtaining a.f.c. is by means of a reactance valve, the general 
principles of which were discussed earlier. Since there is no need 
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to aim for linearity of frequency shift with control voltage, the 
circuit can usually be made extremely simple. An example of a 
typical a.f.c. circuit is shown in Fig. 9.23. The triode Fx a 
functions as the oscillator, whilst the triode b acts as the 
reactance valve. The phase shift of the oscillator voltage to the 
control grid of Vx b is accomplished by the anode-grid capaci­
tance of the valve (sometimes supplemented by a physical 
capacitor) in combination with a low value resistor Rx of the order

Fig. 9.23.—Double triode used as oscillator and reactance valve.

of 50-500 ohms in the grid circuit of Fx b. The reactance valve 
is biased to the point where the mutual conductance changes 
appreciably with control voltage.

Degeneration of the control occurs because of the negative 
feedback applied at d.c. by the cathode resistor; this can be 
minimised by using a relatively low value of resistor and increasing 
the bias voltage by means of a bleeder resistor from the h.t. supply 
(shown dotted in Fig. 9.23). By employing a double triode valve 
for the oscillator and a.f.c. valve as shown, a compact and 
economical circuit arrangement is achieved. It is, of course, 
necessary with this type of a.f.c. circuit to employ a discriminator 
having zero output at the centre frequency. Due attention must 
also be paid to the polarity of the discriminator output, to ensure 
that the a.f.c. does in fact pull into tune, and not tend to increase 
the tuning error. It is also necessary to ensure that all the audio 
signal is filtered from the control supply before application to the 
control valve, as otherwise severe distortion may result, as the 
oscillator frequency follows the signal. Where a.f.c. is fitted, it is 
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usual to provide a means of switching it off when the receiver is 
initially tuned; this usually takes the form of a switch which 
breaks the output from the discriminator to the reactance valve, 
and earths the circuit to the reactance valve grid.

Self Oscillating Mixers
The self oscillating mixer is frequently employed on grounds of 

economy. In general, it falls below the performance of the 
combination of oscillator and separate mixer, in that the require­
ments for oscillator stability generally conflict with those of high 
r.f. gain.

The most commonly adopted technique with self oscillating 
mixers is that of injection of the signal voltage at a null point of 
the oscillator circuit; this is of course the converse of the technique 
discussed earlier for the injection of oscillator voltage into a fixed 
tuned r.f. circuit. The basic form of two such circuits is shown in 
Fig. 9.24. In that of Fig. 9.24 (a) the oscillator is a Colpitts circuit. 
Since the control grid voltage and the screen grid voltage are in 
anti-phase, there is a point on the oscillator coil which is sub­
stantially at earth potential. It is thus possible to inject the signal 
from the r.f. stage at this point without appreciable effect on the 
oscillator circuit. If the capacitors C1 and C2 are equal, the tapping 
point for the signal injection is obviously the mid-point of the 
coil. The impedance presented to the r.f. stage is rather difficult 
to determine. If it is assumed that the oscillator coil has unity 
coupling between turns, then the impedance is a capacitance 
equal to C1fl-C2, and a parallel resistance. For the injection point 
to remain at earth potential at all frequencies of a band, the 
ratio of Cx to C2 must be constant, and hence both must be 
variable.

The circuit of Fig. 9.24 (6) employs also the method of null point 
injection. The capacitor Cy is chosen to equal Cin, the input 
capacitance of the oscillator valve. The oscillator voltage from the 
anode circuit acts in series with Ls to produce equal voltages across 

and Cin, but of opposite polarity. Thus the centre point of the 
coil is substantially at earth potential, and the signal from the r.f. 
stage can be injected at this point.

The input to the mixer is taken from a tapping point on the 
r.f. coil, to minimise the damping effect of the relatively low input 
impedance of the mixer. The position of the tapping point is a 
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compromise between the requirements of r.f. gain, maximum when 
the tapping point is at the anode end of the coil, and selectivity, 
which is at maximum when the tapping point is at the earthy end 
of the coil.

Intermediate Frequency Amplifier
The choice of the intermediate frequency is governed by a 

number of factors. Firstly, it must be sufficiently high to secure 
adequate band-width; this places the minimum usable frequency 
in the region of 4 Mc/s. Compatible with the above requirement, 
the frequency must be as low as possible to ensure high stage gain 
with adequate selectivity. Secondly, the frequency chosen should 
be free from strong radiated signals, to avoid direct pick-up and 
amplification by the i.f. amplifier. Thirdly, the frequency should 
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be chosen to provide adequate second channel rejection. If the 
likely sources of second channel interference are within the band 
to be covered, second channel interference can be avoided by 
choosing the i.f. to be greater than half the band of frequencies to 
be covered.

The above may be termed the prime requirements of the inter­
mediate frequency; in addition to these it is desirable that the 
frequency should be chosen so that spurious responses due to 
certain other causes are minimised. These comprise interference 
between the incoming carrier and harmonics of the i.f.; mixing of 
undesired signals with oscillator harmonics and mixing of signal 
harmonics with combinations of oscillator harmonics. For the 
v.h.f. broadcasting band 88-108 Mc/s an intermediate frequency of 
10-7 Mc/s would appear to be standard, although frequencies in 
the region of 8-8-5 Mc/s have been used.

The number of i.f. stages employed is of course dependent upon 
the desired sensitivity and selectivity of the receiver, and the 
type of detector employed. If a ratio detector is employed, it is 
generally possible to obtain sufficient gain for satisfactory recep­
tion with one less i.f. stage than if a Foster-Seeley discriminator 
is used. In general, with receivers for the v.h.f. broadcast bands, 
the number of i.f. stages employed with a Foster-Seeley dis­
criminator is two, and sometimes three; with a ratio detector one 
may be adequate to provide the necessary gain, but may not be 
sufficient to provide selectivity. Typical i.f. amplifier circuits 
are shown in the diagrams of the complete receivers given later.

The normal technique for i.f. amplifiers for broadcast receivers 
is to employ tuned transformers, in conjunction with high-slope 
straight r.f. pentodes. By using this type of valve, high stage gain 
can generally be obtained; the application of a.g.c. does not 
introduce distortion, as with a.m. receivers, except by the mis­
tuning of the i.f. circuits which may occur. This point is discussed 
in more detail later.

The i.f. transformers are generally arranged to have a coupling 
factor (n—KQ) in the region of unity, and usually employ equal 
primary and secondary components; for these conditions, the 
stage gain is given by gmRdn/(l-\-n2), where Rd is the dynamic 
resistance of either tuned circuit alone. Since Rd is given by QLco, 
Q and L should be large for the highest possible stage gain. An 
upper limit to the value of L is set by the minimum value of
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tuning capacitance which can be employed. Whilst it is theoreti­
cally possible to tune by stray capacitance alone, this is undesir­
able, as the variation of valve strays with operating conditions 
can then cause very appreciable changes of the i.f. response curve. 
In general it may be said that the lowest minimum value of 
lumped capacitance is of the order of 15-20 pf; even at this figure, 
appreciable de-tuning may occur. Where the highest stage gain 
is not of prime importance, 50 pf may be taken as a good design 
figure.

The Q value of the inductor depends upon many factors; 
amongst these are wire size, coil former dimensions and screen-can 
dimensions. By careful design Q values in the region of 100 at 
10 Mc/s can be realised; with a tuning capacitance in the region 
of 20 pf, and allowing 10 pf for strays, this represents a stage gain 
of about 200 using a valve with a mutual conductance of 8 mA/V. 
This may be taken as representative of the upper limit of gain 
per stage obtainable. In practice somewhat lower Q values are 
employed; with a larger value of tuning capacitance, stage gains 
of 50-100 are most commonly encountered.

At a frequency near 10 Mc/s, there would appear to be little 
advantage in using multi-strand wire; the usual practice is to wind 
the coils in the form of single layer solenoids using wire sizes in 
the range 26-40 s.w.g. The diameter of the coil former is usually 
in the range 0-25-0-5 in., and the inside of the former is commonly 
threaded to permit tuning by means of dust iron cores.

The requirements of the i.f. amplifier in respect of selectivity 
depend upon the degree of distortion permissible, and the require­
ments of adjacent channel rejection. A complete treatment of the 
evaluation of this distortion has not been given, although a num­
ber of partial treatments exist. Obviously, if the i.f. passband is 
too narrow, significant side bands may be severely altered in 
amplitude, with resultant distortion; further a non-linear phase 
shift-frequency characteristic can also result in distortion. With a 
practical transformer, of course, the phase and amplitude charac­
teristics are interdependent. As a guide, therefore, the band­
width of a single stage employing a tuned transformer having a 
coupling factor in the region of unity, should be in the region of 
180 kc/s between the points at which the response is 3 db down 
compared with that at the centre frequency, for a signal employing 
75 kc/s deviation. The resultant total harmonic distortion is then 
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of the order of 0-25 per cent at worst. The signal will be amplitude 
modulated as a result of the restricted passband; this is however 
of minor importance, as the limiter stage will generally remove 
this.

The degree of adjacent channel rejection required has an impor­
tant bearing upon the design of the i.f. amplifier. If the spacing 
between adjacent channels is 200 kc/s, it may be extremely difficult 
to secure adequate adjacent channel protection combined with a 
substantially flat response in the passband. It is impossible to give 
a precise figure for the degree of attenuation desirable at the 
adjacent channel frequency, since the degree of interference is a 
function of the field strengths of the wanted and interfering stations, 
and frequency separation. A ratio of wanted to unwanted signals 
of at least 30 db at the output of the i.f. amplifier would appear 
desirable.

In order to assist the subsequent discussion, universal curves 
for the amplitude and phase response error characteristics for a 
single tuned circuit and tuned transformers are given in Figs. 9.25 
and 9.26. The phase response error is given in preference to the 
actual phase-frequency characteristic, since it is only the departure 
of the latter from linearity which is significant. The graph gives 
the magnitude and sense of the amount by which the phase shift 
departs from the value it would have if truly linear. The curves 
are plotted in terms of n=KQ, Q and x=2Aflf, where Af is the 
frequency difference of the frequency considered from the 
resonant frequency f.

With a Q value of 50 and a coupling factor of unity, the response 
of a tuned transformer at 10 Mc/s is about 0-6 db down at 75 kc/s 
from resonance, about 7 db down at a frequency of 200 kc/s from 
resonance, and about 18 db down at 400 kc/s from resonance. 
Thus, with two i.f. stages, the response will be in the region of 
2 db down at 75 kc/s from resonance, about 21 db down at 
200 kc/s from resonance and about 54 db down at 400 kc/s from 
resonance (with two i.f. stages there are of course three i.f. 
transformers, the first being that in the mixer anode circuit). 
If a grid leak limiter is employed, the damping imposed on the 
last i.f. transformer will almost certainly result in some loss of 
selectivity; if a triode mixer is employed, there will be a further 
loss due to t he damping effect of the anode slope impedance of the 
mixer on the primary of the first i.f. transformer.
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In order to secure greater adjacent channel rejection at 200 kc/s 

channel spacing, high Q values may be employed; to prevent 
undue loss in the passband, the coupling factor must be greater 
than unity. If Q values of 100 are adopted, with a coupling factor

Fig. 9.25.—Universal curves for amplitude response of single tuned 
circuit and a pair of coupled tuned circuits.

(From “Radio Receiver Design," by K. R. Sturley.)

of 1-5, then with two i.f. stages the overall response rises some 
2 db in the passband, the maximum occurring at a frequency of 
55 kc/s from the centre frequency; at 75 kc/s the response is equal 
to that at the centre frequency. At 200 kc/s, the response is down 
by 42 db, and at 400 kc/s down by some 78 db.

In practice, the coupling factor adopted is usually between the 
extreme values of 1 and 1-5; however, it should be noted that in 
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determining the degree of adjacent channel rejection, the con­
trolling factor is the Q value; outside the passband, the difference 
in response between a transformer having a coupling factor of 
unity, and one having a coupling factor of 1-5, is some 4 db, the 
response of the latter being the greater. In more general terms, 
at a frequency well beyond the passband, the ratio of the response

Fig. 9.26.—Universal curves for phase response of single tuned circuit and a pair 
of coupled tuned circuits.

( From, "Radio Receiver Design," by K. R. Sturley.)

at resonance to the response at the frequency considered is given 
approximately by

^Af2

where n=coupling factor= KQ.
Thus the adjacent channel selectivity is proportional to Q2, and 

varies but slowly with n in the region l>n> 1-5. For design 
purposes, therefore, the usual procedure is to select Q for the 
degree of adjacent channel selectivity required, assuming initially 
n= 1. The value of n is then chosen to secure a substantially flat 
response in the passband. Values of n greater than 1-5 are not 
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generally favoured, because of the variation of response in the 
passband, and the difficulty of adjusting and maintaining the 
coupling factor. The choice of a coupling factor differing from 
unity will, of course, alter the degree of adjacent channel rejection 
slightly.

It is possible to improve the response within the passband by 
employing different values of coupling factor through the amplifier. 
This has but slight effect upon the adjacent channel response as 
explained above. Alternatively, two transformers with a coupling 
factor greater than unity may be used in combination with a single 
tuned circuit. This latter combination has the advantage that the 
overall phase characteristic is made more linear in the passband. 
In fact with two transformers having coupling factors between 
1 and 1-5, and a single tuned circuit of Q identical with those 
employed in the transformers, the phase characteristic is sub-

1 fstantially linear up to a frequency Af= - £. With this combina- 
2 Q

1 ftion, the amplitude response is down by 1 db at Af= - —, and the 
2 Q

adjacent channel selectivity is less than that obtained using 
transformers throughout. The response of a single tuned circuit 
at a frequency remote from resonance relative to that at resonance 
is down by a factor

2Q Af

In practice stray coupling usually makes it impossible to obtain 
an i.f. response curve symmetrical about the centre frequency, 
and hence the adjacent channel rejection is usually appreciably 
better on one side of the signal frequency than on the other. To 
minimise this asymmetry, coupling between sections of the i.f. 
amplifier should be kept to a minimum by screening and by the 
provision of adequate decoupling; ultimately, however, the degree 
of asymmetry is governed by the anode-grid capacitance of the 
valves employed, and if a high degree of symmetry is required, it 
may be necessary to resort to some form of neutralising.

Where a receiver is designed for both medium wave and v.h.f. 
working, it is common practice to employ two distinct inter­
mediate frequencies, using the same valves in the i.f. amplifier 
for both. Where this is done, the two sets of i.f. transformers are 
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connected in series, with that for the low frequency i.f. at the 
“cold” end; the tuning capacitor of this transformer provides a 
low impedance path to earth for the v.h.f. band i.f. transformer, 
whilst the v.h.f. band i.f. transformer offers a low impedance at 
the lower frequency. Because of the need to apply a.g.c. for the 
medium waveband, it is usual where this technique is employed 
to use variable -mu valves in the i.f. amplifier. Typical examples 
of this type of i.f. amplifier are shown in the circuit diagrams of 
complete receivers shown later.

Gain Control
The necessity for automatic gain control and its degree of 

effectiveness in an f.m. receiver depends largely upon the type of 
limiter and demodulator employed. If a limiter having a fixed 
threshold level is employed (e.g. a grid-leak limiter), a.g.c. should 
be applied sparingly, since its sole function is to prevent stages 
prior to the limiter being overloaded, whilst at the same time 
ensuring that the signal level applied to the limiter is sufficient to 
secure adequate limiting. If a dynamic limiter or ratio detector is 
employed, then there is no protection against long term fading, 
and the provision of an efficient a.g.c. circuit is essential.

The application of a.g.c. presents one major difficulty, that of 
change of valve input capacitance with control voltage. For a 
typical pentode (EF80, 6BX7) the input capacitance charge is of 
the order of 2 pf when the bias is increased from its normal value 
to that approaching cut-off. The effect may therefore be serious. 
If a.g.c. is applied to an r.f. stage, the de-tuning is, of course, very 
pronounced, since the change of capacitance is usually large in 
comparison with the total tuning capacitance. Additionally, the 
input damping decreases rapidly with a.g.c., due to the increase 
of the damping resistance due to cathode load inductance, which 
varies directly with mutual conductance. If the r.f. stage is of the 
fixed-tuned type, these effects may be tolerable in preference to 
the de-tuning which may occur in the i.f. amplifier, and may be 
recommended where the r.f. tuning is of this type, and the a.g.c. 
is used only to prevent limiter overload. It is not usually considered 
good practice to apply a.g.c. to the mixer as this may affect 
oscillator stability. If a greater degree of control is required, 
then it is essential that the i.f. stages should be controlled.

The effect of the charge of input capacitance in the controlled 
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stages may be minimised in one of three ways. Firstly, the 
lumped tuning capacitance may be made sufficiently large for the 
change of capacitance to be negligible; this, of course, leads to 
relatively low stage gain. Alternatively, if the valve type is 
suitable, the a.g.c. may be applied to the suppressor grid in 
addition to the control grid. As the suppressor grid bias increases, 
the input capacitance tends to increase, and hence opposes the 
change occurring due to increased control grid bias. For satis­
factory operation, it is generally necessary for the voltage at the

Fig. 9.27.—Correction of capacitance varia­
tion with a.g.c. voltage by cathode resistor.

suppressor grid to be of the order of ten times that at the control 
grid. This necessitates dividing down the a.g.c. voltage available 
to feed the control grid, and reduces the effectiveness of a.g.c. 
action; it may even necessitate amplification of the a.g.c. voltage 
to secure adequate control.

The third method employs a small value of undecoupled resistor 
in the cathode circuit of the valve, as shown in Fig. 9.27. The 
capacitor C represents the grid cathode capacitance of the valve. 
When the valve is biased nearly to cut off, C is at its minimum 
value; the working mutual conductance of the valve is low7, and 
hence the feedback due to R is negligible. At the normal working 
bias, C increases to C+AC, due to electronic effects within the 
valve. There is now a voltage gm REgc across R, where Egc is the 
grid-cathode voltage appearing at the valve. The total input 
voltage E is thus Egc(l+gmR). The current flowing in the grid­
cathode capacitance is E,JC. ja>(C~AC), and hence the input 
capacitive reactance has an apparent value

Egc(1 + 9mR) ~CEgc. ja)(C+AC) = (1 -\-gmR) /ja)(C ± AC).
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If, therefore, g mR=AC ¡C the equivalent capacitance is sub­
stantially equal to its value near cut off. For the EF80, AC=2 pf, 
C=4 pf, and hence gmR=%. For this value at its normal bias, 
gm is of the order of lOmA/V (this is its mutual conductance as a 
triode), and hence R should be of the order of 50 ohms. The 
effective gain of the stage is reduced by a factor \A-JgmR, 
i.e. by about 0-6. By this means, the input capacitance is main­
tained substantially constant with the application of a.g.c.

Tuning Indicators
It has already been noted at the start of this chapter that one 

of the theoretical assumptions upon which the improvement in 
signal to noise ratio is based is that the station shall be correctly 
tuned in. It is therefore essential that if the full advantages 
offered by frequency modulation are to be realised, that some 
means of ensuring that the signal is correctly tuned must be 
included in the receiver.

Quite apart from the aspect of increased noise-level, it is 
desirable that the receiver is tuned correctly in order to avoid the 
introduction of needless distortion. Even an intelligent user will 
find difficulty in tuning, unaided, a frequency modulation receiver 
with sufficient accuracy to ensure distortion-free reception. For 
example, the receiver may be tuned during a period when there 
is a relatively low level of modulation. Even if it is not tuned to 
the centre of the discriminator characteristic, there will be no 
distortion so long as the signal remains on the straight section of 
the discriminator curve. However, as soon as there is a deeply 
modulated passage, the carrier will swing over a much wider 
frequency band. Unless the station has been correctly tuned 
there will be a strong possibility that it will over-swing the straight 
section of the discriminator characteristic at either one end or the 
other.

Both on the grounds of interference suppression and distortion, 
it is essential that an effective tuning indicator is incorporated in 
all frequency modulation receivers. One source of indication is 
that of the voltage developed across the limiter valve’s grid leak 
(to which the tuning indicator can be connected). In general this 
method is undesirable, as the top of the tuning curve will be flat 
over an appreciable frequency range. Under these conditions the 
user is merely informed that he has tuned his receiver to this 
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flat top—with the result that the possibility of mis-tuning is not 
materially reduced. There is the further possibility that with 
slight misalignment the maximum i.f. response may occur at 
some point other than the mid-point of the receiver passband.

As the most precise indication of the mid-point of the receiver 
characteristic is the zero voltage frequency of the discriminator 
curve, it follows that the control voltage for the tuning indicator 
should be derived from this point. Perhaps the simplest way of 
indicating the zero point is to connect a centre zero metre across

Fio. 9.28.—The above circuit arrangement gives a 
very sharp indication of the frequency at which the 

discriminator gives zero voltage output.
(By courtesy of the British Institute of Radio Engineers.)

the discriminator output terminals. As, however, there is a 
marked objection to including anything which savours of the 
laboratory in equipment intended for domestic use, the cathode 
ray magic eye type of timing indicator is a preferable choice. It 
has the added advantage that in a properly designed circuit it 
is capable of giving an even more accurate indication of the true 
mid-frequency.

Fig. 9.28 shows one of a number of possible arrangements 
which permit the discriminator output voltages to be used as the 
feed for a cathode ray type of tuning indicator. It will be noted 
that although the condenser Cr effectively earths one end of the 
discriminator output for audio signal voltages, that the earthing 
of the tap between Rx and R2 results in balanced d.c. voltages 
being applied to the two cathodes of the double diode valve D2. 
As the tuning of the station is approaching the discriminator 
pass-band, the voltage applied to one of the diode cathodes 
will be positive, while the voltage applied to the other will be 
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negative. This negative voltage will be passed on via the diode 
to the grid of the tuning indicator, with the result that it will 
commence to close. As . the signal frequency approaches the 
discriminator mid-frequency, the voltage output falls, with the 
result that the magic eye will again open. At resonance there 
will be zero output voltage and the tuning indicator aperture will 
be a maximum. Once past the mid-point of the discriminator 
characteristic, the voltage applied to the second diode will become 
negative with the result that the magic eye will again start to 
close. The behaviour of the tuning indicator as the receiver is

TUNING 
INDICATOR 
CLOSED

TUNING 
INDICATOR 
OPEN

Fig. 9.29.—When the tuning indicator circuit shown 
in Fig. 9.28 is employed, the magic eye aperture will 
first be reduced and then, at resonance, fully opened 
before again being reduced as the station is tuned out.

(By courtesy of the British Institute of Radio Engineers.)

tuned through a station is indicated in Fig. 9.29. It will be noted 
that there is a sharp indication of the true discriminator resonant 
frequency.

With the circuit in Fig. 9.28 it is necessary to use an indicator 
with a sharp cut-off if sufficient sensitivity is to be available for 
accurate tuning. In receivers designed for the reception of both 
amplitude and frequency modulated signals, where the same magic 
eye has to be used, this imposes an undesirable limitation, as the 
indicator operated from the A.V.C. control voltage line normally 
has to be of the remote cut-off type.

It may therefore be more convenient to use the circuit shown 
in Fig. 9.30. In this circuit a double triode having a sharp cut-off 
is used in place of the two diodes. Fig. 9.31 shows the voltages 
developed across the two resistances Rx and R2, these voltages 
are applied to the grids of the two triodes. It will be noted that 
while one grid is positive the other is negative by an equal amount. 
At first sight it might appear that any effect produced on the



DOUBLE 
TRIODE

CATHODE RAY 
TUNING INDICATOR

Fig. 9.30.—By using a double triode in place of the double diode shown in Fig. 9.28 
it is possible to use the remote cut-off type of tuning indicator for both frequency 

and amplitude modulation reception.

TUNING 
INDICATOR 
CLOSED

TUNING 
INDICATOR 
OPEN

Fig. 9.31.—Diagram (a) shows the voltages V, and Vg de­
veloped across the two resistances B, and Bt. With the circuit 
as shown in Fig. 9.30 the tuning indicator aperture will vary as 
shown in (b), while if the circuit is modified as illustrated by the 

dotted line it will vary as (c).
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tuning indicator by one triode would be immediately cancelled 
by the other. However, the inclusion of the resistance R3 in the 
common cathode Une to both triodes, coupled with the fact that 
they are being operated in the region of anode current cut-off, 
causes the negative voltage from the discriminator to result in 
a negligible anode current, while the corresponding positive 
voltage applied to the other grid produces an abrupt rise in anode 
current. The two anode currents result in the same general over­
all tuning characteristic as that illustrated in Fig. 9.29, with 
the exception that the tuning indicator will now be closed at 
the discriminator zero voltage frequency.

This type of indicator is extremely sensitive. By employing a 
part of the limiter grid voltage it can be arranged that the magic 
eye can be open when no station is being received and closed only 
when a signal is correctly tuned. The circuit variation necessary to 
obtain this result is indicated in Fig. 9.30 by the dotted lines.

If the tuning indicator used includes a remote cut-off triode 
within the same envelope, provision (as is indicated in Fig. 9.30) 
must be made for the biasing back of the unwanted triode. As 
it is connected to the focusing electrode internally the slightest 
conduction will render the indicator circuit insensitive.

Squelch Circuits
It has earlier been indicated that as frequency modulation is 

offered as a noise-free service, it is most desirable to include some 
form of inter-station noise suppression. The most normal form 
for this to take is that of a pre-audio amplifier stage which is 
biased into cut-off when the received signal strength falls below 
a given level. Such an arrangement is known as a squelch 
circuit. While it is not normally included in f.m. broadcast 
receivers, it is frequently included in communication receivers. 
The squelch circuit may take the form of a simple arrangement 
by which the audio amplifier stage is suppressed when no voltage 
is developed across the first limiter grid leak, or it may be com­
bined with a more ambitious arrangement under which the 
interference occurring while the signal is being received is amplified 
and rectified, and then used to suppress the audio signal. This 
latter arrangement is employed in Motorola frequency modulation 
communication receivers, a typical circuit being shown in 
Fig. 9.32.
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The noise amplifier selects noise in the band above the audio 

frequency range, and is arranged to discriminate against signals 
in the audio range. The noise-level is only high so long as no 
carrier is being received. As soon as one has been tuned in it will 
suppress the noise. It follows, therefore, that when the set is not 
tuned to a station the amplified noise will cause the squelch 
rectifier to produce a substantial d.c. voltage across the resistance

H.T+

AUDIO SIGNAL 
FROM 

DISCRIMINATOR
BIAS FROM 

LIMITER GRID H.T.+

0-22 Mil •005pf 0-82 Mil

•002

r5c^500ppf I R* R6 027m: 
1Ma 1MA\R3 ’ 
IMili- - - - - -

TO

AMPLIFIER< V2

•005pf 147000X1

•05
■005rf IMil •05

V3 
0*27Mil* 

r2/ :
q

NOISE 
AMPLIFIER 
(65D7GT)

SQUELCH 
RECTIFIER 

(6H6)

1ST AUDIO AMPLIAR 
A SQUELCH VALVE 

(6CÔG)
NOTE:-R5,R6&CnC2 FORM DE-EMPHASIS FILTER

Fig. 9.32.—A typical squelch circuit as used in frequency modulation communica­
tion receivers.

Rv This voltage will be of the polarity indicated on the circuit 
diagram. The application of this positive voltage on the grid of 
the first triode section of the audio and squelch amplifier valve 
causes the triode to draw a substantial current. This results in 
a voltage drop across the resistance R2. It will be noted that this 
voltage drop has the effect of lowering the voltage on the grid of 
the second triode section, with respect to its cathode. This bias 
is transmitted to the grid of the second triode section via the grid 
resistance R3.

As the second triode of the valve V3 also acts as the first audio 
amplifier stage, the application of a substantial bias to its grid 
drives it into the region of anode current cut-off. It thus follows 
that the advent of a high noise-level results in this valve 
“squelching” or suppressing the audio signal. There will thus be 
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no audio signal output until a transmission has been tuned in, 
and until the transmission has suppressed or “quietened” the 
noise.

In order to ensure that when a signal is being received the first 
triode section of the valve V3 is completely cut off (thus allowing 
the second section to function as a normal amplifier), its grid 
circuit is returned via R^ to the limiter grid circuit. In this way 
as soon as a signal has been tuned in there will be a negative 
voltage applied via this resistance. This voltage is ample to 
back-off the first section of the squelch valve.

Oscillator Squelch Circuit
In trans-receivers of the “Walkie-Talkie” variety, filament-type 

valves operated from a common low-tension battery have to be

Fig. 9.33.—A block diagram of a squelch circuit employed in “Walkie- 
Talkie” receivers, in which all the valve cathodes are connected to 

a common filament battery.

employed. The squelch circuit indicated in the above section 
cannot therefore be used, as it requires the cathodes of the squelch 
valve to be at other than earth potential. An alternative circuit 
is therefore incorporated. Fig. 9.33 shows a block diagram of 
such an alternative circuit. It will be noted that, as previously, 
the noise is amplified and rectified. The output from the rectifier 
circuit is, however, fed to a d.c. amplifier. This d.c. amplifier 
has a common anode circuit with an oscillator valve, and is so 
arranged that when the rectifier develops a bias voltage across 
the grid circuit of the d.c. amplifier the amplifier’s anode voltage 
rises. This permits the oscillator to function. The output from 
this oscillator is rectified and used to bias the audio amplifier and 
squelch valve into cut-off.



402 FREQUENCY MODULATION ENGINEERING
Typical Frequency Modulation Receivers

In order to illustrate the design features discussed earlier, 
details of two receiver units are given. These are the Stromberg - 
Carlson model SR-401 feeder unit, and the Zenith model K725 
receiver. Details of these receivers are as follows:

Stromberg-Carlson SR-401
Ranges F.M. 87-109 Mc/s

A.M. 535-1650 kc/s
Sensitivity F.M. 5 microvolts input signal provides 30 db 

quieting
„ A.M. 5 microvolts signal produces 0-25 volt 

output
Aerial Input Impedance F.M. 70-300 ohms
Intermediate frequencies F.M. 10-7 Mc/s (see Fig. 9.34 for 

selectivity curve)
A.M. 455 kc/s

The circuit diagram is given in Fig. 9.35.

Fio. 9.34.—I.F. selectivity curve of Stromberg-Carlson SR-401 
tuner unit intermediate frequency 10-7 Mc/s.



Fig. 9.35.—Circuit diagram of Stromberg-Carlson SR-401 tuner unit.
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Stromberg-Carlson Model SR-401
This feeder unit is unusual in that it incorporates a ratio 

detector and a limiter stage. The latter ensures efficient a.m. 
rejection at high signal levels, whilst the inherent a.m. rejection 
properties of the ratio detector are effective at lower input signal 
levels.

The receiver employs separate r.f. amplifiers and frequency 
changers for the two bands; the i.f. amplifier valves are common 
to both bands, separate i.f. transformers for each being employed, 
connected in series in the anode and grid circuits of each valve. 
At the output of the i.f. chain, separate detectors are, of course, 
employed.

The valve types and functions are as follows:
6 BA6 a.m. r.f. amplifier
6 BE6 a.m. frequency charger
6CB6 f.m. r.f. amplifier
6 AU6 f.m. frequency charger

12 AT7 f.m. oscillator and variable reactance valve
6 BA6 1st i.f. amplifier
6 BA6 2nd i.f. amplifier
6 AU6 f.m. limiter
6 AL5 ratio detector

12 AU7 a.m. detector and a.f. amplifier
6 AL7 tuning indicator
5 Y3GT mains rectifier

Zenith Model K725
This is a relatively simple seven-valve receiver covering both 

medium wave a.m. and v.h.f. f.m. bands; the circuit diagram is 
given in Fig. 9.36. Economy of valves is achieved by employing 
the same valves throughout in both bands; this, of course, requires 
careful arrangement of layout. In the f.m. receiver condition the 
detector is a Foster-Seeley discriminator proceeded by a limiter; 
the limiter stage is not, of course, employed on the a.m. band. 
Details of the receiver are as follows:

Aerial input impedance
R.F. stage gain 
Mixer stage gain
I.F. gain

300 ohms
X 10
X 9
X 1100

F.M.



Fig. 9.36.—Circuit diagram of Zenith model K725 receiver.
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Input signal for limiting to 

commence 10 microvolts
Input signal for 30 db quieting 11 microvolts
I .F. band-width 200 kc/s (6 db down)

• 900 kc/s (60 db down)
I .F. rejection at 98 Mc/s 80 db
A.M. rejection 23 db at 11 microvolts input

29 db at 110 microvolts input 
33 db at 1100 microvolts input

The valve types and functions are as follows:

6 BJ6 r.f. amplifier
12 AT7 Mixer and oscillator
12 BA6 1st i.f. amplifier
12 BA6 2nd i.f. amplifier
12 AU6 f.m. limiter
19T8 f.m. discriminator, a.m. detector,

a.f. amplifier
35C5 Output valve

H.T. is supplied by a half-wave rectifier, fed directly from the 
mains supply.
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Chapter Ten

MEASUREMENTS ON FREQUENCY 
MODULATION EQUIPMENT

as with any other branch of electrical engineering, it is 
21 necessary to refer the indicating instruments normally used 
for practical work to some absolute standard. With one exception 
all measurements associated with frequency modulation equip­
ment are based on well-established techniques. This one 
measurement—that of the carrier’s frequency deviation—has 
been introduced with the advent of this further branch of 
engineering.

Although conventional methods may be employed to indicate 
the approximate frequency deviation, such methods are not 
capable of giving a precise answer. A fairly accurate idea may be 
obtained by employing a discriminator, the output of which has 
been previously calibrated by slowly varying the carrier frequency 
and recording the output voltage readings. Under dynamic 
conditions the discriminator output can be measured on a peak 
reading voltmeter. The voltage reading thus obtained may then 
be compared with that obtained by the static calibration. 
Although this method has simplicity to recommend it, the 
accuracy will only be in the order of some 2 to 5 per cent, after 
allowance has been made for the inaccuracies and failings of the 
various circuits involved. While this may be quite satisfactory for 
the majority of practical purposes, it can hardly be considered as a 
standard against which to calibrate instruments such as signals 
generators and deviation monitors for transmitting stations. It 
therefore follows that in cases where an absolutely precise 
measurement is required, this and other similar methods must 
be abandoned in favour of a more basic type of measurement.

The Bessel Zero Method of Measuring Frequency Deviation
The only absolute method of measuring frequency deviation 

has as its basis the side-band spectrum which is produced when 
a wave is modulated in frequency. Referring to Fig. 2.4, 

408
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it will be noted that at certain modulation indices the amplitudes 
of carrier and side bands fall to zero. The first of the modulation 
indices at which the carrier component’s amplitude falls to zero is 
seen from Fig. 2.9 to be 2-40, the second 5-52, and the third 8-65, 
and so on. A table of the first twelve values of modulation index 
at which the carrier amplitude becomes zero is given below.

Table 16
Deviation ratios at which the carrier component has zero amplitude

Zero points Modulation index Zero points Modulation index

1st 2-4048 7th 21-2116
2nd 5-5201 8th 24-353
3rd 8-6537 9th 27-4935
4th 11-7915 10th 30-6346
5th 14-9309 11th 33-7758
6th 18 0711 12th 40-0584

(It will be noted that the first zero is separated from the second by an amount equal 
to 3-115, and that this difference approaches w or 3-1416 at the higher modulation 
indices.)

In the same way as the carrier component amplitude passes 
through a succession of zero points, the first pair of side bands fall to 
zero at modulation indices of 3-84, 7-01, 10-17, 13-32, and so on. It 
follows therefore that it is only necessary to arrange for a device 
which will indicate the exact point at which either the carrier or 
any selected pair of side bands falls to zero, in order to determine to 
a very high order of accuracy modulation indices of 2-40, 5-52, 
8-65, 11-79, etc., or 3-84, 7-01, 10-17, 13-32, etc.

At first sight it might seem that when employing this method 
of measurement the number of calibration points is limited: in 
practice, however, this is not the case. Let it be supposed that 
it is necessary to calibrate the “frequency deviation” dial on a 
frequency modulation signal generator, and that calibration points 
are required every 1,000 cycles from 1,000 to 10,000 cycles, and 
after that at every 5,000 cycles. For simplicity of operation, it 
is by far the most convenient to work from the modulation indices 
at which the carrier amplitude falls to zero. Taking the first of 
these deviation ratios—2-40408—it follows that the modulating 
frequency which will result in the carrier component being 
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precisely zero with a frequency swing of exactly ±1,000 cycles 

will be ■ =415-83 cycles.2-4048 J
The carrier component will again be zero with a swing of 

precisely ±2,000 cycles when the modulating frequency is 
2 X 415-83=831 -66 cycles. The table on page 411 gives modulating

Fig. 10.1.—The above diagram shows the way in which the amplitude of 
the carrier component of a frequency modulated wave alters as the modulation 

index is varied.

frequencies which result in a number of frequency swings which 
will be found useful for calibration purposes.

It should be noted that the chance of error will be smallest 
when the earliest practical carrier suppression point is used. It 
should be added that the accuracy of the reading obtained is 
entirely dependent upon the accuracy to which the frequency of 
the modulating signal is known. The accuracy will also be affected 
by the means used to determine the point at which the carrier 
falls to zero.

The Panoramic Monitor
By far the most convincing means of indicating the deviation 

ratio at which carrier and side band components fall to zero is that 
of the panoramic monitor. Fig. 10.2 shows a block circuit 
diagram of such a monitor, the use of which for this purpose was 
first proposed by Pieracci. The frequency modulated signal, the 
swing of which it is desired to determine, is fed into a mixer 
stage. Here it heterodynes with the output from an oscillator
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Modulating frequencies corresponding to various useful frequency 
modulation deviations

Table 17

First carrier 
suppression point 

(mod. index 2-4048)

Second carrier 
suppression point 

(mod. index 5-5201)

Fourth carrier 
suppression point 

(mod. index 11-7915)

Freq, swing 
in kc/s

Mod. freq, 
in c/s

Freq, swing 
in kc/s

Mod. freq, 
in c/s

Freq, swing 
in kc/s

Mod. freq, 
in c/s

1 415-8 5 961-1 40 3,392
2 813-7 10 1,920 45 3,816
3 1,247 15 2,880 50 4,240
4 1,663 20 3,840 55 4,664
5 2,079 25 4,800 60 5,088
6 2,594 30 5,760 65 5,512
7 2,911 35 6,720 70 5,936
8 3,326 40 7,680 75 6,360
9 3,742 45 8,640 80 6,784

10 4,158 50 9,601 85 7,208
15 6,237 55 10,561 90 7,732
20 8,316 60 11,521 95 8,156
25 10,395 65 12,481 100 8,480

which is frequency modulated by the time base wave-form pro­
ducing the horizontal sweep on a cathode ray display tube. It 
therefore follows that the i.f. signal emerging from the mixer 
stage will be modulated in frequency. As a result the whole 
spectrum of the incoming frequency modulated signal is caused

Fig. 10.2.—A block circuit diagram of the panoramic monitor.
(By courtesy of the British Institute of Radio Engineers.)
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to successively pass through the admittance frequency of the 
narrow band selector circuit included in the i.f. amplifier. This 
in effect causes the signal’s side band spectrum to be scanned by 
the narrow passband amplifier. As a result each side band com­
ponent will pass in succession “in front of” the selector circuit. In 
this way the voltages resulting from the individual side bands will 
be displayed across the cathode ray tube screen in graphical form.

Fig. 10.3.—A typical panoramic monitor for the display of frequency modulation 
side band spectrum,

(By courtesy of Panoramic Radio Corporation.)

If, as is shown in Fig. 10.2, the monitor is used to check the 
outgoing signals from a frequency modulated transmitter, a 
crystal-controlled calibration oscillator having the frequency 
which has been assigned to the station is arranged so that it can 
be switched into circuit in order to facilitate adjustment to the 
monitor’s oscillator frequency. Such adjustments may be neces­
sary in order to make the assigned carrier frequency correspond 
exactly with the zero mark on the display screen.

So long as the carrier is unmodulated the display on the screen 
will be simply that of the single component representing the 
carrier alone. This condition is illustrated in the photograph 
shown in Fig. 10.4. As the carrier is frequency modulated the 
various side bands begin to appear on the screen. If the modulation 
index is increased until it is 2-4 it will be found that the amplitude
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—carrier component only.
(By courtesy of I.R.E.)

Fig. 10.4.—No frequency modulation

Fig. 10.5.—Modulation index 2-4—carrier component amplitude is zero.
(By courtesy of I.R.E.)
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Fio. 10.7.—Modulation index approximately 4-8.
(By courtesy of I.R.E.)

I
Fio. 10.6.

ICO -15 -¿O -25

(By courtesy of I.R.E.)

—Modulation index 3-84—amplitude of the first pair of side bands 
is zero.
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of the carrier component will fall to zero. This condition is shown 
in Fig. 10.5. As the modulation index is still further increased a 
point will be reached at which, as shown in Fig. 10.6, the ampli­
tude of the first pair of side bands falls to zero. The modulation 
index at this point is 3-8. If the modulation index continues to be 
increased the number of side bands is multiplied until, as shown 
in Fig. 10.8, they are so numerous that it is very difficult to

Fig. 10.8.—Modulation index approximately 24—this display gives an idea 
that obtained on normal programme material.

(By courtesy of I.R.E.)

derive much useful information from the resulting display. This 
last diagram also gives an idea of the type of display which may 
be expected from the average programme material.

The Single Frequency Method of Measuring Frequency Deviation
As an alternative to the panoramic monitor, the single frequency 

method proposed by M. G. Crosby will normally be found more 
accurate. The general arrangement is indicated in Fig. 10.9. 
The oscillator, mixer, and i.f. amplifier can for convenience be 
those incorporated in an amplitude modulation receiver, provided 
that this receiver includes a “C.W.” or beat oscillator, and is 
capable of tuning over the frequency modulation band. It is first 
necessary to time the receiver to the carrier of the frequency 
modulated signal, while that signal is unmodulated. The receiver 
beat oscillator frequency should then be so set that it produces 
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a low audio frequency note in the headphones or loud-speaker. 
It is immaterial whether the beat-note is produced between the 
“C.W.” oscillator and the incoming carrier or the i.f. signal. In 
order to ensure that all other signals are eliminated, an audio 
frequency filter should be arranged to pass the audio beat-note 
frequency only.

If now the carrier is frequency modulated with, say, a 1,000- 
cycle signal, the amplitude of which is gradually increased, it will 
be found that the carrier component’s amplitude, as indicated by

Fig. 10.9.—In the single frequency method of indicating the Bessel Zero points, 
the carrier is heterodyned with an oscillator of the type used to assist in the 
separation of continuous wave signals in communication receivers. The audio 
beat-note thus produced is selected by means of an audio band-pass filter. When 

this beat-note falls to zero the carrier amplitude is at a null point.

the volume of the audio beat-note, will fall until it finally reaches 
a null point. The modulation index at this point will be 2-4048 
and the actual swing ±2,405 cycles. A further increase in the 
deviation ratio applied to the carrier causes the audio note to 
rise again to a maximum, after which it falls until a second zero 
point is reached. The modulation index at this point is 5-5201.

The band-pass filter included in the audio output circuit does 
not have to meet any very rigid requirements. The selectivity 
obtainable from a single-tuned audio circuit, using a paper con­
denser and an iron-cored inductance, is quite sufficient. It has 
even been found possible to observe the null points with the aid 
of a poor pair of headphones having a pronounced natural 
resonance. If a high modulating frequency of, say, 10,000 to 
15,000 cycles is used, the selectivity of the average amplitude 
modulation receiver’s i.f. channel will be sufficient to reduce 
the side band amplitudes to a satisfactorily low level. A high 
selectivity audio band-pass filter will, however, be necessary if
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satisfactory results are to be obtained with low modulating 
frequencies in the order of 1,000 cycles or less.

It may be found that the frequency of the carrier component 
shifts as the modulation is applied. When this occurs the modu­
lation must be raised slowly and the receiver carefully retuned 
to follow the shift. A small amount of shift may occur with a 
modulator which in all other respects gives negligible distortion.

The Quieting Signal
The measurement of the quieting signal is of importance in 

that it indicates in a single figure that a receiver has sufficient 
gain, that excessive regeneration is absent, and that the amplifier 
stages are correctly aligned. In short, it is an overall figure of 
merit for the whole set. It should, however, be noted that it is only 
applicable to high sensitivity frequency modulation receivers.

The measurement actually consists of determining the input 
voltage at which the incoming carrier commences to suppress the 
interference. This voltage will vary from receiver to receiver, but 
for any given frequency modulation system it provides a means 
of laying down a figure of merit by which the standard of both 
design and manufacture of sets produced by different makers may 
be assessed. For example, the standard for a receiver operating 
in the 70 to 80 Mc/s band, and designed to receive a frequency 
deviation of plus and minus 15 kc/s, would be about 0-5 micro­
volts. If this figure is greatly exceeded it means either that the 
receiver has been poorly designed in the first place, and is as a 
result picking up an excessive noise voltage, or that its alignment 
is imperfect. Unbalance of the discriminator will also result in 
high quieting signals.

If it is noticed that an increase in signal input results in an 
increased noise voltage at very low inputs, this indicates that 
regeneration is present and is also contributing noise. A high 
quieting signal may also be due to a high local interference level 
due to electrical disturbances resulting from such causes as 
fluorescent lighting.

By definition the quieting signal is that signal which is necessary 
to reduce the output noise, at the loud-speaker, by 20 db or, some­
times, 30 db. The measurement has to be made in a well-screened 
room in which extraneous noises are at a low level, and may con­
veniently be used as a factory acceptance figure for high sensitivity
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frequency modulation communication receivers. The actual 
measurement is made by first observing the noise voltage developed 
across the loud-speaker without any carrier input to the aerial. This 
condition may for convenience be obtained by connecting the signal 
generator to the receiver aerial input terminals, and temporarily 
setting the attenuator between the two lowest taps. The volume 
control should be adjusted to give a convenient reading on the 
output meter. A signal should next be applied to the aerial 
sockets; this signal should be increased until the noise voltage has 
fallen to one-tenth or one-thirtieth approximately of its former 
value. The signal input at this level is known as the quieting 
signal for 20 db and 30 db quieting respectively.
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Chapter Eleven

PRACTICAL USES OF FREQUENCY 
MODULATED SIGNALS

rpHE largest single use to which frequency modulation has as 
Jl yet been put is the provision of low interference high-fidelity 

broadcasting services. This being so, it was decided at the outset 
that this book should present the accepted technique employed 
for this particular purpose, and that in order to avoid confusion 
the various other applications should be grouped together for 
discussion in the last chapter.

It should be noted that the applications discussed are those in 
which frequency modulation is technically the correct choice. It 
should also be noted at this point that frequency modulated 
signals are sometimes employed for reasons entirely apart from 
the improvement in signal to noise ratio. Examples of such 
uses are radio altimeters, various radar applications (i.f.f., etc.), 
circuit alignment oscillators, and panoramic monitors. As the 
use of frequency modulated signals is in these cases dictated by 
entirely different technical considerations, these applications are 
not considered.

Frequency Modulation Broadcasting
The medium- and long-wave broadcast bands—which up to 

the introduction of frequency modulation were the only bands 
extensively employed for the transmission of material intended 
for entertainment—suffer from various fundamental shortcomings. 
Such services have as their object the provision of music and 
speech which will give pleasure to the listener. It therefore follows 
that distortion and interference must both be maintained at the 
lowest possible level. This being so, any band on which iono­
spheric reflections occur will, due to the resultant distortion, be 
unsuitable for broadcasting services. A survey of the radio­
frequency spectrum shows that such reflections have a maximum 
severity over the band from approximately 1 - 5 to 30 Mc/s.

It will be apparent, therefore, that local broadcast services can 
only be operated below 1-5 Mc/s and above 30 Mc/s. In the early 

419
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days when there was very little known about the band above 
30 Mc/s, attention was confined to that below 1-5 Mc/s. It was, 
however, found that during the hours of daylight communication 
was confined to the area covered by the surface ray although, 
after dark, there was a considerable reflection from the ionised 
layers with the result that signals were transmitted over con­
siderable distances. This increased night range could not be 
utilised as the mutual interference between the surface and 
reflected waves resulted in considerable fading and distortion.

The useful range of a medium-wave broadcast station is there­
fore quite a short distance—some 100 or so miles—while its 
interference range is that experienced at night as a result of 
reflection from the ionised layers. This range may extend up to 
some 500 or more miles. This unfortunate phenomenon meant 
that it was frequently impossible to have more than one station 
on a particular frequency in any given continent. In congested 
areas such as Europe, where many different languages are spoken, 
this results in a most serious limitation. In order to provide each 
country with a bare minimum of broadcast stations, the maximum 
channel width which could be allowed was 9 kc/s.

This meant that the quality of reproduction obtained was very 
severely restricted, it being necessary to Umit the receiver’s upper 
frequency response to some 3,000 to 5,000 c/s in order to secure 
adequate adjacent channel selectivity. It therefore follows 
that so long as broadcasting is confined to the band below 
1-5 Mc/s, it will not be possible to realise the full entertainment 
value which could otherwise be provided. Even after the band 
above 30 Mc/s had been opened up—as a result of improvements 
in equipment—it was still not found possible to utilise it widely 
owing to the high interference level produced by automobile 
ignition systems.

The advent of frequency modulation, however, makes it possible 
to provide the ideal broadcast service. Frequency modulation 
permits a very high fidelity reproduction standard, low inter­
ference levels, and coverage without any large areas in which the 
transmission is not of a high enough standard to provide entertain­
ment, but has a sufficiently high field strength to mar reception 
from other stations. Compared with the interference area pro­
duced by a medium-wave broadcast station, that produced by a 
frequency modulated station is negligible.



PRACTICAL USES OF FREQUENCY MODULATED SIGNALS 421
By using frequency modulation broadcasting it is therefore 

possible to provide a very large number of local programmes, 
each transmitter having almost the same useful range as the old 
medium-wave stations. The fringe of this useful range is, however, 
sharply defined, and it is possible to operate another station 
carrying a different programme within 200 to 300 miles without 
mutual interference.

Frequency Modulated Radio Telephones
There is a wide demand for communications between mobile 

units and fixed control points, and also between one mobile unit 
and another. The need for this type of communication is felt by 
police, fire services, tram and bus companies, railway, gas and 
electric supply undertakings, to name but a few.

In America frequency modulation has been widely employed 
for such services, and the advantages it shows have been proved 
beyond all doubt. For example, the Connecticut State Police 
operate such a system. Where previously they could only employ 
15-watt amplitude modulation mobile transmitters, the replace­
ment frequency modulated equipment gave an output of 25 watts. 
Due to the greater transmission efficiency obtained with frequency 
modulation, this increase in power output was possible without 
increasing the power drawn from the battery.

In car-to-car tests carried out in New York one car was parked 
while the other was driven slowly away. With the amplitude 
modulation equipment it was not found possible to go more than 
nine or ten city blocks (up to half a mile) before the signal was 
lost in the general noise-level. When similar tests were carried 
out with the f.m. system, it was found possible to maintain com­
munication for a distance of approximately five miles.

In two-way communication tests between a central control 
station, two patrol cars set out together, one fitted with an 
amplitude modulation and the other with frequency modulation 
equipment. At a distance of 7 miles from the central station the 
amplitude modulation system had lost contact due to the heavy 
noise conditions. The second car drove into New York, a distance 
of 45 miles, and was able to maintain two-way contact over the 
entire trip, despite the fact that it travelled through some of the 
heaviest ignition interference areas in the city.

The above results were obtained at a transmission frequency 
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of some 39 Mc/s. While they clearly demonstrate the advantages 
resulting from the use of frequency modulation, such very great 
improvements may not always be obtained. The range will 
naturally vary with the height of the central station aerial and 
the noise conditions existing at both the central station and the 
mobile unit. The ranges obtained will normally vary between 
10 miles under heavy noise conditions and severe intervening 
terrain, to some 30 to 35 miles under low noise conditions and 
favourable terrain. Favourable terrain, in the latter case, would 
assume flat country, or in the case of hilly country, that the 
mobile units were located on high ground. Transmitter power of 
between 25 and 50 watts is assumed.

Central station transmitter powers of 50 to 250 watts are the 
most common. The 50-watt stations are normally used when 
reliable two-way communication of up to some 20 miles is desired. 
The usual aerial is a half-wave co-axial dipole. Directional aerials 
are rarely used because the central station is normally near the 
middle of the area to be covered, and uniform transmission and 
reception in all directions is generally desired. The average central 
station has an aerial height of about 100 feet above the surrounding 
terrain (or buildings in the case of a town).

For police or public utility applications a much greater range 
is usually required, and the use of 250-watt central stations is 
common. In addition, every attempt is made to locate the central 
station in a rural area or on a hill-top where noise is at a minimum. 
This procedure allows the central station receiver to make full 
use of its inherent sensitivity, so that the talk-back range from 
mobile unit to central station will more nearly equal the range of 
the central station. The high power of the central station is offset 
to some extent by the high noise conditions under which mobile 
units are normally forced to operate. The central station trans­
mitter is usually remotely controlled by means of wire lines or, 
in some cases, by an auxiliary radio control circuit. Two-way 
ranges up to 60 miles are commonly reported for such installa­
tions, but conservative estimates for system design purposes 
usually average 40 to 45 miles. The installations reporting 
consistent ranges up to 60 miles are using central station aerials 
250 to 300 feet above the general level of the surrounding country.

Some installations embodying 3-kW. central stations have been 
made, with ranges to mobile units of 100 to 120 miles. The
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talk-back range is, of course, not increased by raising the central 
station power.

The advantages shown by frequency modulation over amplitude 
modulation are also amply borne out in tests made between 
aircraft and ground stations. In typical tests of this type, using 
a 4-watt frequency modulated transmitter in an aircraft, it was 
found to be possible to obtain a fairly reliable talk-back range of 
between 150 and 175 miles. Up to the threshold of improvement 
reception was almost perfect: at this point, however, it suddenly 
became impossible. The transmitter used in these tests had a 
3-kc/s maximum audio frequency signal and a peak deviation of 
12 kc/s. One of the most interesting points of comparison was 
that the signals from an amplitude modulated transmitter of the 
same power became gradually worse until at about two-thirds 
the maximum range of the frequency modulated transmitter, 
reception became so unreHable and fading so bad that regular 
communication had to be regarded as impossible.

Frequency Shift Radio Telegraph Systems
The advantages of frequency modulation are not confined to 

the transmission of speech and music. When employed on a radio­
telegraph circuit, as much as 20 db signal to noise improvement 
can be expected by changing over to frequency shift trans­
mission. To take a practical example: during the war a mobile 
400-watt frequency shift transmitter on the beachhead in France 
transmitted press traffic direct to the United States at a rate of 
500 words a minute—over a million words a month. In former 
days a 50-kilowatt transmitter would have had trouble in 
maintaining the circuit.

Several types of carrier shift equipment are being used. One 
commercial transmitting equipment takes energy from a crystal 
oscillator and beats it against an extremely stable self-excited 
200-kc/s oscillator. The frequency of this self-excited oscillator 
is shifted or modulated in frequency by the signal which is to be 
transmitted, being increased in frequency on mark and decreased 
on space. The resultant beat signal is selected and forms the 
outgoing carrier.

The signal which it is desired to transmit is usually in the form 
of a square wave. It is first filtered to eliminate frequencies higher 
than the third harmonic of the highest keying frequency required.
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The filter used for this purpose must be so designed that the 
phase relations of the harmonics up to the third are not altered 
with respect to the fundamental. In practice it is possible to 
design filters introducing less than 1-5 per cent distortion. This 
filtering stage is included in order that the band-width transmitted 
may be a minimum.

The normal amplitude modulated teletype signal has a funda­
mental of 23 cycles and a third harmonic of one-third the 
fundamental’s amplitude. If the carrier amplitude is keyed 
“make and break” by this signal, the ideal band-width would 
be twice the third harmonic frequency or, say, 138 cycles. In 
practice, however, such a narrow band would never be attained, 
as the power amplifier stages of the transmitter tend to square 
the keying signal. The best possible transmitter adjustment 
requires a band-width of approximately 1,200 cycles. Only side­
bands greater than 40 db below the unmodulated carrier level 
are considered in this value.

If on the other hand the carrier is frequency shifted by 850 
cycles (by the same teletype signal) the side bands of the emitted 
signal would occupy a band-width of 1,100 cycles (see Chapter 
Two). Were the carrier shift reduced to 250 cycles with the same 
signal, the band-width would be only 480 cycles. Thus frequency 
shift telegraph transmission can result in a smaller band-width 
than the normal amplitude modulated make-and-break keying of 
the carrier.

A typical commercial system, that of Press Wireless, has 
adopted a frequency shift of 850 cycles as standard. It is claimed 
that this gives the best compromise between signal to noise level 
and band-width. However, the frequency shift is varied between 
400 cycles and 1,200 cycles for special services. For example, 
when, as is discussed in a later section, it is used for high-speed 
facsimile and photograph services, a 1,200 cycles frequency shift 
is used. In frequency shift transmission the signal varies sym­
metrically about the assigned frequency. A frequency shift of 
1,200 cycles would be a shift of from 600 cycles above the assigned 
frequency to 600 cycles below the same frequency.

Frequency Shift Receivers
The receiving systems of the various commercial companies 

using frequency shift transmission are similar in principle, but 
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differ in circuit details. For example, Press Wireless use an 
amplitude modulated communication receiver which delivers an 
audio beat-note to a band-pass filter. This beat-note shifts in 
frequency about a mean of 2,550 cycles in accordance with the 
transmitter’s frequency variations. The band passed by the filter 
must be wide enough to pass not only the two frequencies between 
which the audio beat-note shifts, but also all frequency modula­
tion side bands which are 10 per cent or more of the carrier 
amplitude. The passband must also be wide enough to tolerate 
possible transmitter or receiver drift.

Fig. 11.J—A transient-free limiter in which the first 
section of the double triode limits the negative peaks, 
and the second section, cathode coupled to the first, 

limits the positive peaks.

From the filter, the signal goes to a limiter. As the “carrier” 
is in the audio frequency range it is comparable in frequency with 
the intelligence it carries. The requirements of this limiter are 
therefore somewhat more stringent than those of the normal 
“i.f.” limiter used in frequency modulation broadcast receivers. 
Thus, unlike the broadcast receiver limiter, where transients only 
need to be short as compared to the intelligence, the transients 
of the limiter in question must be extremely short compared with 
both the carrier and the intelligence frequencies.

The outline circuit of a suitable limiter is shown in Fig. 11.1. 
The valve used is a dual high-mu triode. Considering, firstly, the 
effect of a signal applied through the condenser to the grid 
of the first triode section. As small negative potentials will cut 
off the valve, it follows that the voltage across R2 due to the 
current in the first triode section is zero during most of the 
negative half-cycle. The input resistance of the limiter is only Rv 
As the grid swings positive with respect to ground, the current 
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drawn by the valve increases, so increasing the voltage across R2. 
R2 is sufficiently large to ensure that at no time will the grid 
voltage exceed the cathode voltage. Thus the grid never goes 
positive with respect to its cathode; as no grid current flows, no 
charge which would subsequently leak off through Rx is developed 
across Cx. It follows that as there is no time constant effect 
involving Rx and Cx, the circuit is instantaneous in its action and 
no transient effects can result.

As the voltage across R2 increases due to the positive swing of 
the first grid, the second triode passes into the region of cut-off. 
This second triode is essentially a cathode drive stage excited by 
the first triode. The gain of the second triode is low because its 
plate resistance Rz is small. It cuts off at about the same positive 
swing of the first triode grid, as does the first triode for negative 
swings of its own grid. Therefore, the action of the limiter is 
symmetrical about the zero axis, and is both transientless and 
instantaneous for any abrupt level or frequency change. This 
circuit gives about 30 db of limiting. Two limiter stages separated 
by a class A amplifier supply the 60 db of limiting normally 
necessary.

Discriminators for Teletype, Telephoto, and Facsimile
In many commercial types of receiver the limiter is followed 

by a single-ended slope circuit. No attempt is made to eliminate 
noise side bands outside the deviation spectrum. When such a 
discriminator is employed it must be of the extended range type, 
i.e. it must be linear far beyond the deviation band so as not 
to discriminate against noise components, otherwise undesired 
amplitude modulation will result in noise.

Experiments have shown a definite advantage in the use of a 
double slope circuit type of discriminator filter. Its use is therefore 
recommended in all terminal equipment for teletype, telephoto, 
and facsimile. Two forms of such a frequency discriminating 
filter are shown in Fig. 11.2. The input impedance of both is a 
constant over the working band and is equal to R. The values of 
L and C are given by LC— -i-and^ = 2R2, where co is 2^ times 

co2 C
the cross-over frequency. The output characteristic of the circuit 
shown in Fig. 11.2 (a), although it does not give a linear response 
over as wide a frequency range as does that of the circuit shown 
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in Fig. 11.2 (6), delivers a higher output voltage and is perfectly 
symmetrical.

Following the discriminator there is a detector from which the 
signal is fed to a low-pass filter in order to eliminate noise caused 
by phase modulation of the signal at frequencies higher than the

FROM-*— 
LIMITER 

AND 
BAND PASS 

FILTER
BALANCED 
OUTPUT

BALANCED 
O OUTPUT

Fig. 11.2—Two forms of discriminator. The discriminator for 
frequency shift reception must be linear over a band far wider 
than the deviation limits, so as to avoid amplitude modulation 

in the output being produced by noise in the input.
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desired intelligence frequency. This filter passes frequencies up 
to the third harmonic, which for teletype signals may be 70 to 
100 c/s; for high-speed Morse, 250 c/s and for telephoto and 
facsimile (as discussed later), some 600 c/s.

Sub-Carrier Frequency Modulation Systems
Prior to 1939 long-distance radio-telephoto services operated 

on the constant frequency variable depth method. As it is possible 
to obtain a substantial improvement by the use of frequency 
modulation in one field it is natural to expect that this improve­
ment could be obtained in all similar fields. This has, in fact, 
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been found to be the case. By May 1939 Cable and Wireless, Ltd., 
and R.C.A. Communications, Inc., acting co-operatively, made 
available for public service a sub-carrier system of frequency 
modulation. This system made possible the following improve­
ments over the earlier method:

1. The speed of operation was increased threefold. Facsimile 
matter was sent at 60 revolutions per minute with a line 
advance of 120 lines per inch.

2. Linear amplitude recording was obtained and resulted in 
much improved detail, fidelity of tonal values, and elimina­
tion of the screen pattern associated with the older CFVD 
method.

3. Usable pictures were obtained through very much poorer 
signal conditions.

4. Streaks caused by multipath or selective fading were 
minimised.

The advantages in signal to noise ratio normally associated 
with frequency modulation of a radio-frequency carrier are equally 
applicable in the case of a frequency modulated carrier in the 
audio frequency range. If such a frequency modulated note is 
itself used as the modulating signal for an amplitude modu­
lated transmission, the process is known as sub-carrier frequency 
modulation. When receiving such signals the audio note is 
first demodulated in the normal manner, after which it is passed 
through a limiter stage and then fed to a frequency demodulation 
filter.

In the sub-carrier system just referred to, black corresponded 
to a frequency of 1,600 cycles and white to a frequency of 2,000 
cycles. The use of this narrow band of frequencies permitted as 
much noise as possible to be removed by the audio band-pass 
filters preceding the frequency discriminating filter. It also 
ensured that any undesired harmonics of the sub-carrier which 
were inserted by selective fading were filtered out before the signal 
was applied to the limiter.

It is desirable that the lowest sub-carrier frequency possible 
should be used in order that the components of the transmitted 
carrier may be confined to the smallest practical band-width. The 
lowest frequency limit is determined by the smallest picture detail 
to be transmitted. It must be such that the narrowest vertical
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line or space will contain at least one full cycle of the sub-carrier. 
Theoretically, it should contain even more cycles, but it has 
been found in practice that generally one complete cycle will 
suffice.

Picture Transmission by the Frequency Shift Method
The sub-carrier method of transmission for long-distance tele­

photo circuits has now been largely displaced by the frequency

Fig. 11.3.—A commercial radiophoto picture transmitted from 
London to New York by the CFVD method.

(By courtesy of International Newsphoto.)

shift method already outlined in connection with telegraph 
transmissions. This method requires less transmission band-width 
than the sub-carrier system. When receiving the frequency shift 
telephoto signals it is normal to demodulate the received signal



430 FREQUENCY MODULATION ENGINEERING
after limiting, by beating it against a fixed oscillator, after which 
the resultant is fed to a frequency discriminating filter. There 
are two methods normally used to maintain the stability of the 
beat oscillator frequency. Firstly, it may be crystal-controlled, 
and, secondly, its frequency may be determined from the mean

Fig. 11.4.—The same commercial radiophoto picture transmitted 
by the sub-carrier frequency modulation system.

(By courtesy of International Newsphoto.)

of the frequency deviations of the received signal. In this latter 
case it has been found possible to maintain the zero point accurate 
to within some ±100 cycles.

Combined Frequency and Amplitude Modulation Transmission
There are sometimes cases where both frequency and amplitude 

modulation may be used in a single transmission with advantage.
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One such example occurs when it is desired to obtain the advan­
tages of frequency shift transmission for long-distance telegraph 
circuits, without having to replace all the receiving equipment. 
In one such case a keyed “make and break” amplitude modulated 
transmission was frequency modulated to the extent of 400 cycles 
peak to peak, and at the same time amplitude modulated by a 
400-cycle note. A most marked reduction in fading was obtained 
in this way.

Phase Modulated Signals
Phase modulation has been used for at least one mobile radio­

telephone system.* A study of the latter part of Chapter Two 
shows, however, that for all such systems a direct relationship 
between the carrier frequency variations and the initial audio 
signal utilises the frequency band allocated to the transmitter in 
the most efficient way.

If the carrier’s phase variations are proportional to the initial 
audio signal, it follows that a given angle of phase modulation 
will result in a greater frequency deviation at the higher audio 
frequencies than the lower. It follows, therefore, that the depth 
of modulation will have to be such that the maximum frequency 
deviation is not exceeded in the higher audio frequency region. 
As, however, the mean amplitude of the audio signal is sub­
stantially uniform over the restricted audio band used for 
radio-telephone channels, it follows that the use of phase modula­
tion must result in a reduction in the general deviation amplitude 
of the signal. For radio-telephone, telephoto, and facsimile services 
phase modulation therefore results in a definitely inferior signal 
to noise ratio to that obtained with frequency modulation.

In the case of high-fidelity broadcasting the audio frequency 
range is greatly extended and the average amplitude of the higher 
audio frequencies is considerably smaller than that of the lower 
frequencies. It follows, therefore, that the use of the frequency 
modulation relationship up to some 2,000 to 3,000 cycles and 
beyond that of phase modulation will result in the most efficient 
use of the available band-width. In practice this modified form of 
phase modulation is known as pre-emphasised frequency modula­
tion, and is discussed under this heading elsewhere in the book.

♦ “P.M. Communication System for Chicago Surface Lines” (Beverly Dudley), 
Electronics, January 1944.
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A

Addition of carrier and impulsive 
interference signal, 61

Aerials, 148
— boxed slot, 175
-— current distribution, 151
— dipole, 153 -
------ input impedance, 162
— folded slot, 177
— longer, field strengths, 151
— multi-element transmitting, 189
— pylon, 203
- — radiators and parasitic elements, 168
— receiving, 161
— short, field strength diagrams, 150
— slotted cylinder, 203
------ - — multiple slots, 207
— tilted wire, 207
— turnstile, 192
Amplitude modulation, 7
------ equivalent, 38
Angular modulation, 10, 17
Armstrong’s Modulator, 229
------ distortion in, 232
Automatic frequency control, 383

B

Balanced phase modulator, 252
Balance-to-unbalance networks, 188
Baluns, 188
Band-width occupied by significant 

side bands, 31
Bessel functions, 21-24

■— zero method, 408
Boundary layer reflections, 115

C

Cathode ray tube modulator, 240
Circular polarisation, 140
Condenser microphone modulator, 246
Continuous wave interfering signals, 36
Current distribution in aerials, 151
Cylinder, slotted, aerials, 176

433

D

De-emphasis, 96-100
Dipole, asymmetrical current distribu­

tor, 159
— folded, 167
— input impedance of, 162
— symmetrical current distribution, 

153
Discriminators, 277
— double-tuned circuit, 291
— Foster-Seeley, 300
— phase difference, 295
— self-limiting phase difference, 312
Dynamic limiter, 324

F

FCC field strength charts, 141
Field gain, 191
— strength, 122
— •— longer aerials, 151
------ short aerial, 150
Fluctuation noise, 75
------ crest factor, 79
------ effect of, 89
FMQ, 227
Folded dipole, 167
— slot, 177
Fourier, 49
Frequency bands, 105
— changers, 373

•— counters, 323
— deviation, measurement, 408
— to amplitude conversion, 289
— modulation, 12
------ and phase modulation, relative 

merits, 18
— -— equivalent, 45
------ relationship with phase modula­

tion, 15
------ side bands, 20
------ side band vectors, 28
------ transmitters, 261

shift systems, 424
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G

Gain, field, 191
— power, 191

H

Heaviside, 49
Horizontal polarisation, 130

I

Impedance, input of dipole, 162
—------- loaded transmission line, 186
Improvement threshold, 81, 93
Impulsive interference, 49, 61, 88
Interference, pick-up on aerials, 137
— suppression, 83
Intermediate frequency amplifier, 386
Ionospheric reflections, 107

K

Keall, 42

L

Laplace, 50
Limiters, anode, 282
— cathode-coupled, 288
— grid, 277
— oscillator, 284
— series grid resistor, 288

Al

Marconi BD.306, 267
Mixer, self-oscillating, 385
Modulation, 6
Modulator, Armstrong’s, 229
-------distortion in, 232
— balanced phase, 253
— cathode ray tube, 240
— condenser microphone, 247
— reactance valve, 214
---------- distortion in, 219
---------- push-pull, 221
— suppressor grid, 244
— variable resistance, 248
Multipliers, frequency, 256

N

Noise factor, 368
■—• fluctuational, 75
— impulse, 49
— in r.f. stages, 364
— triangle, 85

O

Oscillator, limiting, 284
Oscillators, 379

P

Panoramic monitor, 410
Parasitic aerials, 168
Phase modulation, 14
------ equivalent, 42
------ relationship with F.M., 15
Polarisation, circular, 140
— horizontal, 130
— vertical, 130
Power, gain, 191
— received, 140
Pre-emphasis, 96
Propagation, 104
Pylon aerials, 203

Q

Quieting signal, 417

R

Ratio detector, 329
RCA, BTF.3B, 262
Reactance valve, 214
Received power, 140
Receivers, Stromberg-Carlson SR-401,

402
— Zenith K725, 403
Receiving aerial, 161
Reflections, 119
RF amplifier, 346
------ noise in, 364

S

Selective fading, 106
Selectivity of F.M. receivers, 346
Sensitivity of F.M. receivers, 346



Service range of transmitter, 122
Side bands, F.M., 20
Slot aerials, 171
Slotted cylinder aerial, 203
Squelch circuits, 399
Suppression of weaker signal, 91

T

Threshold of Improvement, 81. 93
Transmitters, F.M., 261

INDEX 435
Transmission service range, 122
Transmission lines, 180
Triangle, noise, 85
Tuning indicators, 395
Turnstile aerial, 192

U

Unipole aerial, 160
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