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Providing one of the most comprehen-
sive treatments on the subject of wide
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an up-to-date reference to the entire
subject of commercial Frequency
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for in-service professionals—RF En-
gineers and Technicians, Communica-
tions Engineers, Broadcast Engineers,
Service Technicians, as well as for
those readers planning to enter any
of these professions.

The book offers a complete discussion
of the circuits which comprise an FM
receiver, consequently covering all
basic circuits such as the RF amplifier,
mixer-oscillator, IF amplifiers, limiter,
as well as all types of FM detectors.
Maijor circuits are discussed in terms
of vacuum tube, transistor, field effect
transistors, and integrated circuit
characteristics. Thus all areas of past
and present practice are covered.
Also discussed in detail are the vari-
ous receiver auxiliary circuits such as
tuning indicators, stereo multiplex,
and squelch.

The two sections of this work cover-
ing FM detectors and tuning indica-
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PREFACE

This text provides students of technical institutes, service technicians, prac-
ticing engineers and other interested parties with a comprehensive treatment
of commercial Frequency Modulation (FM) broadcast receivers. Emphasis
is placed on the wideband systems used for broadcasting in the 88 to 108
MHz bands.

Chapter 1 summarizes the FM receiver on a block diagram basis. The
reader is given an integrated systems viewpoint first while subsequent
chapters describe each “block” in detail. Transistor, field-effect transistor
(FET), integrated circuit and vacuum tube aspects are covered.

Emphasis is placed on switching circuits which are found in AM-FM
tuners as well as special controls (level, local-distant, afc on-off, etc.).

A summary and references have been included at the end of each chapter.
This will make the book more useful to instructors in technical insitutes
and junior colleges where it should find its greatest appeal. In order to
achieve the desired simplicity, mathematics has been kept to a minimum
while detailed explanations have been given for special topics which have
not in the past, satisfied the average student. It is assumed that the reader
has a background in basic electronic theory, fundamental algebra, and
basic trigonometry. From experience gained by teaching, the authors have
found that the phasor as a tool for analysis, leads the student to a deeper
understanding of complex circuit conditions. Phasors are therefore used
freely. Consequently, the student should be capable of handling all of the
methods of phasor addition, etc. In order to minimize cluttering of text
material with involved mathematics, a number of derivations have been
included as appendices.

This book places the greatest stress on the operational aspects of FM
receivers. The early chapters deal mainly with modulation concepts, inter-
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ference and noise structure, and RF considerations. Since the frequencies
employed for the FM broadcast band are in the 100 MHz region, a chapter
has been included on very high frequency (VHF) effects as related to tubes,
transistors and lumped and distributed properties.

The subject of FM detection is treated in great detail since these circuits
represent the major difference between Amplitude Modulation (AM) and
FM receivers. Also, characteristics such as fidelity, capture, and freedom
from all spurious outputs are basically related to detector performance.

A chapter dealing with stereophonic multiplex broadcasting is included
which treats the underlying theory of transmission. Completely integrated
multiplex tuners are also discussed with emphasis on those circuits which are
unique to the specialized needs of multiplex equipment.

With the widespread utilization of solid-state FM equipment, the need
for a discussion of the circuits related to these components is clearly indicated.
Therefore, each chapter (RF, IF, limiter, etc.) will contain an analysis of
representative circuits.

The authors would like to thank their friends and colleagues on the
faculty at R.C.A. Institutes for their cooperation during the preparation of
this book. In particular, we would like to thank Benjamin Zeines, Herbert
Friedman, Milton Liljestrand, James Hamilton, Waldemar Horizny,
Matthew Mahoney and Mr. F. Mergner of the Fisher Radio Corporation
for their aid and suggestions which we found helpful.

A. B. Cook
A. A. LIFF
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INTRODUCTION

The Second World War proved that frequency modulation was a practical
and effective means of noise-free signaling. Frequency-modulation (FM)
broadcasting remained relatively dormant in the years after the war because
of public ignorance of the capabilities of FM and lack of interest in high-
quality sound reproduction. With the introduction of the long-playing
record in 1948, interest in high-fidelity sound increased and a better-informed
public began to appreciate the noise-free properties and wide dynamic range
of FM. The introduction of stereophonic records in 1957 (the Westrex 45/45
system) and wide-band FM receivers led to a fuller appreciation, by greater
numbers of people, of quality sound reproduction.

In April of 1961 the Federal Communications Commission approved the
transmission standards for stereophonic multiplex broadcasting. This was
an important milestone in FM broadcasting, and it appears that FM as an
entertainment medium has entered an era of unprecedented growth.

1-1. Advantages of FM over AM

FM transmitters are smaller and more efficient than their amplitude-
modulation (AM) counterparts. The AM carrier is necessary for detection
purposes and therefore must be transmitted at all times (for commercial AM).
Since the AM carrier component conveys no information, it represents a
waste of power. For the same power output, the FM transmitter requires
a smaller input power than the AM transmitter and can thus be smaller.
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For example, a 25-kw (average power, no modulation) AM transmitter
must be capable of handling 100 kw of peak power when the modulation
reaches 100 per cent. This is because the peak plate current in the last power
amplifier doubles, and the power, being proportional to the square of the
current, increases by a factor of four. In the case of the FM transmitter the
total radiated power remains constant and independent of the degree of
modulation. Increasing the degree of modulation simply results in a shift
of power from the carrier component to the sidebands; the total power
remains constant. An FM transmitter can transmit at full power at all times
without provision for increases in the degree of modulation. Thus, in FM,
the degree of modulation affects the bandwidth (as will be shown later) but
not the power output, while in AM the degree of modulation affects the power
output but not the bandwidth (assuming that the carrier is not over-
modulated).

Noise, in general, tends to mask weak signal communications. AM is
more susceptible to noise than FM, and therefore FM can satisfactorily
operate with a lower signal-to-noise ratio (S/N). This is because the distur-
bance combines with the signal in such a way as to introduce a large degree
of amplitude modulation of the carrier. Spurious frequency modulation is
also produced, but to a lesser degree. The AM disturbance may be removed
by noise-limiter circuits in the FM receiver. If that same disturbance should
be introduced into an AM transmission, it could not be similarly removed
without degrading the quality of the intelligence being transmitted. A con-
servative figure for the required S/N ratio in FM is of the order of 2 to 1.
This means that if the signal is approximately twice as strong as the interfer-
ing noise (or other interfering. signal), the desired signal will suppress the
disturbance. For similar suppression of the undesired noise or interference,
the S/N ratio for AM should be in the order of 100 to 1. FM also exhibits
a channel-grabbing or “capture” effect that AM does not. This is the tendency
of an FM receiver to ignore the weaker of two signals of nearly equal ampli-
tude and equal or nearly equal frequency, permitting the stronger signal
to take over or “capture” the FM detector. More will be said on this point
in the next chapter.

Since the FM system (wide-band) enjoys a greater degree of freedom
from interference than AM, much stronger interfering signals can be tolerated
in FM than in AM. Therefore, FM stations can be placed much closer
“geographically” than AM stations (on the same channel) and more can be
accommodated in a given service srea.

1-2. Disadvantages of FM

(a) In order for FM to realize its noise-reduction advantages over AM, its
bandwidth must be much wider than for AM. In other words, the FM system
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sacrifices bandwidth occupancy in the transmission medium for superior
noise performance. It will be shown later that a bandwidth of approximately
240 kHz is required in FM for a modulating frequency of 15 kHz, while the
corresponding bandwidth in AM would be 30 kHz.

(b) FM transmitting and receiving equipment tends to be more complex
than AM equipment, which means (as far as the consumer is concerned)
that the average FM radio is more expensive than the average AM radio.

(c) The frequency band for FM is 88 to 108 MHz. At these frequencies,
FM stations provide reliable reception that is limited approximately to
“line-of-sight” distances.

(d) Tuning is somewhat more critical in FM compared to AM. This can
be alleviated, however, by the use of some form of tuning indicator.

It should be stressed at this point that FM is not inherently a “better”
system than AM. Some AM broadcast stations have modulated their carriers
with 15-kHz audio signals, but this is relatively rare because of interference
problems with adjacent stations. This is not the case with FM stations, how-
ever, and audio modulation up to 15 kHz is used regularly. Thus FM
employs a greater frequency range than AM—not because of the system used
but because of adjacent channel interference. If equal care is given to both
AM and FM, both systems will provide excellent sound reproduction.

1-3. Functional systems description

Figure 1-1 is a block diagram of a typical FM tuner.t Each block will
be discussed in detail in subsequent chapters; here we simply consider its
general features.

All FM commercial broadcast receivers and tunerst are of the superheter-
odyne type. Thus, as shown in Fig. 1-1, the incoming FM carrier is first
amplified by an RF amplifier. The major functions of the RF amplifier
(regardless of the type used) are to increase the front-end S/N ratio, minimize
oscillator radiation, and provide a certain degree of selectivity against
spurious signals. The amplified RF carrier is combined with a relatively
large-amplitude signal from the local oscillator, whose function is to generate
a constant-amplitude carrier wave. The combined signals are then applied
to the input of a mixer or frequency-converting stage. The mixer heterodynes
or beats the two signals, and the intermodulation products that appear in
the output circuit contain a difference signal (among others) called the inter-
mediate frequency or IF. The mixer must display a nonlinear characteristic
if the beat component is to appear in the output. The resulting IF signal is

1A tuner contains all of the essential “blocks” except the audio voltage and power
amplifiers and loudspeaker.
{These tuners cover the broadcast range from 88 MHz to 108 MHz.
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applied to one or more IF amplifiers for amplification. The main function
of the IF amplifier is to provide high amplification (sensitivity) and selectivity
for rejection of spurious signals. The output of the last IF amplifier is applied
to the input of a stage that removes any amplitude modulation of the im-
pressed wave by a process known as limiting. These amplitude limiters remove
AM and retain the frequency deviations of the carrier. The amplitude-limited
signal is applied to an FM demodulator (or detector). The FM detector con-
verts frequency variations, in a linear manner, into audio-frequency voltage
variations for application to the succeeding stages. The network following
the FM detector reduces the amplitude of the higher-frequency audio compo-
nents, since these components were accentuated at the tramsmitter for
purposes of noise reduction. This network, termed a deemphasis network,
is generally an RC network whose time constant, as prescribed by the FCC,
is 75usec. In addition to the foregoing basic building blocks, provision is
sometimes made for: tuning indicators to assist in proper tuning; automatic
gain control (AGC) to maintain constancy of audio output and minimize
overloading of the RF and IF amplifiers; automatic frequency control (AFC)
of the local oscillator to ensure frequency stability and further assist in proper
tuning; an interstation squelch or muting circuit to quiet the receiver between
stations; and a low-impedance emitter or cathode-follower output stage to
permit long connecting cables between the tuner and the main amplifier
chassis. The configuration shown in Fig. 1-1 is not the only possible arrange-
ment, but it is representative of many good-quality FM broadcast tuners.
The reader will appreciate that FM tuners are thus somewhat more complex
than their AM equivalents. In the case of combination AM-FM tuners,
various switching elements (not shown) are often provided.

1-4. Basic modulation considerations

Modulation of a high-frequency carrier is a process whereby some charac-
teristic of the carrier signal is varied in accordance with the variations of
another signal. This latter signal, in subsequent discussions, will be an
audio-frequency voltage, which will be termed the modulating signal. The
three basic properties of the high-frequency carrier wave are its amplitude,
frequency, and phase angle. Frequency and phase modulation are termed
angle modulation and, as will be shown, are always coexistent. Any one of the
three basic properties of the wave can be varied in accordance with the modu-
lating signal while the other two properties are held constant. For example,
in amplitude modulation (AM) the frequency of the carrier is maintained
constant (as well as the phase angle) while the amplitude varies in accordance
with the amplitude and frequency of the audio modulating signal. In
Jfrequency modulation (FM) the carrier amplitude is maintained constant while
the frequency of the carrier is caused to deviate from its average or unmodu-
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lated value in accordance with the modulating signal. In phase modulation
(PM) the amplitude of the carrier is again maintained constant while its
phase angle (with respect to a reference) is caused to vary in accordance with
the modulating signal.

The two principal methods, which will be studied in subsequent sections,
are shown in Fig. 1-2. The unmodulated carrier for FM is shown having a
frequency of F,. The same sinewave at 1 kHz is used to modulate each wave.
In the AM case the amplitude of the carrier is seen to vary about the un-
modulated amplitude E,. The degree to which the amplitude varies above
and below E, is a function of the amplitude of the modulating signal f,, while
the rate of change of amplitude variation is a function of the frequency of the
modulating signal. In the FM case the degree to which the frequency of the
carrier varies above and below its unmodulated value is a function of the am-
plitude of the modulating signal, while the rate of change of frequency vari-
ation is a function of the frequency of the modulating signal.

In other words, at point A in the modulation cycle the frequency of the
FM carrier is at its unmodulated value of 100 MHz. Between points A and B
the frequency of the FM carrier is deviating upward until it reaches a
maximum of 100.075 MHz. Between points B and C the carrier frequency
is deviating downward, until at C it reaches its unmodulated value of 100
MHz. From C to D the carrier frequency is deviating downward (below its
unmodulated value), until it reaches a minimum of 99.025 MHz at point D.
From D to E the carrier frequency commences to deviate upward again
until, at point E, it reaches its unmodulated value of 100 MHz. The change
to one side of center frequency (100 MHz) is called the deviation, while the
total deviation (given in this illustration as 150 kHz) is called the frequency
swing. Thus, the frequency swing is equal to twice the deviation. We shall
consider frequency deviation in much more detail later on.

1-5. Amplitude modulation

We have seen that in AM the amplitude of the carrier is varied in accord-
ance with the modulating signal. The amplitude of the modulating signal
determines the amount of amplitude change, while the frequency of the
modulating signal determines the rate of change of amplitude variation. The
modulation depth is a measure of how much of a change the carrier amplitude
is undergoing; this is called the modulation factor, m. It is normally expressed
as a percentage and should not exceed 100 per cent or unity. For our purposes,
then, m will be a value between 0 and 1. In order to discuss the sideband
spectrum for AM, it is convenient to derive the composite wave equation for
the modulated carrier. Only one trigonometric identity will be used, and the
reader should have no difficulty in following the mathematical manipulations.
Let the unmodulated carrier wave be represented by the expression:
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e. = Ecos w.t. (1-1)

E is the carrier amplitude, which will vary at the audio rate about the average
value of E, as shown in Fig. 1-2. The angular velocity of the carrier, which
is the number of radians per second or w,, is constant. w, is equal to 2z f,
and is sometimes referred to as the radian frequency. Thus, E will consist of
some average value (independent of modulation) in addition to a varying
value, or

E =E, + E, cos w,t. (1-2)
E, is the maximum value of the audio voltage, while its angular velocity is

e
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= 0.00! sec. ————— !
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t

. E,
/( h | J m = modulation factor = F"
e b % modulation = 100 % m

Envelope

100 MHz 100 MHz

JOOMHz 100.075 MHz 99.025 MHz

(R)
Fig. 1-2. Basic comparison between an amplitude modulated carrier and
a frequency modulated carrier.
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w, =27 f,. If we multiply E, by E,/E,, then

E.E, _
7oA COS w,t. (1-3)

The ratio E,/E, can be replaced by the modulation factor m which is the per-
centage change of F about the average value. Thus,

E=FE +

E =E, 4+ mE, cos w,t. (1-4)
Substitution of Eq. (1-4) in Eq. (I-1) gives
e, = (E, + mE, cos w,t) cos w,!. (1-5)

Expanding Eq. (1-5) gives
e, = E, cos ot + mE, cos w.t COS w,!. (1-6)

An identity in trigonometry states that the product of the cosines of two
angles is equal to the sum of one-half the cosine of the sum of the angles and
one-half the cosine of the difference of the two angles or

cos xcosy = Lcos(x + y) + Lcos(x — y). (1-7)
If we let x = w,f and y = w,t, using Eq. (1-7) as a model, then

szc €08 (0; — wa)t - ”‘2E° cos (@, + o)t (1-8)

Equation (1-8) is the fundamental equation for the composite radiated
AM wave. The physical interpretation of this equation is as follows: the right
side of the equation contains three terms. The first term is exactly the same
as that of Eq. (1-1) or the unmodulated carrier. The second term contains
an angular velocity of (w, — w,) or 2z(f, — f.) and is called the lower side-
band. The third term contains an angular velocity of (o, + w,) or 2z(f, +
f2) and is called the upper sideband.

Two facts should be stressed at this point. First, all three terms are carriers,
but of different frequencies. Second, nothing is removed from the original
carrier in the modulation process; instead, energy is added in the form of the
upper and lower sidebands. A further examination of the equation shows that
if the modulation factor is unity (100 per cent modulation), the amplitude of
each sideband is one-half the unmodulated carrier amplitude or E,/2. If the
modulation percentage does not exceed 100 per cent, each audio modulating
signal gives rise to two sidebands, which are separated in frequency from the
carrier by an amount equal to the modulating frequency f,. Thus, in AM,
the sideband separation is determined by the audio frequency while the side-
band amplitude (mE,/2) is determined by the modulation factor, which is
determined by audio amplitude. As an example, if a 1000-kHz carrier is am-
plitude-modulated by a single 1-kHz audio tone, the upper side-frequency is
f. + /. or 1001 kHz, while the lower side-frequency is f, — f, or 999 kHz.
Another point to be stressed is that the intelligence is contained in the side-

e. = E,cos w,t +
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frequencies only and not in the unmodulated carrier. In fact, the intelligence
is contained in either of the two side-frequencies, since both of the side-
frequencies contain the modulation factor m. This factor is a measure of the
amplitude of the audio signal, while the “w,” contains the frequency of the
audio signal. In double-sideband-plus-carrier transmission (conventional
AM broadcasting) all three terms are “radiated.” In double-sideband sup-
pressed-carrier transmission the last two terms are “radiated” and the first
term is suppressed. In single-sideband suppressed-carrier transmission, the
first term is suppressed and either of the last two terms is “radiated.”

If the modulation percentage is 100 (m = 1), the amplitude of the compos-
ite wave will rise to 2E, and fall to zero. Equation (1-8) states that for each
audio tone two side-carriers are generated and each is frequency-displaced
from the carrier by an amount equal to the modulating frequency. This is
true only if the modulation factor does not exceed unity. If m > 1, an in-
finite number of side-frequencies are generated per audio frequency. This is
considered overmodulation. The modulation envelope is no longer sinusoidal
and will consist of a series of harmonics. Therefore, a pair of side-frequencies
will be generated for each harmonic. The modulation envelope will appear
as shown in Fig. 1-3 with resultant distortion at the receiver.

eA
Non-sinusoidal

/ envelope

e o S -’
4
4

AU DL
!\U\J Uu/ém U‘/‘;’ m>1 T

/
/
AU U

Fig. 1-3. The modulation envelope when the AM carrier is overmodulated.

We can show the sideband spectrum for a completely modulated AM
carrier (m = 1) by considering that the amplitudes of each side-frequency are
equal to E,/2. Assuming single-tone modulation (a pure sinewave modulates
the carrier), the audio frequency is f, and the carrier frequency is f.. The
spectrum is shown in Fig. 1-4. If the intelligence is to be recovered without
distortion, neither sideband is to be attenuated in the transmission medium
or in the receiver. This calls for a bandwidth of 2f, or twice the maximum
audio frequency. If 15 kHz is used to modulate the carrier, a bandwidth of
30 kHz would be required. If the AM channel separation is 10 kHz (this is
the minimum separation between AM transmitters), it would appear that the
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Fig. 1-4. The spectrum of an AM wave. A single audio tone will produce
two side-frequencies which contain the complete specification of the
modulating signal (i.e., amplitude and frequency).

highest audio frequency permitted would be 5 kHz in order to prevent over-
lapping of sidebands on adjacent channels. However, the channel separation
in a given service area (metropolitan New York City, metropolitan Los
Angeles, and so on) is often 30 kHz, and as long as there is no interference
between adjacent stations a transmitter can modulate up to 15 kHz and
produce a bandwidth capable of transmitting the highest audible audio
frequency.

If a transmitter should overmodulate (im > 1), then many sidebands are
generated, which may interfere with nearby transmissions as a result of the
sidebands “splattering.”

Another important consideration in modulation concerns the energy in
the modulated carrier. Since energy (or power) is proportional to the square
of voltage, the power represented by the wave in Eq. (1—8) is proportional to

Equation (1-9) states that the total sideband power is 50 per cent of the total
carrier power and that the portion contributed by the unmodulated carrier
term (E?) is constant or independent of the degree of modulation. Also, the
sideband power is derived from the modulating source, for if the degree of
modulation m is zero, the sidebands will contribute zero power to the radiated
wave. When the modulation factor is unity or less, the sideband power is
proportional to the square of the modulation factor m. Since this involves
a “square-law” relationship, the power contained in the information-bear-
ing sidebands decreases very rapidly as the modulation factor is decreased.
Generally, a large modulation factor is desired, but this can place severe
design restrictions on the AM detector at the receiver. Thus the power con-
tained in the first term (carrier component) in Eq. (1-9) is wasted as far as
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intelligence is concerned. If the power contained in the carrier component
can be placed in the sidebands, a more efficient transmission can be realized ;
this can be accomplished in single- and double-sideband suppressed—carrxer
techniques.

1-6. Phasor representation of an AM wave

A convenient way to illustrate the conditions in an AM wave is by means
of a phasor diagram. This will help us understand not only AM but also the
nature of noise as related to FM in a later chapter

The representation is based upon (a) a sinusoidal carrier and side-fre-
quencies, (b) a modulation factor m =1, and (c) a fixed modulating frequency
Ja. Since the carrier and sideband voltages are sinusoidal, they can be repre-
sented by phasors that are rotating in a counterclockwise direction in the
complex plane. Each is rotating at an angular velocity of 27 f or . The
carrier angular velocity is denoted by w,, the upper-sideband angular ve-
locity is denoted by w, + w,, and the lower sideband is denoted by o, — w,.
Since we are concerned only with relative angular velocity, we can maintain
the carrier phasor stationary and permit the sideband phasors to rotate about
the reference carrier phasor. Since the angular velocity of the upper sideband
is higher than that of the carrier, its phasor will rotate counterclockwise at
an angular velocity that is the difference between the upper-sideband
frequency and the carrier frequency (or w,). The lower-sideband phasor
will thus rotate at the same angular velocity, but since it rotates slower than
the carrier phasor, we will rotate this phasor clockwise. The sideband phasors
thus rotate in opposite directions, each about the tip of the carrier phasor
at an angular velocity of w,. This is shown in Fig. 1-5. The instantaneous
resultant of the sidebands and the carrier gives the instantaneous amplitude

Resultant of side-band
Rs in-phase components
/;\ -"r-

i ~

Upper - AN Lower

side-band w, > side~band
w) x /( (L) Total
N instantaneous
—t 1 —\>

(Rs+ C)| peak amplitude

Quadrature of modulated
components wave
cancel
Stationary
carrier phasor
C D - e — - ———— -4

Fig. 1-5. The phasor representation of an amplitude modulated carrier for
a modulation factor m = 1. The upper- and lower-sideband phasors rotate
in opposite directions at the angular rate of 2z f,.
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of the modulated wave. Each sideband phasor contains a component, at right
angles to the carrier phasor, called the quadrature component. Each sideband
phasor also contains an in-phase component, which is always “in line” with the
carrier phasor. When two phasors are “in line,” they are said to be collinear.
Note that the quadrature components always cancel, while the in-phase
components add to form a sideband resultant that is always collinear with the
carrier phasor. Hence we needn’t show the quadrature components, since they
contribute nothing to the variation in amplitude of the resultant signal.

e 1x
'\ / Audio signal
x 3r
2 s 2 2m ~
f

Rs

U
50 ALBs=C pgdition of side-

Rs Rs=0
U \ /I‘; Rs=0 'RS=C L.S L&j/{u
\ L c Th bands resultant
& \ ulL st iu LégU Rgond C
C G (o
cl Re Y ' Rs ic lc ¢

W '] 1 q ﬂ Resultant modulated
carrier for m=1

Amplitude —>

pal
L U

—_—
Time
Fig. 1-6. The phasors similar to Fig. 1-5 for a number of selected points in
the modulation cycle. The resultant modulation envelope is thus obtained
by the phasor addition of the sidebands resultant R, and the carrier
amplitude C.

Figure 1-6 shows how the modulation envelope is obtained graphically
by adding the sideband resultant R, to the carrier to obtain the instantaneous
amplitude of the modulated carrier. This is done for a number of time inter-
vals in the modulation cycle for m approximately equal to unity.

1-7. Double-sideband suppressed-carrier AM

It may seem inappropriate to discuss yet another form of AM in a book
devoted to FM. However, with the advent of stereophonic FM multiplexing,t

+This topic is covered in Chapter 14.
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double-sideband suppressed-carrier AM became important because this is
precisely the method of modulation used for the stereophonic subchannel.
The main channel in FM multiplexing utilizes frequency modulation (which
will be discussed next), but the reader should have some idea of the broader
aspects of the technique henceforth referred to as DSSC.

One possible (and certainly difficult) way to suppress the carrier com-
ponent in a conventional AM wave is to feed all three voltages [see Eq. (1-8)]
into a sharply tuned band-rejection filter that provides high attenuation of
the carrier component. The reason for the difficulty is that the filter must
provide an infinite attenuation for the carrier and zero attenuation for the
sideband components. Conventional filters cannot provide this kind of per-
formance and so we must resort to other methods—one being the balanced
modulator. The theory and operation of balanced modulators are discussed
in some of the references listed at the end of this chapter, but all we need be
concerned with here, is that if a modulating signal and a carrier are applied
to a balanced modulator the carrier term will be balanced out and only
the sidebands will appear in the output.

A phasor representation of the DSSC signal can be developed by first
considering the conventional AM phasor of Fig. 1-5 and simply omitting
the carrier phasor C. The sidebands resultant R, is thus the phasor addition
of the upper- and lower-sideband components. Figure 1-7 shows that the two
sidebands are rotating about the point P in opposite directions and at the
audio rate. Also, part (b) of the same figure shows that the envelope of the
sidebands resultant is nonsinusoidal and that the sidebands resultant shifts
phase (by 180°) every half-cycle of the modulating signal. Part (c) of the same
figure shows what the output of an AM envelope detector would look like
if the carrier component were not reinserted at the receiving end. The recti-
fied output would be twice the frequency of the original audio signal and
would contain an infinite number of harmonics.

Thus, in order to recover the original sinewave modulation, it is neces-
sary to reinsert the carrier component in the correct amplitude, frequency,
and phase relationships. Amplitude is important because if the carrier ampli-
tude is too small, it is the equivalent of a high modulation factor. If this factor
exceeds unity, severe harmonic distortion could result. Frequency is impor-
tant because the recovered audio will be related to the sum and difference
frequencies (o, + o, and o, — w,). The phase of carrier reinsertion at the
receiver is important because any phase error between the original carrier
(suppressed) and the reinserted carrier will produce severe harmonic distor-
tion of the recovered audio. This is shown in part (d).

In multiplex stereophonic broadcasting the phase, frequency, and ampli-
tude of the reinserted carrier are carefully controlled to maintain distor-
tionless output.

Suppressed-carrier systems (such as are found in FM multiplexing)
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Fig. 1-7. Phasor and waveform conditions for double-sideband suppressed
carrier transmission. When a locally generated carrier is added to the
sidebands resultant of part (b), the waveform resultant of Fig. 1-6 is
obtained and can properly be demodulated.

generally make use of a low-amplitude pilot carrier, which is “radiated”
along with the main carrier. Its purpose is to control both the phase and
frequency of the locally generated carrier so that the proper demodulation
of the sidebands can take place. Two important reasons for suppressing the
carrier in FM multiplexing are (1) more power can be placed in the sidebands
and thus a larger effective modulation factor is realized and (2) the amplitude-
handling capabilities of the transmitter can be used more effectively (see
Sec. 14-2, “Interleaving or Nesting,” for a more detailed discussion on this
last point).
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1-8. Frequency modulation

Frequency modulation (FM) is broadly defined as the process of varying
the frequency of a carrier in accordance with the modulating signal and main-
taining the amplitude constant. It will be shown that the phase of the carrier
also varies with a change in frequency, but we need not concern ourselves
with this notion at this point.

Assume that the carrier frequency is 100 MHz and that the audio modula-
ting frequency is 2000 Hz. The rate at which the carrier frequency will vary
or deviate above and below 100 MHz is then 2000 MHz. The rate of change
of deviation of the carrier is thus the audio rate.

The amount of frequency deviation above and below the center or rest
frequency (100 MHz in this case) is a function of the amplitude of the audio
modulating voltage. The amount of change or deviation of the carrier fre-
quency is thus a measure of the audio amplitude.

The reader should thoroughly understand the previous two paragraphs,
since the distinction between the concepts of rate of change and amount of
change is basic to the idea of modulation in general. Perhaps an examination
of Fig. 1-8 will help to clarify the point. The audio voltage is assumed to have
an amplitude of 1 volt and a frequency of 2000 Hz. The waveform below the
audio voltage is the RF carrier and it is assumed to be (initially) 100 MHz.
Between 0° and 90° of the audio cycle, the instantaneous frequency of the
carrier deviates upward and reaches a maximum frequency of 100.050 MHz
(100 MHz + 50 kHz). This will be referred to as a positive deviation. Between
90° and 180°, the instantaneous frequency of the carrier deviates in a down-
ward direction until at 180° the carrier frequency is once again equal to the
center frequency. Between 180° and 270° the carrier frequency deviates down-
ward to its minimum value of 99.95 MHz. This will be referred to as a nega-
tive deviation. The total carrier swing is thus equal to twice the deviation.

The time it takes for the RF carrier to go through one complete swing
is i second, and therefore the rate of change of deviation is 2000
times per second. If we assume that the deviation (amount of change) is linear-
ly proportional to audio amplitude, then a 2-volt peak audio should produce
a deviation of 100 kHz. Alternately, a 0.5-volt peak audio voltage will produce
a deviation of 25 kHz.

A logical question at this point is: “How far above and below the center
frequency is the RF carrier going to be allowed to deviate?” From a theo-
retical viewpoint, the carrier deviation could equal the center frequency and
thus the instantaneous frequency limits would be between 0 Hz and 200 MHz
for a 100-MHz carrier. To go beyond these limits would have no meaning,
since, physically, there are no negative frequencies.

In commercial practice an upper limit to the frequency deviation is set
by the Federal Communications Commission (FCC) and is a compromise
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Fig. 1-8. Frequency deviation of a 100 MHz carrier.

between two important factors: signal-to-noise ratio and transmission-
bandwidth requirements. The deviation should be as high as possible to obtain
a high signal-to-noise ratio and as low as possible to reduce the transmission
bandwidth. The value chosen for commercial broadcast service is 75 kHz,
referred to as the “system deviation.” A deviation of 75 kHz correspends to
100 per cent modulation, while 33.333 per cent modulation corresponds to
a carrier deviation of 25 kHz. Other systems use lower values (the system
deviation for broadcast television sound is 25 kHz).

Since the carrier can deviate 75 kHz on either side of the center frequency,
large bandwidths (compared to AM) can already be envisioned. Each station
is allocated a bandwidth of 200 kHz, with 150 kHz employed for modulation
and 50 kHz as a guard-band. The reason for providing a guard-band is to
prevent audible “beats” between sidebands of two adjacent carriers, particu-
larly if one of the two stations is slightly off-frequency. Bandwidth allocation
is shown in Fig. 1-9.
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1-9. Simple method of generating an FM carrier

Figure 1-10 shows a conventional Colpitts oscillator circuit. A capacitor-
type microphone is connected across one of the tuning capacitors C. This
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Fig. 1-10. A simple way to generate frequency modulation directly. The
frequency of the oscillator output voltage varies directly with the intensity
of the sound waves impressed upon the capacitor microphone.
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is not the way a commercial FM transmitter generates an FM carrier,t but
this fundamental approach will help one understand more complicated
techniques. A capacitor microphone provides a change in capacitance pro-
portional to voice pressure (sound intensity). The voice frequency determines
the rate at which the capacitance varies.

As C,, varies voice pressure, the total tuning capacitance of the oscillator
changes, and thus the oscillator frequency varies above and below its center
value (say 100 MHz). The amount of change on either side of 100 MHz is
proportional to voice pressure, while the rate of change of frequency
deviation is equal to the voice frequency. Figure 1-11 shows a plot of instan-
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Low amplitude grpiitude  Low amplitude High amplitude High amplitude
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Fig. 1-11. The greater the sound intensity, the greater will be the change
in microphone capacitance and the greater will be the carrier frequency
deviation. The higher the audio frequency, the greater will be the rate of
change of deviation.

taneous oscillator frequency versus time for different values and combinations
of voice pressure and voice frequency. Small changes in microphone capaci-
tance produce small carrier-frequency deviations, while large ones produce
large swings. Low audio frequencies cause the capacitance to change slowly to
produce small rates of change of deviation. As an example, a 2 per cent
change in capacitance across the microphone produces a percentage change
in oscillator frequency of

TOften, if not always, the microphone must be located a considerable distance from the
transmitter. This would require long connecting cables, thus making the capacitor micro-
phone arrangement untenable.
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per cent AF = 1
27~/I(1.02)

= 1 per cent (approximate).

Thus, the change in frequency is not absolutely linear with respect to changes
in tuning capacitance (or voice pressure).

1-10. The reactance-tube modulator

An FM carrier may also be generated by means of a circuit that presents
a variable reactance to an oscillator circuit. If this reactance is varied in
accordance with the modulating signal, then once again the frequency of the
oscillator will deviate above and below the center frequency. The basic cir-
cuit of the reactance tube is shown in Fig. 1-12. Assume that the oscillator
is operating and that a voltage e, appears across the tank. That same voltage
is applied between plate and cathode of the tube as well as across the RC
phase-shift network. This voltage produces a network current i,. The network
current produces two voltage drops that are at right angles to each other.
Since R« 1/joC, we can assume that e, < e,. The network current is in phase
with e, and at right angles to e,. The phasor addition of e, and e, produces
e,. The phasor addition of i, and i, produces i,. Also, the plate current and grid
voltage are in phase. The complete phasor diagram for the circuit is shown in
part (c) of the same figure.

Notice that the impedance as “seen” by the oscillator tank is the ratio of
e, to i,. Since e, lags i, by almost 90°, the tuned circuit effectively sees a
capacitive reactance. Thus a capacitor is “injected” across the oscillator tuned
circuit. If this capacitance could be made to vary, the frequency of the oscillator
would likewise change. For the time being, it can be said that the injected
reactance is inversely proportional to the total current and that this total
current is made up of two components (i, and I,,). If an audio modulating
signal is applied to the grid of the reactance tube, then i, will change and this
will change the equivalent capacitance injected across the tuned circuit,
bringing about a change in oscillator frequency. This circuit requires compen-
sation to produce a linear deviation, since the change in oscillator frequency
is proportional to the inverse square root of the change in injected capacity.

One way to vary the plate current of the reactance-tube modulator is to
vary the g,, since the plate current in a pentode is g,e,. Since R < 1/jwC, the
network current is determined almost entirely by 1/jwC, or

i, =¢€,joC.
The grid voltage is
e, = i,R = ¢,joRC.

The plate current is
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I, = 8m€; = En€ojwRC.
The impedance presented by the tube to the oscillator circuit is

_ % _ __ &
Zawe = i,  gmeojoRC
_ 1
" jwgaRC’



Chap. 1 INTRODUCTION 21

The term g,RC in the denominator is equivalent to a capacitort whose
value can vary as a function of the transconductance of the tube. Thus, the
injected capacitance placed across the oscillator tank is C, = g,RC. In
order to vary the g,, of a tube, the tube must be operated about a point on
its transfer characteristic where considerable curvature exists. The cathode-
bias resistor R, shown in Fig. 1-12 provides sufficient cathode bias to operate
the tube in the nonlinear region of its static transfer curve.

Thus, the amplitude of the modulating signal applied to the grid
determines the amount of change of g,,, which is turn determines the amount
of change of C,. Since C, is effectively across the oscillator tuned circuit,
the amount of deviation above and below center frequency is proportional
to audio amplitude, while the audio frequency determines the rate of change
of deviation.

1-11. Frequency modulation by means of phase
modulation (indirect FM)

Before we discuss another method of generating an FM carrier, let us
consider the concepts of phase and frequency and how they are related.
Consider first a signal phasor A4 rotating in the complex plane at a constant

4+

d6
= w = —=— = constant
%y a4 at

Fig. 1-13. The angle ¢ locates the phasor 4 in the complex plane. The
angular velocity of the phasor remains constant so long as the phase angle
changes at a constant rate.

angular velocity w, as shown in Fig. 1-13. The initial starting point is 0, and
therefore the phase angle § which locates the phasor in the plane is initially
zero degrees. As the phasor rotates in a counterclockwise direction, it traces
out an angle that changes at a constant rate. If the phasor, for example, sweeps
out an angle of 360° or 2z radians in one second, then o =2xnf = 2x
rad/second and f = (1/2= rad)(2= rad/second) = 1 Hz. Suppose the vector
now sweeps out 1000z radians in one second. Then, f = (1/2x rad)(1000x
rad/second) = 500 Hz. Thus, in order to cause an increase in the angular
velocity (and frequency) of the phasor, the time rate of change of phase angle
must be increased. It can also be concluded that a decrease in the angular
rate of change produces a decrease in frequency. Since the instantaneous

tThe tube thus appears as a capacitive reactance. The magnitude of the capacitance is
gnRC.
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frequency of the phasor is proportional to the rate of change of phase angle

6, a fundamental expression can be written that relates angular rate of change
and frequency or

1 db

h= &

If the phasor in Fig. 1-13 momentarily speeds up, then 6 will change at
a faster rate (d6/dt is large) and the instantaneous frequency of the phasor
increases. If the phasor momentarily slows down, then § will change at a lower
rate (d@/dt is small) and the instantaneous frequency decreases. Therefore,
a change in angular rate of change produces a change in instantaneous
frequency. Also, a change in the instantaneous frequency produces a change
in the instantaneous phase angle.

Assume now that the relative phase of a carrier is varied in accordance
with a modulating signal. Instead of rotating the phasor, however, the complex
plane (and axes) is rotated in the opposite direction at the same angular
velocity.? This will permit a better examination of the modulation process.
Figure 1-14 shows the phasor A4 oscillating above and below point 0 in ac-
cordance with an audio signal. The audio amplitude determines the amount
of phase deviation (Af) on either side of the reference position (point 0)
while the audio frequency determines the rate of change of phase angle or
d6/d:t. This process is called phase modulation.

4 (1-10)

Modulating
Max. phase voltage
p devigtionand L
zero rate of
' change of 8
£y
Zero phase
+At6 T A  deviation J
=0 and max. Soee = = o
—A’G J rate of change 0 0 o
of 8
: M h
ax. phase
e deviation and
. A “zero rate of 2
Phcselldey'lailon change of 8
imi

Fig. 1-14. A phase modulated carrier. The phase deviation limit (maximum
angular excursion of the phasor) is proportional to E4 while the rate of
change of phase deviation is determined by the frequency of E4.

1The instantaneous radian frequency is w;, and oy = 2« f;. Radian frequency and angular
velocity are synonymous.
}The phasor thus appears to “remain stationary.”
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The phasor in Fig. 1-14 is therefore seen to alternately speed up and
slow down in accordance with the phase deviations produced by the modula-
ting signal. For example, at positions 1 and 2 the rate of change of phase
angle is zero and the phase deviation is maximum. At position 0, the rate
of change of phase angle is maximum and the phase deviation is zero. Since
the angular velocity (or speed) of the phasor is related to the carrier frequency
(w = 2z f), the carrier frequency must change during the phase-modulation
process. Thus, a form of frequency modulation comes about when the phase
angle of a carrier is varied. Since it came about indirectly, we call it “indirect
FM.” Frequency shift and phase shift are always coexistent, and the instan-
taneous value of frequency shift (above and below the average frequency)
is proportional to the instantaneous rate of change of phase angle.

At points 1 and 2 of Fig. 1-14 the instantaneous rate of change of phase
angle is zero. This produces a zero frequency deviation. At point O the instan-
taneous rate of change of phase angle is maximum and the instantaneous
frequency deviation is maximum. Figure 1-15 shows that frequency modula-
tion (FM) and phase modulation (PM) are at right angles to one another.

Figure 1-15 also shows that the instantaneous phase angle is a function
of the amplitude of the modulating signal e,. The instantaneous frequency is
determined by the rate of change of amplitude of the modulating signal.
The rate of change of e, depends upon modulation frequency (1/7,) and
modulation amplitude (Ej). If E,, is increased, the phase deviation is increased
and the phasor must move through a larger angle in a given time. This means
a greater speed and a greater frequency deviation. If the modulation frequency
is increased, the phasor must sweep out the same angle in less time (the phasor
must speed up) resulting in an increase infrequency deviation. Also, a decrease
in either amplitude or frequency of the modulating signal will produce less fre-
quency deviation. The indirect FM produced as a result of PM can be calcu-
lated from the following equation:

AF = AGf, cos w,t, (1-11)
where
AF = equivalent FM as a result of PM,
A6 = maximum phase deviation (determined by audio amplitude),
Jf. = modulating signal frequency,

cos w,t = amplitude variations of the modulating signal at any time .

When w,t is 0 or z radians, signal amplitude is maximum at +1 and
—1. If the maximum phase deviation is 60° or =/3 radians and a 2000-Hz
tone phase modulates the carrier, then

AF = % (2000)(+1)
= +2094 Hz.
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Fig. 1-15. The relationship between modulating signal amplitude, phase
deviation and frequency deviation for a given modulating frequency of
1/T,.

For direct FM (the reactance-tube modulator, for example) the frequency
deviation of the carrier was determined solely by the amplitude of the modula-
ting signal. In PM we saw that the equivalent FM introduced by phase-
modulating the carrier was determined not only by the amplitude but by
the frequency of the modulating signal as well. In order to make PM identical
to FM, we must make AF in Eq. (1-11) independent of the modulating
frequency. In other words, if the modulating signal is fed into a low-pass
filter whose output is inversely proportional to frequency, then the frequency
deviations due to PM will be proportional to the phase deviation only. The
system is now, in effect, a frequency-modulation system. This is shown in
Fig. 1-16, with the audio correction network providing an output inversely



Chap. 1 INTRODUCTION 25

R>>1/jwc
fo ""V\Ml‘i" Phase —
x modulator Frequency modulated
output
Audio correction network
(integrator)
Output is High
proportional to ra frequency
a oscillator

Fig. 1-16. An indirect FM system.

proportional to audio frequency. The output from the phase modulator is
thus a true frequency-modulated output.

The simplest type of phase modulator is a crystal-controlled oscillator
whose output is fed into a variable phase-shift network, such as shown in
Fig. 1-17. The resistance is to be varied in accordance with a sinusoidal modu-
lating signal; therefore the resistance variation is also sinusoidal. Part (b)
of the same figure shows how the phase of the output voltage (e,) varies
between the phase deviation limits while the amplitude of the output also
changes. This introduces undesirable AM into the output, but if we make
R> 1/jwC, then the amount of AM introduced will be relatively small. Also,
for a given size of R, the phase shift should not be too large or, again, the
AM will be large. Distortion is held to within reasonable limits if the maxi-
mum phase deviation does not exceed about 25° or a little more than 0.5
radian.

Figure 1-18 shows how we might vary the resistance of the circuit shown
in Fig. 1-17. We use a vacuum tube and vary its plate resistance by applying
a modulating signal to the grid. The plate load resistor is made very large
compared to r,, so that the circuit to the right of point P “sees” only r,. This
arrangement requires that the tube be operated at a point on its transfer
characteristic where considerable curvature exists, in order to effect changes
in r, with the applied grid voltage. A correction network is placed in the input
circuit, so that the output is a frequency-modulated carrier as previously
explained.

‘We may summarize the previous statements concerning phase and frequen-
cy modulation by stating that for FM, a phase shift is produced that is
proportional to the instantaneous amplitude of the modulating signal. For
PM, a phase shift is also produced that is proportional to the instantaneous
amplitude of the modulating signal. However, the instantaneous phase shift as
a result of frequency modulation is also inversely proportional to the
Jfrequency of the modulating signal. This is not the case for PM. This, then,
constitutes the basic difference between PM and FM.

Thus, FM can be produced by “audio correcting” the modulating signal
by means of a low-pass filter before application to a phase modulator (see
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Fig. 1-18. A simple circuit for deriving indirect FM. The output is a
narrow-band signal since the minimum phase deviation is limited to
approximately .5 radian or 25°.
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Fig. 1-18). On the other hand, PM can be produced by “audio-correcting”
the modulating signal by means of a high-pass filter before application to
a frequency modulator. This last provision is necessary in order to make the
instantaneous frequency deviation proportional to the frequency as well as
the modulating signal.

1-12. Frequency-modulation sideband structure

We saw in earlier discussions that when a carrier was amplitude-modu-
lated, a pair of sidebands per audio modulating signal was produced. The
sideband separation was determined by the modulating frequency, and this
determined the system bandwidth. In FM (as well as PM), sidebands are also
generated but they are much more complicated. It will be shown that for each
sinusoidal modulating signal an infinite number of sidebands are produced.
These sidebands are displaced from the carrier and are spaced at integral
multiples of the modulating-signal frequency.

Now, if the intelligence conveyed by the modulated carrier is to be
reproduced without distortion, the sidebands must be transmitted through
the entire system so that their relative amplitudes, phases, and frequencies
remain intact. The system bandwidth must be adequate so that all sidebands
can be accommodated. This requires a knowledge of the sideband distri-
bution, especially for frequency modulation because of the large number
of sidebands as well as their complex nature.

We shall begin the discussion by setting down the equation for a
frequency-modulated carrier as

AF,

e, = E,sin (wct + T

sin m.,z), (1-12)

where
E, = the peak amplitude of the radiated wave (this remains constant);
w. = 2= f,, where f, is the center frequency of the carrier;
AF, = the frequency deviation to one side of the center frequency;
w. = 27 f,, where f, is the audio frequency that modulates the carrier
and f, can be any frequency between 50 Hz and 15,000 Hz.

Using the trigonometric identity, sin(4 4+ B) = sin 4 cos B 4 cos 4
-sin B and letting w.t = A4, AF/f, sin 0, = B, and AF,/f, = M, then Eq.
(1-12) is

e, = EJ[sin ot cos (M sin w,t) + cos w? sin (M sin w,t)].  (1-13)
This may be written in the form (using Bessel functions of the first kind)t

tSee A. Hund, Frequency Modulation (New York: McGraw-Hill Book Company,
1942), appendix, pp. 350-351.
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e, = E{J(M)sin ot

+ J{(M)[sin (o, + @)t — sin (@, — w4)t]

4 J(M)[sin (o, + 2w.)t + sin (0, — 2w,)¢]

+ J(M)[sin (o, + 3wa)t — sin(w, — 3w,)t]

+ J(M)[sin (0, + 4w.)t + sin (0. — 40)t] + ...} (1-14)

Equation (1-14) is a Bessel function of the first kind, order n, and argu-

ment M. The order n refers to the subscript of the letter J and corresponds
to the number of the sideband pair. For example, J; in the fourth term
refers to the third sideband pair. The argument M requires that we define a
new expression relating the frequency deviation (AF) to the audio frequency
(f.) that produces that deviation, or

AF,

M 7 (1-15)
M is called the modulation index; it will be shown that this ratio deter-
mines the required transmission bandwidth of the system. The modulation
index will range anywhere between zero (AF, = 0) and 1500 (75 kHz/50 Hz)
and will, of course, continuously change when program material is modulating
the carrier. Before we continue with the interpretation of Eq. (1-14), let us
consider a very special case of the modulation index—the case where we
divide the maximum permissible deviation (previously defined as the system
deviation) by the maximum audio frequency. For wideband FM (commercial
broadcasting) the system deviation is specified as 75 kHz and the maximum
audio frequency as 15 kHz. Thus, the modulation index in this example is
75/15 or 5. This special case of the modulation index is called the “deviation
ratio” and is defined as the ratio of the system deviation to the maximum au-

dio frequency, or
AF, (maximum) (1-16)

D = deviation ratio = =< >—"
f. (maximum)

For television sound, the system deviation is 25 kHz and the maximum
audio frequency is 15 kHz. The deviation ratio for television sound transmis-
sion is therefore 25,000/15,000 or 1.665. In the next chapter we shall see
that the noise improvement obtainable in FM (over AM) is directly pro-
portional to the square of the deviation ratio, so that this is an important
quantity.

We have just finished defining the modulation index M for frequency
modulation. Notice that this numeral depends upon audio-modulating
amplitude as well as frequency. Phase modulation (PM) also contains a modu-
lation index (M) and is defined as the maximum phase deviation of the carrier
from its initial or quiescent phase position. This corresponds to the maximum
angular excursion of the phasor A4 shown in Fig. 1-14 or +A#. This modula-
tion index, being an angular quantity, has the unit of radians, and its magni-
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tude is determined by the amplitude of the modulating signal. Thus, for a
fixed-amplitude modulating signal fed to a phase modulator, the peak phase
deviation (being independent of modulating frequency) will be the same at
100 Hz as at 10,000 Hz. Now, for a given modulating-signal amplitude and
frequency, the values of modulation index are the same for both PM and FM
and also have the same radian measure.t Thus, a frequency-modulated
carrier of M = 5 (radians) produces a phase deviation of A§ = 4-286.5°.
For example, compute the maximum phase shift in degrees for an FM
carrier modulated by a 70-Hz signal. The frequency deviation is 70,000 Hz.
The modulation index M = AF,/f, = 70,000/70 = 1000 radians. The peak
phase shift in degrees is (57.3)(1000) = 57,000 degrees. Thus, many thousands
of degrees of phase shift can occur in a “large-index” frequency-modulated
signal.

We are now in a better position to interpret Eq. (1-14). An examination
of this expression shows that a frequency-modulated carrier consists of an
infinite number of sidebands located on both sides of the carrier component
(represented by J, (M) sin w,?) at integral multiples of the audio frequency.
In other words, there are sidebands at f, + f,, f. & 2f., f. + 3f., and so on.
The relative amplitude of these sidebands, as well as the carrier component,
is determined by their respective Bessel coefficients.t These coefficients are
obtained from published tables, and their values vary depending upon the
modulation index chosen. It should also be noted that for sideband
frequencies corresponding to odd multiples of the modulating frequency on
either side of the carrier, the upper and lower sidebands are of opposite
phase. That is, J,(M) sin (w, + w,) is the first-order (odd) upper sideband of
relative amplitude Jy(M) and frequency f, + f,. The first-order (odd) lower
sideband of relative amplitude J(M) and frequency f, — f, is —Jy(M) sin
(wc - ma)t'

The power in each sideband is proportional to the square of its associated
Bessel coefficient.* The total power in the radiated carrier is equal to the
phasor sum of the carrier power and the individual sidebands power. During
the modulation process, energy from the carrier is placed into the sidebands
and energy from the sidebands is shifted back into the carrier. Since the
envelope amplitude remains constant (with or without modulation), the aver-
age power of a frequency-modulated carrier remains constant with or without
modulation. In amplitude modulation, on the other hand, the power associ-
ated with the carrier component remains fixed while the fotal radiated power
increases with increase in the percentage modulation. Thus, for a given
transmitter power and given power-output tube, the frequency-modulated
transmitter will provide more output and is therefore more efficient. This

1One radian is equal to 57.3 degrees.
1The Bessel coefficients in Eq. (1-14) are Jo(M), J,(M), Jo(M), and so on.
*The Bessel coefficient represents a voltage or current.
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increased efficiency results from the reduction in energy content of the
carrier component in frequency modulation (when the modulation is “on”),
compared with the constant energy content of the carrier component in ampli-
tude modulation.

In order to determine the carrier-component and sideband amplitudes
for different modulaton indices, a series of curves (resembling damped
sinusoids) is plotted for different indices on the abscissa versus carrier-
component and sideband amplitudes on the ordinate. If we assume that the
carrier amplitude [E, of Eq. (1-14)] is unity, then the relative carrier-
component amplitude as well as the relative sideband amplitudes can be read
off directly as a fractional part of the unit carrier. Figure 1-19 is a plot of
Eq. (1-14) for modulation indices up to 15 and includes sidebands out to the
twelfth order. This is sufficient for our purposes. In addition, only sidebands
having amplitudes greater than 1 per cent of the unit carrier amplitude need
be considered. These are designated as “significant,” and we need include only
these in making bandwidth calculations.

Let us now plot the frequency-modulation sideband spectra for a number
of different modulation indices and modulating-signal frequencies. First,
assume that the modulation index is zero. Figure 1-19 shows that for M = 0,
all sideband-pair amplitudes are zero and the only term appearing is the unit
carrier (that is, J(M) = 1). This is to be expected, since with M = 0, the
carrier deviation is zero and no sidebands should be produced. This is shown
in Fig. 1-20, with the carrier component shown as a unit quantity. Next,
assume a modulation index of 5 and an audio frequency of 15,000 Hz. This
corresponds to a frequency deviation of Mf, = (15,000)(5), or 75,000 Hz.
The ordinate corresponding to M = 5 intersects the following sideband pairs:
first, second, third, fourth, fifth, sixth, seventh, eighth, and ninth. The Bessel
coefficient Jy(M) for the ninth sideband pair is actually less than 0.01, so that
this sideband pair can be considered as insignificant. The carrier component
(n = 0) has an amplitude of 0.1776 and is negative for M = 5. Since we are
concerned only with relative amplitudes, this polarity reversal can be dis-
regarded when we plot the sideband spectrum. The relative amplitudes of the
eight significant sideband pairs are:

first: 0.327
second: 0.046
third: 0.365
fourth: 0.391
fifth: 0.261
sixth: 0.131

seventh: 0.053
eighth: 0.018

These sidebands are shown plotted in Fig. 1-20(b). Now, Eq. (1-14) shows
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Fig. 1-20. The amplitude versus frequency spectra for four different condi-
tions of modulation. Notice that for (b) and (c), the significant sidebands
extend beyond the 150 kHz modulation limits.

that the sidebands are spaced at integral multiples of the modulating fre-
quency removed from the carrier f,. For a 15,000-Hz audio signal the first-
order sidebands are at f, 4 15,000 Hz, the second-order sidebands are at
Jfe £ 30,000 Hz, the third-order sidebands are at £, 4- 45,000 Hz, and so on.
Thus, the sideband separation is determined by the audio frequency, just as
in amplitude modulatjon. The sideband amplitude is determined by the value
of the modulation index, which is a function of both audio amplitude (AF,
is directly proportional to modulating-amplitude) and audio frequency.

It will be seen from Fig. 1-19 that the number of significant sidebands
(voltage amplitudes greater than 1 per cent of the unmodulated carrier)
increases with the modulation index. Since M is proportional to audio
amplitude and inversely proportional to audio frequency, it can be seen that
for a constant audio-signal amplitude, the number of significant sidebands
decreases with an increase in the audio frequency. The bandwidth occupied
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by the significant sidebands in Fig. 1-20(b) is 240 kHz if all sixteen signifi-
cant sidebands are to be accommodated by the transmission (and reception)
medium. Thus, bandwidth occupancy for the significant sidebands in frequen-
cy modulation is equal to the total number of significant sidebands, n,,
multiplied by the audio frequency f,, or

bandwidth = B = n,f,. (1-17)

As the number of significant sidebands is reduced with increasing audio
frequency, the bandwidth occupancy tends toward a constant value. The
reason is that the separation increases but the modulation index decreases,
and fewer significant sidebands are produced. Thus, there are simply fewer
significant sidebands with greater separation between them.

The amplitude-frequency spectrum for two additional cases is shown in
Fig. 1-20(c) and (d). Part (c) corresponds to a modulation index of 10 and an
audio frequency of 7500 Hz. The curves of Fig. 1-19 indicate fourteen signifi-

cant sideband pairs, each spaced at 7500-Hz intervals. The required bandwidth
is thus

B = n,f, = (28)(7500) = 210 kHz.

Figure 1-21 is a plot of bandwidth occupancy for a given deviation-versus-
modulation index. Notice that the bandwidth occupied by the significant
sidebands increases with increase in the modulating frequency (f,). The
reason is that for a given carrier-frequency deviation (AF),), the higher the
modulating frequency, the greater will be the sideband spacing on both
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sides of the carrier component. Thus, the highest modulating frequency
determines the bandwidth. Notice, also, that for large modulation indices
(M = 10), the bandwidth occupancy approaches 2 AF, (max) or 150 kHz.
Therefore, a large modulation index makes for more efficient use of the allot-
ted spectrum. Notice that the deviation ratio for a given system sets the re-
quired bandwidth, since any other combination of deviation and modulating
frequency will always produce a smaller bandwidth requirement—assuming
that the maximum limits are not exceeded. For example, if we assume a car-
rier deviation of 75 kHz, then any audio frequency less than 15 kHz will result
in a higher modulation index, and this will require a smaller bandwidth.
This is because the sideband spacing on both sides of the carrier gets smaller,
so that the sidebands begin to cluster near the carrier component. If, on the
other hand, we assume a maximum modulating frequency of 15 kHz and re-
duce the carrier deviation below the maximum 75 kHz, then the number of
significant sidebands diminishes and there are simply fewer sidebands spaced
at 15 kHz on either side of the carrier component.

Suppose the modulation index is 4 and the carrier deviation is 50 kHz.
To what bandwidth does this correspond? Using the curve shown in Fig.
1-21, the bandwidth occupied by the significant sidebands (B) divided by the
50-kHz carrier deviation is (from the curve) 3.5. The bandwidth (B) then is
(50 kHz)(3.5) = 175 kHz.

Thus, typical IF bandwidths in commercial FM broadcast tuners (and
radios) range from 150 to 200 kHz, the lower limit being 150 kHz. In addition
to accepting the sidebands for minimum distortion, some tolerances should
be provided to allow for oscillator drift and mistuning.

1-13. The phasor representation of a frequency-
modulated carrier

Reexamination of Eq. (1-8) for the amplitude-modulated carrier shows
that each sideband is preceded by a plus sign and that the phasor diagram
for this wave (shown in Fig. 1-5) produced a sideband resultant (R;) that was
always collinear with the carrier phasor. If the same reasoning is used for the
frequency-modulated equation (1-14), itis seen that the even-ordered sidebands
[JA(M), J(M), . . ] all have the same sign (plus) while the odd-ordered side-
bands have different signs; that is, the upper odd-ordered sidebands are
preceded by plus signs while the lower odd-ordered sidebands are preceded
by minus signs. The physical significance of this distinction is that the lower
odd-ordered sideband phasors must be reversed from their “normal” position.t
The first-order sideband phasors are shown in Fig. 1-22 together with the
carrier phasor, which is labeled J(M). The sideband phasors are labeled

tSee Appendix 1-1.
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J{(M); and J (M), for lower and upper sidebands, respectively. Notice that
this will produce a frequency-modulated signal (of the narrow-band variety,
since we are including only two sidebands) in addition to some amplitude
modulation of the resultant—virtually the situation shown in Fig. 1-14.
The reason for the variation in carrier amplitude is that we are only consider-
ing one sideband pair. In wideband FM there will be many sideband pairs,
all producing a resultant carrier whose amplitude is constant.

The foregoing situation can be summarized in a general way: all odd-
ordered sidebands produce a resultant e,, that is in quadrature with or at
right angles to the carrier component e,, while the even-ordered sidebands
produce a resultant e,, that is always collinear with the carrier component.

Let us now construct the phasors diagrams for two different instants in
time and for a modulation index of 3. From the curves given in Fig. 1-19
we see six significant sideband pairs. The Bessel coefficients are as follows:
Ji{M) = —0.26 (carrier component), J(M) = 0.339 (first-order sideband),
J{M) = 0.486 (second-order sideband), Jy(M) = 0.309 (third-order side-

J4M), Norrow deviation FM
produced or the
instantaneous frequency

2w dt
|
|
|
|
—>1| +<— Amount of AM
|
:: Bondwidth =27, >|
|
! |
l JoM)=0.99 |
|
| |
| |
| |
J4(M),£0.01 Jq(M)Uléo.Ol
1
W™ Wg We wetw,

Sideband spectrum for ¥=0.2
Fig. 1-22. A narrow-band FM signal (M = 0.2) is produced by letting the
first-ordered sideband pair resultant (eg,) phase modulate the resultant
er. The sideband spectrum is also shown. How does the above situation
differ from “conventional” AM?
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band), J(M) =0.132 (fourth-order sideband), Jy(M) = 0.043 (fith-order
sideband) and J(M) = 0.011 (sixth-order sideband). If we assume that the
carrier phasor J(M) acts as a stationary reference, then all sidebands can be
represented by phasors that rotate at angular speeds equal to the difference
between the carrier velocity () and the corresponding sideband velocities
W + wg, ®, + 2w, w; + 3w,,...). For example, the first-ordered lower
sideband J, (M), rotates in a clockwise direction at an angular velocity of
w,, the first-ordered upper sideband J,(M), rotates in a counterclockwise
direction at a velocity of w,, the second-order sideband (lower) J (M),
rotates in a clockwise direction at a velocity of 2w,, the second-ordered
sideband (upper) J(M),; rotates in a counterclockwise direction at a velocity
of 2w, and so on.

The instant in time we will assume for the first vector is when all side-
band vectors are as shown in Fig. 1-23 (a). Notice that all odd-ordered
sideband vectors are in phase opposition, so that the vector resultant of
Ji(M), J(M), and J(M) is zero. All odd-ordered sideband pairs thus cancel.

The even-ordered sideband pairs add to give a resultant

e;e = 2 (M) + 2J (M) + 2J(M)
= 0.972 + 0.264 4 0.022
= 1.258.

From this we must subtract the J(M) carrier component, which has a Bessel
coefficient of —0.26. The overall resultant e, is thus 0.998. The overall resul-
tant should total unity, since we have been assuming a unit carrier; but since
we have not included any sideband pairs higher than the sixth, a small
amount of amplitude modulation is present, which we will neglect.

Let us now assume that the first-ordered sidebands pair has rotated
through an angle of »/2 radians. Since the angular velocity of each pair is
proportional to its sideband order n, an nth-ordered sideband should be
rotated through nz/2 radians. For example, the second-ordered sidebands
are rotated (in opposite directions) through an angle of x radians, the third-
ordered sidebands are rotated (in opposite directions) through an angle of
37/2 radians, and so on. Figure 1-23(b) shows the final positions of all six
significant sideband pairs with their corresponding relative amplitudes
(Bessel coefficients). We first obtain the sum of all odd-ordered sidebands
e,, to obtain a resultant which is in quadrature with the carrier component
Jo(M). We then obtain the sum of all the even-ordered sidebands e,,, which
is collinear with the carrier. e,,, e,., and e, are then combined into a right
triangle to obtain the final overall resultant e,, which should total unity.
The slight difference is due to the omission of the higher-ordered sidebands.
The final phasor is shown in Fig. 1-23(c). Notice that the odd-ordered side-
bands produce phase modulation (and frequency modulation) and some
amplitude modulation, while the even-ordered sidebands produce only ampli-
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Fig. 1-23. The phasor construction for a frequency modulated carrier for
M=3.

tude modulation of the resultant. The variation of the phase angle § produces
the frequency modulation.

Since frequency modulation produces no change in carrier amplitude
(assuming all sidebands are included), we can say that the root-mean-square
value of the carrier component Jy(M) and the sideband components J,(M)
must total the root-mean-square value of the radiated wave, or

UM +2 3 [LO0F = 1. (1-18)

1-14. Summary
We may summarize some of the more important aspects of FM developed
in this chapter as follows:

1. In FM, sideband power is obtained from the carrier component.
In AM, sideband power is obtained from the modulating source.

37
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2. In FM, the total radiated power is independent of the degree of modu-
lation. In AM, the total radiated power varies with the degree of modulation.

3. In FM, the degree of modulation determines the bandwidth. In AM,
the audio frequency determines the bandwidth.

4. In FM, an infinite number of sidebands is generated per modulating
frequency. In AM, two sidebands are generated per modulating frequency.

5. In FM, the sidebands produce both quadrature and collinear vector
components. In AM, only collinear vector components are produced.

6. FM and phase modulation are always coexistent.

7. FM can satisfactorily operate with lower signal-to-noise ratios than
AM but at the expense of bandwidth occupancy in the transmission
medium,

8. FM can be generated by means of simple capacitor microphones,
which directly vary the frequency of an oscillator, by reactance modulators,
which also vary the oscillator frequency, or by phase modulation of the output
of a crystal oscillator.

9. FM receivers are generally more complicated than their AM counter-
parts.

10. Commercial FM broadcasting uses carrier frequencies from 88 to
108 MHz. These are in the very-high-frequency band (VHF). '

11. The maximum allowable carrier-frequency deviation for broad-
cast FM is 475 kHz. For the television sound carrier it is 425 kHz.

12. The FM broadcast-channel bandwidth is 200 kHz (including a 50-kHz
guard-band).

13. Modulating frequencies for the FM carrier are from 50 Hz to 15,000
Hz.t

14. FM sidebands can extend beyond the maximum deviation limits.
This does not violate the transmission standards.

15. A narrow-band FM signal (M = 0.2, for example) is similar to an
AM signal except that the FM sidebands are in quadrature with the carrier,
while in AM they are collinear with the carrier.

16. FM transmitters are more efficient than AM transmitters for the
same input power.

17. More FM stations can be accommodated in a given service area
than AM.

18. FM receivers differ from AM receivers in terms of IF bandwidth
(200 kHz versus 5 to 10 kHz), limiters, the methods of detection, tuning
techniques, and so on.

tThis does not take account of stereophonic multiplex, which is covered in Chapter 14.
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19. Double-sideband suppressed-carrier techniques are employed in
stereophonic multiplex.

20. FM is proportional to the time rate of change of phase angle.
Therefore, if an integrated modulating signal is used to phase-modulate
a carrier, the result is FM.
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APPENDIX 1-1

This appendix discusses the phasor construction for an FM carrier. For
clarity, only the first- and second-ordered sideband pairs are included. See
Fig. 1-23 and Eq. (1-14). Assuming a unit carrier (E, = 1), then
e = Jy(M) sin w.t + J(M)[sin (@, + 0.}t — sin (0, — w, )]
+ J(M)[sin (0, + 2wa)t + sin (o, — 2w,)z].
The significance of the minus sign preceding the first-ordered lower-

sideband term is that its associated phasor Jy (M), must be reversed with
respect to the “normal”’AM case [see Eq. (1-8) and Fig. 1-5]. Look at Fig.1.
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The in-phase components of the odd-ordered pairs cancel. The quadrature
components add to provide a resultant e,, at right angles to the carrier
component e.. Each sideband provides a quadrature component of
J(M)sin w,t. Since there are two such components per pair, ez, =
2J(M) sin w,t.

Since all even-ordered pairs are preceded by a plus sign, their respective
phasors must be shown as in the “normal” AM case. Look at Fig. 2.

The quadrature components of the even-ordered pairs cancel. The in-
phase components add to provide a resultant e, that is collinear with the
carrier component e,. Each sideband provides an in-phase component of
Ji(M) cos 2m,t. Since there are two such components per pair, e = 2J(M)
cos 2w,1.

Combining phasors (1) and (2), we obtain Fig. 3.

The total radiated carrier is

er = A/[2J(M) sin w I + [J{M) + 2J,(M) cos 2w,t].
The phase angle of the resultant e, is
2J (M) sin w,t €ro

J (M) 4+ 2J(M)cos2w,t e, + epp’

and variations of this angle produce frequency modulation. If all sidebands
are included, then

1= /ot (. T el or  1=[J(M)}+2 gl[J,,(M)P
|

6 = tan™!

unit carrier

and the resultant triangle as shown in Fig. 4.
Odd-ordered pairs produce FM (and some AM).
Even-ordered pairs produce AM.
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INTERFERENCE

2-1. Types of noise

The most important advantage that frequency modulation has over
amplitude modulation is its ability to reduce the effects of all forms of inter-
ference and noise.t The improved noise performance stems from the use
of changes in the instantaneous frequency of a carrier that are large compared
to those occurring outside the transmitter. Noise and interference can origi-
nate from three sources:

1. Impulse noise. Static-type disturbances (lightning and other atmo-
spheric conditions), automobile ignition systems, and switching transients
generated by electrical machinery.

2. Carrier interference. Interfering radio-frequency carriers, which can
be either unmodulated (CW) or modulated.

3. Random noise. Thermal agitation in conductors (wires, resistors, and
so on), “shot” noise in vacuum tubes, and random fluctuations of minority-
carrier current in transistors.

2-2. Impulse noise

The first source listed is impulse noise, with the impulses having very
high peak voltages. The impulses are generally of very short duration com-
pared to the time between pulses. These may be random or periodic, depend-

fNoise is defined as any undesirable disturbance that tends to obscure the transmitted
signal.
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ing upon their origin. If we perform a mathematical analysis of these pulses,
we find that they comprise an infinite series of sinusoidal components. Those
noise-frequency components (each is a harmonic of the fundamental pulse
frequency) that appear at the receiver antenna terminals and fall within
the RF acceptance band are amplified along with the desired carrier. The
amplified impulses then shock-excite the tuned circuits in the IF section and
produce a series of damped oscillations. The oscillations occur at the natural
resonant frequency of the tuned circuits. Thus, the original noise pulse is
modified by the selectivity (and sensitivity) characteristic of the IF amplifiers.
If the IF amplifier is wide-band (as in broadcast FM), the peak amplitude
of the noise envelope is increased while its time duration is reduced in pro-
portion to the increase in bandwidth. If the IF amplifier is narrow-band
(as in broadcast AM), the peak amplitude of the noise envelope is reduced
while its time duration is accordingly increased in proportion to 1/bandwidth.
In both instances the oscillation frequency is that of the center frequency
of the IF tuned circuits, while the time duration of the main lobe of the wave
train (see Fig. 2-1) is approximately equal to the reciprocal of the IF half-
bandwidth. Thus, for broadcast FM using a 10.7-MHz IF and a 200-kHz
bandwidth, the main lobe time duration is then approximately 1/100,000
or 10 microseconds.

Figure 2-1 shows the IF output waveforms due to an impulse for the nar-
row and wide-band cases. The increased amplitude in the wide-band case
is relatively unimportant, since these amplitude fluctuations are removed
by the limiters (see Fig. 1-1). However, we shall see shortly that this impulse
produces phase modulation (and hence frequency modulation) of the resul-
tant of the noise and signal voltages and that this is more difficult to contend
with.

This form of noise produces an audible output not unlike that of a series
of clicks or pops of a fairly high-pitched nature. Whether the noise output
is a click or a pop depends upon such factors as the initial phase of the impulse
(that is, when it occurs with respect to the signal), the relative amplitudes
of the impulse and signal, the relative frequencies of the impulse and signal
(if the receiver is slightly mistuned, their frequencies will not be the same),
and other factors. We shall return to these forms of disturbances in a later
paragraph.

Since the peak amplitude of a short-duration impulse is proportional to
the IF bandwidth, the bandwidth should be no wider than necessary. An
IF bandwidth wider than necessary serves only to provide the impulse with
a better chance of exceeding the signal amplitude and suppressing the signal.
The noise is thus said to “capture” the receiver. Since we are in effect limiting
the bandwidth for more efficient impulse noise suppression, we must also
limit the maximum signal deviation. This increases the effect of random-type
noise (the third type listed above) and therefore makes the choice of a
+75-kHz deviation a compromise.
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Fig. 2-1. IF output due to a single noise impulse. (a) narrow band IF.
(b) wideband, flat top IF. The time duration of the main lobe is less for
the wideband IF circuit because of larger losses (lower Q) in the tuned
circuits,

2-3. Carrier interference

The second type of disturbance occurs when an interfering carrier is com-
bined with the desired carrier at the antenna of the receiver. The undesired
carrier can be either modulated or not. It can be co-channel or adjacent chan-
nel. If it is co-channel, it is of the same (or very nearly the same) frequency
as the desired carrier. If it is an adjacent channel in the same service area,
- it can differ from the desired carrier by 800 kHz when neither carrier is modu-
lated, by as little as 650 kHz when both are maximum modulated toward
one another, or as much as 950 kHz when both are maximum modulated
away from one another. If the undesired adjacent carrier is in an adjoining
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service area, it can differ from the desired carrier by 200 kHz when neither
is modulated, by as little as 50 kHz when both are maximum modulated
toward one another, or as much as 350 kHz when both are maximum modu-
lated away from one another. These conditions are shown in Fig. 2-2. It
should be noted at this point that co-channel interference is the most serious
type, since it is entirely possible to produce audible beats as a result of the
two carriers combining in the receiver. This is true even if neither carrier is
modulated, if we keep in mind that only a small frequency difference exists
between the carriers. We shall explore this last statement in greater detail
shortly.

2-4. Random noise

The third form of noise listed is random or fluctuation noise. Its energy
distribution is quite different from that of impulse, its frequency compo-
nents cover a very wide range, and it produces a hissing sound in the output.
Since random noise originates from many sources, its detailed analysis is
reserved for a subsequent chapter.

2-5. Basic considerations

In order to see how frequency modulation provides superior noise (and
interference) performance compared to amplitude modulation, we must
see the effect that noise has on a carrier. We may simplify the discussion
by taking a single noise-frequency component (voltage in this case), com-
bining it with a desired carrier, and then observing the effect on the amplitude,
phase, and frequency of the resultant. This single noise voltage may be a
single impulse or a sinusoidal carrier. Since random noise consists of an
infinite number of frequencies of almost equal amplitudes, we can even
select one of these for our single noise-frequency component. We shall ini-
tially assume that the peak amplitude of the noise voltage (E,) is smaller
than the peak amplitude of the desired signal voltage (E;). Thus the ratio
of Ey to Eg is less than one and

oY _g< . 2-1)

The noise component can thus be treated as a sideband with respect to the
signal carrier, and we shall assume that the noise frequency is greater than
the signal frequency. If we treat both voltages as phasors, then we may let
the noise phasor rotate counterclockwise at an angular frequency equal to
the difference frequency between both phasors. We then maintain the signal
phasor stationary. If the noise angular velocity is wy and the signal angular
velocity is wg, then the relative angular velocity is the beat frequency or the
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difference between the two. Thus,
Wp = Oy — Mg, (2-2)
where
wp = 27 f5, f5 = beat frequency,
oy = 27 fx, fx = noise frequency,
ws = 27 fs, fs = signal frequency.

If the signal phasor is assumed to be one unit long, then by Eq. (2-1) the
noise phasor is a units long. This is indicated in Fig. 2-3 with the noise phasor
shown initially at a zero relative phase angle. At this instant the amplitude
of the resultant phasor R is (1 + @) and the phase angle ¢ of the resuitant
is zero degrees. As the noise phasor rotates about the tip of the unit signal,
it traces out a circle of radius a. The tip of the resultant always touches this
circle. Therefore, after 180° of rotation of the noise phasor (equivalent to the
time of half a beat cycle), the resultant amplitude is (1 — a) and the phase
angle of the resultant is again zero. Thus, as the noise rotates about the signal
phasor, the resultant of the two is both amplitude and phase modulated to
the extent of a for amplitude and ¢ for phase.t This is shown in the figure
for a =0.5.

The amplitude modulation of the resultant is removed by a limiter, so
we need not concern ourselves with it for now. However, the FM detector
responds to the frequency deviation of the resultant, since the time rate of
change of ¢ represents changes in the carrier frequency about its average
value. But what is actually taking place in Fig. 2-3 is not frequency modula-
tion. This is because the amount of phase deviation (angle ¢) is independent

a {(noise)
- -

w, \\
8 \\
-
| AM I | |
1(signal) / ’ (1+a0) I‘ PN -I
/ |
7y | | |
"‘;‘; _____ - | |
Ideal ™ : R
limiting \ (t-a ‘ bl
{ fevel _{ L

Fig. 2-3. The basic noise phasor. The phase modulation of the resultant is
+¢ and is proportional to a.

1By extent we mean an equivalent modulation factor for AM of a and modulation
index for PM of ¢.
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of the beat frequency f and depends only upon the amplitude of the noise
phasor. Thus, the resultant is phase modulated by the noise. The equivalent
FM produced as a result of this phase modulation will be explored after
the amplitude and phase disturbances are evaluated.

2-6. Amplitude disturbance

Let us first obtain the expression for the amplitude disturbance of the
resultant signal as a result of the superimposed noise. Again, the desired
carrier is a unit phasor and the noise has an amplitude equal to a. Both volt-
ages are assumed to be unmodulated, and the beat frequency f, is much
smaller than the desired carrier frequency f,. The noise phasor again rotates
counterclockwise at w; = wy — wy and sweeps out an angle wut. The resul-
tant R sweeps out an angle £¢. By the use of trigonometry (see Fig. 2-4)

a sinwgl
wg<<wg

g cos wgt

Fig. 2-4. We obtain the amplitude disturbance (the variation of R over one
beat cycle) by trigonometry.

the amplitude fluctuation (AM) of R as a function of time is the square root
of the sum of the squares of triangle OAB or

A(t) = ~/(1 + acos wpt)? + (asin wyt)’. (2-3)
Expanding under the radical and grouping terms gives
A(t) = /1 4+ 2acos wyt + a*(sin® wzt + cos? wyt). 24
Using the identity: sin® x + cos? x = 1, we have
A@t) = /1 + 2a cos wyt + a’. (2-5)

Now, if both phasors are in phase, wzt = 0 and cos wzt = +1. Thus,
ADux =T+ 2a+a* =1 +a.

If the phasors are in phase opposition, wzt = 180° and cos wyzt = —1. Thus,
Ao =T —2aFa*=1—a.

The envelope of the resultant then varies between the limits of 1 4+ @ and
1 — a. A plot of Eq. (2-5) is shown in Fig. 2-5 for values of @ = 0.2 and
0.9. Notice that when the noise amplitude is 0.9 of the signal voltage, the
rectified envelope takes on a peaky appearance resulting in a large harmonic
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Fig. 2-5. The rectified heterodyne envelope as a result of a noise voltage of
a amplitude superimposed on a signal voltage of unit amplitude.

content. However, we are assuming that these amplitude disturbances are
completely suppressed by efficient limiters.

2-7. Phase disturbance

Consider now the effect that the noise voltage has on the phase of the
resultant. We must remember that any phase fluctuation of the resultant
will produce an equivalent frequency fluctuation, since frequency is de-
fined as the time derivative of phase [in accordance with Eq. (1-10)]. Now,
it is precisely the variation in the angle ¢ of Fig. 2-4 that represents the phase
modulation of R. First, let us obtain an expression for the phase angle as
a function of time or ¢(¢). Once we have this, we may see what effect that
noise has on the frequency of the resultant. We will then see how to contend
with this frequency disturbance (if any) in order to prevent distortion in the
final audio output.

With reference to Fig. 2-4,

_asin oyt N
tanr,b—-l + a cos wyt (2-6)

or

_ -1 asin gt ) w
¢ = tan 1 + acos wyt @7

Now, if the noise and signal phasors are in phase, wut =0, sin wyt =0



Chap. 2 INTERFERENCE 49

and cos wyt = +1. Thus (1), = 0° when wyt = 0°, 180°, 360°, and so
on. The maximum value of phase shift depends upon the ratio of noise to
signal but cannot exceed 90°. This maximum angular shift occurs when
the noise phasor is at right angles to the resultant or

Proax = sin~? % =sin"!a. (2-8)
Thus, the maximum possible phase shift of the resultant (from its quiescent
position, wyt = 0) due to the noise pulse is, for a noise-to-signal ratio of
unity, ¢ = sin~! 1 = 90° or = radians. Thus, one way to minimize the ef-
fects of phase changes due to noise is to produce much larger phase changes
due to signal. In other words, if we frequency-deviate a carrier 70 kHz by
a 70-Hz audio signal, then the modulation index is 70,000/70 = 1000 radians.
The peak phase deviation is (57.3)(1000) = 57,000 degrees. Certainly, a
90° phase shift due to noise will be swamped by a 57,000-degree phase shift
due to signal. Thus, the larger the deviation ratio we choose, the more effec-
tive will be the noise suppression. It can be shownt that the signal-to-noise
(voltage) ratio improvement of FM over AM is

(%),

()
W AM
where D = deviation ratio.

Equation (2-9) is valid only when the peak signal exceeds the peak noise.
If the peak noise should exceed the peak signal, the noise improvement is
lost.

Since power is proportional to the square of voltage, we may state the
improvement in signal-to-noise power as

=A/3D (2-9)

S
(W)”’ = 3D (2-10)

().

Equations (2-9) and (2-10) are for random-type noise. The improvement
for impulse noise is of the same order of magnitude and slightly greater.
For a deviation ratio of 5 (wide-band FM), the signal-to-noise power improve-
ment is then (3)(5%) =75 or 10log 75 = 18.75db better than AM. For
a deviation ratio of D = 0.6 (narrow-band FM), we have

db improvement = 10 log (3)(0.6)?
=101log 1,
db=0.

1See M. G. Crosby, “Frequency Modulation Noise Characteristics,” Proc. IRE, 25,
472-514 (April 1937).
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Thus, narrow-band FM provides no noise improvement over AM, since
we are restricting the signal phase deviations with respect to the noise phase
deviations.

Returning to Eq. (2-7), a plot of this function is shown in Fig. 2-6.
Notice that for small noise-to-signal ratios (a = 0.2) the phase disturbance
of R is approximately sinusoidal and the average phase shift over one com-
plete revolution of a about the unit carrier is zero. For larger values of a
(a = 0.9) the phase variation is no longer sinusoidal but the average shift
is still zero. The reason for the “peculiar” shape of ¢(¢) for a = 0.9 is as fol-
lows. Between 0° and 150° of rotation of the noise phasor about the signal
phasor, the phase change is occurring at a fairly constant rate. Between
154° and 206° of rotationt the amplitude of the resultant is changing very
rapidly. This is necessary since the noise phasor is rotating at a constant
angular speed. In other words, R sweeps out a maximum angle of ¢, =
sin~! g = sin! 0.9 = 64°. This is equal to a maximum of 64°/57.3 =1.12
radians swept out in the time of one beat cycle.

Now if the beat frequency is increased, the resultant must sweep out
the same maximum angle (assuming a = 0.9) in less time. Thus the rate
of change of phase is greater but the maximum angle swept out remains the
same, since ¢,y is a function of a only.

2-8. Frequency disturbance

Finally, let us see the effect that phase modulation of the resultant (Fig.
2-6) has on the frequency of the resultant. We recall from Eq. (1-10) that
frequency modulation is proportional to the rate of change of phase. In
other words, the instantaneous frequency (f;) of the resultant phasor is pro-
portional to the slope of the curves of Fig. 2-6. To obtain an expression for
the slope of Fig. 2-6 we must differentiate Eq. (2-7) by means of the calculus.
When this is done,} the expression for the frequency shift due to the presence
of the noise voltage is

1 d afg(cos wyt + a
fN=Zz'7i?=1-{Ba(2+22cj>_sm)ﬂt' @-11)
This expression is exact and is valid for all values of a. A plot of Eq. (2-11)
is shown in Fig. 2-7 for two values of a (0.2 and 0.9).

The total instantaneous frequency of the resultant phasor of Fig. 2-4 is
then equal to the frequency of the stronger signal (the unit phasor) plus a
shift due to the disturbance. Thus

1If Eq. (2-7) is differentiated and set equal to zero, the instantaneous angles (wnt) of
the noise vector may be computed. These are the angles where the phase deviation of the
resultant is a maximum.

1See Appendix 2-1.
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30°
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0 902° 154° 180°

() or PM

Fig. 2-6. The phase disturbance of the resultant of noise 2 and a unit
signal. The average value of phase shift over one beat cycle = 0.

ﬁ=ﬁ+2L,,"f,—(f (2-12)
=fo+/f (2-13)
—f 4 afcosont +a) (2-14)

14+ a® + 2acos wyt

Note that the shift (fy) due to noise is directly proportional to the beat
frequency f,. For small values of a, fy is approximately cosinusoidal, pro-
ducing a single beat-note in the detector output. If the beat frequency is
15 kHz or higher, it will be inaudible and we may ignore it. If the beat fre-
quency is less than 15 kHz, then it will be audible. If the frequency of the
desired carrier is the same as that of the noise, the beat frequency is zero.
This produces no FM disturbance in the detector output, and only the desired
carrier produces an output (provided it is being modulated).
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Fig. 2-7. The frequency disturbance due to a noise voltage of magnitude
a superimposed on a unit signal. The solid-line frequency spikes are shown
for two complete rotations of the noise phasor about the signal phasor.

2-9. Capture effect

We may draw several conclusions from Fig. 2-7. As long as a is less than
unity, the average phase change of the resultant over one beat cycle is zero.
Thus, the average frequency of the resultant is that of the stronger signal
wg. If one were to integrate Eq. (2-14) from zero to infinity, the result would
be that of f,, the frequency of the stronger carrier. The magnitude of fre-
quency excursions of the resultant above and below wy increases with the
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frequency difference (w;) between the stronger and weaker carriers and with
the magnitude of a. Should @ become larger than unity, the noise (wg + w5)
“takes over” or captures the detector and suppresses the desired carrier.
In other words, the average frequency of the resultant suddenly becomes
that of the noise.

Then, if two co-channel IF carriers appear at the detector input, the
average frequency detected is that of the stronger of the two signals. The

E(w) }
(a)

Instantaneous location of
signal (S) and disturbance (D).

(b}

Frequency interchange, no
amplitude interchange.
tnstantaneous location in the
IF passband. Both (S)and (D)
max. modulated.

E(w)f

w —

(c)

Elw) 1 Instantaneous location of
signal and disturbance.

E(w)

{d)

Frequency and amplitude
interchange.

w ——
Fig. 2-8. The importance of a flat IF passband (careful design and align-
ment). Parts (a) and (b) illustrate the wanted signal (S) at the detector
input greater than the disturbance (D) or a 1. The disturbance is sup-
pressed. Parts (c) and (d) illustrate how the wanted signal at the detector
input is not maintained greater than that of the disturbance. The distur-
bance pattern of fig. 2-7 reverses and the disturbance captures the receiver.
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disturbance pattern produced should not be “distorted” in any way by the
detector. This is required so that the average frequency of the pattern does
not change over one beat cycle. If the limiter-detector bandwidth is not able
to accommodate the maximum excursion for a given a and a given wg, the
pattern is distorted. The average frequency is shifted away from that of the
stronger signal toward that of the undesired signal. This “frequency clipping”
can be prevented by using a wide-band limiter-detector.¥

It is also necessary that @ remain less than unity for low capture ratios.t
Flat-topped and well-aligned IF stages will insure that during the frequency
interchange there will be no amplitude interchange between the desired signal
and the disturbance. In other words, so long as the disturbance amplitude
ais not allowed to exceed that of the wanted signal during the time of one beat
cycle, the spikes will not reverse direction and the average frequency of the
resultant remains that of the wanted signal. See Fig. 2-8.

We also see by Eq. (2-14) that the disturbance magnitude is propor-
tional to the frequency difference between the two carriers. As the beat
frequency increases, the disturbance will tend to get worse except that the
deemphasis network, being a low-pass filter, will attenuate the higher-or-
dered beat notes.

The capture effect (ability of a wide-band FM system to suppress the
weaker of two signals) provides FM systems with a distinct advantage over
a “comparable” AM system. So long as adjacent service areas are kept reason-
ably apart, carriers in the respective areas may be co-channel, since the cap-
ture effect will prevail and a given receiver output will contain the intelligence
of the stronger of the two carriers. Amplitude-modulation interference is
directly proportional to relative signal strength, thus requiring much greater
service-area separation for co-channel carriers. Frequency modulation,
we conclude, is more efficient than amplitude modulation in terms of utilizing
available allocations for large areas.

2-10. Pops and clicks as they relate to impulses

Let us now observe, in a graphical sense, the action of an impulse on the
detected output of an FM receiver. As stated in Sec. 2-2, the noise pulse
is modified by the IF selectivity and sensitivity characteristic of the IF
amplifiers. The reason is that the impulse is short compared to the impulse
period. It shock-excites the tuned circuits, and the tuned-circuit output is
independent of the nature of the input pulse.

We may regard the impulse [see Fig. 2-9(a)] as a noise phasor a of fre-

¥See L. B. Arguimbau, Vacuum Tube Circuits and Transistors (New York: John Wiley
& Sons, Inc., 1956), p. 531.
tCapture ratio in db = 20 logy, 1/a.
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Fig. 2-9. The result of the impulse 4B is to produce a “click” in the audio
output.
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quency wp which grows to a maximum and then decreases to zero while
rotating about the tip of OA. The initial relative phase angle between the
signal and the noise is zero. As the noise phasor goes through successive
changes in growth, the resultant (OB) is both amplitude and angle-modulated.
As shown in Fig. 2-9(b), the net change in angle is zero; therefore the net
area of the A f curve (obtained by df/dt) is zero. The physical significance
of the A f curve is that it lacks low-frequency content and produces a “click”
(a relatively negligible disturbance).

On a purely random basis, the situation could be as depicted in Fig.
2-10(a). Here, the impulse starts “growing” at a later time compared to the
start in Fig. 2-9(a). The result is that the origin is encircled. Whenever the
origin is enclosed by the locus of the noise phasor, the resultant frequency
deviation [as shown in Fig. 2-10(b)] has a nonzero net area. This produces
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an audio output with appreciable low-frequency content or a “pop.” We
assume again that the noise is momentarily higher in frequency than the
signal by 75,000 Hz. Thus, the beat period is 1/75,000 = 13.15 usec. The
maximum gradient of the phase plot is (10.9 X 10%) degrees/sec, so that

o+ (109)(10°) = 1.74 MHz (max).

In the case of clicks, we see that the phase change is essentially momen-
tary and less than the deemphasis time constant of 75 usec. Experimentally,
we determine that the audio output of the click relative to 100 per cent modu-
lation (75 kHz) is approximately 26 db below the signal amplitude.

With regard to pops, we observe a sudden phase change, but thereafter,
a relatively constant phase angle with respect to wz¢. This produces a sudden
change in detector output, but thereafter the output remains constant.

Af =

(a)As the impulse A8 changes
length, the resultant O8 is
both amplitude and angle
modulated

|

360°1—

270°+

(b) The resultant frequency
8 deviation {(Af)
T 180°

Af

90°-

13.15us
1 |
o 90° i80° 270° 360°

(A)B’—>

Fig. 2-10. The result of the impulse AB is to produce a “pop” in the audio
output.
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Experimentally we find that the disturbance is only approximately 15.4 db
below signal output relative to 100 per cent modulation (75 kHz).

In general, then, we see that pops produce a far more severe disturbance
than clicks. The occurrence of either is, of course, purely random.

When an FM receiver is mistuned, the carrier frequency is inherently
different from that of the impulse, and the pop intensity increases. Thus,
the probability of occurrence of a pop increases with beat frequency. A pop,
therefore, cannot occur if the receiver is precisely center-tuned and the signal
is at center frequency. This points up the importance of properly tuning
an FM receiver.

2-11. Interference suppression

It was stated in Sec. 2-1 that the improved noise performance of FM
over AM is due mainly to the use of large changes in the instantaneous fre-
quency of a carrier. This is borne out by an examination of Eq. (2-10). The
improvement in S/N power is proportional to the square of carrier deviation.
Thus, the fundamental approach to interference suppression is to use wide-
band FM—that is, use a large-index system. There is a limit to how large
an index we can use to gain better suppression. Figure 1-21 tells us that band-
width occupancy increases with increasing index and therefore we accept
a greater amount of noise. In general, indices of five or greater constitute
a wide-band system and give good interference suppression.

When the desired carrier amplitude is greater than that of the disturbance,
the resulting effect for both AM and FM is to produce an output at the beat
frequency (wp). In AM the intensity of this output is independent of wg,
but in FM it is directly proportional to e The interference effect in both
systems is directly proportional to the amplitude of the disturbance. We
may state this mathematically as follows:
N

E, = Yol for AM, (2-15)
[Q):]

EN = ch

alx

for FM, (2-16)

where
Ey = amplitude of interference output referred to a percentage of maxi-
mum output,
N = peak amplitude of disturbance,
C = peak amplitude of desired signal,
wp = angular beat or difference frequency between the desired signal
and the disturbance,

Ao, = angular frequency deviation of desired carrier = 2zAf,.
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Uniform noise spectrum
for AM receiver

30 [O=1 OCD represents total system noise.
20 F OFE represents only that portion
which is audible

Degree of interference, expressed
as a % of the max. output

£ D
0 15 kHz 75

Hz g

o X

Nk

Frequency difference between desired
carrier and interfering signal

Fig. 2-11. The familiar noise spectrum. This spectrum is valid where the
desired carrier amplitude is appreciably larger than the interfering signal,
the desired carrier and interfering signal amplitudes remain constant and
there is no preemphasis provided at the transmitter.

If we plot Egs. (2-15) and (2-16), we obtain the familiar FM noise triangle
(OCD for wide-band FM and OBE for narrow-band FM) and AM noise
rectangle (OABE).

Figure 2-11 shows that the demodulated noise in AM follows a uniform
spectrum for all beat frequencies up to 15 kHz (the normal limit of audibility).
The noise spectrum for FM is entirely different. If an interfering signal is
15 kHz away from the desired signal, it will produce ten times the interference
effect that would have occurred had the beat frequency been only 1500 Hz.
Also, the area of the narrow-band FM system, being one-half that of the
AM system, results in one-half the noise. If we use a wide-band system (OCD),
then the S/N ratio for FM is superior to a comparable AM system by a factor
of 100/20 = 5, or 20log,, 5 = 14 db.

We note two important items at this point:

1. The basic improvement shown above is obtained when the undesired
signal frequency is no more than 15 kHz away from the desired signal fre-
quency or wg = 15,000/27 Hz.

2. The triangular spectrum of an FM system (narrow or wide-band)
results in a progressive increase in noise output with increasing frequency.
Thus, the S/N ratio at 15,000 Hz is lower than that at 1500 Hz. Also, the spec-
tral density (watts/Hz) is less at 15,000 Hz, resulting in a smaller carrier devia-
tion.



Chap. 2 INTERFERENCE 59

The obvious solution to this problem is to equalize the S/N ratio across
the entire band by preemphasizing the amplitudes of the higher-frequency
tones at the transmitter. This will provide a measure of interference suppres-
sion if we furnish a complementary deemphasis network (low-pass filter)
at the receiver. A typical configuration is shown in Fig. 2-12. This filter

c
- -O0—
! : & I T
Radio__ c

Ein R, Ry link //r' Eout
o RC=T75us _ RC=T5ps i

Typical preemphasis network Typical deemphasis network

Fig. 2-12. Pre- and deemphasis networks. Eour should be within a few db
of Ejn, from 50 Hz to 15,000 Hz.

(nominal time constant of 75 usec) attenuates the interference as well as the
high-frequency audio notes, but since the high-frequency program content
is restored to its original level, the interference is substantially reduced.
The improvement in S/N of FM over AM due to the use of preemphasis-
deemphasis can be found by the use of the following equation:t

improvement in db = 10 log,, % 2-17)
where
= ﬁ : f_;n — -1 & > o
D 3<fm>(f. tan ﬁ) (2-18)
_ 1 -
fi= IZR.C (see Fig. 2-12),

£, = 15,000 Hz.

Substitution of appropriate numbers-in Eq. (2-18) followed by the use of
Eq. (2-17) will give a 20-fold or 13-db improvement (in voltage). This is
based upon an FCC-specified preemphasis time constant (R,C) of 75 psec.

The effect of preemphasis at the transmitter is to “flatten” the trian-
gular noise spectrum and make it essentially rectangular as shown in Fig.
2-13. Above about 2000 Hz the receiver audio passband drops linearly
with frequency. This effect compensates for the tendency of the high-fre-
quency noise components to deviate the transmitter excessively to produce
a greater detector output. As a result, the noise output at the receiver detec-
tor remains essentially constant, and the improvement of an FM system over

tSee M. Schwartz, Information Transmission, Modulation and Noise (New York:
McGraw-Hill Book Company, 1959), p. 309.
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A
1875db}--r———-——————————————— — T T

Improvemnent with
preemphasis = 18db
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level
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2000 Hz 15,000 Hz f— 75000Hz ~
Frequency difference between desired signal and interference

Fig. 2-13. Preemphasis effect is to “flatten” spectrum above about 2000 Hz.
From the vantage point of the noise only, the system appears as narrow-
band AM.

that of a comparable AM system is more like 10 log,, 3(75,000/2000)? =

36 db.
In summary then, the effective interference-suppression techniques are:

1. Use wide-band FM.

2. Use very wide-band limiters and detectors plus “flat,” well-aligned
IF stages.

3. Use preemphasis and deemphasis.

2-12. Threshold phenomenon

The previous discussions concerning the relative amplitudes of carrier
to noise show a rather sharp transition between good and poor FM perfor-
mance. In AM systems, the detected S/N power ratio (in db) is linearly pro-
portional to the S/N power input to the receiver. This is not quite the case
for FM systems.

There is a point below which the frequency-modulation improvement
over an equivalent AM system is lost. This point is termed “improvement
threshold.” For input S/N ratios above this point, the FM system “improves”
at a greater rate than the AM system. As the input S/N ratio continues to
increase, a point is reached where maximum improvement of FM over AM
is realized. This is designated as the threshold of full improvement. It is at
this input S/N level that Eq. (2-10) is valid. Beyond this point, the FM
improvement over AM remains constant and is simply equal to 3D2 If
greater FM-to-AM improvement is required, a higher deviation ratio is
needed.
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Figure 2-14 depicts these conditions, and from part (a) certain conclu-
sions can be reached. Below the threshold of full FM improvement, the
wide-band noise improvement is essentially independent of the deviation
ratio (D) and is dependent upon the input S/N ratio. Above the threshold
of full FM improvement, the wide-band improvement is independent of the

input S/N ratio (the slopes of the FM and AM curves are practically identical)
and is fixed for a given D.
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Fig. 2-14. FM improvement and threshold effects.
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An additional conclusion, not so evident from Fig. 2-14, is that since
detected noise power is dependent upon the receiver passband, the receiver
with a wider passband is at a disadvantage. If the carrier power to two FM
receivers of different bandwidths is reduced, the noise power will “reach”
the carrier power in the wider-band receiver first. Therefore, the wide-band
system (D = 10) requires higher carrier power before reaching the threshold
than a narrowband system (D = 1). At low carrier power, the input S/N
power ratio may be above threshold for the narrow-band system and below
it for the wide-band system. Therefore, under the above conditions, the
narrow-band system will produce a higher average detected S/N power ratio.

Figure 2-14(b) shows the improvement of several FM systems over an
equivalent (same audio bandwidth) AM system. It should be noted that below
the knees of the curves, the FM systems deteriorate rapidly.

2-13. Summary

1. Improved noise performance can be realized by large signal-induced
frequency deviations.

2. The AM disturbance introduced into an FM receiver can be dealt
with by means of amplitude limiting.

3. The phase and frequency disturbances introduced into an FM receiver
can be dealt with by means of wide-band, linear, well-aligned equipment.

4. To minimize the possibility of the disturbance “capturing” the re-
ceiver from the signal, a flat-topped, accurately aligned and tuned receiver
is required.

5. Phase and frequency modulation are mathematically related, but
are not identical.

6. The signal-power to noise-power improvement in a wide-band FM
system is proportional to the square of the deviation ratio.

7. A narrow-band FM system (deviation ratio = 0.6) provides essen-
tially no noise improvement over an AM system of comparable IF bandwidth.

8. “Frequency clipping” (shifting the average value of the spike pattern
of Fig. 2-7) can be prevented by using a wide-band detector-limiter.

9. FM systems are more efficient than AM in terms of utilizing available
allocations.

10. The action of an impulse on the audible output of an FM receiver
is to produce a series of “pops” and/or “clicks”—depending upon the initial
phase of the impulse, the relative amplitudes of the impulse and signal, and
so on.

11. Proper receiver tuning will minimize the occurrence of “pops.”

12. The demodulated noise in AM follows a uniform spectrum for all
beat frequencies, up to 15 kHz.
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13. The demodulated noise in FM follows a triangular spectrum for all
beat frequencies, up to the 75-kHz deviation limits.

14. Preemphasis provides S/N improvement by means of equalizing
transmitter deviations in the “noisy” higher audio-frequency range. This
tends to flatten the triangular spectrum.

15. FM systems exhibit fairly sharp thresholds, below which the signal
is completely submerged in noise.

16. Narrow-band FM systems can be superior to wide-band FM systems
at low operating carrier levels (mobile, military, and the like).
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APPENDIX 2-1

The frequency fluctuation (FM) of the resultant R above and below that
of the stronger signal (see Figs. 2-3 and 2-4) is
_ 1 . d¢
fv= % dr 1)

where d¢/dt represents the FM disturbance.
If

— tap-1__ @Sin ogt
= 1 4+ acos wgt ’ @
then the instantaneous radian frequency of the disturbance is
(tan" a sin gt )

d
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Using the relationship

du
d(tan~'x) 4t
dt 14w

and letting
y—_9 sin wgt ,
1 4+ acos wst
then
( asin oyt )
dé _ "\l + acos wyt (1 —I—_aCOSa)Bt)z__- (4)
dt dt "1+ a® + 2acos wyt
Using the formula for the derivative of a quotient,
pdu _ dv
dy _ dt dt
dr — v? ’

and letting v = 1 4 a cos w,t and u = a sin wyt, proper substitution gives

dt ~ 1+ a® + 2acos oyt
Dividing through both sides of Eq. (5) by 2= gives
1 d¢ _ afyfcoswyt +a) 6
27 dt_l+a’+2ac05m,,t_f”' ©)
When wyt =0, cos wyt = +1. This is when the unit carrier (desired
signal) and the disturbance g are in-phase. The rate of change of phase (d¢/dt)
is maximum and the instantaneous frequency is
_afl+a) _ afs
fN—1+a’+2a_a+1 (@)
This frequency corresponds to point X on Fig. 2-7.
When wyt = 180°, cos wyt = —1. This is when the unit carrier and the
disturbance a are in phase-opposition. The rate of change of phase (d¢/dt)
is again a maximum and the instantaneous frequency is

_affa—1) _ afy i
fN—l+a2—2a__l—-a ®)

This frequency corresponds to point Y on Fig. 2-7.

d¢ aw{Ccos wxt +a) ©)




NOISE

3-1. Introduction

The layman usually thinks of noise as sounds that are not harmonically
related and are therefore not intelligible. In an electronic sense, voltage
or current variations that tend to mask the desired signal are termed noise.
At the output of the receiver, these noise currents produce rushing, hiss-
ing, or roaring sounds. Since their effect is to mask or interfere with the
incoming signal, the maximum obtainable sensitivity of a receiver is limited
by the electrical noise generated in the part of the receiver that obtains the
greatest total amplification. This means that the RF amplifier and the mixer
circuits are the most important circuits with regard to weak signal sensitivity.

Noise is contributed to the receiver by three main sources: (1) thermal
agitation, (2) tube and transistor noises, (3) noise sources external to the
receiver. In this chapter we shall consider the noise sources that are internal
to the receiver, and what can be done to reduce their effect on the receiver.

3-2. Thermal agitation

All matter is made up of atoms or of groups of atoms called molecules.
Conductors, in particular, at room temperature will release from their atoms
vast numbers of free electrons. Owing to the energy imparted to them by the
surrounding heat, all of these electrons, atoms, and molecules will be in
violent motion. The greater the heat, the more violent the motion. Thus,
the temperature of a body is the means by which the average motion (kinetic
energy) of the component particles is measured. The temperature at which

65
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all molecular motion ceases is minus 273.16 degrees centigrade (—459.68°F).
This temperature is called absolute zero. The temperature scale that uses
absolute zero as its reference is called the Kelvin or absolute scale. To convert
from the centigrade scale to the Kelvin scale the following conversion formula
can be used.

T = (centigrade degrees) + 273.16 (3-1)

where T is in degrees Kelvin (K). This would mean, for example, that if
an FM receiver’s ambient temperature were 60°C (140°F), its absolute tem-
perature would be 333.16°K.

In a conductor, millions upon millions of free electrons are in motion
owing to the energy contributed to them by the surrounding heat. Each
of these free electrons constitutes a minute current. These currents result
in thermal noise—or, as it is sometimes called, thermal agitation noise. The
direction and speed of the free electrons are random and of infinite variety.
These currents, therefore, generate complex voltages whose waveform
(over a period of time) can be resolved into a range of sinusoidal frequency
components that appear across the conductor and are almost infinite in
number. See Fig. 3-1. The amplitude of these components is seen to ‘be con-

Drop in noise
level due to quantum

mechanical effects.
(not experimentally justified)
Power [
level 1™
[N
| \
| N\
i \
i \
\
! \
} \
1
1
0 103cps —»c0

Frequency of noise components

Fig. 3-1. Spectrum of sine wave components which random noise can be
shown to be made up of.

stant up to a frequency of about 10'* Hz. Such noise (constant-amplitude
noise-component spectrum) is often called fluctuation or white noise.
Random noise is called white noise because of its similarity to white light
(white light consists of equal-energy spectral components).

White noise differs from impulse noise in that impulse noise can be re-
solved into an infinity of infinitely small sinusoidal frequency components
whose amplitude decreases with frequency. See Fig. 3-2 and refer to Chapter
2 for more details regarding impulse noise.

White noise develops no DC component because there is just as good
a possibility that electrons will move in one direction as another—there-
fore over a period of time the average (DC) value is zero.
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Magnitude of noise
components

F—>»®
Fig. 3-2. Spectrum of impulse noise components.

Noise components can be treated as different frequency generators
which can be connected in series. Since all the generators are of different
frequency and phase, the only way to evaluate such a combination of genera-
tors is on the basis of total power developed by the generators. As shown
in Fig. 3-3, the voltage developed by such a combination of generators is
an rms voltage whose magnitude is equal to the square root of the sum of
the squares of all of the effective noise generators. Therefore, noise voltages
and currents are always computed on an rms or effective value basis.

The magnitude of the noise voltage (rms) developed across a conductor
depends upon three factors: temperature, resistance, and bandwidth. It
is fairly obvious that an increase in temperature will, by definition, cause an
increase in the velocity of free electrons in a conductor. This constitutes an
increase in noise current through the conductor. As a result, an increased
noise voltage appears across the conductor equal in magnitude to the noise
current multiplied by the resistance of the conductor. Of course if the tem-
perature should decrease, the noise voltage across the conductor would also
decrease.

For a given temperature the average motion of the free electrons in a
conductor is the same whether the resistance of the conductor is large or
small. This means that the random-noise currents in a conductor of low
resistance will generate a terminal voltage smaller than the voltage generated
across a conductor whose resistance is large.

Bandwidth, not the particular frequency of operation, is the important
consideration with regard to noise voltage generated by thermal agitation.
This means that a wide-band amplifier will tend to generate more noise than
will a narrow-band amplifier regardless of the frequency of operation, all
other factors being equal. The reason is that the wider the bandpass of an
amplifier the greater will be the number of noise components amplified
(see Fig. 3-1). These amplified noise components will then add vectorially
to one another, producing the noise output. Obviously, a narrow-band
amplifier will pass fewer noise components than will a wide-band amplifier,
and thus its noise output voltage will be smaller.

It is interesting to note that bandpass, in the discussion of noise, is not
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e w Total RMS noise voltage output

Equivalent noise (&)

generators of

different @ m R f\
frequencies, but

of same amplitude @
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The total power (£) dissipated across # must be equal to the sum of
the power delivered to A by each noise generator. Thus;
AR=R+ AR +A +F tetc.
o EPIR = E¥/R +EZIR+EZ/IR+EL/R........
Multiply both sides by A. Thus;
E2= EE+E2+EL+EZ ......(all voltages are rms)

o E = JERVERAEZVER . (rms voltages)

Fig. 3-3. Derivation of an equation for finding the total rms voltage of a
series circuit containing generators of different frequencies.

defined as the half-power points on the frequency-response curve of the
amplifier or device in question. Mathematically, the amplifier’s response
is modified so as to avoid the necessity of dealing with noise voltages of dif-
ferent magnitudes (since the amplifier’s bandpass is not ideal) when comput-
ing the total output noise voltage. The equivalent noise bandpass of the
amplifier is rectangular (see Fig. 3-4) and its bandpass is found to enclose
the same area as the actual amplifier’s bandpass. It is also to be noted that
the peak amplitudes of both curves are the same. The noise bandwidth
of a single-stage high-Q tuned amplifier will be found to be 1.57 times the
half-power bandwidth of the stage. For most purposes where multiple tuned
amplifiers are employed (good skirt response) the half-power bandwidth
gives sufficient accuracy.

Granular-type carbon resistors will develop higher levels of noise than
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.g
5 1.57 x(fo=£)
- — ) .
@ 1 | Equivalent noise response
=1 1
% i _—Actual tuned ckt. response
= 0707 . (both enclose equal areas)
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Fig. 3-4. High Q tuned circuit response may be converted into an equiva-
lent flat response in order to avoid the necessity of dealing with noise of
different magnitudes.

will film or wirewound resistors, because contact effects between the grains
of carbon introduce additional noise. Direct current flowing through a car-
bon resistor will also tend to increase the noise level above that generated
by thermal agitation alone. This is due to internal arcing between the carbon
grains which make up the resistor.

The basic work on thermal noise was done in 1928 by J. B. Johnson.
This is why thermal noise is sometimes called Johnson noise. The equation
Johnson developed for the rms value of noise is

el =4KTRB (3-2)
where

T = the temperature in degrees absolute or Kelvin to which the
resistance in question is raised.

R = the resistance across which the thermal noise is developed.
Its unit is ohms.

B = the effective noise bandpass in cps.

K = 1.37 x 10-% joules per degree Kelvin. This is called Boltzmann’s
constant and represents the amount of energy contributed to
the system by each degree rise in temperature.

This equation embodies the three factors R, T, and B, which determine
the degree of thermal noise generated across a conductor. The magnitude
of this voltage, for most conditions, is of the order of microvolts, so it can
become important only when the overall amplification is very high.

For ease of calculation the noise voltage of Eq. (3-2) can be thought
of as a noise generator in series with a perfect resistor that is incapable of
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generating any noise. The magnitude of this perfect resistor is equal in value
to that of the resistance which is actually producing the thermal noise. See
Fig. 3-5(a). This circuit is a Thevenin constant-voltage equivalent circuit,
which can be converted into a Norton constant-current equivalent cir-
cuit as shown in Fig. 3-5(b). Either equivalent circuit may be employed for
thermal-noise calculations, using whichever method will produce the greatest
mathematical simplifications.

A number of examples will clarify some of the problems that arise in
the computation of thermal noise. Consider a 1000-ohm wirewound resis-

A

R (noiseless resistance)

° eptme)= VAKTR B

B

(a) Thevenin equivalent noise generator.

To convert a Thevenin equivalent noise generator to a Norton equivalent
noise generator the following procedure is employed;

Step 1. Short Thevenin equivalent circuit terminals 4 to 8.

Step 2. Calculate current flowing through short circuit, this is
the Norton equivalent current. Thus:

_ € _ JAKTRB

h= R = R
2_4KTRB__ _ A4KTB
=T R R

Step 3. Use this current as the constant current generator in the
Norton equivalent circuit.

Step 4. Place R (Thevenin) across /2 generator.

0 A
4KT B

-0 8
(b) Norton equivalent circuit.

Fig. 3-5. (a) Thevenin constant voltage equivalent noise generator. (b)
Conversion of Thevenin noise generator into an equivalent Norton con-
stant current noise generator and its circuit diagram.



Chap. 3 NOISE 71

tor, at a temperature of 290°K (room temperature), which is placed at the
input to an amplifier whose bandpass is 200 kHz. The noise voltage developed
across the resistor due to thermal agitation will be

E. msy = ~4KTRB
=4/4 X 1.37 X 10728 X 2.9 X 10?2 X 10° x 2 X 10°
=A/3.18 X 10-¢

= 1.77 microvolts rms.

The peak or crest value of random noise has been found to be about four
times larger than the rms value. Thus the peak value would be 7.1 micro-
volts.

Now consider the case of a parallel resonant circuit. As is well known,
at resonance such a circuit is resistive and will, therefore, contribute thermal
noise to an amplifier as would any other resistive element. At frequencies
other than resonance the resistive component of the total impedance is reduced
and thus contributes less noise. To compute the total rms noise introduced
throughout the entire response of the tuned circuit would require that the
noise level be calculated, by means of Eq. (3-2) [bandwidth B equals
1 Hz], for an infinite number of adjacent frequencies. The total noise power
generated throughout the entire response is the sum of all of the noise levels
computed. This method is best accomplished by means of the calculus.
For ease in calculation we can reach a good approximation of the noise
generated in the passband by assuming that in a high-Q tuned circuit the
resistive component of impedance is constant. Thus, the noise generated
in a parallel tuned circuit can be calculated by means of Eq. (3-2). Conse-
quently, if it is assumed that the resistive component of the antiresonant
circuit in Fig. 3-6 is constant throughout its bandpass, then the rms noise

To input of FM receiver

Q=100
f, =100 MHz
BW=1MHz

Cc = Noise output voltage =10.17
BW of receiver IF =200 kHz SpF T Noiseoulpuivoltage =10.Ifuv rms
7T=300°K (27°C) R
Z=31,400 ohms 314

8
L

Fig. 3-6. An antiresonant circuit which produces a noise output equivalent
to a 31,400 ohm resistor.
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voltage developed may be calculated as follows:
dynamic resistance at resonance = QX
=6.28 x 10® X 0.5 x 10~¢ x 102
= 3.14 x 10* ohms

and therefore

e, = A/4KTRB
=A/4 X 1.37 X 1078 x 3 x 10% x 3.14 X 10* X 2 x 10°
= 10.17 microvolts rms.

Notice that in solving for the noise voltage the 200-kHz bandpass of the IF
amplifier was employed rather than the tuned-circuit bandpass of (£,/Q) = 1
MHz. This is because only those noise components which can pass through
the bandpass of the amplifier will appear at the output of the amplifier.

It should be pointed out at this juncture that such circuit elements as
inductance and capacitance do not generate thermal noise. Thermal noise
is produced by the expenditure of energy [thus Eq. (3-2) is really a power
equation] in the form of heat, whereas reactive elements can only store energy,
not dissipate it. Consequently, these elements (disregarding such losses as
distributed resistance, hysteresis losses, and so on) do not generate thermal
noise. The reader may then wonder at the fact thatin an antiresonant circuit,
consisting of L, C, and R components, the effective noise resistance at reso-
nance is equal to Q X, which is Ot times the series resistance of the induc-
tive branch. This comes about because the series resistive losses in the circuit
act as a noise generator that “sees” a series resonant circuit. Thus the noise

0.0324 pamps rms

R
3.14 ohms

L X

Equivalent noise generator
0.5 uhy (314 ohms)

of 3.14 ohm resistor

:

C X Noise output
~ voltage
5pF (3'4 oth) IO.'?/J-V rms

>

Fig. 3-7. The circuit of Fig. 3-6 is redrawn showing that the 3.14 ohm
internal resistance and the effects of series resonance are responsible for
the large noise output voltage.

tThis is obtained as follows: Q = X/R; multiplying both sides by Q, Q* = QXi/R,
QR = QX;. Thus, Q?R = Z at antiresonance.
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output across the tuning capacitor (terminals of the antiresonant circuit)
is magnified Q times the noise generated by the series resistance of the anti-
resonant circuit. The antiresonant circuit of Fig. 3-6 is redrawn in Fig. 3-7
showing the Thevenin equivalent noise generator of the 3.14-ohm series resis-
tance driving a series resonant circuit. The noise generated across the 3.14-
ohm resistance is

e, = ~/4KTRB
=a/4 X 1.37 X 10728 x 3 x 10? x 2 x 10° x 3.14
= (.1017 microvolts rms.

Thus the noise output across the tuning capacitor (terminals of the antires-
onant circuit) is magnified Q times the noise generated by the series resis-
tance of the antiresonant circuit. Since the circuit Q of the series resonant
circuit is 100, the noise output voltage will be

€qn =€, X @ =0.1017 X 10~°% x 102
= 10.17 microvolts rms,

which is exactly the same as the noise level found in Fig. 3-6.

3-3. Shot noise

An important contributor of noise in a high-amplification receiver is
shot noise. This form of white noise is generated in the vacuum tube because
of the random emission of electrons from the cathode and their random
arrival at the plate.

In Fig. 3-8 a triode is arranged so that a DC plate current of 6 ma flows
through the tube. In the same figure is a graph illustrating the flow of DC
current versus time. A certain portion of curve is shown greatly enlarged.
It can be seen that the plate current actually consists of two components,
a DC component and a very small AC component. The AC component
represents the variation in the number of electrons that arrive at the plate
each instant. The magnitude of the AC component of plate current for a
triode is found by means of the following equation:

o = 4K(OT)E2 B, (3-3)

where
o = .88,
0 = .644,
K = Boltzmann’s constant, 1.37 X 10-2 joules per degree Kelvin,

T, = cathode temperature in degrees Kelvin,
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12AT 7
108 v
gm=4000ymhog ——\v
b 6ma
%500 k 854 200048
lflzov

——Highly magnified view of current variations
(shot noise)
6ma )

Peak value of plate current 6.0000266 ma
(=4 times the rms value)

Plate current

0

Time —— >

Fig. 3-8. Variations in the plate current of a triode amplifier due to shot
noise.

g = transconductance of a triode in micromhos,
B = bandwidth of the system.

This equation assumes that the tube is not temperature-saturated (the condi-
tion where all emitted electrons are collected by the plate and no space
charge is formed) but is space-charge limited. The noise level of the space-
charge limited tube is lower than that of a temperature-limited tube. This
is because the space charge, by means of its repelling action on newly emitted
electrons, acts to make the distribution of electron velocities more uniform.
Plate-current variations are, therefore, less than in the temperature-saturated
case.

If it is assumed that the oxide coated cathode temperature of the triode
in Fig. 3-8 is 1000°K, and if the bandpass is 200 kHz, the rms noise current
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developed by shot noise is

iy = 1/41((491;)'-‘%"'13

=A4 X137 X10® x 10° x4 X 10 X 2 X 10° X 7.3 X 101
= /324 x 1078
= 5.7 X 10~° amperes rms.
The noise voltage developed across the load resistance (assumed to be noise-
free) is simply
e, =i, X R,
=157 %x10"* x 2 x 10®
= 11.4 X 10~® volts or 11.4 microvolts rms.

Shot noise actually appears in the plate circuit of an amplifier, but
for ease of calculation it is generally referred to the grid where thermal
and other noise sources are located. This can be done by placing a fictitious
resistor into the grid circuit of the tube in question. The value of this resistor
is chosen so that the amount of noise generated across the resistor at room
temperature when amplified by a noiseless tube is equal to the shot noise
ordinarily generated. This equivalent noise resistance is considered to act
in series with the tube’s grid. The magnitude of the equivalent noise resis-
tance is found in the folllowing manner:

The AC component of plate current of a tube is equal to g.e,. There-
fore, the rms noise current must be

i =gnh Xeé. (34
Thus,
L R 3-5
gl = - (3-5)
Substituting Eq. (3-2) for €% and Eq. (3-3) for i2,
4K(0T,)8=B
g—z" = (4KTR,,B),
which is
6T, ~
= TR,,. (3-6)
Therefore
0T, 0
Tog, = R, 3-7)

Since T, is assumed to be 1000°K and T represents room temperature (290°K),
0T /aT equals 2.5. Thus the equivalent noise resistance will be

R, = ? for a triode. (3-8)

m

Typical values of noise resistance for a triode are about 600 ohms.
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If the equivalent noise resistance were to be calculated for the circuit
of Fig. 3-8, it would be equal to 625 ohms. The thermal noise generated by
this resistance at room temperature is 1.42 X 10-° volts rms. Since this voltage
is applied to the grid of the tube, it will be amplified by eight times (gRy)-
Thus the output noise developed by the tube will be 11.4 uv rms—which, of
course, is the same as the noise level calculated by means of the noise-current
equation.

3-4. Partition noise

Pentodes are about six times noisier than triodes because of an additional
noise source called partition noise. In the pentode, although the space charge
tends to smooth the total cathode current, the division or partition of current
between the screen and the plate is random. Since the screen current is sub-
tracted from the cathode current at a random rate, the randomness of the
plate current is increased. As was the case with shot noise, the noise output
of the pentode may be referred to the control grid of the tube. The equiv-
alent noise resistance of a pentode is given by

_ L (25 20I .
Req _Ib + IcZ(gm gm ) (3 9)

where
I, = DC plate current of the tube,
I, = DC screen current,
g. = transconductance of the pentode.

This expression is for the combined effects of shot noise and partition noise.

Values of equivalent noise resistance to be expected for a pentode range
from 100 ohms (tube type 7788) to 10,000 ohms and higher.

The equivalent noise generator due to partition noise also acts in series
with the grid of the tube as does the shot-noise equivalent generator. See
Fig. 3-9. These generators and their associated thermal equivalent resistances
are the only noise components that are connected in series with the grid.
All other noise sources and their associated thermal resistances are connected
in shunt with one another and are in turn connected in series with the shot
and partition-noise generators. The reason is that shot noise and partition
noise are generated in the tube and therefore act in series with noise sources
that develop their noise voltages in circuits outside the tube.

It should be remembered that both partition-noise and shot-noise resis-
tances are fictitious and, therefore, do not load the circuit that they are con-
nected into. Consequently, selectivity, sensitivity, or operating conditions
of the circuit will not be affected.
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E, Thermal noise voltage due to A,

£, Thermal noise voltoge due to A,

£; Thermal noise voltage due to A}

Eg, Thermal noise voltage generated by the equivaient shot
noise resistance.

£Epn Thermal noise voltage generated by the equivalent partition
noise resistance

R, Antennao rodiation resistance

R. Resistonce developed by resonant tuned circuit

R, Input resistance due to transit time

R¢ Input resistance due feedback effects such as cathode lead
inductance and Miller effect. Does not generate noise.

Fig. 3-9. Equivalent circuit of a pentode RF amplifier illustrating the
various noise sources as referred to the grid.

3-5. Transit-time noise

Radio-frequency amplifiers that are to operate at frequencies where
transit time of electron flight is an important part of one cycle of input signal
suffer from additional noise called “induced grid noise.” This internally
generated tube noise is associated with resistive loading effects, between grid
and cathode, which become important at high frequencies. The noise-generat-
ing resistance referred to here is not at all fictitious, as were the equivalent
shot and partition-noise resistances, but is very real and exhibits loading
effects as well as thermal noise that are both frequency-dependent. A real
resistance in this instance does not refer to a physical object but rather to the
voltage current relationships existing in the grid circuit and the phase angle
between them. The magnitude of this transit-time resistance may be deter-
mined by means of the following expression:

1

Ru = Ren@n Ty

(3-10)
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where
K = a constant, typical value 0.05,
2. = transconductance of the tube,
f = frequency of operation,

T, = transit time between cathode and grid, typical value 0.001
to 0.003 pusec.

Notice that the loading resistance is inversely proportional to the square
of the frequency. Thus the noise developed by this resistance will increase
quite rapidly as the frequency of operation is decreased. However, it becomes
more important at higher frequencies, because it shunts other noise sources
and thereby determines the noise output.

From a physical point of view induced grid noise is due to the random
motion of electrons as they pass the control grid on their way to the plate,
electrostatically inducing minute noise currents into the control grid. The
noise currents in the grid circuit set up noise voltages on the grid, which
in turn vary the plate current at the noise rate, thereby contributing additional
noise to the noise already existing at the output of the amplifier due to other
sources.

The magnitude of the grid induced voltage may be calculated by

eR“(ms) = A ZOKTR“B (3—1 1)

This formula is merely the expression for thermal noise given in Eq. (3-2).
Certain differences exist in that the temperature (T') is fixed at room tempera-
ture, and the numerical coefficient is changed from 4 to 20. The increased
coefficient can be attributed to the nearness of the cathode to the grid, thereby
increasing the effective temperature five times above room temperature.
It should be noted that since R, is inversely proportional to the square of the
frequency of operation, the noise level generated by this resistance will be
frequency-dependent.

Other resistive components, which are introduced into the grid circuit
by such feedback devices as Miller effect and cathode lead inductance (to
be discussed more fully in a later section), do not introduce noise into the
grid circuit, but do influence the signal-to-noise ratio of the receiver. This
is because voltage division takes place between the circuit impedance and
the feedback resistive components (Ry), so that less actual signal appears
from grid to cathode of the RF amplifier than the signal developed at the in-
put by the antenna. As can be seen from Fig. 3-9, the most desirable condition
for developing maximum signal between grid and cathode occurs when
the feedback loading resistance is large (less voltage division). Unhappily,
these loading components become smaller as the frequency increases; there-
fore, less and less signal appears between grid and cathode of the tube. Of
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course, this reduction of the effective input signal by means of R, adversely
affects the signal-to-noise ratio.

3-6. Noise figure

The noise factor is the figure of merit for sensitivity of a receiver. It is
defined as the signal-to-noise power ratio of an ideal receiver (noise generated
by the antenna only) divided by the signal-to-noise power ratio of the actual
receiver in question. The noise factor for vacuum tubes or field-effect transis-
tors (FET) may be expressed either as a power ratio or a voltage ratio. It
is most convenient for purposes of derivation to express it in terms of a volt-
age ratio. Thus

__ (SN,  S:N:?
F = (SN~ St 612

where
S; = input signal voltage
S, = output signal voltage
N, = input noise voltage
N, = output noise voltage

The noise factor for a circuit such as that of Fig. 3-10, which assumes that the
active device contributes no noise of its own, may be determined by evaluating
the signal and the noise voltages in the circuit. Thus

N} = 4KTBR, (3-13)
and

N: = 4kTB( 2R ), (3-14)

R; + Ry
R % Req

ORO

Fig. 3-10. The input circuit of a noise free amplifier. The noise voitage
generated by R,, the internal resistance of the source is N,. The resistance
designated Req. is the parallel equivalent of the circuit resistance (R,)
and the input resistance (Rp) of the amplifier. The noise voltage generated
by Req. is Neq.

. —
Noise
free
amplifier
L —
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and since the output signal voltage is proportional to the input signal voltage
and inversely to the total resistance of the voltage divider,

52 = [s (_Rw—)]2 (3-15)
0 i R, + Req
where R, is the source resistance and R,, is the parallel equivalent of input
resistance (R,) of an assumed noiseless device (vacuum tube, transistor,
or FET), and the shunt resistance (R,) of any tuned circuit associated with
the input. The noise factor may be found by substituting Egs. (3-13), (3-14),
and (3-15) into Eq. (3-12). Thus

R.R.
FoSIN: _ (R,+ Req>2 . R,+ R |,
R

= SN =
F— (R,+R.,q) RR, _ R +R..
R., R+ ROR. - Ry
_ R, . -
F=1+ R (3-16)

or, expanding Ry,
— s s
F=1 +__Rc _|_}_Ed.

When the noise factor is expressed in decibels it is referred to as the noise
figure. Hence

= 10log F. (3-17)

It is apparent from Egs. (3-16) and (3-17) that under matched conditions,
where R, = R,,, the noise figure is 3 db. It is also apparent that the smaller
the ratio R,/R., becomes, the better the noise figure becomes. Thus, under
ideal conditions the noise figure will be 0 db.

If the noise generated by the active device is to be included in the calcula-
tions for noise figure, the equivalent circuit appears as shown in Fig. 3-11.
In this diagram R, represents the equivalent noise resistance of the device
and is equal to 2.5/g,, for a triode and 2/3g,, for an FET. The noise factor
of the circuit may be determined from the equivalent circuit as follows:

The noise input is

N? = 4KTR(BW). (3-18)
The noise output is
Ni— 4KT(BW)<—+1‘lz— +R ) (3-19)

The signal output is

1= (3]
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Rs
. f—>
Noise
free
amplifier
—_

Fig. 3-11. The equivalent circuit of an amplifier where the noise generated
by the amplifier is represented by an equivalent noise resistance designated
Rn.
Combining Eqgs. (3-18), (3-19) and (3-20) in Eq. (3-12) gives
R,R

(R, + R)) R, + R X
eq 3. . 8 ef] =)
F R, R, (3-21)
which may be simplified to
R R 2R R,R
F=1432 4 2 4 =2 4 n, 3-22
R,  Rg R, R, ( )

From this equation it can be seen that since R, is smaller for an FET than
for a vacuum tube, an FET will have a lower noise figure than a vacuum
tube.

Since R, may be varied by adjusting the turns ratio of a coupling trans-
former, it is important to know the value of R, that will provide the best
noise figure. This may be done by taking the derivative of Eq. (3-22) and
setting it equal to zero. Thus

dF —R 1 R
= = 3= + 5= + 5> 3-23
iR, R TR,TR, (3-23)

—R 1 R
——0 —— =1 =0. 3-24
®E TR.TER, (£25)
The optimum value of R, is
p— I! RBQRH .
Rs - }11 + & (3_25)
N R,

If the equivalent circuit resistance (R,,) is very much larger than the noise
resistance (R,), as would normally be the case with vacuum tubes and FET’s,
then Eq. (3-25) reduces to

R, = ~R.R,. (3-26)
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Notice that the conditions for lowest noise factor (R, = R,,,) do not coin-
cide with the conditions for maximum power transfer. Thus a signal-power
loss must be tolerated if the optimum noise figure is to be achieved.

3-7. Two-stage noise figure

The noise figure is determined primarily by the characteristics of the first
RF amplifier and its associated input circuit. On occasion it is necessary to
determine the composite noise factor (F) of an amplifier followed by a second
stage. This may be done by first noting that Eq. (3-12) may be written
— M — S%/Rt/N%/Rl — Pst/Pl — Pst/P2 _ ﬁ (3_27)

Sg/Ng Sz/Ro/Ng/Ro_Pso/P2_Pso/Pl_GPl
where Py, is the input signal power, P,, is the output signal power, P, is the
input noise power, P, is the output noise power, and G is the power gain of
the amplifier. Then, using Fig. 3-12, we may obtain the expression for the
overall noise figure for two stages. Thus

F

P
F=_22
GP,’
F_ (P P)G + P,
G.P,
_PG PG P
PlGl PlGl PIGI
P
=14+F4 4 3-28
9P Pl + P]Gl, ( )
Noise free
P, (P, +P5) G, (P, +P3) G+ A
1. 1st S,'qge 1 39 - 1 3l 4r
Noise Gl To input of
power power gain= G noise free
to input 2nd stage
source I T
A A
Noise power due Noise power due
to 1st stage to 2nd stage

Fig. 3-12. The above equivalent circuit indicates the noise contributions
of a 2 stage amplifier. This diagram is used to determine the effect upon
the overall noise figure as the result of adding a second stage.

where G, is the power gain of the first stage, P; is the noise power contributed
by the first amplifier, and P, is the noise power contributed by the second
amplifier. Notice that the term 1 + P,/P, of Eq. (3-28) is another way of ex-
pressing Eq. (3-16), the noise factor of the first stage (F,). Therefore, Eq. (3-28)
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may be written

P,
PG,
Again referring to Eq. (3-16) we can see that the ratio P,/P, may be ex-
pressed in terms of the noise factor of the second stage (F,). Thus

F=F +

(3-29)

_ P, P p _ -
F’—1+7, or Fl_F2 1. (3-30)
Substituting Eq. (3-30) into Eq. (3-29) yields
F=rF+2=1 (3-31)
G,

From this equation it can be seen that if the power gain of the first stage
is very much greater than F, — 1, then the noise figure of the system is deter-
mined by the first stage.

The noise figure is sensitive to the frequency of operation. As the frequency
is increased, the noise figure also increases—for two reasons. First, at low
frequencies external noise (cosmic, lightning, and so on) is high compared
to internal receiver noise. Therefore, it can be said that the antenna estab-
lishes the noise figure at frequencies below 50 MHz. Second, for vacuum
tubes at high frequencies, transit time and cathode lead loading (in the case
of a pentode RF amplifier) increase (R decreases), which, owing to voltage
division between R, and R, (see Fig. 3-9), causes a reduction of the com-
ponent of noise, measured from grid to cathode, due to the antenna. At
the same time, the noise developed from grid to cathode by R, increases
at a faster rate than that lost by voltage division. The end result is a higher
noise figure as the frequency of operation is increased. The same kind of rea-
soning will show that transistors and FET’s are similar to vacuum tubes
in this regard.

For triode RF amplifiers, operating at frequencies in the FM band,
a noise figure of 3 to 5 db can be expected. Pentode RF amplifiers display
typical noise figures of 8 to 14 db. Typical values of noise figure for transis-
tors and FET’s operating under the same conditions as the vacuum-tube
amplifiers discussed above are 3.5db and 2.5 db, respectively.

3-8. Transistor noise

With the advent of high-frequency transistors it was just a matter of time
before transistorized FM receivers became commercially available. As
with the vacuum-tube receiver, the main limiting factor governing maximum
sensitivity of the transistor FM receiver is the degree of internally generated
noise in the RF amplifier. Owing to the nature of transistor noise there is
some possibility that transistor receivers may have lower noise figures than
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vacuum-tube receivers. Noise figures of 3 db and less are common at fre-
quencies of 100 MHz.
Transistor noise can be divided into four types:

1. Thermal agitation due to the resistance of the base lead. The magni-
tude of this voltage is obtained by means of the following expression:

Cnims) = V4KTr,B (3-32)
where K is Boltzmann’s constant, T is the temperature in degrees Kelvin,
r, is the base resistance, and B is the effective bandwidth.

2(a). Shot noise due to input and output junctions of the transistor. The
noise level generated by random variations in current flowing between emit-
ter and base is

€a(rms) = NV 28],"33 g (3_33)

where e is the charge on an electron (1.6 x 107 Coulombs), I, is the DC
emitter current, r, is the emitter resistance, and B is the bandwidth.

2(b). Shot noise due to random variations of current between the collector
and the base junction. The noise voltage generated can be found by means
of the expression

Cnomsy = ~ 20l .r:B, (3-34)
where I, is the collector leakage current and r, is the collector resistance
(AC).

3. Partition noise, which can be traced to the random division of hole
current between base and collector. The noise current so developed can
be evaluated by means of the expression

Tngemsy = ~/2e @Il — @)B, (3-35)

where « is the current-amplification.

None of the above-listed noise sources is frequency-sensitive.

4. Excess noise, often called semiconductor noise, flicker noise, and
1/f noise. This type of noise is also seen in vacuum tubes and FET’s at very
low frequencies, for reasons that are not well understood. Excess noise is
called 1/f noise because of its characteristic of decreasing with an increase
in frequency of operation. The magnitude of this voltage is

atmn = o/ S, (3-36)
fn

where K, depends upon the material the transistor is made of, ¥ is the DC

supply voltage, R, is the DC resistance of the collector, a and b are constants

whose values are dependant upon the type material being used, and » is
equal to 1.1.

Observe Figure 3-13, which shows a plot of noise figure versus frequency

for a junction transistor. There are three distinct regions in the curve; these

are labeled A4, B, and C. Section A is attributed to the 1/f noise of the transis-
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Fig. 3-13. Variation of noise figure versus frequency for a typical transistor.

tor, which is insensitive to temperature changes. Section B can be said to be
due to the shot, thermal, and partition noise generated in the transistor. Of
course, as can be seen from the curve, this noise is independent of frequency.
Temperature does influence the magnitude of this component of noise. The
poorer noise figure of section C is due not to an increase in noise from the
sources mentioned but rather to a decrease in power gain of the transistor.
The simplified equivalent circuit for a common emitter, including
the transistor noise generators, is shown in Fig. 3-14. This equivalent circuit

Fig. 3-14. Equivalent circuit of a transistor amplifier including the equiva-
lent noise sources.

does not take into account the various shunt and distributed capacitances,
which at high frequencies become important. Notice that the circuit contains
two noise generators—one in the emitter arm of the equivalent circuit and
the other in the collector arm. Typical values for the noise voltage generated
in the collector circuit are about 5 uv rms, and for the emitter circuit about
0.05 uv rms. These values are obtained at a frequency of 1 kHz at a bandwidth
of 1 Hz.

The noise factor of both the common-base and common-emitter ampli-
fiers are identical. Using the equivalent circuit of Fig. 3-14 we can determine
that the noise factor over the region of B and C of Fig. 3-13 is

r, 1 F\?
rb+'2— (l—a)[1+lT<F;)](rb+re+Rs)2

. (24
F=lt+—7p—=+ 2ar.R, (3-37)
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where r, is the base spreading resistance, r, is the emitter resistance, R,
is the source resistance, « is the short-circuit current gain at low frequencies,
F, is the alpha cutoff frequency, and F is the frequency of operation.

Equation (3-37) is based upon the assumptions that the collector resis-
tance is very large and, therefore, can be ignored, and that the emitter current
is very much larger than the leakage current I,,.

Minimum noise figure can be obtained by decreasing the base spreading
resistance r,, increasing «, and selecting a transistor that has a high alpha
cutoff frequency (F,). The noise factor may also be minimized by selecting
the proper value of source resistance (R,). The optimum value of R, is

Ryopy = 4/ T8 + lzi—br; 0 (3-38)

Transistor noise also depends upon the operating voltages and currents
of the transistor. In Fig. 3-15 is shown the variation in noise figure for a
common-emitter circuit configuration. Note that the lowest noise figure can
be attained by using low values of collector current and the proper value of
source resistance. Notice, too, that the noise figure is independent of the
value of R;, the collector-to-emitter load resistance.

20t ———————————-
30f-—mmmm -

©

Noise figure db

Noise figure db

Noise figure db
~

0]
Source resistance Collector current Collector voltage

Fig. 3-15. Variation in noise figure with changes in operating conditions
of a typical transistor.

3-9. Summary

1. Noise refers to any disturbance that produces undesired masking
of signal intelligence.

2. Noise is introduced into a receiver by means of (a) thermal agitation,
(b) tube noises, (c) sources external to the receiver.

3. Noise voltages due to thermal agitation are generated by the random
motion of electrons within a conductor. The degree of motion depends upon
the temperature of the conductor.

4. The magnitude of the noise voltage generated by thermal agitation
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is determined by (a) the resistance of the conductor, (b) the temperature
of the conductor, (c) the frequency bandwidth of the system.

S. Thermal noise (also called random, fluctuation, or white noise) is
found to consist of an infinite number of sinewave components, all having
the same amplitude.

6. Carbon granular resistors generate more noise than do wirewound
resistors.

7. The total noise generated by a conductor is always measured as an
rms value because of its infinite frequency spectrum.

8. Thermal-noise sources may be represented by means of Thevenin
or Norton equivalent generators and their associated equivalent resistances.

9. Pure coils and capacitors are incapable of generating thermal noise.

10. Shot noise is a form of random noise that is generated in vacuum
tubes by means of the random emission, at the cathode, and the random
arrival of electrons at the plate of the tube.

11. A space-charge limited tube develops less noise than does a tem-
perature-limited tube.

12. For ease of calculation shot noise is referred to the grid by means
of an equivalent noise resistance.

13. Owing to partition noise, pentodes are six times noisier than triodes.

14. At high frequencies transit time of electrons introduces an impor-
tant component of noise called grid induced noise.

15. Grid induced noise is frequency-dependent, in contrast to thermal
noise, which is independent of frequency.

16. Shot and partition noise are considered to act in series with the grid
of the tube, whereas grid induced noise, circuit noise, and noise due to the
radiation resistance of the antenna act in parallel to one another and in series
with the grid.

17. The effective noise voltage from grid to cathode of a tube is deter-
mined by the voltage division between all of the noise sources and their equiv-
alent noise resistances.

18. Frequency changers (mixers) are from two to four times noisier than
the same tube used as a class A voltage amplifier.

19. The noise figure of a receiver is a means of judging the weak-signal
sensitivity of a receiver.

20. Noise figure is sensitive to the frequency of operation.

21. The best noise figure that a receiver can attain is zero db. Typical
receiver noise figures range from 3 to 14 db, depending upon the design
of the RF amplifier.

22. The noise figure of a transistor is frequency-sensitive. At low fre-
quencies 1/f noise is dominant; at frequencies from approximately 1 kHz
to fen/1 — a the noise is random and is constant in level; above f /T — &
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the power gain of the transistor drops, resulting in a poorer noise figure.
23. Transistor noise is dependent upon operating voltages and currents.
24. Noise reduction, in a triode, can be achieved by operating the tube
with lower than normal cathode temperatures, high g,,, and high levels of grid
bias.
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VHF EFFECTS

4-1. VHF amplifiers and input circuit loading

The operation of amplifiers used at very high frequencies (VHF) is deter-
mined, to a large extent, by the load presented by the amplifier to the input
generator. The discussion below is centered around vacuum-tube and field-
effect transistors (FET). Since these devices are usually considered to have
high input-impedance, any loading of the input will tend to reduce the
" input impedance and can have important effects upon circuit operations.
The transistor is also affected by input circuit loading, but since it is basically
a low input-impedance device, most of the loading effects discussed below
are “swamped out” by its low input impedance. In later chapters methods
for determining the input admittance of high-frequency transistor amplifiers
will be discussed.

At low frequencies (1 kHz) the input impedance of a vacuum tube or
field-effect transistor is considered to be almost infinite. That is, a signal-
voltage generator will draw zero AC grid or gate current when connected to
the input of the device. However, as the frequency of operation is increased,
the input generator is made to deliver current. The phase of this current with
respect to the applied voltage is such that the input impedance will appear,
to the input generator, as a parallel combination of a resistive component
and a reactive component. The resistive component may be positive (dissi-
pates clectrical energy) or negative (acts as a generator), depending upon
circuit conditions in the plate (drain) and cathode (source) circuits of the
amplifier. Since the input generator usually contains significant internal im-
pedance, it is not considered a constant-voltage generator. Assuming that

89
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the resistive input loading component is positive, the AC current produces
a voltage drop and a phase shift across the internal impedance of the input
generator which subtracts from the source voltage and thus reduces the input
voltage. If the load current becomes high enough (at very high and ultrahigh
frequencies), the input voltage to the active element will become so small
that the effective voltage amplification will be reduced to approximately
zero. If the input generator contains a tuned circuit, the AC input current
will dissipate energy that would have been stored in the electrostatic and
magnetic fields of the capacitor and the inductance of the tuned circuit.
This dissipation of energy means that the Q of the circuit has been reduced.
Thus, input loading can cause the input circuit to have a wider bandpass
than the resonant circuit, taken by itself, would have had if there were no
loading. Likewise the resistive component of loading may contribute addi-
tional noise to the already existing shot and partition noise present in all
vacuum tubes and FET’s. The capacitive component of input impedance
must be taken into account when the resonant frequency of a tuned circuit,
connected between grid (gate) and cathode (source), is considered.

If, on the other hand, owing to output circuit conditions the input imped-
ance may contain a negative resistive component, the effect on the circuit
will be somewhat different. In amplifiers that are tuned, a negative resistance,
of the proper magnitude, may cause the amplifier to oscillate. Other values
of negative resistance may cause regeneration with a subsequent increase
in tuned-circuit Q and narrow bandwidth.

The resistive component of the total input impedance is contributed
to by at least four components:

1. Leakage resistance and dielectric hysteresis losses between the input
circuit and the other elements of the device increase with frequency of opera-
tion. At the frequencies employed for FM broadcasting these losses are not
of great importance.

2. Gas current, grid emission, and contact potential in a vacuum tube
all contribute loading on the input generator because the input generator
modulates these various currents and thus power is drawn from the input
generator. The magnitude of these loading components is small (R shunt
is large) and thus is seldom included in calculations for total input resistance.

3. Feedback between the various elements of both the vacuum tube and
the FET is responsible for two major components of input circuit resistive
loading. In the case of the vacuum tube one of these components is the result
of feedback via the interelectrode capacitance between the plate and the
control grid. This feedback effect is commonly referred to as the Miller
effect. The other resistive component is due to feedback between the cathode
and the control grid via the interelectrode capacitance between them.

The FET is similar to the vacuum tube in that feedback between the drain
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and the gate via the device’s interelectrode capacitance results in a Miller
effect phenomena. Likewise at ultra high frequencies (UHF), feedback
between the source and the gate may also introduce a resistive component
of input circuit loading. Owing to the relatively small effect which this type
of loading has at very high frequencies (VHF) it will not be discussed in detail
in this text.

4. The transit time of electrons from cathode to plate introduces a resis-
tive loading effect from cathode to grid that depends upon the frequency
of operation. Its value decreases very rapidly, being inversely proportional
to the square of the frequency of operation. Transit-time loading will be
examined in more detail in a later section of this chapter.

The capacitive (it is very rarely inductive) component of input loading
is contributed to by three sources:

1. The physical size and spacing between the elements of the tube or
FET will, by definition of a capacitor, provide capacitive loading on the input
generator. This type of capacitance is the same whether the tube is in or out
of the energized circuit.

2. Since the space charge of a vacuum tube is a conductive extension
of the cathode itself, it is self-evident that the distance between grid and the
effective cathode sleeve (space charge) is made smaller. Thus, the capacitance
between grid and cathode is effectively increased above the “cold” capaci-
tance C, listed in the tube manual. The “hot” capacitance is 2 or 3 pF
greater than the “cold” capacitance of the tube.

Space-charge capacity is the capacitive component associated with transit-
time resistance and is considered to be in parallel with it.

3. As will be shown in a later section, feedback from the output to the
input via interelectrode capacitance effectively introduces an important
capacitive component across the input circuit; this is called the Miller
effect. Another capacitive component of input loading that is introduced by
feedback is provided by the cathode lead inductance and the grid-to-cathode
capacitance Cg. This effect becomes important at high frequencies when
pentodes are employed as RF amplifiers.

In summary, therefore, it can be seen that there are at least five impor-
tant shunt components that determine the input impedance of an amplifier
operating at very high frequencies. Figure 4-1 illustrates how they are con-
sidered to appear in a typical grounded-source and grounded-cathode
amplifier circuit. Since all of the components are in parallel, the total input
Z, as seen by the generator, is often calculated by means of the addition of
reciprocal values of R and X. The reciprocal of R is called conductance
(G = 1/R), that of reactance is susceptance (B = 1/X), and the resultant
impedance is called admittance (¥ = 1/Z).
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Fig. 4-1. (a) Indicates the components which represent the input imped-
ance of a field effect transistor at low to VHF frequencies. (b) Illustrates
the components which constitute the input impedance of a vacuum tube.

4-2. The Miller effect

The Miller effect is simply the effect of the output-circuit impedance
upon the input-circuit impedance of a given active element. This is accom-
plished via coupling through the interelectrode capacitance of the device.
Vacuum tubes, transistors, and FET’s also display Miller effect, although the
effect is less important to circuit operation in a transistor, owing to its small
input impedance.
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In order to understand how the output impedance can affect the input
impedance we should review a number of basic ideas.

Remember that both resistance and reactance can be expressed as voltage-
to-current ratios with certain phase relationships between E and I. Thus, the
physical shape of circuit components has nothing to do with whether a
circuit is considered resistive, capacitive, or inductive. The sole determining
factor is the phase between the applied voltage and the total current.

Figure 4-2 illustrates that in a resistor the voltage drop across it and the
current through it are at a phase angle of zero degrees. It can be said, there-
fore, that anything (a tube, a resonant circuit, the gird circuit of a tube or
a transistor) can be considered as a resistive device provided that E and T
have a phase relationship of zero degrees between them.

If the voltage and current in a cirucit are related to each other by an
angle of 90 degrees, and if the current leads the voltage, then the circuit
acts as though a capacitor were connected across the generator. The point
is that the device causing the leading current flow need not be a physical
capacitor. Of course, if the current were to lag the applied voltage, then the
circuit as “seen” by the generator would appear as an inductive reactance.
See Fig. 4-2(b) and (c).

What is true for resistance and reactance is also true for impedance.
Thus, in any circuit if £ and I differ by an angle of more than zero degrees
but less than 90 degrees [as in Fig. 4-2(d) and (e)], the circuit is an impedance
whether or not any physical lumped components are connected across the
input generator.

In summary, if in a given circuit an applied AC voltage causes an AC
current to flow at a certain phase angle, a knowledge of the magnitude and
phase relationships between the voltage and current will permit one to
determine the type of load presented to the generator.

As is well known, phasors may be used to represent phase and mag-
nitude relationships between sinusoidal voltages and currents [Fig. 4-2
(@), (b), (c), (d), and (e)). They are convenient because they permit visual
observation of mathematical relationships and thus provide a quick grasp
of the phase and magnitude relationships between sinusoidal quantities.

Any phasor can be shown to be made up of two components at right
angles to each other. Therefore, given the magnitude and phase of a voltage
and current phasor, it is possible to determine the nature of the circuit both
as to the configuration (series or parallel) and component size. Two examples
will show how this idea is put to use. Note the two phasors E and I in Fig,
4-3(a). If the voltage is considered as the reference phasor, then the current
may be resolved into two right-angle components. See Fig. 4-3(b). Electrically,
this phasor diagram can be said to represent a circuit in which a capacitance
is in shunt with a positive resistance. A positive resistance is any device that
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Fig. 4-2. The above figures illustrate the phase relationships which exist
between the applied voltage and the total current for various types of shunt
loads.

dissipates electrical energy. A second phasor diagram is shown in Fig. 4-4(a).
In this case the current leads the applied voltage by more than 90 degrees.
Again, if the voltage phasor is taken as reference, then the current phasor
may be resolved into a capacitive reactive current and a negative resistive
component of current. The parallel circuit this represents would therefore
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Fig. 4-3. Given a phasor diagram in (a) it is resolved into right angle
components and the circuit which it represents in (b).
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Fig. 44. In (a) the current leads the applied voltage by more than 90
degrees. In (b) the phasor is resolved into components of current which
indicate that the circuit consists of a capacitance and a negative resistance
in parallel.

consist of a capacitor and a negative resistance. See Fig. 4-4(b). A negative
resistance can be thought of as a generator.

Of course, in each of the examples above, if the current phasor is taken
as the reference phasor the equivalent circuit consists of a resistance and
a reactance in series. In all of the following discussions the shunt equivalent
circuits will be employed.

If the equivalent circuit of a vacuum-tube amplifier, employing a resistive
load, is analyzed by means of a phasor diagram, as in Fig. 4-5, it will be
seen that there are two components of grid current (I, and I,), both of
which lead the grid voltage (e;) by 90 degrees. See Fig. 4-5(c). Thus, as far
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Fig. 4-5. (a) Triode amplifier showing various interelectrode capacitances.
(b) Equivalent circuit of (a). (c) Phasor diagram of voltage and current
relationships in (b). It is to be noted that the plate current (2) and the voltage
across the load (1) are in phase whereas the load current (9) lags the load
voltage. Thus the entire circuit from plate to cathode is resistive and load
impedance is inductive.
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as the input generator is concerned the total current drawn from the input
generator is the phasor sum of these two currents. Since the currents are
in phase, they may be added as a simple sum. The grid input generator is
now supplying additional current (I;,,) above that demanded by the grid-
to-cathode interelectrode capacitance (Cy); therefore, the circuit behaves
as though the capacitive reactance across the grid generator had been reduced.
In other words, the input capacity of the tube has been effectively increased
by the factor C,,(1 + A, cos 6). The total input capacity of the tubet is then

C, = Cy + C(1 + A, cos 6), 4-1)
C,. = grid-to-cathode interelectrode capacity,
C,» = grid-to-plate interelectrode capacity,
A, = voltage amplification of the stage,

6 = angle between the grid voltage and the plate voltage, given by
the equation below:

(4-2)

It can be seen from Eq. (4-1) that the magnitude of the input capacity
depends upon the value of C,, and upon the stage gain. If a pentode is utilized
as the amplifier, C, is small compared to that of a triode (stray capacity
from plate to grid due to wiring is also assumed to be negligible), and thus
the input capacity due to feedback through C,, is not as great but is still a
factor to be reckoned with.

Of course, the increase in input capacity for a triode amplifier must be
taken into account whenever a resonant circuit is connected into the grid
circuit. This is because the Miller-effect capacitance adds to the tuned-
circuit capacity and will alter its resonant frequency. Furthermore, if AVC
is employed in conjunction with a triode or pentode amplifier, any change in
bias will cause a change in gain, which will then cause a change in input
capacity, which in turn will detune the input resonant circuit. To be more
exact, if the bias decreases, the voltage amplification of the amplifier (IF or
RF) increases, since g,, increases. Thus the input capacity due to the Miller
effect increases. This then decreases the resonant frequency of the input
tuned circuit. This change of input capacity, as well as the input capacity
itself, can be neutralized by the simple expedient of leaving a cathode re-
sistor of proper magnitude unbypassed. The value of this resistor is rather
critical and is arrived at by balancing a bridge as shown in Fig. 4-6. When
the bridge is balanced, the feedback current from plate to ground is zero.

1The method of construction of the phasor diagram and the derivation of Egs. (4-1)
and (4-2) will be found in Appendix 4-1.
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Fig. 4-6. (a) Simplified diagram of a pentode RF which utilizes an
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Equivalent circuit of Fig. 4-6(a) arranged to show its bridge structure. The
approximate value of R, necessary to balance the bridge is found by the

expression derived above.
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Thus loading of the input generator is avoided. This method of neutralization
will to some degree also compensate for changes in input capacity due to
Cy« (hot). Since R, introduces a small amount negative feedback, the amplifier

is also less likely to oscillate.
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If the plate load impedance is changed from resistive to capacitive, as
would be the case for a resonant plate tank when the applied frequency is
changed from resonance to a frequency above resonance, the phase relation-
ships throughout the vacuum-tube circuit will be altered. The circuit and its
constant-voltage equivalent as well as the phasor diagram for the circuit
are shown in Fig. 4-7(a), (b), and (c). It can be seen from Fig. 4-7 (b) and (c)
that the total grid current leads the grid voltage by less than 90 degrees.
Since the grid voltage (e,) is reference, it is apparent that the input generator
“sees” a capacitance, generally larger than the interelectrode capacitance
Cer, Which is in shunt with a positive resistance. The magnitude of the capaci-
tive component is

C,=Cyu+ Cpp(1 + A,c086)

which is the same as in the resistive plate-load case except that 6 is now a
negative angle less than 90 degrees. The magnitude of the shunt resistive
component is

- Xew

- (A,, sin 0) ' 4-3)
The resistive component is positive, when the plate load is capacitive, because
6 (the angle between the grid voltage and the plate voltage) is negative—that
is, the output plate voltage lags the grid reference voltage. In other words,
this form of negative feedback results in the plate circuit taking power
from the grid circuit.

Notice that the sign of 6 depends upon the particular quadrant that 6 falls
into, and the trigonometric function of @ desired. For example, a capacitive
plate load puts 4 into the fourth quadrant. Therefore sin 4 is negative, result-
ing in an effective positive resistive component, and cos 6 is positive, resulting
in an effective capacitive shunt component of input loading. As a matter
of fact, for all conditions of plate load discussed in this text the cosine of
6 is always positive. The sine of 6, on the other hand, may be positive or
negative, depending upon the type of plate impedance employed.

The practical effect of shunting the input circuit of an RF amplifier
with a resistance and a capacitance is to broaden the bandpass of the tuned
circuit and to change its resonant frequency. Of course, the resistive com-
ponent of the Miller effect will also tend to influence the noise figure of the
amplifier as well as the voltage amplification of the stage.

If we consider the condition where the plate-to-cathode load is induc-
tive, as shown in Fig. 4-8, we find that the total grid current (Ig,, plus I;,)
leads the grid voltage by more than 90 degrees [Fig. 4-8(b)]. Thus, the input
generator appears to be looking into a capacitance shunted by a negative
resistance. The magnitude of these components may be obtained by means
of Egs. (4-1) and (4-3). Under these conditions both the sine and the cosine
of § will be positive.

The resistive component, being negative, will tend to cancel any positive
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Fig. 4-7. (a) Represents the circuit and its interelectrode capacitance. (b) Is

the constant voltage equivalent of (a). (c) and (d) are the phasor repre-
sentations of the voltages and currents in the equivalent circuit.
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&®
(b)

Fig. 4-8. (a) Illustrates a phasor diagram of an amplifier with an inductive
circuit between plate and cathode. (b) Illustrates the phase relationships
which exist between the grid voltage and grid current of the amplifier. See
Fig. 4-7(a) and (b) for circuit and equivalent circuit upon which the phasors
are based.

resistance in the grid circuit of the amplifier. Thus, the Q of any tuned circuit
connected between grid and cathode of the amplifier will be increased. If
this is carried to an extreme, all losses in the circuit will be compensated
for and the circuit will oscillate.
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Table 4-1 summarizes the changes of impedance seen by the input
generator that occur when the plate-load impedance is changed.

Table 4-1.

Plate to cathode

circuit iImpedance

Grid input impedance

Phasor relationship
between grid voltage and

grid current

P IG
R G
) I

ICT

L__‘ &g
ICr

L’ eg

I "’
Cc +R ~C
I¢ K

-R

G
=3(6 I'\Cr
:K %

X ~

It can be seen from the expressions for C, and for R,,, that if C;, is made
small (X,,, is therefore large), the injected Miller-effect capacitance is reduced
and the input resistance is increased. This reduction of the Miller effect
can be best accomplished by the use of a pentode, with its inherent low value
of C,,, rather than a triode with its larger value of C,. If the screen grid
of a pentode is not adequately bypassed, feedback may take place through
the interelectrode capacity from screen to control grid. Miller-effect capaci-
tance may be introduced into the control-grid circuit by this means.

It is possible to find the value of C,, that will bring an amplifier just to
the point of instability. This value may be determined by the following
expression:

—

C, (4-4)

o
where

C,, = the grid-to-plate internal as well as the external interelectrode
capacitance,

gn = transconductance of the tube,

Z = input and output impedance of a single-tuned amplifier, assuming
these to be equal.

The values of C,, thus obtained can be used as a guide for the selection of
tubes used at high frequencies.
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The highest voltage amplification possible for a single-tuned RF amplifier
before it breaks into oscillation is found from the expression

. o gm
maximum stable gain = 4-5)
Of course, values of voltage amplification less than the maximum stable
gain may cause important changes in bandpass and input loading.

The discussion above, although in terms of vacuum-tube symbols and
terminology, is also applicable to the field-effect transistor. The characteristics
of the FET are, aside from physical structure, almost identical to those of
a high-mu triode. Thus, typical parameters of a field-effect transistor are
Cgg which is equivalent to C,,, and is approximately 1 pF; r,, which is
equivalent to r, in a vacuum tube and is usually 50 to 100 k; and the g,
of an FET, typically 1000 to 3000 umho, which is of the same order as the
gn of a tube. Owing to the large interelectrode capacitance C,, it is to be
expected that the input impedance of an FET amplifier may be broken into
components that also contain the Miller-effect resistance and capacitance.
The equations for the Miller-effect capacitance and resistance of an FET
are identical in form to those of a vacuum tube. The capacitance component is

Cn=Cy+ Cu(1 + A, cos6) (4-6)

and the resistive component is

Ra=—(57803): =7

4-3. Cathode lead inductance

As has been already been pointed out, pentodes are less susceptible to
Miller-effect loading than are triodes. It might then appear that pentodes
are free of input loading effects. Unfortunately this is not the case because
of cathode lead inductance and transit-time loading, both of which become
more important as the frequency of operation increases.

All conductors, no matter how short, have the property of inductance.
At low frequencies this inductance is not important because of the low value
of reactance developed, and generally it is not considered in any calculations.
Although the inductance of a short piece of wire is small, it will exhibit
appreciable reactance at high frequencies. For example, the cathode sleeve,
connecting wires, and socket pins may have a total inductance of 0.002
phy to 0.8 uhy. At a frequency of 100 MHz an inductance of 0.8 phy will
exhibit a reactance of 500 ohms. A reactance of this magnitude in the cathode
circuit will, owing to the AC component of plate current, develop a voltage
drop across it, which will combine with the input signal to produce a grid
current flowing through C,, L., and the input generator. See Fig. 4-9(a).
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Fig. 4-9. (a) The input circuit of a pentode amplifier as seen by the input
generator at high frequency. Screen and suppressor grids are not con-
nected for purposes of simplicity. (b) Phasor diagram of a pentode amplifier
operating at a frequency where the cathode lead inductance had become
important. It is assumed that the plate load is resistive and that i, is much
larger than Igg. (c) Portion of figure (b) phasor diagram which illustrates
that the input generator appears to be shunted by a resistance (the phasor
component of current J¢ur) and a capacitance (the phasor component of
current Igogs).
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The phase of this current with respect to the input voltage (e,) is such as to
appear to the input generator as a resistive and capacitive component shunt-
ing it. The nature of the loading can be determined from a phasor diagram
of the circuit [Fig. 4-9(b)]. The magnitude of the capacitive component is
approximately the same as the grid-to-cathode capacitance C,. The value
of the resistive component may be found by means of the expression
1

R= 4n? f2gm LiCy )
The method of construction of the phasor diagram and the derivation of
Eq. (4-8) will be found in Appendix 4-2.

The equation for R shows that as the frequency of operation increases,
R decreases inversely as the square of the frequency. This means that at high
frequencies greater loading is placed on the input generator. For example,
if the g,, of a tube is 5000 micromhos, Cg is 2 pF, L, is 0.1 phy, and the
frequency of operation changes from 50 MHz to 100MHz, it will be seen that
the input loading resistance will vary from 101,000 ohms at 50 MHz, to one-
fourth of that or 25,250 ohms at a frequency of 100 MHz.

Neutralization of cathode lead loading can be accomplished by at least
five different methods:

(4-8)

1. Multiple cathode leads placed in parallel.

2. A bridge balancing coil placed in the plate circuit.

3. A bridge balancing coil placed in the screen circuit.

4. Division of the cathode inductance into two parts—one for the AC
component of plate current and the other for the input grid current.

5. Series resonance between the cathode lead inductance and the stray
capacity to ground.

The methods by which the twin cathode leads reduce cathode lead loading
are shown in Fig. 4-10(a), (b), and (c). In Fig. 4-10(a) the cathode leads are

1

Ly
L1 L2 L1 /
I‘]‘_C‘sm:ly
= Lite Series resonant
T L+,

(c)
{a)

Fig. 4-10. Three methods of minimizing the effects of cathode lead
inductance.
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simply tied together, thus placing the two inductances in parallel. The total
inductance is thereby reduced to one-half the inductance of either one.

The circuit in Fig. 4-11(b) uses the fact that the major cause of cathode
lead loading is the voltage drop across L, produced by the AC component of
plate current. This voltage drop shifts the phase between the signal voltage
(e;) and the grid-to-cathode voltage (e,), and is, therefore, responsible for
the phase difference between the signal voltage (e,) and the grid current
(Iz,)- The circuit in Fig. 4-11(b) attempts to separate the plate current from
the grid current by supplying separate paths for each. Note that the DC
plate current returns to the cathode by means of the cathode lead L,. The
AC grid current due to the input generator also flows through L,, whereas
the AC component of plate current as well as the AC component of screen
current flow through L,. Thus input and output AC components of current
are isolated from one another.

In Fig. 4-11(c), L, is made to resonate with the stray capacity to ground.
Since this constitutes a series resonant circuit, the impedance from cathode
to ground is very small. Thus the voltage developed from cathode to ground
is reduced to a relatively insignificant level. Cathode lead loading is thereby
reduced to very low levels.

Figure 4-11 shows a method for neutralization of cathode lead loading
using the fact that a Wheatstone bridge exhibits infinite impedance in the

For /g to be zero
ech = eLK

> XLy
YK Vo (K
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I TR
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(a)
Lp By simi .
y similar reasoning
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9 P~ EKk ¢
90
Lx + <L

(b)

Fig. 4-11. Two methods for neutralizing cathode lead loading.
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cross arm when the branch arms are in balance. To make a vacuum tube
into a bridge, two methods are employed. The first method [Fig. 4-11(a)]
is to place a coil in series with the screen of a pentode. The coil (L,) feeds
back energy to the grid circuit via the interelectrode capacity C,,, which is
opposite to that introduced by the cathode lead inductance. It might be said
that the inductive screen is introducing a negative resistance into the control
grid, since the Miller effect exists from screen to control grid if the screen
is not completely bypassed. Of course, the negative resistance, so introduced,
should equal and cancel the positive resistance developed by the cathode
lead. The expression for determining the value of L, is developed in Fig.
4-11(a). The second method [Fig. 4-11(b)] is exactly the same as the first
except that the neutralizing coil is placed in the plate circuit instead of the
screen.

Of value in FM receiver oscillator circuits is the condition where the
cathode circuit is made capacitive rather than inductive. The cathode circuit
is made capacitive by placing a capacitor of large reactance in series with
the lower-reactance cathode lead inductance. Upon evaluating the expressions
for the input shunt componentst we find that the capacitive component
is approximately the same as Cy, and the resistive component is negative
and can be determined by the following expression:

R=— Cckg,c’ (4-9)

where
C, = capacitance from cathode to ground,
C,: = capacitance from grid to cathode,
gn = transconductance of the tube.

This expression is valid only if C,, is larger than C,.

A typical circuit, its constant-voltage equivalent circuit, and the associated
phasor diagram are shown in Fig. 4-12. We can see that the input resistance
is negative by noting, from the phasor diagram, that I, the resistive com-
ponent of input grid current, and e,, the generator voltage supplying this
current, are 180 degrees out of phase with respect to one another.

An interesting difference exists between the input resistance due to cathode
lead inductance and that due to a capacitive cathode impedance. It can be
seen from the respective equations for the shunt component of resistance
that the inductive cathode results in a frequency-dependent resistance,
whereas the input resistance resulting from a capacitive cathode impedance
is not frequency-dependent.The reason is that the voltage division of e,
that takes place across C,, and C, is constant, since the reactances of both
change in the same proportion with a change in frequency This is not so

1See the Appendix 4-3 for details.
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in the inductive case, because for a given change in frequency that part of
the input signal (e;) across C, changes inversely with frequency, whereas
the voltage across L, changes directly with frequency. The end result is that
the input resistance varies with frequency for an inductive cathode imped-
ance.

XLK5>>XLK
Xcﬂx> XCK
Xc, < X
Cathode lead ZL Ck = “Lus
inductance Xew ™ Xy
DC return
choke

2.

— ¢, @

(2

(c)

Fig. 4-12. (a) Schematic diagram of a pentode operating at very high
frequency. The cathode circuit is capacitive. (b) Constant voltages equiva-
lent circuit of 2 VHF amplifier that is the basis for the phasor diagram
of (a). (¢) Diagram number one is the complete phasor diagram of (b).
Diagram number 2 is a portion of diagram number 1 which illustrates the
input impedance seen by the input generator.
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Table 4-2 points out an important relationship between the plate and
cathode impedance and their effect on the input resistance of the tube. It
can be seen that they have opposite effects. For example, if the plate load
is capacitive, a positive resistive component is introduced (via the Miller
effect) into the grid circuit. On the other hand, when the cathode impedance
is capacitive (i, leads e,), a negative resistance is introduced into the grid
circuit. It has already been pointed out that when these two resistive com-
ponents are equal, the total effective input resistance is infinite. Therefore,
this concept may be employed as a means of neutralization of either effect.

Table 4-2.

Impedance from

Impedance “seen”

Impedance from

plate to cathode

by input generator

cathode to ground

P Grid IK
X -R T X¢ Xc
K Ground IGround
P Grid K
1Xc +R = X¢ XL
1>K Ground

P IGrid K
R R
K IGround

Note that the input capacity is larger than Cgk when the plate
to cathode impedance is dominant, whereas the input capacity is
less than Cgk when the cathode impedance is dominant.

Ground

4-4, Transit-time loading

The time of flight of electrons from cathode to plate in an ordinary
vacuum tube is of the order of 1 X 107° second, with most of the time spent
between grid and cathode of the tube. At a frequency of 100 kHz this would
represent the time necessary for the sinewave input signal to go through an
amplitude variation corresponding to 0.036 degree out of 360 electrical
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Fig. 4-13. Iilustrates that as a result of transit time plate current lags the
input voltage. At low frequencies (100 kHz) the delay is negligable whereas
at high frequencies the delay can become very large.

degrees of input signal. Thus plate current would begin changing at approxi-
mately the same instant the grid voltage did. See Fig. 4-13. If the input signal
is increased in frequency to 100 MHz, transit time will cause plate-current
variations to occur 36 degrees after the grid voltage begins changing.
Obviously, then, the plate current of a space-charge limited tube (the usual
method of receiver tube operation) will lag behind the grid voltage by an
angle that depends upon the transit time of electrons from cathode to plate.
This plate-current phase shift is not very large at FM broadcasting frequen-
cies, but it does play an important role in the design of UHF amplifiers and
oscillators.

If we examine the interelectrode space from cathode to plate, we find
that during one cycle of a 100-kHz signal the electron density throughout
this space is uniform. This, of course, is due to the short transit time com-
pared to the time of duration of one cycle of input signal. At 100 MHz the
electron density from cathode to plate will not be uniform. Figure 4-14
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Fig. 4-14. The above diagram depicts the variation of electron density
from cathode to plate when a high frequency signal is applied to the grid.

illustrates this fact. Note that when the grid-voltage magnitude corresponds
to 72 degrees, the electrostatic field (which propagates at the speed of lightt)
of the grid is causing greater number of electrons to leave the space charge
surrounding the cathode. At the same instant, the plate has just begun receiv-
ing electrons that left the cathode when the grid voltage was at 36 degrees.
The importance of this fact is that the number of electrons approaching the
grid is not the same as the number of electrons receding from the grid toward
the plate. As a result, AC grid current flows even though the grid is biased
negatively with respect to the cathode.} To understand this unusual effect,
let us examine what happens when one electron travels from cathode to plate.

In Fig. 4-15(a) an electron is shown as it approaches the grid. Since the
electron is negatively charged, it will repel a free electron in the grid wire,

(f (&

n||-—‘-d}—

(a) (b) (c)
Fig. 4-15. (a) Shows the direction of the grid induced current as an
electron approaches the grid. (b) Shows the direction of grid induced
current when an electron has passed the grid on its way to the plate. (c)
Indicates that the total grid current is zero when the number of electrons
approaching the grid is the same as the number receding from it.

HIf the space between grid and cathode were 0.3 cm, the grid would influence the
space charge in 1 x 10~!! second, or 100 times faster than transit time.

1Of course there may be other causes for grid-current flow, notably the interelectrode
capacitance Cgi(cota). For the sake of simplicity, the discussion from this point on will
center around the changes that occur when electrons enter the space between grid and
cathode. Thus, the capacitance Cgx(coray between grid and cathode will be disregarded.

111
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which in turn will constitute a grid current from grid to ground. When the
electron has passed the grid plane [see figure 4-15(b)] on its way to the plate,
its electrostatic field acting on the grid becomes weaker. Thus the electron
that was repelled in a direction away from the grid now tends to return to
its original position, thus constituting a current from ground to grid. Note,
therefore, that as the electron approaches the grid, the grid-induced current
is in one direction, whereas when the electron recedes from the grid, induced
current is in the opposite direction.

The same principle can be applied, for normal low-frequency tube opera-
tion, where great numbers of electrons are moving from cathode to plate.
That is, if the number of electrons approaching the grid is equal to the
number receding from it, the net grid-induced current will be zero. See
Fig. 4-15(c). This would be approximately the case during the peaks of the
input signal at 100 kHz, where the electron density is the same from cathode
to plate. On the other hand, at 100 MHz (as pointed out in Fig. 4-14) the
number of electrons approaching the grid and the number receding are not
equal; therefore, by means of electrostatic induction a net AC grid current
will flow in the grid circuit. The magnitude of this current will depend on the
various electrode potentials, the geometry of the tube, the velocity of the
electrons (that is, transit time), and the frequency of the applied signal.

The phase angle between grid current and input grid voltage is deter-
mined by the same factors that determine the magnitude of the grid current.
These relationships can be shown more clearly by a phasor diagram. See
Fig. 4-16. If ¢, (the grid voltage) is used as reference, the electrons that pass
the grid constitute a sinusoidally varying charge density (q) that will lag
e, by an angle (6) that depends upon transit time. The magnitude of this
angle must be a percentage of the period of one cycle of input RF. Thus 6
must equal 360° (T,,/T), where T, is the transit time from cathode to grid,
and T is the period of one cycle of grid input voltage. Expressed in radians,
360° would be 27 and /T equals frequency; therefore, § = 2x f T, radians.

It is known from basic considerations that dg/dt, the rate of change of

e, __.i
® (5 e @

/ va

8 'eg®

7@

Fig. 4-16. Phasor diagram of the phase relationships between the voltages,
currents, and charge magnitudes which exist between grid and cathode in
a tube operating at a frequency where transit time affects the operation of
the tube. The numbers refer to the order of construction of the phasor
diagram.
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charge, results in an induced current that leads g by 90 degrees. That is to
say, when the sinusoidal charge-density variation of g reaches a maximum
density level in the grid plane (e, was maximum an instant earlier), the number
of electrons approaching and the number receding from the grid are equal.
This means that the number of electrons repelled is maximum, but zero
change in their number means that zero grid-induced current flows. When
the rate of change of charge is maximum (90 degrees after e, was maximum)
the number of electrons approaching and the number of electrons receding
from the grid are at their greatest difference. Thus, the induced current is
maximum. The conclusion reached, therefore, is that g and iy, the grid current,
are 90 degrees out of phase, Since this action is electrostatic, i, leads g. This
relationship is shown in Fig. 4-16.

From the phasor diagram (Fig. 4-16) it can be seen that the input gen-
erator delivers to the grid a current (i) made up of two right-angle com-
ponents. The first component of current is leading i, by an angle of 6, and
is leading e, by 90 degrees. This is the capacitive component 1,4, which
represents the current flowing through a shunt capacitor smaller than the
interelectrode capacitance Cpyemq listed in the tube manual. The tube
manual lists the capacitance that exists between the tube elements without
any cathode emission, which is therefore called Cpico)- As already pointed
out, when the cathode is heated, the space charge apparently moves closer
to the grid, and thus interelectrode capacitance increases. An increase of
I to 3 pF is typical and is referred to as Cpnoy- The shunt capacity intro-
duced by transit time is Cgqor)- The total shunt capacity “seen” by the input
generator is Cuamoy PlUs Ceeoay Plus any other capacitance that may be
introduced into the grid circuit.

The second component of i, is in phase with e, and thereby represents
a resistive current being delivered by the generator to the grid. A resistive
current delivered by the input generator represents a power loss and thus
loads the input generator. The magnitude of the resistive load shunting the
input generator may be derived from the phasor diagram (Fig. 4-16) as fol-
lows:

R = €, wmax)

ir(max)

but by means of trigonometry we see that
ir(ma,x) = ig(max) Sin 6

R — eg( max) .
Ig(max SIN 0

The grid current is proportional to i, (the plate current); therefore i, can
be said to be equal to some constant K times i,. The value of K depends
upon the geometry of the tube. A typical value of K is 0.05.
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R = Satmax
Ki, sin §
Since i, = gne,, or, in terms of maximum values,

Iy = Em€y(max) SiN O,

R = €g(max) .
Kgneymax) SIn @ sin 0
As was pointed out, # = 2z f Tkg radians. It is a well-known fact that for
small angles, 6, expressed in radians, is approximately equal to sin .
1
R= Ken2n T, e
As Eq. (4-10) shows, the degree of loading depends upon the frequency
squared. Thus R decreases very rapidly with an increase in frequency. At
some high frequency the input resistance (R) of the tube will be close to
zero, and thus the signal delivered between grid and cathode of the tube
will be reduced to the point where useful amplification of the stage is not
possible. The voltage from grid to cathode is reduced because of voltage
division between the internal impedance of the input generator and the
frequency-dependent transit-time resistive component. Transit-time loading
also will reduce the Q of any tuned circuit placed between grid and cathode
of the tube. Thus, we must take transit-time loading into account when
calculating the bandpass of input tuned circuits operating at high frequencies.
Finally, we must consider transit-time loading when calculating total elec-
trical noise generated by a tube.

4-5. Distributed properties of L, C, and R

At low frequencies (below 30 MHz) physically large circuit components
of inductance, capacitance, and resistance (often called lumped components)
are required to perform the sundry tasks assigned them in any electronic
circuit. Unfortunately, the technician or student engineer often gets the idea
that color-coded objects of cylindrical shape are called capacitors, while
other shapes may be called resistors or coils. This approach is unfortunate
because inductance, capacitance, and resistance are thought of as objects
rather than as lumped electrical properties. These low-frequency concepts of
inductance, capacitance, and resistance must be discarded when working at
very high frequencies. The reason is that distributed components of induc-
tance, capacitance, and resistance become more important as the frequency
of operation is increased.

By distributed components we mean the inductance, capacitance, and
resistance spread out along any length of an electrical device or conducting
medium. To this must be added the distributed L, C, and R existing between
the electrical device and other objects as well as to ground. The shape of
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the device will to some degree determine the amount and distribution of the
distributed properties. Distributed properties exist along the leads and
in the internal construction of all lumped circuit components. It is possible
that at some very high frequency the distributed properties may become
more important to the circuit operation than the lumped components of
which the circuit is made. Depending upon application, this may or may not
be a desired effect. Distributed inductance would, for example, introduce
additional voltage drops and phase shifts in any circuit and thus could reduce
the available signal delivered for amplification. Furthermore, it could com-
bine with distributed or lumped C to produce desired or undesired series
or parallel resonance. Distributed L may introduce coupling via mutual induc-
tance, which may result in positive or negative feedback as well as crosstalk.
Distributed C can introduce into a circuit undesired voltage division, phase
shift, resonance, and coupling. Distributed R, in addition to voltage division
and undesired coupling, will also introduce a power loss. Such power losses
make themselves felt as a reduction of tuned circuit Q with subsequent in-
crease in bandwidth.

We shall now examine distributed and lumped properties in more detail.

4-6. Distributed inductance

Inductance may be defined as the ability of a circuit element to generate
a counter emf when a changing current is passed through it. This ability
can by analogy be attributed to the inertia (mass) of the electrons in the
current-carrying device. Thus all circuit elements possess the property of
inductance.

The fundamental expression for inductance states that

L (in henrys) = # 10-, (4-11)

where N is the number of turns (unity in this discussion), ¢ is the flux link-
ages threading through the inductance, and 7 is the current in amperes.

Any length of wire can be thought of as being made up of many parallel
threads of wire. If we examine the magnetic fields surrounding each thread,
we find, for a given current, that the center conductor is linked by the
magnetic field of all of the other threads of wire, Thus, it has the greatest
flux linkages of any component thread. By means of Eq. (4-11) we see that
the center conductor will have a greater inductance than the outer ring of
equivalent threads. This phenomenon gives rise to an increase in circuit
resistance called skin effect. Not only does the inductance vary from center
to outer edge, but the inductance of a wire also decreases by a measurable
amount as the frequency of operation increases. This can be attributed to
changes in magnetic flux density throughout the cross section of the wire
as the frequency is increased.
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The inductance of a straight wire operating at an infinite frequency and
therefore its lowest value may be calculated by means of the following for-
mula:

L = 0.000508 1(2.303 10g10 (i“}) - 1), (4-12)

where [ is the length in inches and d is the diameter of the wire in inches.
L is the inductance in phy. From this equation we see that the inductance
is directly proportional to the length of the wire and inversely proportional
to its diameter. If the reactance of the distributed inductance is to be kept
low at high frequencies, it becomes apparent that the length of all leads must
be kept short, and the diameter of the wire must be as large as practical.
From a physical point of view we may understand this by considering that
an increase in length is equivalent to adding two or more lengths of wire
(inductances) in series; thus their inductances add. An increase in diameter
of a wire is equivalent to placing two or more lengths of wire in parallel;
thus the total inductance is reduced because the inductances of the wires
are in parallel.

Not only wires are important when we consider distributed inductance;
any and all current-carrying bodies must be considered. For example, RF
and IF bypass capacitors often make use of their distributed inductance
(foil as well as lead length) to become series resonant circuits, thereby
providing lower-impedance paths to ground. If the capacitance and its
distributed inductance resonate below the frequency of operation, the
bypass capacitor will appear to the circuit as an inductance. This condition
would result in feedback and possible oscillation due to Miller effect from
screen to control grid via C,,, if the bypass capacitor were used in the screen
circuit of a high-frequency IF amplifier.

Another problem associated with distributed inductance is that of mutual
coupling. This occurs primarily where two or more leads, employed in circuit
wiring, come in close proximity to one another. The various magnetic fields
interact and provide stray coupling between one another. This stray cou-
plingt may result in feedback, crosstalk, or other undesirable effects. To
minimize stray inductive coupling, wires must be kept short, far apart from
one another, and as far removed from the chassis or any tube or circuit shields
as is possible. Where wires must cross one another they should do so at right
angles so as to provide the smallest mutual inductance.

4.7. Distributed capacitance

Capacitance represents the storage of energy in the form of electrostatic
lines of force. Since a potential difference can establish an electric field, it

+Distributed capacity also provides stray coupling.
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becomes apparent that all energized circuit elements must exhibit distributed
capacity across themselves as well as to one another. The capacitance between
two parallel conductors of the same dimensions is given by the formula

o= 0.2249(%) : (4-13)

where C is in pF, A is the area of one of the plates in square inches, d is the
distance between the plates in inches, and X is the dielectric constant of the
material between the plates.

Distributed capacitance may be undesirable because it can produce
stray coupling, such as may occur from plate to control grid of an RF
pentode amplifier, or undesired coupling between stages. This coupling is
in addition to the interelectrode C,, and may be of such magnitude as to
equal C,,. Of course, distributed capacity may provide desired coupling.
Some transformers, for example, use the distributed capacity between
primary and secondary as a means of adjusting the coefficient of coupling
between the two windings.

As the frequency is increased, the reactance of the distributed capacitance
decreases to a very low value. If this capacity is in parallel with a load, fed
by a generator having appreciable internal resistance, voltage division will
take place and a reduced output will result. If the load is a resonant circuit,
this voltage division may be reduced by making the distributed capacity part
of the tuned circuit. In retuning the circuit to resonance it may be found
necessary to reduce the size of the load inductance. The consequence is a
reduced LC ratio with a subsequent reduction in Q. On the other hand, if it
is possible to resonate a coil with its own distributed capacity, an increased
Q may be obtained. This is as a result of a large LC ratio at a given
frequency.

The amount of distributed capacity depends upon the area of the con-
ducting surfaces, the spacing between them, the nature of the material between
the conductors, and to some extent the frequency of operation. In general,
distributed capacitance can be kept to a minimum by the same procedures
as outlined for minimizing distributed inductance.

4-8. Distributed resistance

Distributed resistance refers to the resistance a conductor offers a high-
frequency current as compared to the resistance the same conductor offers
- a DC or low-frequency AC. The DC resistance depends upon the type of
material used and is distributed uniformly in cross section as well as in length.
The additional resistance that is apparently added at high frequencies, and
is often referred to as the AC or RF resistance, occurs as a result of skin
effect. As pointed out earlier, the inductance in the center of a wire, when
high-frequency currents are flowing through it, is apparently greater than the
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inductance of the wire on its surface. Thus, the reactance at the center of
the wire is greater than the reactance of the wire along its surface. This means
that high-frequency currents will tend to flow more readily along the surface
of the wire than through its center. The higher the frequency, the thinner
the “skin” through which the current flows—whereas at low frequencies or
for DC the current is distributed evently throughout the cross section of
the conductor.

Notice that with increasing frequency the cross-sectional area through
which the current flows decreases, although there is no change in resistivity
of the material. Thus, the increase in resistance at high frequencies is due
to the reduction in cross-sectional area available for current flow.

The resistance of a straight copper wire at high frequencies due to skin
effect may be determined from the following formula.

R= 3—'2;/—7 x 10-, (4-14)

where R is in ohms/cm, f is the frequency in hertz, and d is the outside diame-
ter of the wire in centimeters. This equation assumes that the frequency is
high enough so that the depth of penetration is small compared the radius of
the wire.

The effect of the distributed resistance on circuit operation is to cause
power losses, signal-voltage division, and reduction in tuned-circuit Q.
These effects may be advantageous or disadvantageous depending upon
application and the ingenuity of the circuit designer.

Reduction of the AC component of resistance, due to skin effect, is most
often accomplished by silver-plating the conductor to a depth equal to the
depth of penetration expected in the conductor at the frequency of operation.
Since silver is a better conductor than copper, the effective resistance is
reduced.

Also used for the reduction of AC resistance are large-diameter wire,
which has greater surface area, and a multiple-strand enamel-covered wire,
called Litz wire, which divides the current into many small currents and
thereby tends to increase the total area of surface available for conduction.
This last method is expensive and is seldom employed at very high frequencies.

Distributed resistance also includes power losses due to radiation and
dielectric hysteresis loss.

Radiation losses are due to the generation of electromagnetic fields when-
ever high-frequency currents pass through a conductor. Energy is stored in
these fields during a portion of the RF cycle. During the remainder of the
RF cycle not all of the energy stored in the field returns to the wire. Thus,
energy is supplied by the RF source to make up for the losses due to radia-
tion. These losses become more important as the frequency of operation
increases.
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The power demand placed upon the activating generator by dielectric
hysteresis loss results from the stressing and consequent distortion of the
atomic structure of the insulating materials, which are acted upon by high-
frequency electric fields. Certain materials, such as rubber, resist the distort-
ing influence of the changing electrostatic field, thus placing a greater power
demand on the generator than do materials, such as polystyrene or fused
silica, that offer little or no opposition to the distortion of their structures.
The power dissipated is directly related to both the type of insulating material
and the frequency of operation; it is also inversely related to the square of
the thickness of the material. Thus, we can reduce this type of loss by using
low-loss insulating materials, and by making the thickness or separation
between conductors as great as circuit conditions permit.

4-9. Characteristics of lumped components
at very high frequencies

Lumped components are electronic circuit elements that exhibit con-
centrated amounts of inductance, capacitance, or resistance, usually with
relatively little of either of the other properties present. Recalling what we
have just discussed, we can see that at very high frequencies distributed
properties change the effective characteristics of lumped components.

Thus, at frequencies where distributed properties become important,
a resistor is not simply a resistive circuit element but appears as an impedance.
Look at Fig. 4-17. This equivalent circuit is valid for carbon composition
resistors. Wirewound resistors are seldom used at high frequencies because
of distributed inductance and capacitance, which introduce undesired reactive
and resonant effects. The capacitance across the resistor in Fig. 4-17 is due
to the effects of distributed capacitance and the capacitance between the
leads of the resistor. The size of the capacitance depends upon the physical
shape and size of the resistance. In general, the larger the wattage rating the
larger the total shunt capacitance. Typical values range from 0.1 pF to 1 pF
for composition resistors. Also, as a general rule, the larger the ohmic value
of the resistor the greater the change in the effective impedance with a change
in frequency. The distributed inductance of a resistor is very small (0.0007
to 2 phy) and is usually swamped by the distributed capacitance.

The complete equivalent circuit of a capacitor is shown in Fig. 4-18.

c R4
¢
O—A. .}—()
—amw— L R Fe L
R G
Fig. 4-17. The equivalent circuit of a Fig. 4-18. The complete equivalent circuit
carbon composition resistor, indicating of a lumped capacitance.

its shunt distributed capacitance.
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C represents the actual capacitance of the capacitor, R, is the leakage resis-
tance, R, represents the series equivalent resistive losses due to skin effect
and dielectric hysteresis, and L is the distributed inductance of the leads
as well as the distributed inductance of the capacitor plates. The equivalent
circuit illustrates the fact that the impedance of the capacitor varies with
frequency. As a matter of fact all types of capacitors exhibit resonance at
some frequency. It becomes apparent that at frequencies below resonance
the circuit is capacitive, whereas above resonance the circuit behaves as an
inductive impedance. See Fig. 4-19. Mylar capacitors resonate in a frequency
range of 1 to 10 MHz, depending upon the lead length and the physical size
of the capacitor. The physical size of the capacitor determines the total num-
ber of turns of foil needed to make the capacitor, and this in turn determines
the distributed inductance. The dielectric material is generally of such quality
that losses due to dielectric hysteresis (poor power factor) are large. These two
factors combine to restrict paper capacitors to low-frequency applications.

Because of their smaller distributed inductance and losses molded mica
capacitors are more useful at high frequencies than are Mylar capacitors.
This type of capacitor tends to become self-resonant at frequencies ranging
from 10 to 100 MHz.

Capacitors using as dielectric such materials as zirconium, titanite, and
various salts of zirconium are called ceramic capacitors. Ceramic capacitors
are by far the best suited for use at very high frequencies. They are economical,
physically small, exhibit small dielectric hysteresis losses, and are self-
resonant at frequencies of 400 to 500 MHz. The type of material and the
sintering temperature determine the characteristics of the ceramic material.
Thus, by the proper choice of materials and temperature, it is possible to
obtain ceramic dielectric materials with dielectric constants ranging from
12 to about 10,000. Furthermore, the same technique can be used to obtain
ceramic capacitors that have positive, negative, or zero temperature coeffi-
cients. As can be seen from Fig. 4-20, an increase in ambient temperature

o
Capacitive IT Inductive

0

Fig. 4-19. The variation of impedance of a lumped capacitance at fre-
quencies above and below series resonance.
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Fig. 420. The above graph indicates the changes in capacity that take
place due to changes in temperature for 5 types of ceramic capacitors. The
temperature coefficients range from “P” through NPO to N type capacitors.

will cause an increase in capacitance for a positive-coefficient capacitor,
a decrease in capacitance for a negative-coefficient capacitor, and little or
no change in capacitance for a zero-temperature-coefficient capacitor.

Positive-temperature-coefficient capacitors are designated by the letter
“P” as in P100. P-type capacitors are seldom found in FM receivers.

The zero-temperature-coefficient ceramic capacitors designated NPO
(negative-positive-zero) as well as the N-type (negative-coefficient) capacitors
are of great importance in sections of the receiver that operate at high fre-
quencies and that may be temperature-sensitive. For instance, in order to
reduce changes in critically tuned circuits, which might occur as a result
of temperature changes, NPO-type capacitors may be employed as the reso-
nating capacitors in the secondary winding of a Foster-Seeley discriminator
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or ratio-detector transformer. They may also be used in the oscillator and
RF stages to minimize variations in circuit conditions with changes in ambient
temperature. NPO-type capacitors can be obtained in sizes from 0.5 to 300 pF.
These capacitors are designed to maintain their rated capacity over a temper-
ature range of —20° to 85°C.

N-type capacitors are most often used in tuned circuits as a means of
compensating for positive-temperature-coefficient inductance. In other
words, an increase in temperature would ordinarily cause an increase in induc-
tance, thereby lowering the resonant frequency of the tuned circuit, but
if an N-type capacitor is placed in shunt with the coil, the decrease in capaci-
tance will counterbalance the increase in inductance and the frequency of
resonance will remain constant.

The rate at which an N-type capacitor changes its capacity with a change
in temperature is obtained directly from the capacitor itself. Thus, an N750
capacitor is a capacitor in which a change of 1°C causes a change in capacity
of 750 parts per million. For example, if a temperature increase of 40°C
takes place in an N-type capacitor rated at 35 pF, the capacitance will
decrease by a factor of

750
(1,0_00,(W>(40) or 0.03.

The capacitance, therefore, decreases by
0.03(35 pF) = 1.05 pF

to a value of 33.95 pF. A formula that allows calculation of the final value
of capacitance is

C, = C(1 — N AT x 10-°) pF, (4-15)

where C, is the rated capacitance in pF, T is the change in temperature in
degrees centigrade, and N is the number of the N-type capacitor.

N-type capacitors can be obtained in sizes ranging from 0.5 pF to 500 pF,
with negative-temperature-coefficient rates of change of from 30 parts per
million to 5250 parts per million.

Lumped inductance is used throughout the FM receiver for such purposes
as filtering (filament chokes), resonance (IF transformers), and tuned circuits
(RF and oscillator). For the most part the frequency of operation
dictates that the coils be physically small. The frequency of operation also
dictates that the wire and coil diameter be large to reduce losses as well as
to reduce changes in inductance due to temperature rise in the first half hour
of receiver operation. Silver plating of the coils further reduces losses due
to skin effect.

Because of the frequency of operation a high degree of tuned circuit
selectivity is difficult to obtain. Also at these frequencies various losses con-
spire to reduce the Q of the tuned circuits and further deteriorate the sharp-



Chap. 4 VHF EFFECTS 123

ness of resonance and tuning. An increase in Q can be affected by the use
of high-permeability core materials since for the same inductance fewer turns
of wire are required. At high frequencies three types of core materials are
employed: powdered iron, ceramiclike ferrites, and brass or copper slugs.

Powdered-iron cores are made of high-permeability iron pulverized into
particles as small as one micron in diameter. These particles are held together
in any required shape by insulating binders. The particle size is reduced in
an attempt to reduce eddy-current losses. Since eddy-current losses are
proportional to the frequency squared and hysteresis loss is directly propor-
tional to frequency, both losses become excessive at very high frequencies. To
some extent hysteresis losses may be reduced by proper selection of magnetic
materials. On the other hand, eddy-current losses can be reduced only by
increasing the resistance or the resistivity of the material used for the core
of a transformer or coil, thereby reducing the magnitude of the induced cur-
rents in the core. Thus, the very small particles that make up the powdered-
iron core tend to reduce eddy-current losses because their individual resis-
tances are increased as compared to a laminated or solid core of the same
material. This approach is effective up to about 100 MHz, above which these
losses again become excessive.

Ferrite cores are made of ceramiclike iron oxides, which exhibit high
permeability and, unlike iron and other magnetic materials, high intrinsic
resistivity. The high resistivity of ferrites is due to the ferrite crystal’s being
ionic. That is, the atoms of iron give up their valence electrons to the atoms
of oxygen. This results in a situation where all electrons are tightly bound
to their atoms and none are available for conduction. As a matter of fact,
the resistivity of these cores can be as high as several megohms per centimeter,
which is as much as a million billion times greater than that of metals. Thus,
eddy currents are not an important cause of power loss in most ferrites.

As the frequency of operation is increased, a power loss due to magnetic
resonance is introduced by the ferrite core. This loss is greatest when the signal
frequency approaches the spint frequency of the electrons, causing them
to precess or wobble, and this results in a high degree of power loss. Ferrites
may exhibit this loss at frequencies as low as one-tenth that of spin resonance.

tThe concept of spin is a consequence of a quantum-mechanical approach to the
structure of the atom. The electrons orbiting the nucleus of an atom spin upon their own
axis, thereby generating a magnetic field. Most electrons are found in any atom to be
grouped in pairs. Owing to the opposite spin of these electrons on their axis their magnetic
fields cancel. On the basis of spin many magnetic effects can be explained. For example,
iron, cobalt, and other ferromagnetic substances have an atomic structure that contains
an unpaired electron. The uncanceled magnetic field arising from the spin of the unpaired
electron produces the magnetic properties of these materials. In the case of a compound
the electron spins of the elements “couple” with one another in such a way that each
cancels the other’s magnetic field. If one of the elements exhibits a stronger field than the
other, the result is a ferrimagnet. Ferrites are ferrimagnets.
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The resonant frequency depends upon the type of material employed and
ranges from a few megahertz to many thousands of megahertz.

The expression for hysteresis loss (power loss = KB"%) and the expres-
sion for eddy-current loss (power loss = KB%?) reveal that when we are
dealing with low-permeability materials the flux density (B) is a more impor-
tant factor, with regard to power loss, than is the frequency of operation.
This conclusion is evident in that both expressions raise B to a power greater
than unity, whereas f (frequency) is raised to a power greater than one only
in the case of eddy-current losses. Thus, for example, at a given frequency,
if a magnetic material is used as a core, and its permeability is 1000, its power
loss, due to eddy-currents alone, will be 1,000,000 times greater than a core
whose permeability is approximately unity.

Solid brass and copper cores (u < 1) are occasionally employed to
provide variable inductances at very high frequencies. This type of core
material tends to reduce the coil’s inductance because the eddy currents
induced into the core develop a flux opposing the flux produced by the coil
itself. The net flux threading the coil is reduced and thus the inductance is
reduced. The change in inductance produced by brass or copper is approxi-
mately the same as that produced by an iron core. The sole advantage of
nonferrous cores is that they are able to produce a variation in inductance
while at the same time the losses are kept to a minimum. As already pointed
out, the chief reason for the reduced losses is the low flux density. Another
reason is that skin effect tends to keep the eddy-current depth of penetration
very small and thus tends to reduce losses.

4-10. Summary

1. At low frequencies the grid-to-cathode circuit of a vacuum tube and
the gate-to-drain circuit of an FET used as a Class A, voltage amplifier are
considered to be open circuits that draw zero current from the input
generator.

2, The apparent input circuit, as seen by the input generator, can be
evaluated by noting the magnitudes of the input voltage, the grid current,
and the phase angle between them.

3. The input impedance is generally considered to be a parallel com-
bination of capacitance and resistance. The resistance may be either negative
or positive, depending upon circuit conditions.

4. The resistive component of input loading can be divided into at least
three major categories: (1) losses due to gas currents, grid emission, leakage
resistance, dielectric losses; (2) feedback losses due to the Miller effect
and cathode lead inductance; and (3) transit-time losses.
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5. The input capacitance is contributed to by at least three sources:
physical shape of the tube, the space charge, and feedback effects.

6. Owing to the Miller effect, triodes operated at high frequency exhibit
severe input loading and a tendency to oscillate.

7. The input impedance of a triode depends upon the nature of the
plate impedance. If the plate impedance is a pure resistance (as would be
the case if the entire circuit were made resonant), the gird-to-cathode circuit
impedance would appear to be a capacitance, larger than C,, by the additional
factor of C,(1 + 4,), in shunt with an infinite resistance. If the plate load
is made capacitive, the input circuit will behave as though a positive resistance
were placed in shunt with the total input capacity of the triode. Finally,
if the impedance from plate to cathode is made inductive, the input-circuit
impedance as seen by the input generator is apparently a negative resistance
in shunt with the total input capacity of the tube.

8. At high frequencies, residual cathode inductance introduces feed-
back from cathode to grid, via C,, which draws power from the input
generator.

9. An inductive cathode inpedance introduces a positive-resistive shunt
component into the grid circuit, whereas a capacitive cathode impedance
introduces a negative resistance into the grid circuit. In both of these cases
a capacitance somewhat smaller than Cy, is in shunt with the resistive com-
ponents.

10. The effects of cathode impedance and of plate impedance on the
input impedance of a tube are opposite; therefore, one may be used to neu-
tralize the other.

11. At high frequencies transit time of electrons results in a power drain
on the input generator.

12, Transit time of electrons also results in the plate current’s lagging
the input grid voltage.

13, Transit-time effects may be reduced by reducing space between
cathode and grid and increasing plate-to-cathode voltages; and feedback
can to some extent reduce transit-time loading (R;, increases).

14. At high frequencies distributed properties rather than lumped com-
ponents become important.

15. The inductance at the center of a wire is greater than the inductance
at the edge of the wire. This gives rise to skin effect.

16. Owing to skin effect, high-frequency currents tend to flow near the
surface of a wire. Thus, the effective resistance of the wire is increased as
compared to its low-frequency value.

17. Litz wire, large-diameter wire, and silver plated conductors are
used to reduce the increased resistance due to skin effect.

18. At high frequencies the presence of distributed properties of L, C,
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and R causes lumped components to appear to an applied generator as a
complex impedance.

19. Ceramic capacitors are of great importance at high frequencies
because of their low losses, high self-resonant frequency, and small size, and
because they may be obtained with various temperature coefficients.

20. Owing to the high frequency of operation, the lumped inductances
found in the front end of an FM receiver are generally made of large-diameter
wire, silver plated, and may be tuned by means of cores made of powdered
iron, ferrites, or brass.

21. Powdered iron reduces eddy-current losses by reducing the size
of the particles that make up the core.

22. Ferrite cores reduce eddy-current losses because their resistivity
is very high. At high frequencies they introduce a power loss due to magnetic
resonance. This form of loss does not occur in cores of other types.

23. Since the permeability of brass and copper slugs is less than one,
the magnetic flux density in these materials is low. Thus, hysteresis and eddy-
current losses are kept to a minimum.
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APPENDIX 4-1 (THE MILLER EFFECT)

This appendix illustrates the manner of construction and the reasoning
involved in the phasor constructions of Figs. 4-5, 4-7(c), and 4-8(a). These
phasor constructions will be the basis for determining the expressions for
the capacitive and resistive shunt components of input loading. In order
to reduce unnecessary repetition, only phasor diagram 4-8(a) will be discussed
in detail. From this construction, both expressions will be derived. It is
assumed that the tube is a triode and that such other effects as cathode
lead inductance and transit-time loading are negligible. The numbers
associated with the phasor diagram of Fig. 4-8(a) indicate the sequence of
construction employed for a tube and its inductive circuitry (i,Z,, the output
voltage, leads the plate current /, by less than 90 degrees).

The first phasor component drawn is that of the plate current, i, (1).
Since the plate circuit is inductive, the voltage developed from cathode to
plate, i,Z; (2), leads i, by less than 90 degrees. The voltage drop across
Tps Iprp (3), is then drawn in phase with i,. The phasor addition of i,Z, and
ipr, will equal y., (4). By definition it is known that e, (5) and p,, are in
phase. The addition of e, and i,Z, will provide the total voltage across
Cep. Thus, ec,, (6) is drawn. The current through C,, I, (7), is now found
to be 90 degrees ahead of e, since C,, is assumed to be a pure capacitance.
The current through the load 7, (8) lags the voltage across it (i,Z;) by an
angle less than 90 degrees. The sum of I;,, and I, equals i,. The grid input
voltage e, acting across C,, generates a current I, (9), which'leads e, by
90 degrees. The total grid current I, (10) is, therefore, the sum of I, and
I;,,. It is to be noted that I, leads e, by more than 90 degrees. Thus, the
input generator (e,) “sees” a capacitance and a negative resistance in shunt.

The phasor diagram of Fig. 4-8(a) may be used to derive the formula
for the input resistance and capacitance.

The resistive component may be derived as follows:

R=% _ %

i L,
where ¢, is the input voltage and I, is the resistive component of input
current introduced by the plate into the grid circuit. Note, e, is at an angle
of zero and I, is at an angle of —180 degrees. But I, = E/X,, therefore

where ¢,, is the quadrature component of plate voltage.
By means of trigonometry we see that e,, = e, sin 6, where 6 is the angle
between e, and i,Z, (e,). Thus
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€,./+90° €, € sin 0

where e, is the applied grid voltage and I, is the quadrature component
of the total grid current.

From the accompanying phasor diagram it can be seen that

IC(, = IC,. + IC,,,’

where 1, is the AC current between grid and cathode via C,, and I,
is the quadrature component of current flowing from plate to grid via C,.

The capacitive reactance equivalent to the total input capacity is

— € _ €
Y ZNE S + &n
Cei X Cep

But e;,, = e, + €. Reference to the phasor diagram will show that e,
is the in-phase (collinear with e,) component of the output voltage. Therefore,

X

€, = €,c0s 0,

e
Xp=—"¢8
e e, + e,
X, T X,
Cox Ce
- €
e e, + e, cos b
Y. T X
Ca Cyp
- €y .
€ | & + e, A, cos 6
Cax Cer

By simple algebraic manipulation this reduces to
C. = Cy + Cyp(1 + A, cos ).
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APPENDIX 4-2 (CATHODE LEAD INDUCTANCE)

The construction of the phasor diagram of Fig. 4-9(b) and (c) is accomplished
by the following procedure.

By definition e, (1) and ., (2) are drawn in phase. The grid-to-cathode
voltage e, appears across the interelectrode capacitance Cg; therefore, a
quadrature current i, (3) flows. Since r,, R,, and X . form an inductive
circuit, the AC plate current i, (4) is drawn lagging He, by a very small angle
[this is exaggerated in Fig. 4-9(b)]. From the circuit diagram [Fig. 4-9(a)]
it is seen that i, and i,,, add vectorially to produce the total cathode current
ir. (5). The voltage drop across the cathode lead inductance, i, X, 1 Vectorially
provides e, (7) ,the input signal. The vector sum of i, X . Plus the voltage
drop across ry, i,r, (8), and the voltage drop across R,, i, R, (9), must equal
He, From the final construction it can be seen that the input signal, e,,
“sees” a current iy, that leads e, by less than 90 degrees. Thus, the input
generator apparently is looking into a parallel combination of a capacitor
(= C) and a resistance, the magnitude of which will be derived below.

This derivation is based upon the phasor construction of Fig. 4-9(b). From
basic considerationsit is known that the resistive component of input loading is

R=5%,
A

where I, is the component of input current that is in phase with e, I, is equal
to I, cosf, and @ is the angle between I, and e,.

Re__© _ e _ &Xe,
Iy, cosf e eg cos 0

but i, = gne,, SO
= &Xcy |
Em€s X1,
Since e, and e, are assumed to be approximately equal,
— X"'z
K= gk,
-1
T 2nfCy
gmzﬂka
_ 1
- (27ff)2Ln.Cgkgm )
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APPENDIX 4-3
In this appendix we shall derive the formula for the resistive shunt com-

ponent of input impedance when the cathode circuit is capacitive. See
Fig. 4-12(a), (b), and (c) for the circuits and the phasor diagrams.

0
- K i Shorted when
Ces 1 caleulating [y
+ LK
Since the tube is a pentode
s rs is very large. Therefore
] L

Ci zero current due to e
is assumed

1

Fig. 1.

Using the principle of superposition, and referring to Fig. 1 of this
appendix we find that the current passing through C,, due to e, alone is

I = - €s .
J(Xp, — (X, + X))
Using the second figure in this appendix it can be seen that the current
passing through C, due to the y,, generator is

= G |
k=%

If X, <€ X,, and if X, < Xg,,, then
€ = ipXCu

L= ip(—on.)
but i, equals g.e,, so
As can be seen from the two accompanying figures, the current flowing

through Cy, due to e, is in the opposite direction from the current developed
by p.,. Therefore, the total current through e, is
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L=1—-1
e e, _ 8n€ Xy, [0°
T Zin J(Xp, — (Xe, + Xo,)) Xe,
If e, and e, are approximately equal, then
1 1 EnXe,

Zw J X — (Ko + Xo)l ~ Xe,

Shorted when
calculating I

Fig. 2.

This first term of the equation is the magnitude of the reactive shunt com-
ponent. The second term is the resistive shunt component of input admittance.
Notice that it is a negative quantity.

The input resistance may also be expressed in terms of capacitance.
Thus,
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RF AMPLIFIERS

5-1. Introduction

The RF amplifier used in FM receivers serves at least four important
functions. (1) It provides a means for reducing local oscillator radiation.
(2) When tuned, it reduces interference from spurious responses. (3) It
increases overall sensitivity. (4) It improves the signal-to-noise ratio of the
receiver. Its success in performing these functions depends on such factors
as the type of mechanical tuning, cost, and the freedom from regenerative
feedback. To a large degree, the practical consideration of cost determines
the final compromise design for any receiver.

The sections that follow will examine in detail the means by which the
RF amplifier accomplishes its tasks.

5-2. Local oscillator radiation

Local oscillator radiation in itself is not detrimental to the receiver
from which it is emitted. It is of prime concern as a source of interference
to other receivers and services operating over a range of frequencies extend-
ing from 98.7 to 118.7 MHz (assuming a 10.7-MHz IF). This band of fre-
quencies (as well as their harmonics) includes such services as the FM
broadcast band, some of the high-frequency TV channels, aviation radio
navigation, and fixed and mobile services.

In an effort to reduce interference the Federal Communications Com-
mission has set 50 microvolts per meter at a distance of 100 feet from the
radiating device as the limit of radiation for any unlicensed device operat-

132
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ing on a frequency range of 70 to 130 MHz. This, of course, includes FM
receiver local oscillator radiation. The FCC rules prohibit the operation of
receivers that exceed these limitations. Every commercial FM receiver manu-
factured after December 31, 1957, is required to carry a seal or label indicat-
ing that it complies with the radiation requirements of the FCC. Owners
of receivers that exceed these requirements may be required to eliminate
the interference or stop using the receiver.

The signals radiated from the FM-receiver local oscillator do so by
direct radiation or by means of distributed coupling from the local oscil-
lator to the antenna. Direct radiation can be kept to a minimum by proper
shielding of the tubes and circuitry that make up the front end of the receiver.
Receivers that do not employ RF amplifiers are very likely to have a great
deal of distributed coupling between the antenna and the local oscillator,
since the path between the oscillator and the antenna is very short and
direct. Ascan be seen in Fig. 5-1, the coupling is accomplished via the interelec-
trode capacitance of the mixer tube and the distributed capacitance between
the primary and secondary of the antenna input transformer.

Distributed capacity from primary to secondary

To IF transformer

——l=-9
! - oe
% 4 Mixer
| From local oscillator

Interelectrode capacitance (Cgk)

Fig. 5-1. In this circuit coupling from the local oscillator to the antenna
is direct and is due to the distributed and interelectrode capacitance of
the circuit.

The level of local oscillator signal that reaches the antenna can be mate-
rially reduced if an RF amplifier is placed between the antenna transformer
and the mixer grid. The circuit illustrated in Fig. 5-2 shows that the parasitic
capacitances between the oscillator and the antenna are effectively in series;
thus, the total coupling capacity is reduced, and with it the oscillator radia-
tion.

The advantages gained by the use of the RF amplifier may be lost if care
is not taken with chassis layout and in the selection of the main tuning capaci-
tor. It has been found that the shaft of the main tuning capacitor is a serious
source of coupling between the local oscillator and the antenna circuit. Per-
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To IF amplifier

Interelectrode capacitance

RF amplifier 47 pF

- It
LY

AL

=100 pF

- 2.2 l =

4 PF

From local oscillator

bY
i
L

Antj,:no input EF“Y
S

Fig. 5-2. Voltage division between the very low input impedance of the
grounded grid RF amplifier and the relatively high reactance of the series
connected interelectrode capacitance results in little local oscillator voltage
reaching the antenna.

meability tuning (RF, mixer, and oscillator slugs are isolated from one
another) has been suggested as a means of reducing this form of oscillator-
to-antenna coupling.

5-3. Interference and spurious response

The superheterodyne receiver by its very nature tends to produce a
multitude of spurious responses. That is, a superheterodyne receiver can
deliver a signal output for a station that is operating at an assigned frequency
other than the frequency to which the receiver is tuned. It is not unusual
for the undesired spurious response to be very far removed in frequency
from the dial setting of the receiver. This unique and unfortunate property
of the superheterodyne is due to the ability of the mixer to generate sum and
difference frequencies for any number of input signals that happen to be
applied to the input of the mixer. It will be shown in Chapter 6 that the out-
put of the mixer also contains higher-order detection products. These com-
ponents can introduce serious forms of spurious response.

Spurious response can appear to the operator of an FM receiver as sta-
tions that are found at a number of places on the dial of the receiver. They
may also fall on assigned frequencies of other stations and thus constitute
a form of interference. This form of interference can be suppressed by the
FM receiver, if the desired signal is stronger than the interfering signal by
an amount at least equal to the capture ratio of the receiver. It is, of course,
understood that if the spurious interfering signal is greater than the desired
signal by the capture ratio, the desired signal will be suppressed. It is for
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this reason that spurious response and other forms of interference must be
attenuated or eliminated.

There are at least three important categories of interference and spurious
response to which FM receivers as well as other types of superheterodyne
receivers are subject: (1) adjacent and cochannel interference, (2) image
response, (3) second-order intermodulation products.

Adjacent-channel and cochannel interference

Adjacent-channel interference and cochannel interference affect not
only the superheterodyne receiver but any type of receiver system (such
as the TRF). Adjacent-channel interference is due to poor selectivity of both
the RF and IF amplifiers. Cochannel interference, a condition where two
channels operate on the same frequency at the same time, is, of course, a
fault only of receiver location and the whim of propagation characteristics.

FM stations are assigned frequency allocations at 200-kHz intervals.
The lowest assigned channel frequency is 88.1 MHz and the highest is 107.9

Desured channel Des&red channel

HHHH HHHH

/

RF channel

allocations

200 kHz befween
channet

Adjacent channel Ad jacent channel Adjacent chonnel Adjocent channel
Overall RF response m
1MHz2 from antenna to
bandpass 3 db mixer input
Overall IF response |
from mixer input to
200 kHz limiter input
bandpass / \
Typical receiver RF and IF response Ideal receiver RF and IF response
curves curves

Fig. 5-3. The above comparison between the ideal and typical RF and IF
response curves shows that in order to reduce adjacent channel interference
both RF and IF response curves must have good skirt selectivity.
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MHz. In an attempt to reduce adjacent-channel and cochannel interference
the FCC maintains an 800-kHz separation between channels in any given
locality. It is apparent that in a high-sensitivity receiver, adjacent-channel
and cochannel interference may be a problem in areas between large popu-
lation centers with their attendant multitude of FM stations.

Adjacent-channel interference can be reduced by improving the selectivity
of the FM receiver. This requires good skirt selectivity in the IF amplifiers
and if possible in the RF amplifier as well. See Fig. 5-3.

Cochannel interference can be minimized only by a low capture ratio,
since the desired and the undesired signals are at the same frequency.
Receivers with large capture ratios (most inexpensive receivers) will reproduce
both the desired and the interfering signals at the same time.

Image interference

For every position of the receiver tuning dial and thus every local oscil-
lator frequency there are two RF signals that can produce an IF output
of the mixer. One of these is higher than the oscillator frequency by an
amount equal to the IF. The other is lower in frequency, and is also separated
from the oscillator by the IF. Since it is current practice in FM receivers
to set the local oscillator frequency above the RF, the lower-frequency
response is the desired signal and the higher-frequency signal is called the
image. It is also often referred to as a first-order image. This is illustrated
in Fig. 5-4. From this illustration it can be seen that the image frequency
is equal to

image frequency = RF + 2IF. (5-1)

Desired RF Oscillator Image RF

Frequency ——

Fig. 54. Relative frequency relationships between the desired RF signal,
the oscillator, and the image signal.

In receivers employing untuned (broad-band) RF amplifiers, such as the
one shown in Fig. 5-5, image response can be a serious problem because
both the desired and the undesired signals can reach the mixer grid. Thus,
both can produce an IF output.

If the untuned RF amplifier is replaced with a tuned RF amplifier, such
as the one in Fig. 5-6, image interference may be very much reduced. Reduc-
tion of 40 db is typical. This is because the image is made weaker than the
desired signal by virtue of the position of the image on the response curve
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ANT 0.3uhy
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Fig. 5-5. An untuned (not containing a variable tuning element) pentode
RF amplifier.

Mixer
22 pF

it » » -———
LAY

Pentode RF amplifier
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—
L\

Fig. 5-6. Schematic diagram of a tuned RF amplifier.

of the tuned RF amplifier. A comparison between tuned and untuned RF
amplifiers is made in Fig. 5-7(a) and (b).

It should not be overlooked that if the image interference is very much
stronger than the desired signal, attenuation of the image by means of the
RF response may not be sufficient to make the image weaker than the desired
signal. Then the desired signal may be suppressed by the mechanism of cap-
ture and the resultant output would be the image.

Additional image rejection can be obtained by increasing the inter-
mediate frequency. In this case the image frequency is further removed from
the RF signal and thereby is further attenuated by the tuned response of the
RF amplifier. See Fig. 5-7(b). If the IF is made greater than half the range
of assigned frequencies (88 to 108 MHz, a range of 20 MHz), at no point on
the receiver dial can an image appear that is also a channel on the FM
band. For example, if the receiver is tuned to 88.1 MHz and if the intermediate
frequency is 10.7 MHz, the oscillator frequency will be 98.8 MHz. The
image frequency will be 10.7 MHz higher, or 109.5 MHz, which is outside
the FM band. The likelihood of serious continuous interference is thus
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_—Response of untuned RF amplifier (mixer input)
T

|
Response of tuned RF amplifier (mixer input)
de 2 MHz bandpass

Desired | — L !
signal  Oscillator  Image : ACEE) | '
RF)  fosc) () | l '
(a) I ! l
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RF S, S, osc. 5+S, 2osc. }‘Spurious
responses
(e) t—IF —>
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) Fe—TF—

Fig. 5-7. The above diagram compares a tuned RF amplifier (both input
and output circuits are tuned) with that of a hypothetical untuned RF
amplifier (input and output circuits are untuned) and illustrates the attenu-
ation which the undesired image and spurious responses suffer when a
tuned RF amplifier is employed as the first stage of the receiver.

reduced, since the band of image frequencies (109.5 to 129.3 MHz) is used
for aviation radio navigation and other aviation activities.

The situation would be somewhat different if the oscillator were lower
in frequency than the desired RF signal. The band of image frequencies,
assuming a 10.7-MHz IF, would then range from 66.8 to 86.5 MHz. These
frequencies fall into the assigned frequencies of TV channels 3, 4, 5, and 6
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(60-66 MHz, 66-72MHz, 76-82MHz, and 82 to 88 MHz, respectively). It is
primarily for this reason that the local oscillator frequency is placed above
the RF signal frequency in all modern commercial FM receivers.

Second-order image interference

Owing to the nonlinearity of the oscillator, the output of the oscillator
is rich in harmonics. These oscillator harmonics, when combined with the
RF signal in the mixer, generate sum and difference frequencies at the out-
put of the mixer in the same manner as the oscillator fundamental and RF
signals generate an IF. If the RF input to the mixer contains signal com-
ponents that differ from the oscillator harmonics by an amount equal to
the IF, these signals will appear at the output of the mixer as an intermediate-
frequency signal and will be amplified without discrimination by the IF
amplifiers. This is termed second-order image response when the second
harmonic of the oscillator is involved in the production of such interference.
The frequency range of the local oscillator’s second harmonics extends from
197.4 MHz to 237.4 MHz. Thus, the second-order image frequencies range
from 186.7 MHz to 248.1 MHz. Included in this band of frequencies are TV
channels 9 (starts at 186 MHz), 10, 11, 12, and 13 (ends at 216 MHz). Since
these stations may radiate power measured in the hundreds of kilowatts,
they can constitute a strong source of second-order image interference.
When this form of interference is heard on an FM receiver it appears as
60-Hz buzz (vertical sync), or TV sound may be heard on the FM band.

It was pointed out in the discussion of first-order images that a tuned
RF amplifier tends to discourage the production of spurious response or
interference. This is also true in the case of second-order images. Figure
5-7(c) compares input to a mixer, fed by a tuned and an untuned RF ampli-
fier, when the input to the RF amplifier is a second-order image.

Third- and fourth-order images are also possible but are rarely a source
of interference in practice. The RF signals necessary to produce such inter-
ference are very far removed, in frequency, from the FM band; thus, they
are very highly attenuated by the RF tuned circuits.

Second-order intermodulation products

In the normal mixing process the harmonics of the oscillator can beat
with the mixer-generated harmonics, sum frequency, or any other frequency
combination of one or more FM stations and produce new sum and differ-
ence products. Furthermore, the FM signal themselves can beat against
one another (in the RF amplifier or mixer) to produce new harmonics and
sum and difference signals. If any of these intermodulation products are
separated from each other by an amount equal to the IF, a spurious response
will be apparent at the output of the receiver.



140 RF AMPLIFIERS Chap. 5

This form of spurious response is very common and is characterized by
reception of the same signal on a number of places on the dial.
Three important sources of spurious response are illustrated in Fig. 5-8.
In Fig. 5-8(a) a second harmonic of the oscillator (2(0)) beats with the second
harmonic of a signal (2(S)), and since they are separated from each other
by the IF a spurious response results. This can be stated in an equation:
IF = 2(0) — 2(S)
or
IF = 2(S) — 2(0). 5-2)
Another source of interference can occur in the following manner. Two
FM signals (S, and S,) can combine in the mixer to produce a sum frequency
(S, + S.), which beats with the second harmonic of the oscillator (2(0)).
Again a spurious response will be produced if the difference frequency is
the intermediate frequency of the receiver. This is shown in Fig. 5-8(b).
This is written

IF = 2(0) — (S, + S)). (5-3)
RF 54 Osc. 254 2 osc.
-10.7 MHz -
(a)
|
97.35 102.7 108.05 205.4 216.1  MHz
RF $y S Osc. S1+sp 2 0scC.
10.7 MHz—
(b}
97.5 98.2 107.5108.2 205.3 216.4 MHz
RF sz 5 Osc. 257 54+0scC.
F——10.7MHz
(c)
575 1025 11082 205 2157 MHz
107.5

Fig. 5-8. Three mechanisms by which spurious responses can be generated
are illustrated in the above diagram. In each case the receiver is tuned to
the RF signal, thus if the RF signal is present the spurious response will
appear as possible interference. Of course, if the RF signal (dial setting) is
not being radiated the spurious response will appear at the output of the
receiver as a signal which occurs at a number of places on the receiver dial.



Chap. 5 RF AMPLIFIERS 141

An interesting combination resulting in a spurious response is shown in
Fig. 5-8(c). The equation in this instance is

IF = (0 + S,) — 25,. (5-4)

In other words, the second harmonic of an FM signal (S,) beats with the
sum frequency of the local oscillator and another signal (S,), thereby pro-
ducing a difference signal that is equal to the IF. For comparison purposes
the above three sources of spurious response are also shown in Fig. 5-7(d),
(e), and (f).

It should be evident that in each case if the undesired signals are pre-
vented from reaching the mixer no spurious responses can be generated.
In order to accomplish this, tuned RF amplifiers are employed between the
antenna and the mixer grid.

5-4. Sensitivity and Types of RF Amplifiers

FM receivers use four types of vacuum-tube RF amplifiers: the grounded-
cathode pentode, the neutralized grounded-cathode triode, the grounded-
grid triode, and the cascode RF amplifier. Transistor RF amplifiers are
either of the common-base or the common-emitter variety. Typical examples
of these six amplifiers are shown in Fig. 5-9.

At first thought, voltage amplification might be considered the most
important factor in the choice of an RF amplifier. Upon investigation we
find that voltage amplification by itself is useless unless it can be accomplished
with a low noise. Thus, the single most important factor in the selection of
a weak-signal high-frequency RF amplifier is a low noise figure.

Noise in itself does not limit the maximum obtainable voltage amplifica-
tion of the RF amplifier. Noise simply places a limit on the lowest level of
RF signal that can produce a usable output. Such factors as the need to match
the antenna to the low input impedance of the tube, the low L/C ratio of
high-frequency operation, and the need for stable operation combine to
keep the voltage amplification of the RF amplifier low.

At low frequencies the input matching transformer provides substantial
gain (step-up). At high frequencies a step-up of 5 or less is the maximum
that can be obtained, owing to the need for impedance matching between
the radiation resistance of the antenna and the low input impedance of the
RF amplifier. Thus, if a practical stage gain of 10 is assumed (grid of RF
amplifier to grid of mixer), an overall gain (as measured from the antenna
terminals to the grid of the mixer) of approximately 50 is possible. The
low stage gain can be accounted for in the manner outlined below.

The voltage amplification of a tuned pentode RF amplifier is equal to
&nZ;. Since the parallel resonant plate-circuit impedance (Z;) is equal to
L/CR, it becomes apparent that the larger L/C can be made, the greater
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Grounded grid Cascode RF amplifier
triode amplifier

7
\ur\

Common base tronsistor Common emitter amplifier
RF amplifier it
RN —ie
W\ (_‘
7! 7! 7! 7! = g
= o+ I

S —%C =

Fig. 5-9. RF amplifiers found in FM receivers.

Z, will become, and with it the gain of the stage will increase. Unfortunately,
high gain is difficult to obtain at high frequencies because the distributed
capacitance fixes the highest L/C ratio that can be obtained in any given
circuit at any given frequency.

For example, a pentode RF amplifier whose g,, is 5000 micromhos is
to operate at a frequency of 100 MHz. The resonating plate tuned-circuit
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inductance is assumed to be 1.59uhy and the circuit Q is 100. Under these
conditions the voltage amplification would be
A, = gnZy
=35 x 107% x 10®
= 500,
and the resonating value or C required is
L
Z,R
_1.59 x 107
— 108 x 107
= 1.59 pF.

Such a low value of C is clearly impossible to attain in practice, since
the output capacitance C,, of the RF stage by itself may be greater than
1.59 pF. In addition to C,,, the wiring capacitance and the grid-to-cathode
(Cy) capacitance of the mixer combine to provide a total distributed capacity
of as much as 20 pF.

If this practical value of C is used in the example above, it is a simple

matter to determine that the resonating inductance is 0.12 phy. The plate
load impedance is therefore

Z,= Z‘LI—Q (where R= %)

012 x 10-°
T 20 x 10-"2 X 0.75

= 8000 ohms
and the voltage amplification becomes
Ay =gnZy
=5x10"% x 8§ X 10°
= 40.
In practice the voltage amplification would be lower than the value cal-

culated, owing to the loading introduced by the mixer and the need for
stability.

C =

Gain-bandwidth product

An interesting and important relationship can be obtained when the
stage gain of an amplifier is multiplied by the half-power bandwidth of this
amplifier. The resultant expression is independent of frequency and is, there-
fore, considered a constant. This fact is important, because if the type of
amplifier circuit is known, and if the desired bandwidth of the stage is also
known, we can determine the maximum voltage amplification that can be
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Fig. 5-10. A single tuned pentode RF amplifier.

obtained from this stage. Thus, for a single-tuned RF amplifier such as the
one shown in Fig. 5-10, the gain-bandwidth product is

A,B = g,0X, (f@)

= ngLf;"
But f, = 1/2=CX,, so

— ngI,
4.8 = 27nCX, Hz

At resonance X, = X, and

_ & .
4,8 = En. Hz (5-5)

In terms of the previous example the gain-bandwidth product becomes

- 5% 10-?
25; == 523 % Jo-T = 40,000,000 Hz

Since the frequency of operation was assumed to be 100 MHz and the circuit
Q was 100, the circuit bandwidth is

fr 100 MHz

0= 100 = 1,000,000 Hz
Dividing the gain-bandwidth product by 1,000,000 Hz results in the previously
calculated stage gain of 40.

It is plain, therefore, that the greater the gain-bandwidth product, the
greater will be the available gain per required bandpass. To increase the
gain-bandwidth product the g, of the RF amplifier should be as high as
possible and the capacity added to the circuit by the tube should be as small
as possible.

The ratio between the g, of a tube and the interelectrode capacity is
often referred to as the figure of merit of the tube. Needless to say, the
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higher the figure of merit of a tube, the better suited that tube is for use at
high frequencies.

Automatic gain control (AGC)

Automatic gain control can serve two important functions in an FM
receiver. First, it tends to keep the signal input to the limiter or ratio detector
constant, thereby materially aiding the process of limiting This is especially
important for receivers using the ratio detector, which has limited effective-
ness in suppressing low-frequency amplitude variations (fading) .

Second, AGC can be applied to the RF and IF amplifiers to prevent
possible overload, which could result in nonlinearity and change in the
bandpass characteristics of these stages. Changes of bandpass or nonlinearity
tend to introduce distortion and to degrade the capture ratio, thereby open-
ing the way to various forms of interference. Cross-modulation, which is
the transfer of undesired amplitude modulation from one carrier to another,
is not a source of interference in FM receivers as it is in AM receivers be-
cause the limiter circuits of the FM receiver can easily remove such amplitude
modulation as may be introduced.

The effects of overloading RF and IF amplifiers

Overloading of the RF and mixer circuits due to strong RF input signals
(100,000 wv or more) can result in reduced tuned-circuit Q with its attendant
poor selectivity. As has already been pointed out, poor selectivity encourages
the production of spurious response.

Transistor RF and mixer stages are from 10 to 100 times less effective
in preventing the generation of spurious response than are similar vacuum-
tube or FET stages. This is primarily because the low imput impedance of
the transistors shunts their associated tuned circuits, thereby reducing the
selectivity of these circuits. Some improvement in selectivity can be obtained
by the use of tapped transformers which provide proper impedance matching.
Nevertheless, the selectivity obtained by the use of vacuum-tube and FET
amplifiers is superior to that obtained by the use of transistor RF amplifiers.
Thus, any situation that tends to deteriorate the poor selectivity character-
istics of a tuned transistor amplifier will also tend to increase the generation
of spurious responses.

Such deterioration of a receiver’s selectivity occurs when a transistor
RF amplifier is overdriven—that is, when the transistor input signal current
is sufficiently great to drive the transistor into the region of either collector-
current saturation or collector-current cutoff. Look at Fig. 5-11(a). Opera-
tion of a transistor in the region of saturation, where the slope of the output
characteristics is almost vertical, indicates that the output tuned circuit
(input to mixer) is shunted by a very low collector-to-emitter (CE) or col-
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Fig. 5-11. The above diagram shows the effect on the incremental output
resistance (ro = AVceg/alc) and the incremental input resistance (r; =
AVpe/AVgo for conditions of operation in regions of non-linearity.

lector-to-base (CB) resistance. At the same time that the transistor is driven
into saturation, the increasing base current causes the incremental resis-
tance from base to emitter to become smaller. See Fig. 5-11(b). Associated
with these changes in input and output resistance are the changes in inter-
electrode capacitances. Capacitance variations can be accounted for by the
changes in the thickness of the depletion areas that accompany changes
in input or output operating points. Thus the bandpass, the bandpass lin-
earity, and the center frequency of the input and output tuned circuits change
during overload conditions.

On altermate half-cycles of the input signal the overdriven transistor
may be driven into the region of collector-current cutoff. In this region of
operation the transistor incremental input and output resistances increase
(Fig. 5-11) and the interelectrode capacitances decrease. Again the net effect
is changes in the input and output tuned-circuit characteristics.
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Overdriving a transistor amplifier not only causes deterioration of
selectivity but also may result in modulation distortion (harmonic and
intermodulation distortion). In FM receivers, modulation distortion is not
introduced by nonlinearity of tube or transistor operation, as is the case
in AM receivers. This form of distortion results in a range of frequency com-
ponents that are outside the passband of the amplifier’s tuned circuits and,
therefore, are bypassed without influencing the receiver output distortion
levels. Modulation distortion is introduced in an overloaded FM receiver
because of nonlinear phase characteristics associated with detuning of the
input and output tuned circuits of the RF and IF amplifiers. Thus a change
in frequency can introduce spurious phase modulation, which appears at
the output of the receiver as distortion.

Methods for automatic gain control

Both vacuum-tube and transistor automatic gain control vary the stage
gain in inverse proportion to signal strength by changing the quiescent operat-
ing point of the controlled stages.

In the case of the automatic gain-controlled vacuum tube the operating
point is normally changed by a shift in grid bias, which causes a change in
the transconductance of the tube. Since the voltage amplification of a stage
is directly proportional to the tube’s g,, (4, = gnZy), any variation in g,
will result in a change in stage gain. The slope of the static grid transfer
curve is defined as the g, of the tube. If this slope is linear, there can be
no change in g, as the result of a change in grid bias. This is shown in Fig.
5-12. Nonlinearity of the grid transfer curve can be used to provide the neces-
sary g, variation. For this purpose we can employ remote-cutoff triodes
and pentodes, which are designed to exhibit a nonlinear grid transfer curve.

Another method of obtaining a remote-cutoff characteristic, and there-
fore a means for controlling gain, is to employ a sharp-cutoff pentode whose
screen-voltage regulation is poor. Poor screen-voltage regulation results
in a remote-cutoff characteristic because the effect on plate current due to
a variation in control-grid voltage can be offset by a change in screen voltage.
For example, if the RF signal level should increase, the AGC voltage,
obtained from the limiter grid-leak bias, will also increase. This increase
in the control grid-to-cathode voltage of the controlled stages will cause
the plate and screen currents to decrease and the operating point of the tube
to move toward cutoff. As a result of reduced screen current the voltage
drop across the screen-dropping resistor will become smaller and the screen-
to-cathode voltage will increase. Increased screen voltage will tend to move
the operating point of the tube away from the plate-current cutoff, thus
defeating the initial effects of an increasing negative control-grid bias. Since
a “sliding screen” tends to prevent a decrease in plate current, a remote-
cutoff characteristic is established.



148 RF AMPLIFIERS Chap. 5
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Fig. 5-12. The above diagram shows that a vacuum tube which exhibits
a linear grid transfer curve does not produce a change in gm (gm = I/E.)
with a change in operating point. In contrast a tube with a non-linear grid
transfer curve does exhibit a change in gm when a change in operating
point occurs.

Transistor AGC methods

The power gain of a transistor RF or IF amplifier may be controlled by
either of two AGC systems. Both of these schemes vary gain by changing
the operating conditions of the transistor. If the emitter current is used as
the controlling factor, the AGC system is referred to as reverse AGC. If
the collector-to-emitter voltage is used as the gain-controlling agent, the
system is referred to as forward AGC.

These methods are similar in that the base is the transistor element to
which the AGC voltage is applied. They differ in that an increase in RF level
will cause a decrease in base-to-emitter voltage for reverse AGC, which in
turn causes a decrease in I,. For the same increase in RF level, forward
AGC results in an increase in base-to-emitter voltage. An increase in the
input forward bias results in an increase in collector current and a decrease
in collector-to-emitter voltage. A reduction of collector-to-emitter voltage
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will only occur provided that a large bypassed resistor (from 2 to 10 kilohms)
is placed in series with the collector tuned circuit. It should be noted that
in effect the collector supply voltage is being changed, since the bypass
capacitor ties the collector tuned circuit to AC ground. A typical schematic
diagram of both types is shown in Fig. 5-13.

Reverse AGC under increasing-signal conditions tends to shift the
operating point of the transistor toward collector current cutoff. Forward
AGQC, under the same conditions, tends to shift the operating point of the
transistor amplifier toward regions of collector-current saturation. The
result of these changes upon transistor current gain (alpha or beta depend-
ing upon circuit configuration) and upon the incremental input and output

Forward AGC

€To mixer

RF input

AC ground

10k
(Large resistance)

=) VCC

Forward l l
bios due —
RF to AGC Ic ve Gain
Reverse AGC
ETO mixer
RF input %

I Ve
Vg, O+AGC
+ Forward —
AGC bias due
RF voltage to AGC Ie Gain

Fig. 5-13. Schematic diagram of forward and reverse AVC. The arrows
indicate the changes in voltage, current, and gain that takes place as the
result of an increase in RF input levels.
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Fig. 5-14. The collector characteristic curves on the right show the shift
in operating point for both reverse and forward AGC due to an AGC con-
trolled change in base current. In both cases the base current change is due
to an increase in RF level. The curves on the left illustrate the variations
in gain, alpha, beta, Rin, and R, for a common emitter configuration.
Similar characteristics will be obtained if the circuit uses a common
base configuration.

impedances is seen in Fig. 5-14. In the case of reverse AGC, moving the
operating point closer to cutoff causes both the input and output resistance
to rise and the current gain to fall. Forward AGC, on the other hand, tends
to decrease both the incremental input and output resistances as well as
to cause a decrease in current gain. These effects cause a decreasing power
gain (RF signal increasing), since the power gain of the transistor depends
upon both the current gain and the degree of impedance match between the
transistor and its associated input and output circuits.

AGC control voltage and filter time constant

The AGC controlled vacuum tubes of an FM receiver generally obtain
the AGC control voltage either from the grid of the last limiter stage or
across the ratio-detector stabilizing capacitor. Typical circuits illustrating
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Fig. 5-15. Two methods of AGC take-off. Another method by which the
AGC control voltage may be delivered to the grid of the RF amplifier is
shown in Fig. 5-6.

the methods of AGC feed are shown in Fig. 5-15. The means by which these
circuits develop a DC voltage proportional to the signal level is fully treated
in Chapters 8 and 10.

As is the case in AM receivers, the AGC control voltage must be filtered
before it is applied to the RF or IF stages. This is done to eliminate any
signal feedback, which if left unattenuated would lead to oscillation. At
the same time DC voltage feedback, from the limiter to the RF and IF
amplifiers, must be unattenuated. Thus a low-pass filter such as C, and R,
in Fig. 5-15 is generally used. The time constant of this low-pass filter will
be found to range from 0.005 to 0.1 sec and is not very critical, since rapid
or slow amplitude changes have little effect upon the audio output if the
limiter stages are effective during these amplitude excursions.

Transistor FM receivers develop voltages suitable for AGC from the
limiter and ratio detector in a manner similar to that of vacuum-tube circuits.
However, an important difference does exist between the needs of transistor
AGC circuits and vacuum-tube AGC circuits. The reason is that transistor
AGC controlled amplifiers constitute a substantial power demand on the AGC
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Fig. 5-16. An AGC buffer amplifier. The arrows indicate the changes in
voltage, current, and gain that takes place as the result of an increase in
RF input level.

sources. To avoid serious loading effects on the limiter or ratio-detector
stages a DC buffer amplifier is sometimes employed between the AGC
source and the controlled stages. Such a circuit is shown in Fig. 5-16.

Input impedance variations due to AGC

A major drawback both in vacuum-tube and transistor AGC controlled
high-frequency amplifiers is the change in input and output impedance
that occurs during changes in AGC voltage. In the case of the transistor
amplifier these changes are inherent in its AGC action, and thus changes
in bandpass, bandpass linearity, and center frequency of the RF and IF
amplifiers can be expected. Such changes tend to increase spurious responses
due to a widened bandpass, harmonic distortion due to nonlinear phase
relationships of the detuned coupling circuits, and, in the case of distorted
tuned circuits, rapid capture interchange. The last-mentioned effect occurs
as two interfering signals deviate over a tuned response that has peaks and
valleys: the stronger signal at times becomes weaker and the weaker signal
may become stronger, thus by means of capture suppressing the originally
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Fig. 5-17. The above diagram shows how a distorted receiver bandpass
can result in capture interchange.

stronger signal. See Fig. 5-17. Rapid capture interchange may thus appear
as a form of cross-modulation.

Vacuum-tube amplifiers also exhibit changes in input and output imped-
ance when their operating point is shifted by AGC-derived voltages. As
a result of these changes of impedance, vacuum-tube amplifiers can exhibit
the same undesired effects outlined above. The vacuum tube does not usually
exhibit as large a variation in its impedance for a given change in input signal
as a transistor amplifier does.

These effects can be neutralized in the vacuum-tube amplifier by the simple
expedient of leaving the proper size cathode-bias resistor unbypassed, and in
the transistor amplifier by leaving the emitter stabilizing resistor unbypassed.

Types of AGC systems

When the AGC voltage is obtained directly from a source that develops
a control voltage for all levels of input signal, this system is often referred
to as simple AGC. The circuit illustrated in Fig. 5-15 is an example.

Simple AGC tends to reduce the signal-to-noise (S/N) ratio of the receiver,
because weak signals develop an AGC voltage that tends to reduce the
amplitude of the already low-level signal. Since the noise level of the mixer
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is left unchanged, a reduction of RF signal delivered to the mixer results
in a poorer S/N ratio.

A form of AGC where low-level signals generate no AGC voltage and
thus operate the receiver at maximum S/N ratio is called delayed AGC.
“Delay” in this case does not refer to time but to amplitude. That is, delayed
AGC does not develop any AGC voltage until the level of the input signal
exceeds a certain predetermined magnitude. Thus for weak signals the RF
amplifier provides maximum gain and, therefore, maximum S/N ratio.
High-level signals that exceed the predetermined level provide normal AGC
action.

A circuit incorporating delayed AGC is shown in Fig. 5-18. In this circuit
the AGC takeoff is obtained from the grid-leak bias of the limiter stage.
Since the cathode of this stage returns to ground through a cathode-bias
resistor, no appreciable grid current will flow until the input signal exceeds
this bias voltage. Therefore, no AGC voltage will be generated for weak
input signals.

Limniter

L WU

= +0.5v
Il
L 1T

Delayed AGC e

I ! Delay network
‘W_J

}Bios network

AGC filter

Fig. 5-18. Circuit arrangement for delaying the AGC voltage until the
peak carrier exceeds 0.5 volt. This circuit will not properly drive a tuning
indicator.

5-5. Characteristics of VHF amplifiers

The tuned grounded-cathode pentode RF amplifier

A typical schematic diagram of a grounded-cathode pentode RF amplifier
can be seen in Fig. 5-9(a).
The pentode class A RF amplifier is characterized by relatively good
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stability, high gain, moderately high input impedance, and a high internally
generated noise level. The pentode itself may be either sharp or remote-
cutoff, depending upon whether or not AGC is employed.

Good stability is achieved because the shielding action of the screen and
suppressor grids reduces (but does not eliminate) feedback from plate to
control grid to very low levels. Thus we can obtain a reasonably high
maximum stable gain from a single-stage VHF RF amplifier. Overall voltage
amplification from the antenna to the grid of the mixer can be expected to
be as high as 50.

From the constant-current equivalent circuit of Fig. 5-19(a) and (b)
it can be seen that if the input impedance of the tube and the generator source
impedance are ignored, the stage gain is equal to g,,Z,. On the other hand,
when the input shunt components (due to cathode lead inductance, transit
time, leakage resistance, and Miller effect) are taken into account, the gain
in terms of the input signal is A4, = e,/e,, where €, is the AC output voltage
of the amplifier delivered to the grid of the next stage, and e, is the voltage
delivered by the antenna to the input circuit of the amplifier. To determine
the voltage amplification of a pentode in terms of its input resistance (R,,)
and the Thevenin impedance of the input circuit [this includes all the lumped
and distributed components of the circuit between grid (G) and cathode
(K) of the amplifier except R,,}, the following procedure may be used.

The total voltage amplification of the circuit (Fig. 5-19) is the product of
the voltage amplification of the pentode and its load (4,,) and the voltage
step-up of the tuned input circuit (4,). Thus, 4, = A,, X A,—or, in terms
of the circuit voltages, (es/eg)(eg/e,). From Fig. 5-19(b)

— & _ EnCeZ; _
A4, e e, EnZ;.

One method for determining 4,, is to convert the input circuit into a
Thevenin equivalent circuit. See Fig. 5-19(b) and (c). The Thevenin voltage
(ew) is the voltage between gird and cathode of Fig. 5-19(b) with R,, discon-
nected. Thus,

e, oM Q,,,
y4

4

€t =

where Q, is the unloaded secondary Q, Z, is the primary impedance, and
M is the mutual inductance, The Thevenin impedance (Z,,) is the impedance
between the grid and cathode of the resonant tuned circuit [Fig. 5-19(b)
and (c)] with the source (e,) replaced by its internal resistance (rs). Thus,

7. — —j(L) (R2 +JjoML, ‘I‘Z;e)_
" @C R, +Z%

Refer to Fig. 5-19(b) and (c) for circuit terminology.
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Fig. 5-19. The above figures show the development of the equivalent
circuit of a pentode amplifier. (a) Is the pentode amplifier. (b) Is the
equivalent circuit of both the input circuit and the vacuum tube amplifier
and (c) shows a Thevenin equivalent of the input circuit which can be
used to derive an expression for voltage amplification in terms of the input

circuit.
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We can now determine A4,. From Fig. 5-19(c) it is evident that

— eaa)MQs< Ry, ),
& Z; Rln + Zch

A, = ES_ (%)

ZyZw '
-Rln + Zp

The total stage voltage amplification is

A=Ay, X A =807, (2—3@—) (5-6)
Rln + Z

Pentodes are six times noisier than triodes, mainly because of partition
noise. The higher noise levels associated with the pentode are troublesome
only when reception of weak or fringe-area signals is attempted. In strong-
signal areas, such as might be found in metropolitan areas, this disadvan-
tage does not reduce the pentode RF amplifier’s usefulness, and it has been
widely employed in many receivers.

Neutralized triode amplifier

Since triodes generate less internal noise than do pentodes, triodes should
be used as RF amplifiers in receivers that are expected to produce usable
outputs for very weak input signals. However, triode amplifiers are less
stable than pentode amplifiers and unless they are neutralized they may
oscillate.

A typical schematic diagram of a neutralized triode RF amplifier is
shown in Fig. 5-9(b). The triode is operated class A, in order to minimize
the possible introduction of distortion and spurious responses.

In a triode amplifier that does not employ neutralization the effect upon
the input impedance due to transit time and cathode lead inductance is com-
pletely swamped by the component of input impedance due to the Miller
effect. The nature of this input impedance depends upon the plate load and
the frequency to which both input and output tuned circuits are tuned. For
example, if both input and output circuits are tuned to the same frequency,
and if the applied signal is at a frequency lower than the frequency to which
both circuits are tuned, the Miller-effect impedance will appear to shunt
the input tuned circuit with a negative resistance [see Eq. (4-24)]. This may
result in undesired instability and oscillation.

The shunt impedance that the grid source “sees” due to the Miller effect
may be effectively eliminated by reducing the AC current drawn from the
plate circuit by the grid input generator to zero. The most effective way of
doing this is to make the input generator, connected between grid and cathode
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of the amplifier, the galvanometer of a Wheatstone bridge. Obviously when
the bridge is balanced the feedback current passing through the input circuit
will be zero, and neutralization has been accomplished.

Neutralization methods

Many methods of neutralization exist. Some are based upon capacitor
bridge balance; others make use of coils. Rice and Hazeltine neutralization
require tapped coils and thus have not found widespread use in receiver
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Figure 5-20(a), (b), (c) and (d). Three circuits and their equivalents that
are commonly employed for neutralizing triode RF amplifiers.
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(d)
Fig. 5-20 (cont’d)

design. Since these methods have been treated in detail elsewhere, they will
not be treated here.

Three methods for neutralizing a triode are shown in Fig. 5-20. Wherever
possible, accompanying each method is the bridge equivalent of each circuit.

In Fig. 5-20(a) neutralization is obtained by capacitively coupling, by
means of C,, part of the plate tank voltage to the grid of the triode. Of
course, this feedback voltage must be 180 degrees out of phase with the
feedback voltage developed in the grid circuit by C,,. To obtain the proper
phase shift the plate tank circuit behaves as a phase-shift network and
provides the phase reversal required for neutralization.

The equivalent circuit of Fig. 5-20(a) is drawn in Fig. 5-20(b). It is assumed
that lead inductance, transit-time effects, and other parasitic circuit condi-
tions are negligible. It is further assumed that X, = 2X,, and that X, +
X;.> X,. X, is made twice as large as X, to provide the necessary amplitude
and proper phase for the feedback voltage. Since X, + X,_ is in parallel
with L, their total reactance must be made large in order to avoid changing
the effective value of L.

It can be seen from Fig. 5-20(b) that to reduce the feedback voltage
between grid and cathode to zero, the sum of e;, and e;, must equal zero.
This can be shown as follows:

egk = eC‘ + eca.
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By proportion

_ iXe, ]
e, =€ | — ==L G_—_
= [ J(X:— Xe)
= —e ( Xg )7
X, — X,
but if XL = 2ch,
e, = —e (V——XC¢ )
be \2X,, — Xo,
= —e,.

Thus the voltage across C, has been shifted with respect to e, by 180 degrees.
Similarly, by proportion,
_ —JjXe, ]
=e;| ———2"0 _ _|.
e ‘[—J(Xc., + X))
See Fig. 5-20(b). If it is assumed that X, = X,

2X,,

— e 5):

_ X, 7.
&= [j(Xf— Xc.)]

ecn = e,,(

Furthermore,

but if X]‘ = 2Xc.,
er=e (_2)(_0_)
g N2X,, — X,
= 2e,.

Therefore the voltage across the tank is twice the plate-to-cathode voltage
of the tube. Thus,

e, = (26)( )

= e,
Finally,
egk = ecn + eC-
=6+ (_ep)
= 0.

The phasor diagram of these relationships is shown in Fig. 5-21. It is
obvious from the phasor diagram that since I, = I, the circuit is anti-
resonant. Furthermore, it is clearly seen that e, and e, are equal and of
opposite phase; hence the feedback voltage will be zero.
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Fig. 5-21. Phasor diagram illustrating the phase relationships between the
voltages and currents of the neutralizing circuit shown in Fig. 5-20(b).

The bridge equivalent of this circuit is shown in Fig. 5-20(c). Unfor-
tunately, the bridge equivalent configuration obscures the phase-shift nature
of this method of neutralization. It may also lead to some confusion, since
the source voltage of the bridge appears to be that of the load inductance
rather than the plate-to-cathode voltage of the tube. However, the analysis
above shows that by proper choice of circuit components it is possible to
make the voltage across each of the capacitors equal to e,, and thus the
circuit can be thought of as a bridge. The bridge will be balanced when the
following relationship is satisfied:

C (6
&-c G

Balance of the bridge does not mean that the input generator sees an
infinite impedance. The reason is that bridge balance eliminates only the
components of grid current that originate in the plate circuit. The input
generator still sees the various capacitive components that comprise the
bridge. Thus the input capacity of the circuit is the parallel combination
of C,, in series with C,, and C, in series with C,.

The circuit in Fig. 5-20(c) is another type of bridge neutralization, which
employs a capacitor voltage divider (C, and C) to provide the neutralizing
voltage. In this case there are two feedback paths: the first is C,, and Cy,;
the second is purposely introduced to prevent instability and consists of
C, and C. The voltage drop across C,, and C, must be equal for purposes
of neutralization. As can be seen from the bridge equivalent of this circuit,
the input generator is the cross arm of the bridge, and thus under conditions
of balance the plate circuit can have no effect upon the input impedance as
seen by the input generator. '

It is to be noted that the resultant voltage drops across C,, and C are
due to the voltage division of the plate-to-cathode voltage added to the
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voltage drop due to voltage division of the input signal voltage, When these
voltages are combined across Cy, it is apparent that the voltage from grid
to cathode is the result of two oppositely phased voltages, and thus negative
feedback is a byproduct of this scheme of neutralization.

Bridge balance in this case occurs when

C C, -
E;_;: =& (5-8)

As in the previous system of neutralization, the input impedance seen
by the input generator is not infinite under conditions of balance. This is
because the input source delivers current to the series combination of C,
and C in one branch and C,, and C, in the other. Thus, neglecting other
loading effects (transit time, leakage resistance, and so on), the input imped-
ance is the parallel combination of each series branch.

If the loading effects listed in the last paragraph are ignored, it is apparent
that neutralization is accomplished by means of capacitor voltage dividers.
Thus the ratio of voltage division is frequency-independent, and consequently
neutralization should be relatively unaffected by frequency variations. This
is not completely true in practice because of resistive loading components
that in fact do influence bridge balance.

In Fig. 5-20(d) is a circuit that is not truly a form of neutralization but
is nevertheless employed in conjunction with triode RF amplifiers as a means
of providing circuit stability. In this scheme the impedance from plate to
grid is increased by making the interelectrode capacitance C,, and an
external “neutralizing” inductance form an antiresonant circuit. It is obvious
that the impedances between plate and grid and between grid and cathode
are acting as a voltage divider. If the impedance from grid to cathode is
very much smaller than the impedance from plate to grid (this will be so
if L is a high-Q coil), very little plate-circuit signal voltage will be developed
between grid and cathode of the tube.

If both circuits are at resonance, the feedback voltage will be in phase
opposition to the applied signal, and negative feedback will result. Ampli-
fier stability in this case is a result of plate-to-grid feedback reduction and
gain reduction due to negative feedback.

Since the impedance from plate to grid and the impedance from grid
to cathode do not vary in direct proportion to frequency, this type of neutrali-
zation is useful only over a limited frequency range.

If the plate load impedance of a triode RF amplifier is small (such as in
the first stage of a cascode RF amplifier), the tendency for the circuit to be
unstable is reduced and, therefore, the need for neutralization is not apparent.
However, a triode amplifier that is not neutralized will exhibit considerable
Miller-effect loading. The major effect of this loading is to change the opti-
mum source resistance required to obtain a minimum noise figure for the RF
amplifier. The lack of neutralization also results in less voltage amplification,



Chap. 5 RF AMPLIFIERS . 163

since the tuned input transformer will be loaded by the Miller-effect resistive
component. The voltage amplification of the neutralized triode RF amplifier
can in fact be equal to or greater than that of a pentode RF amplifier of
equal g,, and equal plate load impedance. This is shown by Eq. (5-6).

For a pentode, R;, consists of the parallel combination of resistive load-
ing components due to cathode lead inductance, transit time, leakage resis-
tance, and Miller effect. The Miller effect must still be considered in a pentode
because C,, is not zero and in fact may be twice as great as given by the
published data, owing to the effects of distributed circuit capacity. In a
neutralized triode, on the other hand, the Miller-effect resistance is infinite,
and thus R, can be two to three times larger than that found in a pentode.
Thus in practice the gain of the neutralized triode may be the same or some-
what greater than that of the pentode, owing to the voltage step-up con-
tributed by the tuned input transformer.

Oscillator radiation

The neutralized triode RF amplifier provides high gain and good stability,
but in doing so provides an additional path (via C,) for the local oscillator
signal to reach the antenna. Unless care is taken, local oscillator radiation
may exceed the limits set for it by the FCC. To minimize this a Faraday
shield may be placed between the primary and secondary of the input trans-
former. Another possibility is the placing of low-pass filters between the
grid of the amplifier and the antenna.

The grounded-grid RF amplifier

A triode circuit configuration that exhibits somewhat less gain than a
pentode, low noise, and good stability is the grounded-grid amplifier.
Figures 5-2 and 5-9(c) illustrate typical schematic diagrams of the grounded-
grid amplifier.

In this circuit, just as in the grounded-cathode amplifier, the input signal
is applied between the grid and cathode of the tube. However, in this case
the grid is at AC ground potential and, therefore, acts as a Faraday shield
minimizing any capacitive feedback from plate to input generator (cathode).
Thus neutralization is not required.

As a result of the manner of circuit connection (see the AC equivalent
circuit in Fig. 5-22), the AC plate current must flow through the input genera-
tor. Therefore, the input impedance,t assuming X, is very large, as seen
by the input generator is

_rhhtr(l+p+ R
I+ p)

(5-9)

1See Appendix 5-1 for the derivation of this equation.
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Fig. 5-22. The equivalent circuit of the grounded grid amplifier.

If p is much greater than 1 and if R, is approximately equal to r,, as may
be the case with triodes,
Zin = (z) + rs (5—10)
gm
If the g,, of the tube is assumed to be 5000 pmhos and if the source resistance
(ry) is 100 ohms, Z;, will be found to be 500 ohms.

In shunt with the input impedance, (2/g.) + r,, is the transit-time
resistance. Transit-time loading is unaffected by circuit configuration and,
therefore, will have the same magnitude as in a grounded-cathode ampli-
fier.

Any residual Miller effect (due to C,,) will result in a slightly reduced
input capacitance, since the plate voltage and grid voltage are in phase as
measured to ground. This means that the voltage across C,, will be the
difference between e, and e,,. Thus, the current through the feedback capaci-
tance must be small compared to the situation where e, and e, are 180
degrees out of phase (measured to ground) as in the grounded-cathode ampli-
fier. The value of C;, for a grounded-grid amplifier can be shown to be

C, = Cyu + C(1 — A cos §), (5-11)
where
C,, = effective capacitance between cathode and grid,
C,. = interelectrode capacitance between grid and cathode,

A = voltage amplification of the stage, and
0 = phase angle between input and output voltages.
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The voltage amplification of the grounded-grid amplifier can be deter-
mined from the equivalent circuit of the tube. Thus,

A =&
v = e, ’
€, = ipRLy
i _ 6 T+ pe
P+ r+ R
but
€, = & + iyrs,
and
i, = e,(/.l,-l- 1) ,
’ rp+rs(/u'+l)+RL
o — e(u + 1)R, )
¢ rp+r{p+ 1D+ R,
A, =Lt DR, (5-12)

Trntrp+D+R,

Since the plate current is common to both input and output circuits, it can
also be seen that

A, = & _ bR _ Ry (5-13)

Furthermore, since i%R, = P, and since i%R,, = P,,, the ratio of power
output to power input (power gain) must be identical to that of voltage
amplification. Hence

Ay, = PG = Rs. (5-13a)
Rin

The noise figures of the grounded-grid triode amplifier and the grounded-
cathode triode amplifier are about the same, assuming identical values of
circuit parameters. In both cases minimum noise figure is obtained when
the effective value of input source resistance is

R, = f BiRuRn
o Rl + Rtl
= ~R.R,, (5-14)
where
R, = optimum source resistance,

R, = shunt loading components due to circuit conditions other than
transit time,

R,, = transit-time resistance,

R, = equivalent shot-noise resistance,

R, = parallel combination of R, and R,,.
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If R, > than 1/g, and if x> 1, the expression for noise figure of these
amplifiers, assuming the source resistance is optimized, is

NEa=1+2,/(5 + )R> (5-15)

The disadvantages of the grounded-grid amplifier are its low input imped-
ance, which makes it difficult to use variable tuning in the input circuit,
lower available amplification than is provided by the neutralized grounded-
cathode amplifier, and extreme variation of input impedance when AGC
is employed.

The cascode amplifier

If an ideal RF amplifier could be constructed, it would have the noise
figure of a triode and the gain of a pentode. This seeming contradiction can
be resolved, provided that a two-stage RF amplifier is employed in place
of a single RF stage. To provide the lowest noise figure possible both stages
must be triodes. This in itself provides a problem, in that unless care is taken
the circuit will be unstable.

Wallman has determined that of the nine possible combinations of two-
stage circuit configuration (GK-GG, GK-GK, GK-GP, and so on) the
grounded cathode feeding the grounded grid (see the block diagram in Fig.
5-23) provides the best noise figure, stability, and gain. This circuit is called
the cascode amplifier.

Grounded cathode Grounded grid

-
RF amplifier RFamplifier [ oo

Fig. 5-23. A block diagram of a cascode RF amplifier.

Figure 5-24 shows two methods of coupling that may be employed
between the grounded-cathode stage and the grounded-grid stage of the
amplifier. In Fig. 5-24(a) a coupling capacitor is used to feed the signal from
the plate of ¥, to the cathode of ¥,. Since the input impedance of V; is very
low (2/g.), the interstage circuit is broadly tuned over the FM band by
means of L, and Cy.

Stacked B plus and AGC

The circuit shown in Fig. 5-24(b) is sometimes referred to as a stacked
B arrangement. This is because the two tubes are connected as a series voltage
divider across the B supply. If both tubes are identical and have the same
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Fig. 5-24. Two methods of coupling the grounded cathode amplifier to
the grounded grid amplifier in a cascode arrangement.

operating conditions, the DC voltage across ¥, will be the same as the
voltage across V,. Simplicity of circuit connection is the obvious advantage
of this system. This circuit also provides a remote-cutoff characteristic when
AGC is employed. This comes about because any change in bias of the
first stage causes the plate voltage to change in a direction that opposes
the change in current. That is, an increase in bias in the first stage will cause
a decrease in plate current that will tend, owing to voltage division between
tubes, to increase the plate voltage of the first tube. Since the first stage is
a triode, an increase in plate voltage tends to increase plate current, thus
increasing the magnitude of the grid voltage required to cut off the tube.
In effect the tube has become semiremote cutoff.

The bias developed between grid and cathode of the second stage is
provided by returning the grid to a potential somewhat less positive than
the cathode. The grid is held at AC ground by means of an RF bypass capaci-
tor.
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Stage gain

Since the second stage of the cascode amplifier is a grounded-grid ampli-
fier, it can be said that under normal operating conditions this stage is stable.
The second-stage voltage amplification ist

(e + DR,

A, = /:,+RL : (5-16)
Of the two stages this stage provides the greatest voltage amplification.
However it is interesting to note that in terms of power amplification the
second stage delivers less power gain than does the first stage. This can be
seen from the expression for power gain in terms of voltage amplification.
Thus,

Lk € R, 2

PG:PT,,:R—L e—?n=A,,E- (5-17)

In the case of a grounded-grid amplifier it has been shown that R, /R, =
1/4,. Therefore, Eq. (5-17) when applied to the second stage resolves it-
self into PG = A,. On the other hand, the first stage (grounded-cathade) may
have a R,/ R, ratio of 100 to ! or more, which when multiplied by 42 becomes
a power gain considerably greater than the second-stage power gain. The
large R;,/R, ratio is obtained because R, of the first stage is the input imped-
ance of the second stage (2/g,,), which may be quite small.

A suitable tube for the second stage should have a large g,, in order to
provide a low input impedance and thus increase the power gain of the first
stage. Of course, this also increases the power gain of the second stage.
The tube used for the second stage should also have a low cathode-to-plate
interelectrode capacitance in order to insure stability. If the tube is to be
used in a stacked B arrangement, the maximum heater-to-cathode voltage
rating should be high enough to prevent heater-to-cathode breakdown.

The cascode amplifier can be considered a special case of grounded-
grid amplifier. This is clearly seen when a comparison is made between
the equivalent circuits of Figs. 5-22 and 5-25. It is apparent that in the case

Ky
Fig. 5-25. The equivalent circuit of a cascode amplifier.

{See Appendix 5-2 for the derivation of equation 5-16.
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of the cascode amplifier the driving source of the second stage is the grounded-
cathode amplifier, whereas in the grounded-grid amplifier of Fig. 5-22 the
driving source is the input signal. In both cases the driving source is loaded
with the input impedance of the grounded-grid amplifier. This impedance,
assuming R, is one half of r,, is therefore approximately equal to 1.5/g,, [see
Eq. (5-9)] and constitutes the plate load of the first stage of the cascode
amplifier. This impedance is chiefly responsible for the low-voltage amplifi-
cation developed by the first stage. The voltage amplification developed by
the grounded-cathode first stage is

Ay, ~ m(;) ~15. 5-18
el (5-18)

m

The exact expression for the voltage amplification of the first stage ist

Ay, = (5-19)

(1+;m)“—hﬁu+nﬂ+{

This expression assumes that both tubes have identical parameters.

Since the two stages are connected in cascade, the product of Eq. (5-16)
and Eq. (5-19) will lead to an expression for the overall voltage amplifica-
tion. Thus

Ay = Ay, X Ay,

_ _Rpp+1) _
= ZTr e TR, (5-20)
For example, if both tubes are identical and if p is 50, r, is equal to
10,000 ohms, R, the load on the second stage is 4000 ohms, and if Eq.
(5-19) is solved on the basis of the data above, it will be found that 4, will
be equal to 1.37. The application of the same data to Eq. (5-16) leads to a
voltage amplification for V, of 14.5. The product of 4, and 4,, is 19.8. If
a pentode were employed as an RF amplifier and its g,, was the same as that
of the triodes used above, the voltage amplification achieved by this single
stage alone would be

A, = gnR;, = 5000 X 107% x 4 X 10* = 20.

Thus the overall voltage amplification of the cascode amplifier is almost
the same as that of a pentode RF amplifier of equal g,,. It should be noted
that the voltage amplification of the cascode amplifier is always less than
that of pentode RF amplifier (assuming r, is very much greater than R;).
This can be seen by taking the ratio of the voltage amplification of the pentode
to that of the cascode amplifier. This ratio is therefore

voltage amplification of pentode R, + 2+ p (5-21)
voltage amplification of cascode ~ ry(1 + ) ' 1+ p

tSee Appendix 5-3 for the derivation of equation (5-19).



170 RF AMPLIFIERS Chap. 5

It can be seen from Eq. (5-21) that the second term is greater than unity
and therefore the first term of the equation simply makes the ratio larger.

Stability and noise

The stability of the first stage of the cascode amplifier is provided by its
inherently low voltage amplification. That is, the proportion of output
voltage fed back by the interelectrode capacitance C,, is not changed, but
since the ouptut signal voltage is low, owing to the reduced voltage ampli-
fication, the feedback voltage is insufficient to sustain oscillation. Neutrali-
zation is nevertheless employed (see Fig. 5-24) as a means of establishing a
low noise figure for the amplifier. Furthermore, neutralization reduces the
changes in input impedance, and therefore minimizes bandpass variations
that accompany the application of AVC to the first stage.

Since both tubes of the cascode amplifier are triodes, partition noise
is not a source of noise in the cascode amplifier. Thus the cascode amplifier
will be less noisy than an equivalent pentode RF amplifier. Furthermore,
owing to the low input impedance of the second stage, the noise contribution
of the second stage to that of the first is negligible. As a matter of
fact a number of authorities have pointed out that the second stage has
a source conductance almost equal to the optimum source conductance.
Since the second-stage noise contribution is negligible, the first stage deter-
mines the noise figure of the system. Thus, the expression for optimum noise
figure of the cascode amplifier is the same as Eq. (5-15), which is the noise
figure of a neutralized triode.

5-6. Transistor RF amplifiers

Small-signal transistor RF amplifiers employed at very high frequencies
use class A operated common-base or common-emitter circuit configura-
tions such as those illustrated in Fig. 5-26. Common-collector configura-
tions are seldom used because of their inherently low power gain. In some
respects these circuits are very similar to their low-frequency counterparts.
It is apparent that regardless of the frequency of operation a temperature-
stable operating point must be selected and maintained. Thus resistors
R,, Ry, and R; of Fig. 5-26 perform the function of setting the operating
point and maintaining temperature stability. This may be somewhat more
important for weak-signal VHF amoplifiers,t since any small change in input
and output impedance (due to a change in operating point as a result of
a change in temperature) will be felt in the form of detuning, and thus loss
of gain as well as harmonic distortion may be introduced. Of course any
change in operating point will also affect the noise figure of the transistor.

tTypical value for stability factor at low frequency is 5, and that commonly found in
VHF amplifiers is 2.5.
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Fig. 5-26. Common base and common emitter RF transistor amplifiers.

Except for the physically small size of the input and output tuned circuits,
the tuned-circuit considerations at high frequencies are about the same as
at low frequency. These circuits are utilized to provide the required selectivity
and proper impedance match or deliberate mismatch (for stability) between
stages.

High-frequency requirements

At frequencies of the order of 100 MHz, transistors and the circuits
in which they are employed must meet certain requirements if optimum
performance is to be obtained. First and foremost the transistor must be
able to provide usable power amplification at very high frequencies. Thus,
in order to be effective at FM broadcast frequencies the transistor must
posess a gain-bandwidth product (f;)t of 100 MHz or more. To meet this

tThe gain-bandwidth product (/;) is defined as the frequency at which A re decreases
to unity.
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requirement the transistor must be fabricated in such a manner as to reduce
the transit time of the current carriers passing through the base. In terms
of the hybrid pi equivalent circuit this is the same as reducing the value of
C,.. See Fig. 5-27. It is also apparent from the hybrid pi equivalent circuit
that in order to obtain maximum power gain, the input resistance ry. (due
to the resistivity of the base) must be made as small as possible. To provide
stable operation at very high frequencies, Cy., the interelectrode feedback
capacitance between collector and base must also be made as small as pos-
sible.

o'
, —AMA~
rse' b
Base o——MWA— " ——o Collector
—I¢L

AN

Co'e
p'e Cp's rce 8gmvbla

I

Emitter

Fig. 5-27. Hybrid p; equivalent circuit for the common emitter high fre-
quency transistor amplifier.

Types of transistors

The history of transistor development is a history of the development
of transistors that can be made to operate effectively at high frequencies.
All of the seemingly endless variety of transistor fabrication processes that
have been devised are basically methods by which transistors can be made
to operate at higher and still higher frequencies.

One of the first attempts by transistor manufacturers to reduce emitter-
to-collector transit time was by means of base thickness reduction. This
approach resulted in such transistor types as the surface-barrier and the
microalloy transistors. Figure 5-28(a) and (b) illustrates the construction
of these types. These transistors can operate at frequencies as high as 5S0MHz.

Further development resulted in a technique whereby an accelerating
electrostatic field is set up in the base. This has the effect of reducing transit
time by increasing the speed of transit of the current carriers. The accelerat-
ing drift field is obtained by doping the base so that it has a graded resistivity
between emitter and collector. As is shown in Fig. 5-28(c), the resistivity
of the base in the region of the emitter is low as the result of an increased
impurity concentration. At the collector the base resistivity is maximum
because of the scarcity of the impurity atoms. When sufficient voltage (a
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Fig. 5-28. The structure of five types of high frequency transistors.

few volts) is applied to the collector of a drift transistor, the transit time of
the hole-current carriers is reduced to about one-fourth the time that would
have been necessary if hole current were due to diffusion alone. In the micro-
alloy diffused transistor (MADT), etching (to produce a thin base) and a
drift field are combined to produce a quality VHF transistor. These tran-
sistors can be made to operate at frequencies as high as 200 MHz.

Other types of very-high-frequency transistors make use of etching,
diffusion, and other specialized construction techniques in order to obtain
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the desired high-frequency characteristics. See Fig. 5-28(d) and (e). These
types, given such names as mesa, epitaxial, and planar transistors, show
certain differences as well as similarities. Planar transistors differ from the
microalloy and the microalloy diffused transistors in that the base and the
emitter are deposited, by evaporation, on the collector, which is used as
supporting structure for these elements. In the case of the MADT and other
similar types the base is the supporting structure for the emitter and the
collector. Both the mesa and the planar transistors employ diffused base
construction in order to obtain a drift field. As the figures show, mesa and
planar transistors differ in physical appearance. Needless to say, it is by these
differences that they obtain their names.

Mesa as well as planar transistors may employ epitaxial layers in their
construction. Epitaxial films are structures in which the film atoms have
been aligned with those of the crystal so as to preserve the uninterrupted
lattice structure of the crystal. These films can be controlled precisely and
thus transistor performance can be improved, since greater control of tran-
sistor parameters can be achieved. Mesa and planar transistors exhibit
gain-bandwidth products in excess of 200 MHz.

The field-effect transistor

The field-effect transistor (FET) is a physically small, rugged semiconduc-
tor device whose power consumption is low. The FET is formed by the same
techniques used in constructing planar transistors and integrated circuits.
Like the triode vacuum tube, it is a three-element device: the cathode, grid,
and plate of the vacuum tube correspond functionally to the source, gate,
and drain of the FET. Schematic symbols of both the vacuum tube and the
FET are shown in Fig. 5-29.

Under DC and low-frequency conditions, the FET has exceptionally
high input impedance, of the order of 10'® ohms, and fairly high output
resistance, of the order of 100,000 ohms or more. Thus, the FET can be
expected to behave in a manner similar to a high-mu triode or pentode
vacuum tube. This similarity is reinforced in that the interelectrode capaci-

Gate Drain
Source
Triode vacuum tube N —channel junction

field effect transistor
(o) (b)

Fig. 5-29. Schematic symbols of a vacuum tube triode and a junction
field effect transistor.
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tance between input and output of the FET and the triode are of the same
order of magnitude. At low frequencies the similarity between the vacuum
tube and the FET becomes apparent, since both devices are voltage-activated
and do not require power from the input signal source. It is, therefore, more
meaningful to speak of voltage amplification (4,) than power gain (G) when
discussing the FET. The vacuum tube and the FET are also similar at high
frequencies, since both exhibit a decrease in input impedance due to the Miller
effect and other input loading phenomena. Thus, at high frequencies it
becomes more meaningful to speak of power gain since both devices take
power from the input signal source.

Other than the obvious physical differences between vacuum tubes and
FET’s, there are important electrical differences also. For example, the
FET does not require filament power, and the drain-to-source voltage is
of the order of 20 volts as compared to the usual 100 volts between plate
and cathode of a vacuum tube.

The FET is found in two basic forms which can be made, by fabrica-
tion to operate in one of two modes. The two basic forms are the junction
field-effect transistor (JFET) and the insulated-gate field-effect transistor
(JGFET)—or, as it is often called, the metal-oxide semiconductor field-
effect transistor (MOSFET). See Fig. 5-30 for cross-sectional and sche-
matic representations. Notice that in both JFET and MOSFET the medium

Gate Silicon oxide
insulator
Drain Gate Source Drain /Source
AN %\_/ hN £
N P N
= ™~ Substrate —" c
Junction FET Insulated gate FET (MOS)
Gate Drain Drain
Gate Substrate
Source Source
N-channel JFET N~ channel MOS FET depletion mode
Drain Drain
cale Substrate
Source ol Source
P—channel JFET P—channel MOS FET depletion mode

Drain
Substrate
Gate
Source

N —channel MOS FET enhancement mode

Fig. 5-30. Cross-sectional and schematic representations of the junction
and MOS field effect transistors.
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between source and drain is either N-type or P-type semiconductor material.
Thus, an FET is usually referred to as either an N-channel or P-channel
FET. In the following discussion N-channel FET’s will be assumed, since
this type if most analogous to the vacuum tube and since its higher ratio
of transconductance to stray capacitance makes for a better high-frequency
transistor. )

The junction field-effect transistor, like the vacuum tube, requires a
reverse bias between its input terminals. This maintains a high input imped-
ance and thus prevents input circuit loading. The MOSFET is structurally
different from the JFET, and is so arranged that the gate is completely
insulated from the source-to-drain channel. Therefore, the input circuit of
the device is not polarity-sensitive. Thus, bias is used only to set the operat-
ing conditions of the MOSFET and may be either positive or negative with
respect to the source, depending solely upon the desired operating conditions.
For the MOSFET bias is not required to maintain a high input impedance.

The two basic modes of FET operation are called depletion and enhance-
ment. The depletion mode of operation refers to the condition where an
increase in input-circuit reverse bias causes a decrease in output current.
The output volt-ampere characteristics of an FET that can be used in the
depletion mode is shown in Fig. 5-31. Notice that the drain current is
maximum with zero gate voltage and decreases with an increase in reverse bias.
Notice also that the appearance of the characteristic curve is similar to that
of a pentode vacuum tube.

The enhancement type of FET is structurally different from the deple-
tion FET and is cut off (drain current is approximately zero) at zero bias.
Drain current in an enhancement FET does not increase until the bias
increases in a positive direction above zero. Typical output characteristics
are shown in Fig. 5-31(b). These characteristic curves are similar to that
of a pentode vacuum tube except that cutoff occurs at zero gate voltage.

The small-signal equivalent circuit of a MOSFET is shown in Fig. 5-32.
This simple field equivalent circuit is valid up to about 100 MHz, above
which distributed inductance of the leads and of the case would have to be
included. The significance of the equivalent circuit elements is as follows:

res and r,, represent the leakage resistance between gate and source,
and gate and drain, respectively. Typical value for the parallel combination
of these resistances is 10'°* ohms.

C, and r, represent the distributed network between the gate structure
and the channel. Typical values are 3 pF and 100 ohms, respectively.
At high frequencies the transconductance of the FET is controlled by the volt-
age e, which appears across C,. As the frequency of operation is increased
the reactance of C. decreases with the result that the voltage e. also decreases.
Thus the time constant r.C,. controls the gain at high frequencies. At low
frequencies C, becomes an open circuit and the voltage e, becomes e,.

C,s is the distributed case and interlead capacitance between the gate
and source. Typical value for this capacitance is about 2 pF.
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Fig. 5-32. The simplified equivalent circuit of a field effect transistor.

C,q is the distributed feedback capacitance from drain to gate. A repre-
sentative value for this capacitance is 1 pF.

rq is the output resistance of the FET; its value is determined by the
slope of the output characteristics of the FET and the operating point of
the device. Depending upon the operating point of the FET, the value of
rq, may range from a few hundred ohms to several hundred megohms.

&= is the transconductance of the FET. For low frequencies it is deter-
mined from the slope of the I,/E, transfer characteristic. Typical value of
g ranges from 3000 to 10,000 micromhos.

In summary, it is evident that for FM receiver applications the micro-
alloy transistor is suitable for IF and limiter stages. The MADT, mesa,
planar, and FET types are more useful as mixer and RF amplifiers.
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Since the semiconductor revolution is far from over, no one type has
become the universal favorite. No doubt in time new semiconductor con-
trivances will supplant the present formidable arsenal.

The "Y'-parameter equivalent circuit

Prediction of transistor small-signal behavior is not easily obtained by
means of conventional T or hybrid = equivalent circuits when the transistor
is operated at frequencies approaching alpha cutoff or above. The reason
is primarily that the measurements needed for usable equivalent circuits
are very difficult to make. Furthermore, since almost all of the parameters
are complex and since the equivalent circuits themselves are complicated,
calculations become very involved. The use of these parameters (T or =),
however, does yield some insight into the physical processcs of the transistor
operated at high frequencies.

An equivalent circuit, useful over a relatively narrow bandpass, that
simplifies parameter measurements as well as circuit calculations is one
based on admittance parameters. It is called a Y-parameter equivalent circuit
or a short-circuit parameter equivalent circuit. Figure 5-33 illustrates the
Y-parameter equivalent circuit of a transistor amplifier. Of course, each
of the admittances shown can be resolved into component conductances
(G) and susceptances (B). Thus, for example, Y, = G, + jB,. Note that
a plus jB represents a capacitive reactance and a minus jB represents an
inductive reactance.

The equivalent circuit is applicable to any circuit configuration. Param-
eter symbols intended for use with the common-base amplifier would be
followed by a subscript b; those intended for the common emitter would

i b

—— _ ————

<]

4 w9l [ [diem  flc

Ys source admittance

¥ input admittance (I,/V4) with output short circuited

¥ reverse transfer admittance (;/V,) with input short circuited
¥% forward transfer admittance (I/V4) with output short circuited
¥, output admittance (I,/V5) with input short circuited

¥ load admittance

Fig. 5-33. Transistor equivalent circuit based on Y parameters.
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be followed by a subscript e. Thus, for example, g;, would represent the
input conductance of the common-emitter amplifier.

The parameters are determined by the quiescent operating conditions
(I, and V,) and the frequency at which the transistor is to function. Con-
sequently, for any design it is necessary that measurements or conversion
calculations be performed in order to obtain the appropriate data at the
intended circuit conditions. Curves illustrating Y-parameter variations due
to changes in I, can be obtained from the transistor manufacturer. Figure
5-34 shows typical curves for a transistor used in the common-base and
common-emitter modes of operation.

The design of an RF amplifier must be based upon the needs of the
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Fig. 5-34. Variation of the small signal Y parameters of a transistor used
as a common emitter amplifier.
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designer and the characteristics and limitations imposed by the amplify-
ing device. Thus, for example, to provide maximum power gain the source
admittance and the input admittance of the next stage must be conjugate-
matchedt to the respective input and output admittance of the amplifier.
To provide such a match the designer must know both the input and output
admittance of the transistor. But since these depend upon the quiescent
operating point, and since noise is a function of the Q point, it is also neces-
sary to select the operating point for low-noise operation. On the basis of
the data above, and the other data required for the construction of a Y-
parameter equivalent circuit, the power gain as well as the stability of the
small-signal VHF amplifier can then be determined.

Internal feedback, and stability

Under most conditions of VHF operation the internal feedback associ-
ated with the common-base amplifier is regenerative, whereas the common
emitter displays inherent degenerative feedback.} Therefore, the common-
base amplifier may be subject to instability, and uniformity of bandwidth,
power gain, input and output impedances, and so on may in general be
difficult to maintain if for any reason the transistor is replaced or if for any
reason the circuit is to be duplicated. If the operating point and the load
and source impedances are maintained for both types of circuit configura-
tions it is possible, as a result of the internal feedback, for the common-base to
develop greater power gain than can the common-emitter amplifier. As a result
the common-base amplifier can often employ transistors of lower f, rating
than would be possible if a common-emitter circuit configuration were used.

Neutralization and unilateralization

Stability of the amplifier depends upon the internal feedback impedance
associated with a given circuit configuration, the frequency of operation,
the overall power gain, the nature of the load impedance, and the quiescent
point of operation. To eliminate or reduce the tendency for the circuit to
oscillate, one of three methods may be employed: neutralization, unilaterali-
zation, or circuit mismatch. Neutralization is a general term used to describe
any method whereby an undesired effect is canceled. In terms of stability
and input circuit loading, due to feedback, neutralization is usually designed
to cancel the negative-resistance component of input resistance. Unilater-
alization refers to a method whereby a device that is bilateral (operates
in two directions) is converted into a one-way device (unilateral). Thus,
unilateralization is able to cancel both the resistive and reactive effects of

tThe condition where the admittance of a generator and its load are equal but opposite
in phase. Thus the reactances are tuned out and maximum power is transferred.

tAccording to R. F. Shea [Transistor Circuit Engineering (New York: John Wiley &
Sons, Inc., 1957), p. 190] the common emitter is potentially unstable only up to a fraction
of alpha cutoff. At higher frequencies the common emitter is unconditionally stable.
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feedback. In the case of an amplifier this means that none of the output
signal is returned to the input.

Neutralization methods

Transistor amplifiers that require neutralization use essentially the same
methods that are used to neutralize vacuum-tube amplifiers. An important
difference is that the internal feedback in transistors is through a network
consisting of both resistive and reactive components (r,. and C,. of Fig.
5-27), whereas the internal-feedback network associated with the vacuum
tube is purely reactive (C,,). Thus for complete neutralization (unilaterali-
zation) the transistor external neutralizing network may be more com-
plicated than that required by a comparable vacuum-tube amplifier. For
example, if complete neutralization is required of a common-emitter ampli-
fier, the circuit may appear as shown in Fig, 5-35. Compare this with a similar

Cy

(—1

il

G

o — 4 L
Input j— !

Cq Py

[

Fig. 5-35. Neutralized common emitter amplifier and its equivalent bridge
circuit.
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circuit used to neutralize a vacuum-tube amplifier [Fig. 5-20(a)]. Both circuits
use bridge neutralization, but in the transistor case the neutralization capaci-
tor (C,) is shunted by a resistor (R,), which is necessary to achieve perfect
bridge balance. Since r,, is usually very large (measured in megohms),
R, is often not used in balancing the bridge. Of course, technically speaking
this means that the amplifier is not unilateralized. The balance equations
for both the transistor and vacuum-tube bridge neutralization will be found
to be similar to Eq. (5-7). Thus,

Co. _ Gy

[Cey
Common-base RF amplifiers are also neutralized by means of bridge-
balancing techniques. A typical example is shown in Fig. 5-36(a). In order
to show the bridge structure of this method of neutralization, we resort to
the T equivalent of the transistor. Since the circuit shown in Fig. 5-36 is
obviously a form of Wheatstone bridge, the condition of balance occurs
when

C.R, = Ciry. (5-22)

T‘ h e

|

Cw I AN
_]_ > Ra

I %R
Ry G ! ;
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(b}

Fig. 5-36. Neutralized common base RF amplifier and its equivalent
bridge circuit.
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To completely unilateralize this circuit C, may be shunted with a resistor
of proper magnitude.

Maximum stable gain and mismatch

As for vacuum-tube amplifiers, there exists for transistor amplifiers a con-
dition of maximum stable gain. That is, if the gain of a transistor amplifier
exceeds this value, the amplifier will tend to oscillate. According to Hunter,*
the maximum stable transducer power gain for an unneutralized common-
emitter amplifier must be less than

Py Em
P < T25(0)Cy (5-23)
where o is 27 f, P, is the power in the load, P, is the power delivered by the
source, g, is the ratio i,/V,., and C, is the sum of the collector-to-base
interelectrode capacitance and the distributed lead capacitance from collector
to base.

It is obvious from the last expression that if the power gain of a transistor
amplifier is sufficiently reduced, the circuit will not oscillate. One of the
simplest methods of reducing the power gain of an amplifier is to provide a
mismatch between source and load. This method of insuring amplifier stabil-
ity will also result in a greater independence of the input impedance from
the output impedance.

Y-parameter circuit design

To design a high-frequency RF amplifier we must know such circuit
conditions as input admittance, output admittance, power gain, and circuit
stability. The Y-parameter equivalent circuit can be used to calculate all
of these conditions.

The input admittance of a transistor amplifier is the admittance seen by
an input generator excluding its own internal source admittance. This
quantity must be known if optimum noise figure is to be obtained, or for
that matter if proper matching is to be secured between input source and
the input circuit of the transistor.

In the following derivations a common-base amplifier will be assumed,
although the equations may also be used for the common-emitter amplifier.
The designations Y, Y,, Y, Y, are the transistor parameters usually
supplied by the manufacturer and are defined in Fig. 5-33. These parameters
may be expanded into their real and complex terms. Thus, the complex
terms are designated By, B, B, B, and the real terms are designated
Gw, G, Gy, and G, respectively. Y, and Y, refer to the input and output

tL. P. Hunter, Handbook of Semiconductor Electronics, 2nd ed. (New York: McGraw-
Hill Book Company, 1956), pp. 12-48.
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admittances “seen” by the source and load, respectively. ¥, and ¥, designate
the input and output terminal voltages of the amplifier, and the /, and 1/,
represent the input and output currents of the amplifier. The source admit-
tance is referred to as Y,, and the load admittance is designated Y;. From
Fig. 5-33 it can be seen that the input admittance of the common-base ampli-
fier with the source removed must be

I’ln = 71’
I = Y,V + YV,
and
Y.V,
V= — L2 1L .
’ Yo+ Y
Substituting,
Y.V,
VYo + Y, (__ﬂ_l_)
Y =£ _ 1 1D+ b Yw + YL
in V[ Vl
—y,— In¥n_ (5-24)

Yo + Yz

Equation (5-24) indicates that the input impedance depends upon the
output load conditions. It also indicates that under conditions where the
first term is smaller than the second term the input admittance becomes
negative, which may result in oscillation.

The output admittance of a transistor amplifier is the admittance seen
by the load (but not including the load) looking back into the circuit of Fig.
5-33. Thus,

I

— =5
Yout - I/2
Iz = YobV2 + beVh
YV,
V, =— — =72
! Yo+ Y,
— Yrsz )
v YoV + YpVi _ YoV, + be( Y + Y, Yo/
out I/2 Vz
Y,Y,
=Y, — —=Jbm | 5-25
* Y+ Y, (5-23)

The output admittance of a single-stage amplifier must be known if match-
ing (or mismatching) between two cascaded stages is to be obtained. If
maximum power is to be transferred (and thereby maximum available power
gain obtained), Y, must be conjugate-matched to Y, The admittance Y,
is made up of the input admittance of the second stage and the tuned circuit
associated with the first stage.



Chap. 5 RF AMPLIFIERS 185

If both input and output circuits are tuned to resonance, both circuits
become pure conductances. Thus Eq. (5-24) reduces to

Y,Y
Yn — Y rd ].‘b
" TR (G + Gp) + j(Bw + Br)
Y,Y,
— b4 rd -
=Y, — —J——Gw G, (5-26)
and by similar reasoning Eq. (5-25) becomes
Y,Y,
Yoo = Yo — 2210 52
TG, + Gy (3-27)

The power gain of a tuned RF amplifier at resonance may be found as
follows.

P, _ VG, _ 4Gy

PG:E— VlGln_ 1,G_in'
But from Eq. (5-24)
D /2
Yo+ Y,
therefore,
Vi Yot 1
Vi Yo+ Y, V,

The voltage amplification V,/V; is equal to — Y,/(Y, 4+ Y.), but since
the power amplification is (4,)*G./G;,, it may be rewritten
Yol G
PG = (,_l___ﬂ )_L 5-28
[Yu+ Y.F)Ga (5-28)
In a tuned amplifier this reduces to
Y G
PG = ( | Yp )_L.
| Gop + GLI*/ Gia

According to Linvill and Gibbons, the criterion of stability of a two-port
network in terms of Y parameters of a common-base amplifier is given by
the following expression:

= — I be Y‘rbl

2Re(Yy) Re(Y,) — Re (YY)
where Re means “the real part of.” The device is stable if C < 1. That is,
under these conditions all input and output terminations will not introduce
oscillation, This is a test for stability with both input and output terminals of
the transistor open-circuited; thus it represents a worst-case condition.
If Cis greater than |1, the circuit is potentially unstable—that is, under
certain load and source admittances the circuit will oscillate.

It is often desirable to be able to determine whether an actual circuit
is stable. This may be done by employing the stability criterion established

C

(5-29)
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by Stern, which takes into account actual source and load admittances con-
nected to the transistor. This stability factor (K) in terms of a common-base
amplifier may be written
_ | YnYnl|+ Re (Y Yn) L

K= 260t GGt G S
where Re means “the real part of.” If K is less than |1}, the circuit will be
stable; if K is larger than |1], the circuit will be unstable. The advantage
of K is that it provides a stability evaluation for a specific circuit. The stability
factor C is able to predict the potential stability of a transistor with an open-
circuited source and load.

Of course, Y parameters may be used for vacuum tubes and FET’s as
well as transistors for analysis and circuit design.

A numerical example will illustrate how the Y parameters may be used
for amplifier design. Assume that a transistor operating at 100 MHz and at
a given I, has the following Y parameters for common-base and common-
emitter configurations. All values are in millimhos.

Y, = 23.7 — j13.05, Y., =92+ j11,
Y,, = —0.5 — j1.85, Y, = —0.035 — j0.84,
Y, = —14.4 4 j23.3, Y, =14 — j21,
Y, = 0.5 + j2.71, Y, = 0.5 + j2.71.
If it is also assumed that the source admittance of a common-base
amplifier is

Y, = 80 + j15.85
and that the load admittance is
Y, =45 —j2.57,
then, using Eq. (5-24), the input admittance of the amplifier will be

(27.4/121.7)(1.92/255.3)

Yin = (23.7 — j13.05) — 05 + 45

= 13.7 — j15.85.
The output admittance of the amplifier, determined from Eq. (5-295), is

(27.4/121.7)(1.92/255.3)

You = (0.5 + j2.71) — 0 57

= 0.01 4 j2.57.

Linvill’s critical stability factor is found from Eq. (5-29) to be
C= |(27.4)(1.92) |
2(23.7)(0.5) — (50)

Thus, the transistor is potentially unstable, since C > 1. If we calculate
Stern’s stability factor to see the effect of the generator and load conduc-
tances, we find that

=[1.93].
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_ 127.4x1.92)| + 50
K=2237+ sox05 + 43 =100}

which indicates that the amplifier is stable under loaded conditions. If the
power gain of the amplifier is now calculated, it will be found to be

LZZT Y 3
[0.5+ 45F <137~ 085 or 99.db.

Repeating the above calculations for a common-emitter amplifier, we
obtain the following results for a source and a load admittance of

Y, =27 —j16.58 and Y, =1.51 — j3.036.
The input admittance becomes

(25.2/56.3)(0.84/269.8)
0.5 + 1.51

PG =

Y = (9.2 +j11) —

= 0.9 4- j16.58.

The output admittance is

Yo = (0.5 + j2.71) — 22 53'73)4(_0':; 2698) _ 0.014 +3.03

and
C= [(25.2)(0.84)]
2(9.2)(0.5) — (17.8)
Thus, the transistor in this circuit configuration is also potentially unstable.
When K is calculated, it becomes
_ |(25.2(0.84)| + 17.8 _
K=502F 27005 + 151y — 10-2661:
Thus, the common-emitter amplifier is stable under loaded conditions.
The power gain of the amplifier will be

wsl#j-%l’s_m - % = 263 or 24.2db.

In each of the amplifiers discussed above, stability was the result of a
mismatch between the input and output circuits and the transistor.

To provide the necessary bandpass for the amplifier, taking into consid-
eration the input and output admittances as well as the source and load
admittances, the input and output tuned circuits must act as impedance-
matching transformers. An example of how this is done will be discussed in
a later section.

= |2.46].

PG =

5-7. Input circuit considerations

RF amplifier input circuit has at least five important functions:

1. It provides a match between the antenna transmission line and the input
impedance of the amplifier to minimize line reflections and therefore reduce
signal loss.
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. 2. It converts the transmission-line resistance to the optimum source

resistance if optimum noise figure is desired.

3. It provides minimum insertion loss.

4. The tuned input circuit of an RF amplifier is designed to provide the
required bandpass.

5. The input circuit may be designed to convert balanced-circuit con-
ditions into unbalanced-circuit conditions as a means of reducing transmis-
sion-line impulse-noise pickup.

The first two of these functions may not be compatible, since in a given
circuit the conditions for match and the conditions for minimum noise
figure may not be the same. In general, the difference is small and is not of
much moment, except in the case of a specifically designed weak-signal
receiver. Thus, in most cases the input circuit will be designed to achieve a
compromise between the conditions of maximum power transfer and best
noise figure. A discussion of optimum source resistance will be found in Sec.
3-6.

Insertion loss is defined as the power loss introduced by a network placed
between the source and a load. In decibels this is

db =10 log %, (5-30)
L

where P, is the power delivered to the load with the network, and P, is the
power delivered to the load without the network.

This loss that may be contributed by the transmission line feeding the RF
amplifier as well as the input transformer tends to degrade the S/N ratio.
This occurs because the loss tends to reduce the signal and, at the same time,
contributes noise to the system. Insertion loss due to the transmission line
is generally disregarded as negligible except in the case of low-noise and
weak-signal applications.

The insertion loss introduced by the input circuit is most easily determined
as a function of unloaded and loaded tuned-circuit Q. Thus,

(52 )" L
L, (Qu_ o (5-31)
where L, is the insertion loss [the power ratio of Eq. (5-30)], Q. is the
unloaded Q of the tuned circuit, and Q,, is the loaded Q of the tuned circuit.
It can be seen from Eq. (5-31) that the insertion loss can be kept to a minimum
by making the ratio Q,/Q, as large as possible.

Input circuits

At very high frequencies the input impedance of vacuum-tube and tran-
sistor amplifiers is very low. If a tuned circuit is placed across the input of
these devices, the operating Q of the tuned circuit will be greatly reduced.
This, in turn, will result in increased bandpass and poor selectivity. To
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maintain adequate selectivity and to maintain an impedance match, tapped
transformers such as those in Fig. 5-6 are used. The tapped transformers
are autotransformers, which transform the low input impedance of the
amplifier into a larger effective impedance, equivalently shunting the entire
tuned circuit. By means of the impedance-changing properties of the trans-
former the selectivity and bandpass can be made adequate for proper
operation of the circuit.

The following example assumes that the unloaded tuned circuit has no
losses (infinite Q) and that the coupling between turns is perfect (k = 1). If
the tuned circuit is at resonance and is shunted by a 5000-ohm load (R,)
(due to the input resistance of the amplifier), and if the reactance of the coil
is 50 ohms, the loaded Q of the circuit will be

_ R, 5000 _
Q= X - 50 = 100.
See Fig. 5-37(a). At the resonant frequency of 100 MHz the bandpass (B) is
> 100
B = 0,100~ 1 MHz
lr=100MHz Circuit @ =100 B=1MHz
nr & * G
l 5 turns S
TXC:SOQ S X, =508 Ry=5k
. K

o
~—

=100 MHz Circuit Q=200 8=0.5MHz

n2
1.5 turns
=X=500."T 8 ) ¢
T A= 1 -
5turns§3‘5mms %Rﬁ 5k
K

(b)

foe=I100MHz Circuit @ =100 B=1MHz

2
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O

K
(c)

Fig. 5-37. The tapped transformer as a means for providing a power match
for a given bandpass.
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If this circuit is used as an antenna input transformer, its Q, will be reduced
to one-half (50) when the antenna is connected (matched conditions
assumed). This means that the bandpass will increase to 2 MHz.

If, as often happens in tunable RF amplifiers, the antenna connected
bandpass is to be 1 MHz, the unloaded (only the antenna disconnected) Q;
must be 200. See Fig. 5-37(b). To achieve a loaded Q, (both antenna and
R, connected) of 100, we tap the resonant tuned circuit, converting it into
an autotransformer. This results in a higher effective shunt resistance across
the coil. The magnitude of the effective shunt resistance is found by the
following expression:

Roir = 1* Ry, (5-32)

where 7 is the turns ratio (n, + n,)/n,. If the turns ratio of the circuit shown
in Fig. 5-33(b) is 1.41, the effective shunt resistance due to the input resis-
tance of the amplifier and appearing across the terminals of the transformer
will be (1.41)% x 5000 = 10,000 ohms. Since, 10,000 ohms is effectively shunt-
ing the tuned circuit, the Q. of the circuit without the antenna connected
will be 200. To find the proper tap in terms of the required Qy, coil react-
ance, and load resistance, the following formula may be used:

= ot =T -

. " N Qe Xz n (5-33)
where Q. is the Q of the circuit due to R, n, represents the total
number of turns, and »n, is the number of turns across which R, is placed.
Assuming n, is five turns and solving Eq. (5-33),

_ 5K
M =3 4/7200 % 50
= 54/0.5 = 3.5 turns,

n, is found to be 3.5 turns from the bottom of the coil.

When the antenna (a 300-ohm folded dipole) is connected as shown in
Fig. 5-37(c), it must also be connected to a tap if a proper match is to be
obtained. Under conditions of match the effective shunt resistance across
the tuned circuit due to R, must equal the effective shunt resistance across
the tuned circuit introduced by the antenna resistance. Therefore, the total
effective shunt resistance across the entire coil is 5000 ohms. Under these
conditions the loaded Q with the antenna connected will be

Consequently, the bandpass of the antenna-connected tuned circuit becomes

—f _ 100 '
= ,—IOO—IMHZ’

which is the desired bandpass for a tunable RF amplifier.
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The proper tapping point may be found by Eq. (5-33), provided that
in place of R, the antenna resistance is used The Q,, is assumed to be 200
since it is determined with R, disconnected. For this example this calls for
a tap 0.865 turns from the bottom of the coil.

Since the example above is based on the assumption that the coil is loss-
less, the results are to be considered as first steps in determining the correct
tapping point.

Capacitive matching

As the frequency of operation increases, the size of the resonating induc-
tance of a tuned circuit decreases. At frequencies of 100 MHz values of
inductance as low as 0.5 microhenry or less are required to produce resonance.
In practice, tapping of the inductance to provide power match becomes very
difficult when the tap is a fractional part of a turn. Furthermore, the input
capacitance of the transistor or tube (typical value for a transistor, common-
emitter mode, is 3 to 100 pF, for a tube 5 to 10 pF) shunts the tuned-circuit
inductance and for a given frequency of operation will make the resonating
inductance smaller.

To provide proper match and to increase the required value of the tuned-
circuit inductance, capacitive coupling between the input impedance of the
amplifier and the tuned circuit may be used. See Fig. 5-38. The coupling

Ry
1hy C3
ANT. Ca -
RyS TCy
<
R2§ ¢ .
= 5
= At
A
e,
Ranr. ;F’C" B
3
- - c

Fig. 5-38. A neutralized common emitter amplifier employing capacitive
matching and its input circuit equivalent.
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capacitor is generally much smaller than the input capacity of the amplifier
and therefore isolates the amplifier input capacity from the tuned circuit.
The ratio between the input capacity of the amplifier C, and the coupling
capacitor C,, determines the impedance transformation. If the input resistance
of the amplifier is larger than the reactance of C,, the effective turns ratio
of the circuit becomes

— Cl + CZ 5_34
- C2 ( )
This effective turns ratio may be used like the turns ratio of an inductive
circuit. Thus,

n

=R, (5-35)

where R, is the input resistance of the amplifier and R, is the effective resis-
tance across the tuned circuit. From the above two equations the value of
C, necessary to provide a match is found to be

G

G = (—EE)]T— 1' (5-36)
R,
The total capacitance shunting the tuning inducatnce, due to C, and C,, is
_ GG | -
G = CIrC (5-37)

In many circuits the matching capacitors are shunted by the variable tuning
and trimmer capacitors; these must be added to the value of C, determined
above. The resonant frequency of the tuned circuit is determined by value
of L and the total capacitance across it. The inductance may also be tapped
to permit a proper match between the antenna and the input impedance
of the amplifier.

Consider the following example. A folded dipole (Z = 300 ohms)
operating at 100 MHz is to match a transistor input impedance consisting
of a 40-pF capacitor in parallel with a 250-ohm resistance. The tuned-circuit
inductance is to be used as an autotransformer and is considered lossless.
The loaded bandpass of the tuned circuit is to be 1 MHz. The inductive reac-
tance of the coil is assumed to be 100 ohms.

In order for the bandpass to be 1 MHz, the effective shunt resistance across
the tuned circuit under fully loaded conditions must be Rgun = QX;.
Since Q =f,/B or 100 MHz/l MHz = 100, Ry, = 10,000 ohms. If a
power match is desired, then this 10,000-ohm effective resistance must be
considered to be made of two equal shunt components of 20,000 ohms
each. One of these shunt components is due to the transformed antenna
resistance, the other to the transformed transistor input resistance. Using
Eq. (5-32), the 300-ohm antenna resistance is transformed into 20,000 ohms,
and the necessary turns ratio may be determined. Thus, n = 4/20,000/300
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=8.16. If the tuned-circuit inductance consists of 6 turns, then the proper
tapping point would be found by Eq. (5-33) to be 0.73 turns from the
bottom of the coil.

Using Eq. (5-36) to determine the matching capacitor, C, is found to
be 5.04 pF. This matches the 250-ohm transistor resistance to the 20,000-
ohm effective antenna resistance shunting the tuned circuit. Thus, the total
effective shunt resistance across the tuned circuit is 10,000 ohms. Since the
Q required for a 1-MHz bandpass is 100 (B = f,/0), and since the effective
shunt resistance is 10,000 ohms, the required capacitive reactance is 100
ohms (Q = R/X). At 100 MHz a 15.9-pF capacitor has a reactance of 100
ohms. Solving Eq. (5-37), C, and C, are found to contribute 4.45 pF;
therefore, the main tuning capacitor and the trimmer must provide the
remaining 11.44 pF. To resonate the circuit an inductance of 0.159 micro-
henry is required.

Tuned and untuned input circuits

RF amplifiers may be broadly classfied into two types: those whose
inputs are tuned by means of a variable capacitor or inductor, and those
whose inputs are fixed-tuned.

The fixed-tuned inputs are commonly associated with the grounded-
grid amplifier (see Fig. 5-2). In such amplifiers the input resistance of the
vacuum tubes is low and, therefore, loads the input tuned circuit. This load-
ing will result in an input tuned-circuit bandpass of 20 MHz or more, which
is required in order to permit reception of the commercial FM band. A wide
bandpass will tend to degrade the interference-rejecting qualities of the
receiver. On the other hand the variable-tuned input circuit can be designed
to provide bandwidths of 1 MHz, thus providing reception that is relatively
free of interference.

Most receivers that use variable tuning employ capacitor tuning rather
than variable-inductance tuning—chiefly because of mechanical difficulties
associated with the latter. These difficulties are related to smoothness of
operation, reproducibility of tuning, and the complexity of the devices
required to move the ganged cores or slugs in and out of their associated
coils. Variable-inductor tuning may also require specially shaped slugs
to provide tracking between the oscillator and the RF amplifier tuning.
This does not mean that variable-capacitor tuning is faultless. Variable
capacitors may introduce undesired coupling between stages via the common
metal shaft of the ganged capacitor and the distributed inductance of the
metal plates that make up the capacitor. Also variable-capacitor tuning is
more prone to microphonics and wiper contact noise than is variable-
inductance tuning.

Variable-capacitor tuning and variable-inductance tuning have different
effects on gain and bandpass. Variable-capacitor tuning will tend to maintain
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a constant bandwidth (assuming constant loading) throughout the tuning
range, and at the same time will display an increasing input transformer
gain with an increase in frequency. Variable-inductance tuning will tend to
broaden the tuned-circuit bandpass as the frequency of operation increases,
and at the same time the input transformer gain will decrease. Figure 5-39
illustrates these changes. It is assumed that the circuit is power-matched
and that the tube’s input resistance is constant with frequency. In fact the
input resistance decreases with an increase in frequency. The total input
resistance for a pentode or a neutralized triode can be calculated by

1

- (47[2f2gm)(TI%ngCgk)’
where T, is the transit time, L, is the cathode lead inductance, C,, is the
grid-to-cathode interelectrode capacitance, g, is the tube transconductance,
and f is the frequency. It can be seen that a change in frequency of 1.23
times (108 MHz/88 MHz) will cause a decrease in R, by 0.666 times. Thus,
if the input resistance is 5000 ohms at 88 MHz, it will be 3300 ohms at 108 MHz
if all other quantities remain constant. The results of input-resistance varia-
tion with frequency on the bandpass of the tuned circuit can be seen in Fig,
5-40. Both variable-capacitor tuning and variable-inductance tuning exhibit
changes in bandwidth with frequency. If the ratio between the bandwidth at
high frequencies and the bandwidth at low frequencies is determined from
Fig. 5-40, it will be found that this ratio for variable capacitor tuning is
smaller (1.75) than that obtained for variable inductance tuning (1.96).
Likewise it will be noticed that variable inductance tuning results in a
greater variation in transformer gain then does variable capacitor tuning.

R, (5-38)

5-8. The FET RF amplifier

The field-effect transistor may be used in any of three basic amplifier-
circuit configurations. Figure 5-41 illustrates these circuit arrangements.
For application as a VHF RF amplifier the FET is most commonly used
in the common-source configuration, although the common-gate and
common-drain arrangements may be used at somewhat less gain. FET
amplifiers may also be used in cascode arrangements similar to those
discussed under vacuum-tube amplifiers.

From a DC-circuit point of view, an N-channel depletion-mode MOSFET
has characteristics almost identical to the DC-circuit considerations of a
vacuum tube, except that vacuum tubes are normally operated at very much
greater voltages. However, such things as the methods for obtaining bias
for both vacuum tubes and FET’s are similar.

Figure 5-42 shows three basic methods for biasing an MOSFET. These
arc (a) fixed bias, (b) self bias, and (¢) combination bias. In fixed bias the
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Common gate amplifier

(b)

Common drain amplifier
+

Fig. 5-41. Three basic tuned amplifier circuit configurations using junction

field effect transistors.
Fixed bias

(AR

Self bias

Combination bias

T

Fig. 5-42. Three methods for providing bias for a MOS FET. This type
of FET may also be biased at zero.
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DC voltage between gate and source is obtained from a separate source.
Self bias is produced by the DC component of drain current passing through
a resistor (R,) in series with the source. The voltage drop produced across
R, is in fact also between the gate and the source; thus the voltage drop across
R, is the bias for the FET. If feedback is to be avoided, the bias resistor of
the FET must be bypassed, just as with vacuum-tube self bias. In combina-
tion bias the gate-to-source bias voltage may be compared to the voltage
developed across the meter of an unbalanced bridge. One arm of the bridge
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Fixed bias Self bias Combinotiim bias

Fig. 5-43. Three methods for providing bias for a JFET.

consists of the voltage divider R, and R,; the other arm consists of R, and
the drain-to-source resistance of the FET. In this case, the unbalanced bridge
current will be very small because of the isolation of the gate from the channel.
Since the gate and source do not form a junction diode in an MOSFET,
it is possible to operate the FET at zero or positive bias. This is limited by
the drain current and maximum drain dissipation.

Methods of bias comparable to grid-leak bias of a vacuum tube cannot
be used in an MOSFET, since the gate and source do not form a diode and
cannot rectify the input signal. The junction FET, however, does have a
PN junction between gate and source; thus an input signal of sufficient
amplitude can be rectified and the DC component so derived can be used
to bias the FET. Fixed, self, and combination bias may also be used in a
JFET. Examples of these types of bias are shown in Figure 5-43. An important
difference between the JFET and the MOSFET is that the JFET cannot
be operated at zero bias, since this would forward-bias the gate-to-source
junction and would allow very high gate and drain currents, which might
damage the FET or at best cause excessive loading of the input source.

Distortion, noise and AGC

The schematic diagram of a high-frequency common-source MOSFET
amplifier is shown in Fig. 5-44. This type of tuned amplifier is characterized
by low third-harmonic and cross-modulation distortion—primarily because
of the almost perfect square-law characteristic of the FET, which for small-

Fig. 5-44. A tuned RF amplifier using an MOS FET.
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signal operation eliminates third- and higher-order terms. This reduction in
distortion plus better selectivity results in improved spurious-response
rejection, which in practice may be equal to or better than that achieved
with receivers using vacuum tubes for the front end.

Another important characteristic of the FET amplifier is its excellent
noise figure. When an FET is operated at the proper drain current and from
a signal source whose internal resistance is optimum, its noise performance
may be superior to that of most vacuum tubes. The noise factor of a high-
frequency FET is given by

Fe14 gg (o + Cua) + (&)7;5[0, — W(C, + ng)]z, (5-39)

where

G, = source conductance,
g = low-frequency transconductance,
o = frequency of operation,

C,, = gate-to-source capacitance,

C,« = gate-to-drain capacitance.

The optimum source conductance may be determined by the following
approximate formula:

Gopr = 0(Cys + Cya). (5-40)
In general the noise factor of the FET may be determined by the same
methods used to determine the noise factor of a triode. The only difference
is that the value of the equivalent noise resistance of the FET is equal to
2/3g.., whereas the equivalent noise resistance of the triode is equal to 2.5/g,».
Thus, the noise resistance of the FET is one-fourth that of a triode vacuum
tube of equal transconductance. It is, therefore, to be expected that the FET
will provide better weak-signal reception than can either bipolar transistors
or vacuum tubes.

The slope of the static transfer curve (/,/E,) is defined as the g,, of the
FET. Since this curve is square-law in nature, the g,, of the device will decrease
as the bias approaches drain-current cutoff. Thus, any shift in bias will
affect the gain of the amplifier. This method of varying the gain of an ampli-
fier by varying the bias of an amplifier is called reverse automatic gain
control; for all practical purposes it is the same as the method used for
controlling the gain of vacuum-tube amplifiers.

Power gain and stability

An high frequencies the input impedance of an FET amplifier decreases.
Thus, the input circuit of the FET will draw power from the input source;
and therefore the amplifier behaves more like 2 power amplifier than a voltage
amplifier. Since this requires that both input and output parameters be known,
design of an FET amplifier at high frequencies will be similar to the design
of high-frequency transistor amplifiers, in that Y parameters may be used.



200 RF AMPLIFIERS Chap. §

Typical Y parameters for an FET operating at 100 MHz in a common-
source circuit configuration might be as follows:

Y,, (input admittance with output short-circuited) = 0.15 4- j4 mmbhos,

Y,, (output admittance with input short-circuited) = 0.18 4 79 mmbhos,

Y,, (forward transfer admittance with output short-circuited) =7 — j1
mmbhos,

Y,, (reverse transfer admittance with input short-circuited) = 0 — j0.06
mmbhos.

If a tuned amplifier such as that of Fig. 5-44 is to be designed so that
both the input and output tuned circuits have a bandpass of | MHz at 100"
MHz, then each tuned circuit must have a loaded Q of 100. If the reactance
of the inductance is assumed to be 50 ohms, then for a Q, of 100 the effective
shunt resistance across the coil must be 5000 ohms. This shunt resistance
will consist of two components. In the case of the input tuned circuit, one
shunt component will be due to the input generator (assumed to be 300
ohms) and the other to the input admittance of the FET. In the case of the
output tuned circuit, one of the resistive shunt components will be due to
the amplifier load and the other to the output admittance of the amplifier.
Thus, in designing an amplifier, we must know the input and output admit-
tance. Assuming a load resistance of 2000 ohms (0.5 mmho )and using Eq.
(5-24), we find the input admittance of the amplifier to be

7 — j1X0 — j0.06)

Y = (0.15 + j4) — € L) = 0.239 + j4.623 mmbhos.

The output admittance may be found by using Eq. (5-25) and assuming
a conjugate match between Y, and Y,. Thus Y, is
_ , (7 —j1)X0—j0.06) .
You = (0.18 + j0.9) 0I5 1 0239 — 0.333 + j2 mmbhos.
At this point the stability of the amplifier may be checked by using Stern’s
stability criterion, Eq. (5-29a):

K = 17 = j1)0 = j0.06)| + (—0.06) _ ¢ ¢
2(0.15 + 0.239)(0.18 + 0.5) e

Since K is less than 1, the amplifier will be stable without neutralization,
although in order to maintain stability a mismatch was required in the
output circuit (G, = 0.333 and G, = 0.5). Under actual conditions neutrali-
zation may be employed as a means of adjusting the skew or shape of the
tuned-circuit response curve. The same methods of neutralization discussed
for vacuum-tube amplifiers are used for FET amplifiers.

The power gain of the amplifier is found by means of Eq. (5-28):

17.1] . 05
[0.18 + 0.333] ~ 0.239

PG = = 26db.
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We can cause the input tuned circuit to act as a matching transformer
and at the same time achieve the desired bandpass by properly tapping the
coil and making it an autotransformer. Thus, the 300-ohm source may be
converted into a 10,000-ohm resistive shunt component across the coil by
finding the proper turns ratio:

_ J10k _
n= 300 — 5.8.

The resistive component of the input admittance is 0.239 mmho or 4200
ohms. This resistive shunt component may also be converted into an equiva-
lent 10,000-ohm resistive component across the coil by finding the proper
turns ratio:

10k

m = 1.54.

n=
These two turns ratios indicate that if the transformer coil consists of six
turns, the input source will be connected approximately (n,/n =n,, 6/5.8 ~ 1)
one turn from the bottom of the coil and the input of the FET will be
connected approximately four turns from the bottom of the coil. Under these
conditions the total effective load across the coil (X, = 50 ohms) will be
5000 ohms (two 10,000-ohm components in parallel). Thus, the loaded Q of
the input tuned circuit will be 100. The inductance required for a reactance
of 50 ohms at 100 MHz will be 80 nhy. This in turn will require a shunt
capacity of 32 pF in order to produce resonance.

The output tuned circuit may be handled in the same way as the input
tuned circuit. However, in this example an important difference exists between
the input and output matching requirements. In the output circuit of the
amplifier a mismatch exists between the resistive components of output
admittance and the resistive component of the load, whereas in the input
circuit of the amplifier the resistive component of the source matches the
resistive component of input admittance.

One way of maintaining an impedance mismatch while providing the
proper loading on the output tuned circuit so that the required bandpass
is obtained, is to simply connect the output of the transistor directly across
the input load of the next stage. Then place this parallel combination at the
proper tap on the tuned circuit to provide the desired loading on the tuned
circuit. In this example the parallel combination of G, and G,,, is

G,=G,+ G,
= .Smmho + .333 mmhos
= .833 mmbhos

which is the equivalent of 1,200 ohms (R,).
Since a bandpass of 1 MHz at a frequency of 100 MHz requires a tuned
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circuit Q of 100 and since the reactance of the coil (X;) is 50 ohms, the effec-
tive shunt resistance must be
Ry = Q. X,
= 100(50)
= 5000 ohms
. The tuned circuit is converted into a step-up transformer by connecting the

resultant load of 1,200 ohms on to a tap on the coil. See Fig. 5-44. The
required turns ratio is

— [Ree _ /35000 _
"=y, =10 2%
Thus the tap on the tuned circuit must be located
_n L _
M= =304~ 20

turns from the bottom of the coil.

5-9. Summary

1. The four important functions of RF amplifiers are: (1) to reduce
oscillator radiation, (2) to reduce image and spurious response, (3) to increase
receiver sensitivity, (4) to improve the signal-to-noise ratio of the receiver.

2. Local oscillator radiation is not detrimental to the receiver from
which it is emitted, but is a source of interference to other receivers.

3. The FCC limits oscillator radiation to 50 microvolts per meter at a
distance of 100 feet.

4. Oscillator radiation can be reduced by the use of an RF amplifier
that isolates the antenna from the oscillator.

5. Owing to the heterodyne action of a superheterodyne receiver, this
type of receiver is subject to a wide range of spurious responses.

6. Three types of spurious responses are: (1) image response, (2) adjacent
and cochannel interference, (3) second-order intermodulation products.

7. The tuned RF amplifier provides additional selectivity for the receiver
and therefore minimizes spurious responses.

8. RF amplifiers used in FM receivers may use vacuum tubes, FETs
or transistors.

9. Weak-signal amplification requires a low-noise RF amplifier.

10. Voltage amplification is directly proportional to the L/C ratio of the
output tuned circuit.

11. The gain-bandwidth product is used as a figure of merit for vacuum
tubes and transistors.
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12. AVC has two functions in an FM receiver: (1) it aids in the amplitude-
limiting process, and (2) it minimizes overloading in the RF and IF amplifier
stages of the receiver.

13. Vacuum tubes rely on the nonlinearity of their gird transfer charac-
teristics to enable a change in grid bias to cause a change in stage gain.

14. Transistors obtain changes in stage gain by shifting the operating
point of the stage toward cutoff or saturation. This is called reverse or
forward AVC, respectively.

15. Pentode RF amplifiers are characterized by good stability, high
gain, moderately high input impedance, and high noise level.

16. Neutralized grounded-cathode triode RF amplifiers are characterized
by low noise, high gain, and good stability. Therefore this type of amplifier
is suitable for weak-signal application.

17. Owing to the greater input resistance of a neutralized triode (as
compared to a pentode), the gain of a triode can be greater than that of a
pentode operating under similar conditions.

18. The grounded-grid amplifier exhibits low noise, good stability, less
gain than a pentode, and low input impedance which results in a broadband
input.

19. In a grounded-grid amplifier the magnitudes of voltage amplifica-
tion and power amplification are equal.

20. The noise figures of a grounded-grid amplifier and a neutralized
grounded-cathode amplifier are about the same.

21. The cascode RF amplifier has the noise figure of a triode and the
gain of a pentode. The cascode amplifier consists of a grounded-cathode
amplifier feeding a grounded-grid amplifier.

22. In the cascode amplifier the voltage amplification of the first stage
is slightly greater than unity. The second-stage voltage amplification is
equal to the second-stage power gain.

23. If the plate resistance of a pentode is very much greater than the
load resistance, the voltage amplification of the cascode is always less than
that of the pentode—assuming that both the pentode and the triode have
the same g,..

24. Transistor RF amplifiers are usually of the common-base or the
common-emitter variety.

25. Transistors employed at very high frequencies are constructed to
insure that current-carrier transit time between emitter and base is reduced
to a minimum.

26. Transistor circuit analysis at very high frequencies is facilitated by
means of the Y-parameter equivalent circuit. These parameters are more
easily determined at high frequencies than are other parameters, and the
simple calculations are easier to perform.
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27. Common-base RF amplifiers display regenerative internal feedback.
If the feedback is not excessive, the common-base amplifier will deliver
greater power gain than the common-emitter amplifier, which at high
frequencies exhibits degenerative internal feedback.

28. Transistor instability can be avoided by neutralization, mismatch,
or unilateralization.

29. The input circuit of a weak-signal RF amplifier must fulfill five
functions: power match, noise match, minimize insertion loss, provide ade-
quate selectivity, and provide balanced to unbalanced circuit transformation.

30. Power matching may be accomplished by inductive or capacitive means.

31. The means of tuning the input circuit will to some degree determine
the changes in input circuit gain and bandwidth that occur as the receiver
is tuned across the FM band.

32. The field effect transistor is similar to a triode vacuum tube in at
least three ways. These are: 1. they are both three-element devices, 2. they
both have high low frequency input impedance and lower high frequency
input inpedance, and 3. the output impedance of both is in the same order
of magnitude.

33. The junction field effect transistors (JFET) and the isolated gate field
effect transistors (IGFET) are the two basic types of field effect transistors.

34. The JFET is similar to the vacuum tube in that they both require
a reverse bias between their input terminals, whereas the IGFET may not
require any bias for its proper operation.

35, FET’s may function in either an enhancement or a depletion mode
of circuit operation.

36. The output characteristic of an FET is similar in shape to that of
a pentode.

37. For VHF applications the FET is most commonly used in the com-
mon source configuration.

38. FET’s do not have heaters and require much less operating votage
than do vacuum tubes.

39, Bias methods for the vacuum tube and the FET are similar.

40. The FET amplifier is characterized by low distortion and low noise
as compared to a vacuum tube amplifier.
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APPENDIX 5-1

This appendix presents the derivation of the grounded-grid amplifier input
impedance of Egs. (5-9) and (5-10). Refer to Fig. 5-22 for identification
of symbols used in the following equations.

Zy, = ﬁ'
IP
From Fig. 5-22 it can be seen that
peg + e, =iy, + irs + iRy,
But
e, =&, — iyry,
pey — piprs + e, = iyr, + iyrs + iRy,
e + 1) =iy(ry + Ry + 1y + pry),

i = ey + 1)
PR F TR TR
e _ e
Zn= 3 =T emiD

rp+rs(1+/l')+RL
4+ p)+ Ry
gt 1

Zin

#+1+#+1
If x> 1 and if R, = r,, as may be the case for a triode.

11
Zn=—+5+r,
&+&+’

2
Zln=g_m+rs-

APPENDIX 5-2

This appendix presents the derivation of Eq. (5-16), the voltage amplifica-
tion of the second stage of a cascode amplifier. Refer to Fig. 5-25 for the
equivalent circuit of a cascode amplifier.

€

p — —

4

=+ 'u'eg)(r + RL)
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=&l + ’u)(r,, + R )

A = % _ 1+ E)(RL)_
Y e r, + R,

APPENDIX 5-3

This appendix presents the derivation of Eq. (5-19), the voltage amplifica-
tion of the cascode amplifier. Refer to Fig. 5-25 for the equivalent circuit
of the cascode amplifier. In this derivation it is assumed that the parameters
of both tubes are identical.

A,, of first stage = ?

s

By proportion (see Fig. 5-25) it can be seen that

ry + Ry — &2
e, = pe; —’; . )
2r, + R, — £
lp
But
— M€ + pe, _
iy 7 TR, and e, = pe, — i,r,
pes = eg + irp,
| = pest et iory _ ep + 1), @
2 2r,+ R, r, + R,
Substituting Eq. (2) in Eq. (1),
— e
R it D
€; = [Lés T +eRr,
2r, + R, — — P
ey + 1)
rD + RL
r. + Rp — ;(rpilR z)
= /Les B —
2r, + R, — _—(r,, + R’)

_,Uf(" + Ry)
r»+ R, —/"',"‘1

s 2r +Rz.—br”+Rl) .
14 /1’+1
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This may be further simplified as follows:

G R)(1— 4)
r+ (rp + RL)(I - ;—L—f_f_—l)
_ p ,
rﬁ
s+ RO(1 = ) o

_ B .
Ao, 1 1 11
s pt1

APPENDIX 5-4

This appendix presents the derivation of the capacitance-matching equation
(5-35). The discussion refers to the circuit shown in Fig. 5-38.

Fig. 1 Fig. 2

Let it be assumed that R, is very much greater than X,,, and that X,
is very much smaller than X,,. Z, is approximately equal to X, Refer to
Fig.1and Fig. 2 and convert the parallel circuit (Z,) into an equivalent series
circuit as follows:

22 XZ
R =35 R, = Tc‘ From the
1 1 .
\ assumptions
X, = f_:, s X,= X, | above

O—WAA—3l—»
&<
~
&
<o
0
o<

Fig. 3 Fig. 4
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Combine X, and X;,, see Fig. 3:
Xep = Xe, + Xe.
Convert the series circuit of X, and R, into an equivalent parallel circuit
as shown in Fig. 4,
R, = Z}R,,
Z; may be shown to be equal to X?2_ as follows, R, equals (X /R)X,,,
R, < X,, and X, < X;; Hence X, =~ Xep
It follows that X,,. > R,,
.~ R, = X7, /R,; but R, = X% /R,
_ Xz'rRl — (XC| + XC’)z

R, X2 X R,
_ (G
-(757) * &
Thus R, = n’R,, where n is Qg—C’
2

APPENDIX 5-5

The derivation of the transfer equations which permit conversion of a
series circuit into an equivalent parallel circuit or vice-versa is detailed below.

If both circuits shown in Fig. 1 are to be equivalent to one another
their impedance as presented to the generater must be equal. Also the power
dissipated or stored

Ir — Ir—

| g

ET Xp Rp CA/ Er

| >
Fig. 1

must be the same for each circuit. Thus

Z,=2,
and
» =P,
r_ g
E - ITR_‘
T _R
IFR, ’
Z?
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Similarly, the reactive power in the parallel circuit equals the reactive
power in the series circuit

P, =P,
E2
7:' = I;'X:
Er _
5 At
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FREQUENCY
CHANGERS

6-1. Introduction

The mixer oscillator stage of a superheterodyne receiver is located between
the RF amplifier and IF amplifier stages as shown in Fig. 6-1. Notice that the
input to the mixer consists of two signals—one a locally generated oscillator
signal and the other an RF signal which may or may not be modulated. The
function of the mixer oscillator stage is to change the frequency of the incom-
ing RF signal to a lower frequency, called the intermediate frequency. Thus
this stage is often called a frequency changer. In the case of a commercial
FM receiver this intermediate frequency (IF) is almost always 10.7 MHz.
Under ideal conditions, the IF is held constant for all properly tuned incom-
ing signals by the simple expedient of simultaneously tuning the mechani-
cally ganged RF and oscillator sections of the circuit. Thus, the frequency
difference between them is held constant. The process whereby the

L RF > Mixer IF ——

amplifier amplifier

Oscillator

Fig. 6-1. The block diagram of the front end of a superheterodyne receiver.
211
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frequency of operation of the RF and oscillator stages remains separated
by the IF throughout their tuning range is called tracking.

The ability to reduce its frequency of operation gives the superheterodyne
receiver its superiority over other receiver systems. The most important ad-
vantages of the superheterodyne are greater stability, higher gain, and greater
selectivity. All of these characteristics are due to its lower frequency of opera-
tion. The chief disadvantages of lowering the frequency of operation are the
increased internally generated noise and the production of spurious responses.
These topics were discussed in detail in Chapters 4 and 5.

The function of frequency changing may be performed by three different
types of circuits, the block diagrams of which are shown in Fig. 6-2. The
mixer of Fig. 6-2(a) is usually defined as a frequency changer consisting of
a separate mixer and a separate local oscillator stage. A converter, such
as that indicated in the block diagram of Fig. 6-2(b), is also a frequency
changer, but it combines the functions of oscillation and mixing in a single
device. In the case of vacuum-tube converters the functions of frequency
changing and oscillation, although performed in a single envelope, are
electronically separate. The autodyne converter of Fig. 6-2(c) also combines
the functions of mixing and oscillation, but both are performed by the same
active element. Thus, the autodyne converter may be considered a self-
oscillating mixer. Unfortunately, a great deal of confusion has surrounded
these terms and they are often used interchangeably.

Autodyne

=
converter IF

RF—»  Mixer —>1F RF— Mixer —>IF RF—

T Oscillator

Oscillator

(a) (b) (c)
Fig. 6-2. The block diagram of three types of frequency changers.

6-2. The theory of frequency changing

Frequency changing, which is often referred to as heterodyning, is
a form of low-level amplitude modulation. The oscillator acts as the
carrier component of the modulation scheme and the RF signal is the
modulating signal. The modulation process produces sideband components,
which are used as the intermediate frequency. It is the usual practice to keep
the oscillator signal level many times larger than the incoming signal, in order
to obtain maximum conversion gain. We shall discuss this in detail later in
this chapter. The incoming signal, whether it is AM or FM, will modulate
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the resultant intermediate-frequency output of the mixer so that the input
signal information is preserved but shifted in frequency.

Frequency changing is accomplished by two basic methods: additive
mixing and product mixing. In both cases nonlinear circuit elements are
necessary for the required frequency translation. Product mixing has also
been called multiplicative mixing and is often referred to as a form of linear
mixing.

In the case of additive mixing the oscillator and the RF signal are first
linearly combined either in series or parallel, as indicated in Fig. 6-3, and then
applied to the mixer where frequency conversion takes place. In Fig. 6-3(a)
and (b) are shown typical transistor input circuits where the RF and oscillator
signals are added either in series or in parallel. Also shown are the equivalent
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Same waveforms
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input
(b)

Fig. 6-3. Series addition of the oscillator and RF voltages is shown in
fig. (a) and parallel addition of these voltages is shown in fig. (b). The
waveforms are drawn under the assumption that the generators are feeding
a linear load resistance.
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circuits and their associated signal waveforms. The usual method of adding
the RF and oscillator signals in series is by transformer coupling—that is,
the oscillator voltage is induced into the RF signal tuned transformer.
Another method of adding input signals in series is to have the RF input
transformer connected in series with the secondary of an oscillator stage
transformer.

Parallel addition of both signals is usually accomplished by capacitively
coupling one or both to the mixer input. In effect this places the oscillator
tuned circuit in parallel with the RF tuned circuit. The coupling capacitor
connecting the oscillator to the input of the mixer plays an important part
in determining the magnitude of oscillator voltage at the mixer input. This is
because the RF tuned circuit is capacitive at the oscillator frequency (assum-
ing that the oscillator is higher in frequency than the RF tuned circuit), and,
therefore, the coupling capacitor and the tuned circuit constitute a voltage
divider for the oscillator signal. Adjusting the size of the coupling capacitor
determines the ratio of voltage division and the magnitude of the oscillator
input voltage to the mixer.

In both series and parallel addition of input signals the input RF signal
is also coupled into the oscillator circuit. This gives rise to a tendency for the
local oscillator to synchronize with the incoming signal, often referred to as
oscillator pulling. (The theory of pulling is discussed in detail elsewhere in
the text.) Oscillator pulling has application in certain FM detector systems.
In the context of frequency conversion, frequency pulling becomes a source of
difficulty at high frequencies because the RF and oscillator signals are sepa-
rated from one another by a small percentage. Thus, strong RF signals will
force the oscillator frequency to move toward the input radio frequency and
thereby reduce the intermediate frequency. Any reduction of intermediate
frequency will result in loss of gain, increased harmonic distortion, and in-
creased induced amplitude modulation. Under extreme conditions of pulling
the converter may become inoperative. Oscillator pulling also subjects the
local oscillator to undesirable frequency modulation by strong interfering
signals. Oscillator pulling can be minimized by various bridge-circuit arrange-
ments of the mixer. This will be discussed in detail under the topic of the
autodyne converter.

In Fig. 6-3(a) the input RF and oscillator signals are shown graphically
being applied to an assumed linear-input volt-ampere characteristic of a
transistor. The resultant transistor input voltage (e,) indicates that the input
current to the transistor is not distorted, and thus no new signal components
are produced. Notice that when two signals are close together in frequency
(<< 2:1), their linear addition results in a signal that has the appearance of
an amplitude-modulated signal. To understand this one may resort to
a phasor representation, such as that of Fig. 6-4. The phasors in this diagram
represent the oscillator and RF signals and are used to show how the re-
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Fig. 6-4. The phasor and resultant signal resulting from linear addition of
the oscillator and RF input signals.

sultant input signal is formed. The amplitude of a phasor represents the
magnitude of a sinusoid; its speed of counterclockwise rotation indicates
the frequency of the sinusoid. It is possible to determine the result of phasor
addition of two sinusoids of different frequencies, by assuming that one of the
sinusoids (oscillator) is held constant and that the other (RF) is moving with
respect to it. If the oscillator signal is assumed to be reference and is higher
in frequency than the RF (as is usually the case), then the RF phasor will
appear to rotate in a clockwise direction with respect to the oscillator. This is
because in one rotation of the oscillator phasor, the RF signal will not have
completed its rotation and will appear to fall behind the oscillator phasor.
The frequency of rotation of the RF signal phasor, with respect to the oscil-
lator, will be the difference in frequency between the RF and the oscillator
signals. Thus phasor addition of these signals over a period of time will pro-
duce an output whose amplitude and phase vary at the difference frequency,
as shown in Fig. 6-4. The resultant signal consists of only the original two
components. The average value of this signal is zero, and therefore it does
not contain any signal energy at the difference frequency.

To produce frequency translation the signal must be applied to a nonlinear
device. Vacuum tubes, transistors, FET’s, and diodes are examples of non-
linear devices. When used in this way they are usually biased at or near
current cutoff so that the device will act as a rectifier, or possess a square-
law characteristic. The nonlinear device rectifies the input signal and produces
an output whose average value varies at the difference frequency as shown in
Fig. 6-5. In this diagram, the input signal, which consists of the RF and
oscillator voltages, is applied to the nonlinear output characteristic of a tran-
sistor. This results in rectification, since the negative half of the input
signal is made to operate in the region of output-current cutoff. The resultant
output signal of Fig. 6-5 is seen to vary at the difference frequency. The
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Fig. 6-5. The result of applying the combined oscillator and RF input
signal to a non-linear device is illustrated in the above diagram.

output signal also contains other frequency components such as the original
signals, harmonics of the original signals, and sum and difference frequencies.
The desired difference signal is selected from the spectrum of output signals by
means of a suitable filter, such as a double-tuned transformer or crystal filter.

The conclusions above may be arrived at mathematically. Thus, if the
RF signal is represented by E, cos w,¢ and if the oscillator signal is repre-
sented by E; cos w,t, and if the sum (E;) of these input signals is operated
over a linear portion of a transistor input-circuit volt-ampere curve, whose
equation has the form

ib = b + blEb (6—1)
then the input current of the transistor may be expressed as
iy =b + b,(E, cos w,t + E, cos wet — E)), (6-2)

where E, cos wyt + E, c0os w,? is the sum of the input signals and E, is the
DC voltage that determines the operating point of the device. From Eq.
(6-2) it can be seen that the input current consists only of the original input
signals.

If this current is applied to the input of an ideal NPN transistor whose
input resistance between base and emitter is assumed to be linear,t but
whose output characteristic is nonlinear and may be represented by

ic =c + C,E, + CgE%, (6-3)

+In actual transistor mixers the nonlinear input base-to-emitter junction behaves like
a diode mixer and the output circuit is used as an amplifier.
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where E, is the sum of the input signals, we obtain
ic = ¢ + c(E; cos w,t + E, cos oot — E;) + ¢)(E, cos ot
+ E, cos wet — Ey)? (64)
= ¢ + ¢(E, cos wst + E, cos wet — E)) + c(E} cos? o, 4+ Ef cos® ot
+ 2E,E, cos w4t cos wet — 2E,E, cos wit — 2E,E, cos wet + E3).
By use of the trigonometric identities
1 4 cos 26

cos?f = > (6-5)
and
cos ¢ cos § = 25 @ + ¢)—é—cos(0 —¢) (6-6)
the following expression is produced:
i = ¢ + ¢,E, cos wst + ¢,E,cos oot — ¢,E) + C’E‘ ‘LEC(Z)L“”’
(6-7)

2 2
+ CQZEO + c——'—on C(;S 2(l)ot + C2E2| + CQE',EQ[COS ((1)0 - Cl),)t

+ cos (w; — wo)] — 26:E,E, cos st — 2¢,E.E, COS wl.

This expression may be separated into its various terms, which represent the
DC and AC components of output current. These are:

1. The DC component
2 2
¢ — e+ c,(E +E E*) (6-8)

1, (c.E, — 2¢,E.E) cos wst. (6-9)

2. The fundamental components
f;, (C]Eo _ 2C2E0E1) cOos (l.)ot. (6"'10)

2f, czf’ COS 2yt (6-11)
3. Harmonic components
2/, "=f° c0S 2wt (6-12)
4. Sum frequency component, fo + f;
¢, EE, cos (w, + ws)t. (6-13)
5. Difference component, f, — f;
¢, E,E, cos (wy — w,)t. (6-14)

The discussion above applies directly to the field-effect transistor, since
the volt-ampere characteristics are almost perfectly square-law. If the
output characteristic contains higher-order terms (cubic or higher), such as
would be the case with vacuum-tube and transistor mixers, additional
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frequency components will be produced. These components may give rise to
undesired spurious responses. This problem is discussed in Chapter 5.

The discussion above assumed that the device (vacuum tube, transistor,
or FET) was biased in a region where a nonlinearity existed. This point
does not have to be at or near cutoff for frequency conversion to take place.
If the device were perfectly linear except for being unilateral and biased
near cutoff, it would also behave as a mixer. Under these conditions the
device’s characteristic may be represented by an infinite power series, which
contains such terms as ¢,E;. Thus by similar reasoning frequency conversion
may be shown to take place.

In the case of product mixing, each signal is applied to a different electrode
of the converter. The output-current characteristic of each electrode may be
perfectly linear and be represented by i; = c + ¢,E, and i, =b + b,E,,
respectively, but the product of these two signals will contain the term
¢ib, E,E,, which is equivalent to the ¢,E? term of Eq. (6-3). Thus, frequency
conversion will take place. As was pointed out earlier, this type of mixing
is often referred to as linear mixing.

6-3. Conversion gain

Besides being a frequency changer, the mixer is also an amplifier. The
exception is the diode mixer, which produces a conversion loss. The diode
mixer’s main advantage is its low noise. Conversion gain is defined for tran-
sistors in terms of power gain and for vacuum tubes and FET’s in terms of
voltage amplification. Thus for transistors the conversion gain is

C.G. — power output at the intermediate frequency
. (6-15)
power input at the radio frequency

In terms of vacuum tubes or FET’s the conversion gain is

C.G. = Sutput voltage at intermediate frequency (6-16)
input voltage at radio frequency

The equivalent circuit of the mixer may be used to determine its conversion
gain. The equivalent circuit of the mixer is of precisely the same form as that
of an ordinary amplifier. Figure 6-6 shows the simplified equivalent circuits
for a vacuum-tube, transistor, and FET mixer, which may be used for evalu-
ating the conversion gain of a mixer. In each equivalent circuit is a constant-
current generator which produces a current equal to g.e,,, where g, is the con-
version transconductance of the device and e,, is the RF voltage across the
input terminals of the mixer. The conversion transconductance can be used
as a figure of merit for judging the frequency-changing ability of a given
mixer. This is convenient, since the conversion gain of the mixer is the
product of the conversion transconductance and the effective load impedance
at the difference frequency. Thus, for a transistor mixer the conversion power
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Fig. 6-6. The equivalent circuits of vacuum tube, transistor, and field
effect transistor mixers.

gain may be determined from the simplified hybrid  equivalent circuit to be

R
C.G.= 2(_°_
PR+ R
The conversion gain of vacuum-tube and FET mixers may also be determined
by use of their constant-current equivalent circuits. The expression for the
conversion gain of a vacuum-tube mixer becomes

)2RLR,,,. (6-17)

C.G. gc(rp iy (6-18)
The expression for conversion gain for an FET mixer is almost identical to
that of the vacuum-tube mixer. It differs only in the designation of the output
resistance (r,,). Thus

cIGR=ys (rd:deth) . (6-19)
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Fig. 6-7. The variation in transconductance resulting from large oscillator
voltage excursions.

The magnitude of g, is determined under the assumption that the RF
signal voltage is very much smaller than the oscillator voltage. Under these
large-oscillator-voltage conditions, the transconductance of the device varies
so that as the oscillator voltage sweeps the device into the region of cutoff
the transconductance is minimum. See Fig. 6-7. In the region of maximum
current, just before approaching saturation, the transconductance will be
maximum. It is possible to determine the percentage of the maximum value of
transconductance (g,,) that corresponds to the conversion transconductance
(g.). This may be accomplished by Fourier-analyzing the transconductance
as a result of signal application to the device. The general equation derived
by these methods for the conversion transconductance at the difference
frequency is

2x
g, = zl” [ g cos et (o), (6-20)

where w, = radian frequency of the oscillator. In this equation g,, represents
the instantaneous value of g,. Thus, g, is maximum when the mixer bias is
set near cutoff and the oscillator AC voltage is of sufficient amplitude to make
the instantaneous value of g, as high as possible. The amplitude of the oscil-
lator voltage is therefore chiefly responsible for the conversion gain of the
mixer. Figure 6-8 shows how the conversion gain varies with a variation in
oscillator voltage.

The conversion transconductance for a vacuum-tube mixer (triode,
pentode or pentagrid converter) may be determined from Eq. (6-20) to be

8 =~ 0.25g,, (6-21)
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Fig. 6-8. The effect of oscillator voltage upon conversion gain.

where g, is the transconductance of the tube at zero bias (g,, is maximum).
This equation indicates that a given tube may provide almost four times more
gain as an amplifier than as a mixer.

The conversion transconductance for a transistor mixer, assuming square-
wave modulation of the collection current by the input signal, has been found
to be

1
8= Agu(— (6-22)
L4 g2 2
Yeor2]
where
r, = base spreading resistance,
o = angular frequency of operation,
oy = angular frequency at which 4, =1,
I, = emitter current in ma,

L I
27 27wy

The parenthesized term of Eq. (6-22) indicates that the transconductance
has associated with it a negative phase angle, and a magnitude-modifying
factor. This means that in a common-base circuit where no phase shift
might be expected between input and output, a phase shift will exist. If
ry, I, or the ratio of w/w, is small, then the conversion transconductance
will reduce to

= gm, also = Cy,.

g ~ 04g,. (6-23)

Unfortunately, at 100 MHz a small w/w, ratio would require a transistor whose
gain-bandwidth product (f)) is in the range of 1000 to 10,000 MHz. Clearly,
then, all other things being equal, Eq. (6-23) will be most useful at relatively
low frequencies.
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The conversion transconductance of an FET mixer may be found from
the expression
g. =~ 0.25g,, (6-24)

where g,, is the transconductance at zero bias. This equation is based on the
assumptions that the input signal voltage is very small and that peak oscil-
lator voltage is biased at and is equal to one-half the drain-current cutoff
voltage (pinch-off).

If the oscillator voltage is increased in amplitude to the point where the
drain current is a square wave modulated at the oscillator frequency, the
conversion transconductance of the FET becomes

g. =~ 04g,. (6-25)

One important disadvantage of increasing the oscillator voltage by a large
amount would be the increased spurious responses that would result. This
can be attributed to the departure of mixer operation from the almost ideal
square-law characteristics of the FET.

6-4. Mixer noise

An important source of noise in a receiver is the frequency changer. As
a noise source it is capable of from 2 to 100 times the noise output of the same
tube, transistor, or FET used as a Class A amplifier. This increased noise
level can be attributed to both the mixer input circuit and the mixing device
itself.

The noise level developed at the ouput of the mixer depends upon whether
or not the input to the mixer is tuned or is preceded by a tuned RF amp-
lifier. If the mixer input is not tuned, then those noise components due to the
input circuit and associated with the image frequency and other spurious
responses will add to the signal-frequency channel noise, thereby increasing
the overall noise level. If the mixer is preceded by a tuned amplifier whose
selectivity is sufficient to minimize image and spurious response, a decided
reduction in noise level will result. For example, if it is assumed that the signal
channel and the image channel contribute equal noise levels, then just the
elimination of the image response from a receiver that is free of other spurious
responses will reduce the noise level by 3 db.

In addition to the noise introduced into the mixer by its input circuit,
the local oscillator also contributes noise to the mixer. Since the bandwidth
of the oscillator is very narrow, the noise contribution is quite small and is
usually disregarded.

Mixers generate noise by the same means as do amplifiers; however, the
mixer output noise will be the result of the signal-channel noise as well as
all of the spurious responses of which the mixer is capable. Thus the mixer
is to be expected to be more noisy than the same device used as an amplifier.
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As pointed out earlier, it is of decided advantage to compare noise per-
formance of amplifiers and mixers in terms of an equivalent noise resistance
(R,). The equivalent noise resistances for FET, triode, and pentode mixers
and pentagrid converters that generate noise at the intermediate frequency
are as follows:

FET mixer:
2
R, == 6-26
g (6-26)
Triode mixer:
4
R,=—. 6-27
z. (6-27)
Pentode mixer:
1, 4 201,
R, =t (_ _) : 6-28
S = AV (6-28)
Pentagrid converter:
201,
R, = gT];bc(Ik — 1). (6_29)

In these formulas the values of conversion transconductance (g.), plate
current (/,), screen current (/,,), and cathode current (/) are averaged over
a complete cycle of oscillator voltage.

From the equations above we can see that the FET mixer will contribute
less second-stage noise than any other mixer listed. Comparison of the
equivalent noise resistances also indicates that the fewer the current-carrying
elements of a vacuum-tube mixer, the less noise the mixer will generate. Thus
the most noise-free vacuum-tube mixer is the triode, and the noisiest is the
pentagrid converter. 1t should be borne in mind that if the mixer is preceded
by a tuned RF amplifier that generates less noise than the mixer, the noise
contribution of the mixer to the overall system will be negligible and may be
disregarded. This improvement in signal-to-noise ratio can be shown by a
numerical example that compares the signal-to-noise ratio of a front end with
and without an RF amplifier. Consider a receiver that does not incorporate
an RF amplifier and whose mixer’s conversion gain is 8. See Fig. 6-9.
Assume that the input signal is 20 xv and that the internally generated noise
at the output of the mixer is 80 uv rms. Thus the output of the mixer will
consist of a signal of 160 uv and a noise voltage of 80 uv rms. The signal-to-
noise ratio at the output of the mixer is therefore 160 uv/80 puv = 2.

The effect of preceding the mixer with an RF amplifier upon the overall
noise figure may be seen in Fig. 6-9(b). If the RF amplifier is assumed to
generate only half of the noise generated by the mixer, the noise output of
the RF amplifier will be 40 pv rms. Furthermore, if the amplification of the
RF amplifier is 10, the same input signal as applied to the input of the mixer
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Fig. 6-9. This figure illustrates the manner by which the RF amplifier
improves the S/N ratio of a receiver.

in the previous case will produce a signal output of 200 pv. The signal-to-
noise ratio at the output of the RF amplifier, without considering the mixer
noise contribution, is 200 pxv/40 pv rms = 5. At the output of the mixer will
appear an amplified signal of 1600 xv and the resultant noise of both the RF
amplifier and the mixer. These noise voltages must not be directly added but
rather combined by the square root of the sum of the squares. Since the
amplified noise due to the RF amplifier at the output of the mixer is 320 uv
rms (8 X 40 uv rms = 320 pv rms) and the mixer noise is 80 pv rms, the
total noise voltage will be 329.6 uv rms = /(320 x 10%)? + (80 x 107°%).
This results in an overall signal-to-noise ratio of 1600 uv/329.6 v rms =
4.86. Since the RF amplifier has a signal-to-noise ratio of 5, the effect of the
mixer upon the overall signal-to-noise ratio is quite small. Thus, the intro-
duction of the mixer as a noise source results in a degradation of signal-to-
noise ratio of only 2.8 per cent. Furthermore, the signal-to-noise ratio with
the RF amplifier is more than 100 per cent greater than the signal-to-noise
ratio of the mixer alone.
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Transistor converters may be either of the common-base or common-
emitter circuit configuration. A noise performance comparison by means of
equivalent noise resistance is not usually done with transistors, because the
equivalent noise resistance is only valid if there is no interaction between
the various noise sources and if no feedback exists. Therefore transistor
amplifiers and converters are compared by means of noise figure, which is
derived from an equivalent circuit containing at least two noise sources. The
principal sources of noise in a common-base converter are thermal noise
from the base resistance r, and shot noise from the emitter-base diode. Shot
noise from the collector-base diode is considered negligible in its effect upon
common-base converter noise figure. The common-emitter converter also
has noise introduced by the base resistance and the emitter-base diode, but
in addition the collector shot noise makes a contribution. Despite this,
Webstert has concluded that while the noise figures of common-base and
common-emitter amplifiers are the same, the noise figure of the common-
emitter converter is less than the noise figure of the common-base converter.
This is the result of higher common-emitter current gain, which by means
of the signal source impedance, tends to further the reduction of higher
conversion frequency noise.

The superiority of the common-emitter converter is only valid for large
values of source resistance. As the source resistance is decreased, the noise
figures of both types of converters converge at a relatively high noise figure
as compared to the same transistor used as an amplifier.

6-5. Vacuum-tube converters

The vacuum-tube converter is a multigrid tube that combines the func-
tions of oscillation and frequency changing in one envelope. The most
commonly used converter is the pentagrid converter. A cross-sectional view
of a pentagrid converter is shown in Fig. 6-10. Included in this figure is a
schematic diagram of a typical circuit that employs the pentagrid converter.
From these diagrams it is to be noticed the first two grids form a triode and
that the grid (G1) closest to the cathode is used as the grid of an oscillator.
The next grid (G2) is returned to the B supply and is used as the plate of the
local oscillator. Under normal operating conditions the oscillator section of
the tube will modulate the electron stream on its way to the plate. Since grid
number three, (G3) the RF signal grid, is usually negative with respect to the
cathode, the electron stream will slow down and form a vertical cathode,
which pulsates at the oscillator frequency immediately in front of grid 3.

tR. R. Webster, “The Noise Figure of Transistor Converters,” Trans. IEEE PGBTR,
November 1961.
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Fig. 6-10. The schematic symbol and cross-sectional view of a pentagrid
converter is shown in (a). The schematic diagram of a typical pentagrid
converter circuit is drawn in (b).

Grid 3 and the other remaining tube elements (screen, suppressor, and
plate) constitute a pentode, which is used as a frequency changer. The method
of frequency changing used by the pentagrid converter is multiplicative,
since the tube’s electron current flow is controlled by two sources—the
oscillator grid variations and the RF signal input changes.

Unfortunately, the pentagrid converter has three important limitations
at very high frequencies: (1) decreased conversion gain as the frequency
increases, (2) severe oscillator pulling, and (3) high noise level.

The reduced conversion gain and oscillator pulling are due to undesired
coupling between the oscillator grid and the RF signal grid.

The reduction in conversion gain is due to a form of electrostatic cou-
pling known as space-charge coupling. In this form of coupling the pulsating
virtual cathode formed in front of G2 induces a voltage, at the oscillator
frequency, into the RF signal input grid. In terms of the oscillator grid
voltage, space-charge coupling can be thought of as a negative capacitance
between oscillator grid and RF signal grid.

The impedance of the tuned circuit connected to the RF grid is capacitive,
since the oscillator frequency is assumed to be higher than the RF signal
frequency. Thus the simplified equivalent circuit due to space-charge coupling,
shown in Fig. 6-11, consists of a generator operating at the oscillator frequen-
cy, and a circuit consisting of the negative capacitance in series with the
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Fig. 6-11. The equivalent circuit of a pentagrid converter between grids
G, and Gj, which may be used to indicate the effects of space charge

coupling, is shown in (a). The phasor diagram in (b) shows the phase
relationships which exist in the circuit of (a).

capacitive impedance of the RF signal grid tuned circuit. If it is assumed that
the reactance of the negative capacitance (same volt-ampere phase relation-
ships as an inductance) is very much larger than the capacitive resistance of
the RF signal grid tuned circuit, the phase relationship between the oscil-
lator grid voltage and the induced oscillator voltage, appearing on the RF
signal grid, will be that shown in the phasor diagram of Fig. 6-11(b). From
the phasor diagram it can be seen that the induced oscillator voltage on grid
3 is 180 degrees out of phase with the grid 1 oscillator voltage. This tends to
cancel the effectiveness of the local oscillator in determining the conversion
gain of the converter. The effect of space-change coupling becomes worse
as the frequency of operation increases. This can be overcome to some extent
by placing a capacitor of the proper value between grids 1 and 3. This positive
capacitance will tend to cancel the negative capacitance due to space-charge
coupling and thus will increase the conversion gain at high frequencies. Design
changes in the structure of the pentagrid converter have also been effective
in minimizing the effects of space-charge coupling.

The pentagrid converter is subject to oscillator pulling because of feed-
back from the RF grid to the oscillator grid via the interelectrode capaci-
tance of the tube. This becomes more severe as the frequency of operation
is increased, because the percentage difference between the oscillator
frequency and the RF signal frequency becomes smaller; at the same time,
increasing the frequency of operation causes the reactance of the interelec-
trode capacitance to decrease, causing tighter coupling between the grids.
The degree of oscillator pulling can be substantially reduced by introducing
special structures such as shields and by arranging the grid structure of the
pentagrid converter to minimize coupling between the grids.

As has been pointed out earlier, the pentagrid converter is one of the
noisiest types of converters. Thus it is not suitable for use in weak-signal
receivers unless an RF stage is used. Pentagrid converters alone have been
used in lower cost low-sensitivity receivers. However to avoid the limitations
of the pentagrid converter, separate mixer and local oscillators are used.
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6-6. Triode and pentode mixers

The triode mixer is characterized by relatively low noise and fairly high
gain. However, depending upon the method of oscillator injection the triode
mixer may have a tendency for oscillator pulling as well as oscillator radia-
tion. Figure 6-12 shows two types of triode mixer circuits. In Fig. 6-12(a)
the oscillator signal is injected along with the RF signal at the grid; in Fig.
6-12(b) cathode injection is used. In either case oscillator injection may be
accomplished with either inductive or capacitive coupling. However, in Fig.
6-12(a) capacitive coupling is used and in 6-12(b) inductive coupling via
a transformer is employed. As far as performance of the mixer is concerned,
both methods of oscillator injection provide the desired frequency conver-
sion. Unfortunately, grid injection results in oscillator pulling and increased
oscillator radiation, since 2 more direct path from the oscillator to the antenna
is provided, and a variation in converter gain occurs during tuning. The
last-mentioned effect is due to a variation in conversion transconductance.
This is the result of changes in oscillator injection voltage, corresponding to
the changes in voltage division between the impedance of the mixer input
and the coupling capacitor of the oscillator. Cathode injection of oscillator
voltage limits oscillator radiation and minimizes oscillator pulling, but
since the cathode input impedance “seen” by the oscillator is relatively low

RF inputg é % IF output
B+
(a)
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Fig. 6-12. Two triode mixers with different methods of oscillator injection.
In (a) the oscillator is injected via the grid whereas in (b) oscillator injec-
tion is via the cathode.
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(= 1/g.,,), the mixer will tend to load the oscillator unless transformer match-
ing is used. Furthermore, since the oscillator is tuned to a higher frequency
than the RF circuit, the oscillator circuit in comparison to the RF circuit
will appear to be inductive.

It was pointed out earlier that an inductive cathode tends to introduce
into the input circuit a resistive component of loading that will load the
input tuned circuit. Thus cathode oscillator injection is seldom used in prac-
tice, since loading of the input tuned circuit of the mixer will reduce the
image-rejection abilities of the tuned circuit as well as reducing the overall
gain.

The input circuit loading due to an inductive cathode is in addition to
other loading phenomena, such as transit-time loading and Miller effect.
Transit-time loading is not as severe in a mixer as in the same tube used as
an amplifier, because of the reduced transconductance of the mixer. If the
capacitive impedance of the IF tuned circuit in the plate of the mixer is
appreciable at RF signal frequencies, the Miller effect will cause severe detun-
ing and resistive loading of the mixer grid tuned circuit.

The triode mixer is normally stable, since the mixer output frequency is
much lower than that of the input RF signal. Thus, assuming that the input
impedance is very small at the intermediate frequency, any feedback at the
IF will not be regenerative. Nevertheless, triode mixers are often neutralized
or modified so as to increase the input resistance of the mixers. This, of
course, will improve selectivity and increase the overall mixer gain. One
method of increasing input-circuit shunt resistance is to make the plate
circuit of the mixer inductive at the RF signal frequency by placing a small
coil in series with the plate of the mixer. This coil will tend to make the plate
circuit inductive, thereby introducing a negative resistance into the grid circuit.
This, in turn, will in effect increase the shunt resistance in the grid circuit.

An example of a pentode mixer is shown in Fig. 6-13. The pentode mixer
is characterized by high gain and a higher noise level than the triode mixer.
The higher noise level is of little importance except in weak-signal receivers.
The higher overall gain of the pentode is due to its high transconductance
and the reduction in input-circuit loading. The reduction in input-circuit
loading results from the small interelectrode capacitance between plate and

To oscillator

RF input

Fig. 6-13. A pentode mixer which employs control grid oscillator injection.
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grid, which minimizes the Miller effect. Oscillator injection into the cathode
circuit is usually avoided, since this would result in resistive loading of the
input circuit. Thus, pentode mixers are poorer than triodes with regard to
noise but are superior to triode mixers in terms of gain and input loading,
and have characteristics like the triode in terms of oscillator radiation and
pulling when oscillator injection is applied to the grid.

Both triode and pentode mixers usually use grid-leak bias to set the DC
operating point of the tube, because grid-leak bias is self-compensating. For
example, if the oscillator voltage should increase and thereby tend to increase
the conversion gain, the grid-leak bias will increase, tending to reduce the
transconductance of the mixer. Thus the conversion gain remains constant
under conditions of oscillator variation.

6-7. The vacuum-tube autodyne converter

An autodyne converter is simply a self-oscillating mixer. Thus, all circuit
elements used in generating the local oscillator signal also take part in the
mixing action. A basic form of the autodyne converter is shown in Fig.
6-14. In this circuit the oscillator portion of the mixer is formed by L, and
L,, where L, and C, provide positive feedback to the grid circuit and L, and
its shunt capacitors C, and C, form the oscillator grid tank circuit. The RF
input from the RF amplifier to the converter is fed to the grid of the mixer
via a balanced bridge. The bridge, shown in Fig. 6-14(b), is made up of four
circuit and distributed capacitances. One of the arms of the bridge consists
of C, and the interelectrode capacitance of the tube C,. The other arm
consists of C, and a composite capacitance designated C,. C, is formed by
the series combination of C, and C;. If this bridge is balanced, then the bridge
load L, will be isolated from the RF input voltage. Thus oscillator pulling will
be minimized. Furthermore, since the oscillator voltage across L, “sees”
the RF source as the load of the same balanced bridge, little or no oscillator
voltage will be coupled into the RF circuit. Therefore oscillator radiation will
be reduced.t Some of the components used in this bridge may be used to form
a second bridge, which is used to isolate the input circuit from the output
circuit and thus insure mixer stability. This bridge is shown in Fig. 6-14(c).
The bridge is balanced by constructing one arm of the interelectrode capaci-
tance C,, and a series arrangement of C,, C;, and Cg; the other arm is com-
posed of C, in series with the parallel combination of C; and the tube’s
interelectrode capacitance from plate to cathode, C,. The bridge load in
this case is the grid-to-cathode circuit of the mixer. When this bridge is

1This refers to oscillator radiation from the antenna and does not take into account
oscillator radiation from the chassis itself. This is a function of shielding and adequate
bypassing.
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Fig. 6-14. A typical schematic diagram of an autodyne converter is
shown in (a). (b) and (c) illustrate the bridge circuits found in the converter
which minimize undesired coupling.

balanced, the circuit is stable at the IF frequency. Aside from the obvious
economic advantages of a self-oscillating mixer, the autodyne converter
is capable of the gain and noise figure of a triode mixer.

6-8. Transistor mixers

Three basic transistor mixer circuit arrangements commonly found in
FM receivers are the common-base mixer, the common-emitter mixer, and
the self-oscillating transistor mixer, which is also referred to as a converter.
Schematic diagrams of these three circuits are shown in Fig. 6-15. In Fig.
6-15(a) both oscillator and RF signals are injected at the emitter of the
common-base mixer. The IF is coupled to the next stage by means of a
double-tuned transformer, 7. R,, R,, and R; form a DC voltage divider,
which sets the operating conditions of the mixer. C; and C, are RF bypass
capacitors, which insure that the base of the transistor and the power supply
are both at AC ground.
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The common-emitter mixer of Fig. 6-15(b) has the RF and oscillator
signals injected at the base of the mixer. The RF coupling capacitor C, is
also used as a matching capacitor, which provides a match between the RF
amplifier and the input resistance of the mixer. The operating point of the
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Fig. 6-15. Three types of transistor frequency changers.
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mixer is determined by resistors R,, R,, and R;. C, is a bypass capacitor across
the emitter resistance, which prevents degeneration and thus a reduction in
conversion gain. C; is a bypass capacitor across the power supply, which
owing to its low reactance prevents any high-frequency AC from forming
across the capacitor, thereby preventing feedback through the power supply.
The intermediate frequency developed by the converter is coupled to the
first IF amplifier by means of the double-tuned transformer 7. The primary
and secondary of T, are tapped as a means of matching the output resistance
of the transistor and the input resistance of the IF amplifier. L, and C, form
a series resonant trap that makes the input impedance of the mixer almost
zero at the intermediate frequency.

The self-oscillating converter of Fig. 6-15(c) is similar to the common-
base mixer of Fig. 6-15(a) insofar as DC operating conditions are concerned.
Also similar are the input and output coupling circuits. The major difference
is in the simultaneous use of C,, C;, L,, and C; to form the coupling and
tuned-circuit elements of a Hartley oscillator.

In each of the above the mixing action takes place in the emitter-base
diode of the transistor. The remaining portion of the transistor can be con-
sidered to be an IF amplifier. In the case of the converter the remaining
portion of the transistor behaves like both an IF amplifier and the local
oscillator.

The common-base mixer is characterized by low conversion gain, a poor
noise figure, and low input impedance, which loads both the oscillator and
the RF amplifier. Conversely, since the common-emitter mixer is noted for
its high conversion gain, low noise figure, and higher input impedance, it is
the most frequently used transistor mixer in FM receivers.

Oscillator injection to the common-emitter mixer may be accomplished by
inductive or capacitive means either to the emitter or, as shown in Fig.
6-15(b), to the base of the transistor. Base injection is preferred at very high
frequencies because fewer stability problems are encountered, and because
design of the emitter injection circuits may be difficult. This is because the
emitter resistance that helps set the DC operating point of the transistor is
usually bypassed for a wide range of signals, which also include the local
oscillator signal. If the oscillator is to be injected at the emitter by capacitive
coupling, a network must be designed that will be a short circuit for the input
frequency and thus avoid degeneration, and at the same time at the local
oscillator frequency present a conjugate impedance of the oscillator source
impedance. This can become a difficult design problem, since the oscillator
and RF signals differ by approximately 10 per cent for an IF of 10.7 MHz.

Assuming that an optimum oscillator injection level has been established,
maximum conversion gain can be obtained by conjugate matching of the input
and output circuits of the mixer. Proper matching may be had by the use of
tapped transformers or by matching capacitors such as C, of Fig. 6-15(a)
and (b). The value of the matching capacitor must be such that the real part
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of the load admittance is made equivalently equal to the real part of the
transistor output admittance. Figure 6-16 shows the simplified circuit corres-
ponding to the output load of the transistor and its matching capacitor C,,.

If it is assumed that all of the reactances in the coupling circuit are
lossless, the value of the matching capacitor (C,) may be determined in the
following manner. The input power to the interstage circuit (P;,) must equal
the output power (P;) delivered to the load. Thus

2 2
e [ q
Pin=1%’=PL=_o=12RL
0 L

Assuming that C,, is small and thus X, > R,, it can be seen that
.
Hence

i2Y?2

X, .

L Cm lzRL
0

Aen _ R,

Then

Solving for the value of the matching capacitor

1

Cn = oVRE,

Transistor amplifiers and mixers are both subject to feedback between
output and input circuits. Feedback from the output of the mixer to the input
at the IF frequency can result in instability and oscillation. Instability of
this sort can result in increased spurious response. To avoid such feedback,
neutralization schemes such as those discussed in conjunction with vacuum-
tube autodyne converters may be resorted to. Often the components that
make up these bridges serve dual purposes or may use some of the distributed
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Fig. 6-16. A simple high frequency interstage circuit in which the cou-
pling capacitor C,,, provides the means for an impedance match.
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capacitances of the circuit, and therefore the neutralizing bridge may not be
obvious from examination of the schematic diagram. Another method used
as a means of eliminating the effects of feedback at the intermediate frequency
is shown in Fig. 6-15(b), and consists of a series resonant circuit (L,C,)
tuned to the IF frequency placed between the emitter and ground. This
method is often employed when the input impedance at the IF is fairly large
owing to the use of relatively high-reactance matching capacitors. Hence
adding the series resonant trap tuned to the intermediate frequency will
reduce the impedance at the intermediate frequency to almost zero. As a
result, feedback at the intermediate frequency from the output to the input
circuit is shorted out and has no effect upon circuit operation. In fact, owing to
the elimination of the effects of feedback upon the mixer, greater conversion
gain is possible.

Transistor converters for use at FM frequencies are usually of common-
base configuration for both the oscillator and mixer portions of the circuit.
Figure 6-17 shows how the converter of Fig. 6-15(c) may be redrawn to illus-
trate the oscillator and mixer sections separately. Notice that the mixer
portion of the converter is almost identical to the common-base mixer of
Fig. 6-15(a). It differs only in the use of a series resonant circuit in the emitter,
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Fig. 6-17. The above diagrams show Fig. 6-15(c) redrawn to indicate how
the transistor converter consists of a mixer (a) and a Hartley oscillator (b).
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the purpose of which has been explained earlier. The oscillator section of the
converter is redrawn in Fig. 6-17. In this case the oscillator is a modified
Hartley. The capacitors C, and C; serve as coupling capacitors, and provide
the necessary feedback paths to sustain oscillation. This Hartley is some-
what unusual in that the tap is returned to the collector rather than the emitter.

6-9. Field-effect transistor mixers

A typical example of a field-effect transistor used as an additive mixer is
shown in Fig. 6-18. In this circuit the RF signal is coupled via a tuned match-
ing transformer 7, to the gate of an N-type junction FET. Reverse bias for
the junction FET is obtained by means of the self-bias resistor R,. C, is a
bypass capacitor that eliminates the degenerative feedback voltage across
R,, thereby increasing the conversion gain of the mixer. As a means of reduc-
ing coupling between RF and oscillator circuits to a minimum, the oscillator
is coupled to the source of the FET by means of a step-down transformer.
The transformer is used to match the relatively low source impedance to the
impedance offered by the oscillator. Owing to the inductance added to the
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Fig. 6-18. The schematic diagram of an FET mixer is shown in (a). The
diagrams labeled (b), (c), and (d) show different methods of RF and
oscillator injection which may be used with FET mixers.
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source, and the feedback due to the interelectrode capacitance between gate
and source, this method of injection will tend to introduce a resistive com-
ponent of loading across the input tuned circuit. This resistive component
is part of the input load presented to the matching transformer.

Other methods of injecting the oscillator voltage are shown in Fig. 6-18(b)
and (c). In 6-18(b) the oscillator is coupled into the source of the FET by
means of a coupling capacitor. The source resistor is left unbypassed; thus
the AC component of drain current at the RF frequency will develop a
voltage across it. This voltage constitutes undesired feedback, which will
tend to reduce conversion gain. Degenerative feedback across R, due to the
components of drain current at the IF frequency will not affect conversion
gain, since the coupling capacitor C, returns the source to ground, via the
very low impedance of the oscillator tank coil (L,) at the intermediate
frequency.

In Fig. 6-18(c) the oscillator voltage is coupled into the gate and the RF
signal is coupled to the source. In series with the source is a bypassed self-
bias resistor, which helps set the operating point of the mixer. Since the
impedance of the bias network is very small for all frequency components of
the drain current, it can be ignored in its effect upon AC circuit operation.
The output circuit of the FET mixer consists of a double-tuned matching
transformer tuned to the intermediate frequency.

The FET mixer is usually characterized by moderately high conversion
gain (somewhat less than a bipolar transistor) and, most important, it exhibits
better spurious response-rejection than other types of mixers. The ability
of the FET to reject spurious responses is in part due to its relatively high
input impedance, which allows the use of highly selective tuned circuits.
Most important with regard to spurious response is the FET’s square-law
transfer characteristic. As long as it is not overloaded, and thereby driven
into regions of third and fourth-order curvature, the FET will only generate
sum and difference frequencies for those signals which appear at its input.
From the above it can be seen that if low spurious response is to be obtained,
then the level of the signal reaching the mixer and the oscillator peak-to-peak
amplitude must be limited. Also the operating bias must be carefully selected.
It has been determined that if the peak-to-peak oscillator voltage is limited
to one-half pinch-off voltage (I, = 0) and if the bias is maintained at one-
half pinch-off voltage, optimum conditions will exist.

Another factor for obtaining improved spurious-response rejection is
effective automatic gain control of stages preceding the mixer. The mixer
itself is exempted from the application of AGC, as a means of avoiding
oscillator detuning. Effective AGC is necessary as a means of preventing over-
loading of both the RF amplifier and the mixer stages due to strong signals.
Thus spurious responses resulting from cross-modulation or other higher-
order products are minimized.
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6-10. Integrated-circuit mixers

Integrated circuits may be used in place of discrete components in any
of the small-signal stages of an FM receiver. Thus, integrated circuits can be
used in the RF amplifier, mixer, oscillator, IF amplifier, limiter, detector,
and other stages of the receiver. One integrated-circuit chip may include
one or more stages, hence introducing economy while at the same time
providing excellent performance and improved reliability. Since the internal
construction of the usual integrated circuit is largely limited to the use of
passive resistive elements and such active devices as transistors; capacitors
and the inductances necessary for tuned circuits are usually external to the
integrated chip.

For ease of integrated circuit design Y-parameters may be used. This
information is usually supplied by the manufacturer and is useful for deter-
mining power gain, input and output admittances, stability, and voltage gain.
The manufacturer’s data concerning Y-parameters of a given operational
mode are usually in the form of graphs, which show how the conductance
and susceptance of a given Y-parameter vary as the frequency of operation
is varied, or as the operating current is varied. An example of this type of
graph is shown in Fig. 5-34.

An example of an integrated circuit that is useful as an amplifier, oscil-
lator, mixer, or limiter is shown in Fig. 6-19. Transistors Q, and @, are
arranged so that with the proper terminations they can be used as a single-
stage differential amplifier. Q; is a transistor that is used to provide a con-
stant-current source for the differential amplifiers. By changing the integrated
circuit terminations, the constant-current source in conjunction with one-
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Fig. 6-19. The internal schematic diagram and external terminals of an
integrated circuit.
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half of the differential amplifier may be used as the common-emitter input
stage of a cascode amplifier. The half of the differential amplifier used in this
combination is arranged as a common-base amplifier. Since integrated cir-
cuits may be used from DC to many hundreds of megahertz, the differential
or cascode modes of operation may be used as an RF amplifier in the front
end of an FM receiver.

It is also possible to use the integrated circuit of Fig. 6-19 as a mixer with
separate oscillator input, or as a self-oscillating converter. Examples of these
circuit arrangements are shown in Fig. 6-20. In Fig. 6-20(a) is shown the
schematic diagram of an integrated-circuit mixer. In this circuit Q, is used
as a buffer amplifier which couples the oscillator signal into a balanced
differential mixer. This buffer amplifier minimizes oscillator pulling under
strong-signal conditions. The RF signal is fed into the mixer by means of a

8
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Fig. 6-20. The schematic diagram in (a) shows an integrated circuit used
as a mixer. In (b) the integrated circuit is used as a self-oscillating converter.
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center-tapped coupling transformer 7,. The bias for each of the transistors
of the differential mixer is obtained through a voltage divider, R, and R;,
which is connected to the center tap of the RF input transformer. The IF
output is obtained from a center-tapped transformer 75. The center tap
returns to the collector power supply. Since the input and output sections of
the differential amplifier are arranged in a push-pull configuration, the out-
put will be free of any in-phase signal appearing at the input. However, the
out-of-phase desired RF signal, when applied to the input, will be converted
into the intermediate frequency.

An important feature of integrated circuits is the reduction of internal
feedback over that in a comparable discrete transistor. For example, at
a frequency of 10.7 MHz the reverse transfer admittance ( Y,,) of an integrated
circuit in the differential mode may be approximately 140 times lower than
that of a common-emitter transistor. At 100 MHz the reverse transfer admit-
tance may be approximately 10 times less than that of a comparable common-
emitter transistor. Thus neutralization of RF or mixer circuits is seldom
necessary, provided that circuit layout is carefully designed. If improper
shielding and layout of the external circuit elements produce excessive
feedback paths, instability and oscillation may result.

The self-oscillating converter of Fig. 6-20(b) utilizes the integrated circuit
in a somewhat different manner from the circuit of Fig. 6-20(a). Thus Q, is
fed by the RF input transformer and is operated as a class A buffer amplifier,
which amplifies and couples the RF signal into the emitters of Q, and Q,.
The combination of Q, and Q, is used as a self-oscillating converter. Oscilla-
tion is maintained in the manner of a multivibrator by capacitor C,, which
provides positive feedback by tying together the base of Q,, which is in phase
with the AC voltage at the output of Q,, to the collector of Q;. The tuned
circuit L, and C; insures sinusoidal oscillations at the desired frequency.
The resistors R, and R, provide bias for both @, and Q,. The RFC (Radio
Frequency Coil) connected between the base of Q, and @, provides a DC
path for biasing Q, while at the same time isolating the base of Q, from the
base of Qj, which owing to C; is at AC ground. T, is a double-tuned trans-
former that couples the 10.7-MHz IF to the input of the next stage. This
transformer is also used to provide matching between the mixer stage and the
input of the next stage. In the base circuit of Q, is a series resonant circuit,
which is tuned to the IF and insures that feedback at the intermediate
frequency will not introduce instability at that frequency.

6-11. The local oscillator

The designer of an FM receiver has a choice as to where to place the local
oscillator frequency. It may be placed either above or below the incoming-
signal frequency by an amount equal to the intermediate frequency, thereby
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generating the desired IF. However, for an IF of 10.7 MHz, placing the
oscillator below the RF signal frequency will cause the receiver to be more
responsive to TV image interference. This can be shown in the following
manner. Since the RF signal frequencies extend from 88 to 108 MHz, the local
oscillator, when placed below the RF signal, will range from 77.3 to 97.3
MHz. The image frequency in this case is 10.7 MHz lower than the oscillator
frequency; thus the image response of the receiver will extend from 67.6
to 86.6 MHz. These frequencies correspond to the assigned frequencies for
TV channels three through six.

Placing the oscillator above the RF signal has the disadvantage of
increased susceptibility to oscillator drift, but the receiver is relatively free
of TV image interference. Under these conditions the image response of the
receiver falls between 109.4 and 129.4 MHz, which is the range of frequencies
assigned to aeronautical air-to-ground services. Thus in most localities image
response is minimized by placing the oscillator above the incoming RF
signal.

Basic oscillator principles

Oscillators used in FM receivers for frequency conversion are almost
universally of the sinusoidal feedback type. Therefore, this review of basic
principles will limit itself to this type.

A sinewave oscillator is a high-frequency AC generator. Essentially the
oscillator converts the direct-current power-supply energy into high-
frequency alternating-current energy. It does this by the use of LC tuned
circuits, amplification and positive feedback. The LC circuit stores and ex-
changes energy in the form of either magnetic fields or electrostatic fields.
The rate at which a stored magnetic field collapses and thereby charges the
shunt capacitor and forms an electrostatic field, or vice versa, will determine
the frequency of oscillation. Owing to the exchange of energy between the
coil and capacitor of the LC circuit the voltage developed across the tuned
circuit will be sinusoidal. Unfortunately, these sinusoidal oscillations will
quickly die out because of power losses, which may be attributed to such
things as the resistance associated with the coil, dielectric losses in the capa-
citor, and radiation losses. All of these power losses may be lumped into an
effective resistance of the circuit. To sustain the oscillations of the LC circuit
these power losses must be supplied by some outside source. The release of
energy from the DC power supply for the purpose of replacing the energy
lost is the function of the active circuit element (vacuum tube or transistor)
of the oscillator. The release of energy from the power supply cannot be
haphazard but must occur at the proper time—usually once during each
cycle of oscillation. The proper timing of the active element as well as the
actual coupling of energy from the output to the input LC circuit is accom-
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plished by positive feedback. Thus, the basic requirements of an LC sinewave
oscillator are that it possess (1) an LC circuit, (2) an amplifier, and (3) posi-
tive feedback of adequate amplitude.

The tuned-plate tuned-grid (TPTG), Hartley, and Colpitts oscillators all
have the same basic circuit configuration; they differ only in their circuit
details. Figure 6-21 shows the three transistor circuits in their usual configu-
ration and also shows them redrawn into T equivalent circuits, indicating
their similarities. The circuits of Fig. 6-21 are transistorized, but similar con-
clusions may be drawn about vacuum-tube or FET oscillators of the same
type. Comparing Fig 6-21(a) and (b), we can see that the major difference
between the tuned-plate, tuned-grid oscillator and the Hartley oscillator is
that in the TPTG oscillator no mutual inductance exists between coils L,
and L,, whereas in the Hartley mutual inductance exists between L, and L,.
Also, the feedback capacitor in the TPTG is the interelectrode capacitance
between collector and base; in the Hartley this function is provided by the
tuning capacitor C. A comparison of the schematics of the Hartley and the
Colpitts oscillators shows that coils and capacitors of these oscillators have
been interchanged.

The frequency at which these oscillators will oscillate and the necessary
conditions of gain and feedback to sustain oscillation may be determined
analytically. The usual procedure for vacuum-tube oscillators,t assuming
linear operation, is to use the equivalent circuit of the oscillator to determine
the conditions that satisfy the Barkhausen criterion for oscillation. The
Barkhausen criterion may be stated in 2 number of different ways; it is usu-
ally stated as

BA=1 o BAd—1=0, (6-31)

where £ is the feedback factor and A is the voltage amplification without
feedback. Both B and A4 are complex numbers having magnitude and phase
angle. Note that any complex number that is equal to zero must consist of
areal and an imaginary part, which are both equal to zero. Thus, by evaluat-
ing BA and setting the real terms of the resulting complex number equal to
zero, we may determine the conditions necessary to sustain oscillations.
Likewise, setting the imaginary terms equal to zero will allow determination
of the frequency of oscillation.

The transistor LC oscillatort is similar in appearance to the vacuum-tube
oscillators. However, the transistor’s low-impedance input loads the tuned
circuit and makes analysis more difficult. The usual method is to set up the
necessary loop equations (typically three loop equations are sufficient) for the
complex linear equivalent circuit of the oscillator. The transistor equivalent
may beeither T, hybrid-pi, or any other type that suits the needs of the designer.

1See Appendix 6-1
}See Appendix 6-2
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Fig. 6-21. Three transistor oscillator circuits and their equivalent circuits.
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The solutions that result from solving the simultaneous loop equations are
complex numbers. When the real parts of the complex number are made
equal to zero, the conditions necessary for sustained oscillation may be
determined. When the imaginary terms are made to equal zero, the equation
that governs the frequency of oscillation may be found.

Table 6-1 summarizes the conditions necessary to sustain oscillation as
well as the frequency at which the oscillation will take place.

Types of oscillators

The local oscillator of receivers using vacuum tubes may be of the Hartley,
Colpitts (ultra-audion), or modified Colpitts variety. These oscillators are
shown in Fig. 6-22. Triodes are usually used as local oscillators because they
require fewer components then do pentodes or tetrodes. Each of these triode
oscillators, if properly designed, will oscillate easily and will exhibit good
stability. The Colpitts oscillator possesses several advantages that make it
a popular choice. First, it uses one untapped coil whereas the Hartley oscil-
lator uses a tapped coil, and the modified Colpitts oscillator uses two un-
tapped coils. Also in the Colpitts oscillator the distributed lead inductance

+
Hartley + Colpitts E
—
Lo 4
> L @
(23) 7 (21) L (2‘1) 3
C

Ly ?

(Z2)

= (@) (b}

Modified Colpitts
Cs
—]

N (c)
Fig. 6-22. Three types of oscillators commonly used in vacuum tube
receivers.
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and stray capacitance of the tube become part of the LC tuned circuit, and
thus the Colpitts oscillator does not suffer from oscillations at undesired
frequencies. Furthermore, the low-impedance paths offered by C, and C,
to harmonics of the oscillator insure a good sinusoidal waveshape, thus
reducing spurious responses. Unfortunately, the Colpitts oscillator tends to
have large amplitude variations as the oscillator is tuned through the FM
band, thus adversely affecting the conversion gain of the receiver.

The ultra-audion oscillator of Fig. 6-22(b) is a grounded-cathode Col-
pitts oscillator in which the feedback and voltage-divider capacitors C,
and C, are the interelectrode capacities of the tubes, Cy, and C,,, respectively.
Under normal operating conditions the grid-to-cathode voltage should be
about one-third of the tank voltage. The relative size of C, and C,, deter-
mines this ratio and may be adjusted by adding external capacitance. The
frequency of operation is determined essentially by C, and L, Grid-leak
bias provided by C,and R, is used to establish the operating point of the tube.
The time constant of R, and C, is made larger than the ratio of the tank
circuit Q divided by the frequency of operation times pi. This is done to
prevent periodic high-frequency interruptions of the oscillator, called
“squegging.”

The modified Colpitts oscillator of Fig. 6-22(c) can be thought of as a
grounded-plate Colpitts oscillator, in contrast to the ultra-audion which uses
a grounded-cathode configuration. For this circuit to oscillate, C, and L,
must form a capacitive circuit at the frequency of oscillation. In many practi-
cal circuits C, is the distributed capacity of the circuit and L, provides the DC
path for current flow. Feedback of the voltage developed across L, and C,
by the AC component of plate current takes place through the interelectrode
capacitance C,,. In Chapter 4 it was shown that this type of circuit arrange-
ment is able to generate a negative resistance, whose magnitude is equal to

G
R= =% | 4-9
nggk ( )

When this negative resistance is equal to the losses in the circuit, the circuit
will oscillate. The fequency at which the circuit oscillates is determined by
the tuned circuit L, and C,.

The local oscillator used in transistor FM receivers is almost universally
the ultra-audion arrangement of the Colpitts oscillator. This circuit is shown
in Fig. 6-23. The transistor is arranged in a common-base configuration.
[See the redrawn circuit in Fig. 6-23(b).] This is accomplished by C, which
provides an AC short between the base and circuit ground. (The position of
ground in an oscillator is a matter of convenience, and thus any element of
the transistor could be used as the common element.) C, is the feedback
capacitor, which returns part of the output collector voltage to the emitter-
base input circuit. This voltage is developed across capacitor C,, which may
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(b)
Fig. 6-23. A transistor Colpitts oscillator is shown in (a). It is redrawn in
(b) to show the AC connections more clearly.

be either lumped or distributed. Resistors R,, R,, and R; set the operating
point of the oscillator. The tuned circuit consisting of C,, C;, C;, and L,
determines the frequency of operation of the oscillator. C, is part of the main
tuning capacitor and is ganged to the main tuning capacitors associated with
the RF amplifier and mixer. C, is usually shunted with a small trimmer
capacitor, which is used to adjust tracking at the high-frequency end of the FM
band. This trimmer capacitor is adjusted in conjunction with the trimmer
capacitors across the RF amplifier and mixer main tuning capacitors. The
capacitor C; is a fairly large bypass capacitor which holds the lower end of L,
at RF ground, thereby tying the tuning capacitors (C,, C,, and C,) across L,.

In general, transistor operation for use as an oscillator is nonlinear and
the signal is relatively large; thus small-signal parameters are not very useful.
Two important criteria for selecting transistors for use in oscillator circuits
are the maximum frequency of oscillation (F,,) and the amount of available
power output at a given frequency. For VHF oscillators the F),,. transistor
rating should be at least 120 MHz and the available power capability should
be of the order of 1 to S milliwatts. In practice only 0.5 mw is required by
the mixer; the reserve is necessary if adequate decoupling from the oscillator
is to be achieved.
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6-12. Frequency stability and automatic

frequency control

One of the major problems affecting the FM receiver is distortion caused
by local-oscillator frequency drift. The usual symptoms of this defect
manifest themselves shortly after the receiver is turned on and a station is
properly tuned in. The sound becomes badly distorted, whereupon the
receiver may be readjusted for distortion-free reception. Shortly thereafter
the receiver may again require readjustment. This continuous readjustment
of tuning may continue for a period of a half hour or longer, depending
upon the time necessary for the receiver to reach thermal and electrical
equilibrium.

This condition is brought about because the local oscillator, whether
vacuum tube or transistor, is very sensitive to the initial temperature changes
that take place when the receiver is first turned on. In the case of vacuum
tubes, the chief cause of frequency drift during the warm-up period is the
tendency of tube interelectrode capacitances to become larger. Since the
vacuum tube generates considerable heat, the adjacent frequency-controlling
tuned-circuit elements tend to expand with increasing temperature. The
inductance of a coil is governed by the expression

L, = L2 o (6-32)

where N is the number of turns, u is the permeability, / is the length of the
coil, and A4 is the cross-sectional area of the coil. Since the coil’s cross section
is circular, its area is equal to n times the radius squared; thus an increase
in temperature will increase the length of the coil to the first power, but the
area will increase by the square power. Hence the inductance will increase
with an increase in temperature. Likewise, the plate area of the tuning
capacitor will expand with an increase in temperature, which will also cause
the tuning capacitance to increase. Hence an increase in temperature will
cause a decrease in oscillator frequency. Oscillator drift over a period of a
half hour due to all causes in a carefully designed but uncompensated oscil-
lator will be approximately 30 kHz at a frequency of 100 MHz. After this
initial warm-up time the oscillator frequency will remain constant.

Thermal changes also affect transistor oscillator-frequency stability.
Temperature changes will cause the various junction capacitances to change,
which in turn will cause the oscillator frequency to change. However, drift
due to temperature change is small except in such applications as automobile
FM receivers or wherever receivers may experience temperature changes.

Transistor junction capacities are also sensitive to power-supply varia-
tions. Thus, where power-supply variations may be expected and hence oscil-
lator drift encountered, some means of correction may be desired.
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Figure 6-24 shows how oscillator drift causes distortion. The top line
of the figure represents the RF signal frequency. We assume here that the
frequency to which the receiver is tuned is 100 MHz. The second line shows
the oscillator frequency. Since the IF is 10.7 MHz, the oscillator will be at
110.7 MHz, position 4. As the temperature increases, the frequency of the
oscillator will decrease to the positions marked B, C, and D. The third line
illustrates the IF bandpass characteristic, which is centered at the difference
frequency between the incoming RF signal and the oscillator frequency.
Since the oscillator frequency will drift to a lower frequency, the IF will also
become lower in frequency; therefore the signal will shift its position on the
IF response to those lower-frequency positions marked B, C, and D. The
bottommost line of Fig. 6-24 represents the detector output “S”-curve

RF 100 MHz ! Freq. —
T
i 10.7 MHz |
] )
Osc. 110.7 MHz Freq —>
1 1 1 H
D C B A
A
IF Freq.—
ilO.?MHz
|
~ Narrow bond detector response
| ' Wide band detector response
. A B G 1]
A | 1
Det. ¥ A N ! -;
'\)(*,’E’ 107MHz — — U d Frea > - |
G +— = —
) Bl - M =7
T [ R 4 —J
.Y
d} Audio output
[ LD | Frequency
deviation
| ”due fo
modulation
J

Fig. 6-24. The above diagram illustrates the effect upon the audio output
of an FM receiver when the local oscillator is subject to drift.
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response. Also indicated on this line are the positions of the IF due to oscil-
lator drift. Position A4 corresponds to the desired position of perfect tuning.
At this position the IF is centered on the flat portion of the IF response;
thus minimum phase distortion is introduced. As a result, distortion due to
the production of indirect FM is minimum. Also, since the IF falls in its prop-
er place on the linear portion of the “S” curve, little harmonic distortion is
introduced by the detector. Of importance to this discussion is the fact that
the average value (DC level) of the audio output is zero when the receiver is
properly tuned.

When the oscillator drifts to position B, the IF moves to a lower
frequency, which now falls on the slope of the IF response curve. In this
position, owing to phase distortion, indirect FM will be generated, which will
introduce harmonic distortion. Also produced by operation on the slope of
the IF response will be amplitude modulation. In position B on the “S”
curve the frequency deviation due to the modulated signal will carry the signal
into the nonlinear regions of the detector response curve. As can be seen from
the diagram of the audio output waveform, the negative peak of the output
is smaller than the positive peak, indicating harmonic distortion. Note also
that the average value of the output of the detector is greater than zero and
is negative in polarity. In certain FM detectors the magnitude of this voltage
will depend upon input-signal level. Thus strong signals will develop greater
average values than will weak signals. If the “S”-curve response were to be
reversed (a relatively simple procedure), the average value would be positive
as the IF became lower in frequency. The polarity of the average value at
the output of the detector may be important when corrective measures such
as automatic frequency control are employed.

In positions C and D the oscillator drift has caused the IF to shift into
areas of the IF and detector response curves that produce severe distortion,
as illustrated by the audio output waveforms of Fig. 6-24. As is evident
from the “S”-curve response, it is possible to minimize distortion due to
oscillator drift by using a detector that has a wide-band response. If the detec-
tor response bandwidth is made large enough, oscillator drift will usually
not be sufficient to shift the signal into nonlinear regions of the detector
response. However, distortion and amplitude modulation may still be
produced by operation of the signal on the slope of the IF amplifier response.

Automotic frequency control

There are at least three techniques for minimizing oscillator drift. First
is careful design, which includes such things as adequate ventilation and
careful placement and selection of components. These factors prevent exces-
sive temperature changes during initial warm-up time. Also included in care-
ful design must be good voltage regulation to minimize oscillator drift due to
voltage variations.
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A second technique, useful primarily in vacuum-tube receivers where large
temperature changes are expected, is the use of negative-temperature-coef-
ficient ceramic capacitors. These capacitors may be designed to have positive,
zero, or negative temperature coefficients. Thus if a negative- or zero-tempera-
ture-coefficient capacitor of the proper size and temperature coefficient is
selected and correctly placed in the oscillator circuit, it can counteract the
effects of the positive-temperature-coefficient inductance and capacitance
of the circuit. An example of the use of such capacitors is shown in Fig. 6-25.
In this circuit a 22pF N750 capacitor is used as the grid-leak capacitor. This

To mixer
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V1 - It
30k ;( #
= L=
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y St T = 2pF NPO
NPO ) 220k  From
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Temp fo Bios |, Xcm
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Fig. 6-25. The schematic diagram of a vacuum tube oscillator and its
associated reactance tube is shown in (a). The phase relationships of the
reactance tube is shown in the phasor diagram of (b). The manner by which
the reactance tube controls the frequency of the oscillator is shown in (c).
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capacitor is in series with the tube interelectrode capacitance Cy, and this
series combination is in parallel with the frequency-determining LC circuit.
Thus the negative temperature coefficient of the capacitor counterbalances
the positive temperature coefficient of the interelectrode capacitance.

The third technique for minimizing oscillator drift is the use of automatic
frequency control (AFC). Automatic frequency control is basically a DC
feedback system consisting essentially of the local oscillator, a frequency-
to-DC converter (the FM detector), and a frequency-controlling device. The
frequency-to-DC converter generates a DC voltage that is proportional to
the frequency drift of the local oscillator. This voltage is then fed back to a
device that is able to force the oscillator frequency in such a direction as to
reduce the feedback voltage and thereby compensate for oscillator drift.
A block diagram showing the flow path of this control system is given in Fig.
6-26. Between the output of the FM detector and the voltage-controlled vari-
able reactance is a low-pass filter whose function is to prevent frequency
modulation of the local oscillator by the audio output of the detector. If
audio were to frequency-modulate the local oscillator, the effective deviation
of the signal would be reduced. Under some conditions this can be a desir-
able condition. This topic is discussed in greater detail in Sec. 11-6 of the text,
hence it will not be discussed here.

Two types of voltage-controlled reactances are commonly used in auto-
matic frequency control systems: (1) the reactance tube and (2) the silicon
diode voltage-controlled variable capacitor. A reactance tubet (or transistor)
is simply a tube whose circuit is arranged to make the AC plate voltage differ
in phase from the AC plate current by 90 degrees. If the plate current leads
the plate voltage, the tube appears to the oscillator as a capacitor. If the plate
current lags the plate voltage, the oscillator “sees” an inductance. A change
of reactance-tube bias will cause a change in g,,, which in turn will cause a
change in AC plate-current amplitude. Thus by Ohm’s law the magnitude of
the tube’s reactance will change. If the reactance tube is in shunt with the

T— D-.C plus
RF . IF . _ FM audio output
amp Mixer amplifier [~ | Limiter detector >

Y

Voltage D-C Low
controlled <% pass ~
reactance filter

A

Oscillator

Fig. 6-26. The block diagram of a receiver which uses automatic frequency
control.

1The reactance tube is analytically treated in Sec. 1-9 of this text.
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oscillator tuned circuit, the change in reactance will cause the frequency of
the oscillator to change.

An example of a reactance-tube AFC is shown in Fig. 6-25. In this case
the tube is made to appear as a capacitive reactance. This is accomplished by
the phase-shift network C, (this may simply be the interelectrode capacitance
of the tube) and R,. Notice that the large capacitors C, and C; effectively
place R, between grid and cathode of the tube. Since the reactance of C,
is much larger than R, at the frequency of operation, the circuit is capacitive.
C, couples the oscillator tank voltage to the plate of the reactance tube;
therefore the voltage across the tube is the oscillator tank voltage. Figure
6-25(b) is a phasor diagram showing the phase relationships between the volt-
ages and currents of the circuit. Thus the current (i) passing through the
phase-shift network will lead the oscillator voltage by approximately 90
degrees. This current will then produce a voltage drop across R, that will be
in phase with /,. Since this voltage is in fact the grid voltage of the tube, the
plate current (i) will be in phase with it. Therefore the plate voltage will lag
the plate current by approximately 90 degrees and will appear to the oscil-
lator as a capacitive reactance.

The manner by which the reactance tube controls the frequency of the
oscillator is indicated by Fig. 6-25(c). The arrows indicate the direction of
change. Thus, reading from left to right, an increase in temperature (7))
causes the frequency (f) to decrease, which causes the output of the FM
detector to produce an increasing negative voltage, which is used as the bias
of the reactance tube. The increase in bias causes the plate current (i) to
decrease, which is the same as an increase in effective capacitance reactance
(X.). If the reactance of a capacitor is increased, the effective capacitance
(C.) must decrease. Since the frequency of the oscillator is approximately
equal to

1
= ———, 6—33
s 27~/ LC ( )
a decrease in total capacity of the tuned circuit will cause the frequency to
increase. This in effect counteracts the original decrease in frequency due to
thermal oscillator drift.

Silicon diode AFC

The voltage-controlled silicon-diode variable capacitor has been referred
to as a “varicap,” “semicap,” and “varactor,” by various manufacturers.
We shall call it a varicap. The varicap is based upon the characteristics of the
depletion region of a PN junction. As is well known, when a PN junction is
formed, the holes and electrons in the region adjacent to the junction combine
and form a zone relatively free of current carriers. This region is, in effect,
a good insulator sandwiched between the electron-rich N section and the
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Fig. 6-27. The variation of capacitance with bias voltage.

hole-rich P section. The arrangement of an insulator between two conduct-
ing areas will exhibit capacitive properties.

If a reverse bias is placed across the diode, the mobile electrons in the
N-type material and the mobile holes in the P material will be drawn away
from the junction, effectively increasing the thickness of the dielectric. This,
in effect, will cause a reduction in the junction capacitance of the silicon
diode. Hence it is the property of a PN junction to vary the thickness of the
depletion zone when the bias voltage across the diode is varied. Consequently
the silicon diode may be used as a voltage-controlled variable capacitor.
The capacitance of the diode is inversely proportional to the square root of
the voltage across the diode. Figure 6-27 shows how the capacitance varies
for changes in bias voltage. This type of characteristic is for a diode with an
abrupt PN junction. Such a junction may be obtained by alloying techniques,
or a close approximation can be achieved by the use of point-contact diodes.
Furthermore, the junction capacitance of the diode, assuming a constant bias,
is relatively insensitive to temperature changes, because the effects of changes
in resistivity and mobility with temperature tend to cancel one another.

The silicon voltage-controlled variable capacitor can be obtained with
values of capacitance as low as 0.5 pF at a bias of —4 volts or as high as
1800 pF at the same bias. The usual diode used in AFC applications will
have a —4-volt bias capacitance of approximately 40 pF.

The equivalent circuit of the varicap for frequencies in the range of the FM
band is shown in Fig. 6-28. The Q of the varicap may be found by the
expression

g=2e_. (6-34)

R ~ 2zfC.R’

where C, is the diode capacitance and R is the series resistance of the varicap.
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Fig. 6-28. The schematic diagram of a varicap and its equivalent.

If this diode is used as part of a tuned circuit, the tuned-circuit Q may be
found by the same equation; however, C becomes the total resonant capaci-
tance and R is the total series resistance including the resistance of the coil.

The @ of a high-frequency diode may not be very large, ranging from 20
to 80. One way of increasing the effective circuit Q is by placing a capacitor
in series with the varicap. This series capacitor (C,) will increase the Q by
a factor of (Cy + C))/C,. The addition of the series coupling capacitor
increases the reactance of the circuit without appreciably affecting the series
resistance of the circuit. Thus the Q is increased. The addition of C, also
tends to reduce the effective capacitance of the diode shunting the tuned cir-
cuit, as well as reducing the amount of RF signal energy that appears across
the diode. If a small value of C, is used, this will tend to reduce the effective-
ness of the variable diode capacitance upon the frequency response of a tuned
circuit; however, a small value of coupling capacitor will tend to reduce the
AC signal coupled to the diode and will therefore minimize any self bias
that might be generated. Therefore, the range of diode control bias necessary
to obtain a given change in capacitance is reduced. Since the frequency sensi-
tivity of the varicap may be shown to be

AF F 1
AT TG (6-35)
L4 g

where AF is the change in frequency, AV is the change in bias voltage, F is
the frequency of operation, and V is the bias voltage, it can be seen that C,
should be large to maximize frequency sensitivity.

In general, the sensitivity of a varicap is considerably greater than that
of vacuum-tube reactance tubes. Varicaps may be used in AFC systems for
either vacuum-tube or transistor receivers. An example of a transistor oscil-
lator that employs a varicap in its AFC system is shown in Fig. 6-29. The
oscillator is an “N”-type common-base Colpitts oscillator of the type dis-
cussed earlier. The AFC diode obtains its bias from the voltage divider R, and
R,, which also supplies the bias for the oscillator. As can be seen in Fig.
6-29(b), the low reactance bypass capacitors C, and C, tie one end of the
varicap and one end of the frequency-determining coil together. The other
side of the variable capacitor diode is connected to a small coupling capacitor
C, which is tied to the other end of the coil. Thus the varicap is placed across
the oscillator LC circuit. The diode capacitance is varied by the error voltage
generated by the FM detector. This DC component is coupled to the vari-
cap via a low-pass filter (R, and C;) which removes the audio component
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Fig. 6-29. The schematic diagram of a transistor oscillator and its varicap
controlled AFC is shown in (a). The effective shunt capacitance across
the tuning inductance (L,) and the manner by which the frequency on the
oscillator is controlled by the varicap is shown in (b).

that also appears at the output of the FM detector. The resistor R, is used
to isolate the varicap from the high-frequency short circuit due to C,.

Figure 6-29(c) shows by means of arrows how the AFC system operates.
If the local oscillator were to drift to a lower frequency, the error voltage from
the detector would increase the negative bias across the varicap, thereby
reducing the total shunt capacity across the tuning inductance. A reduction
in tuning capacitance would introduce an increase in the frequency of
oscillation, thus tending to correct the original oscillator drift.

6-13. Summary

1. The mixer is located between the RF amplifier and the IF amplifier
of a superheterodyne receiver. Its function is to reduce the incoming signal
to a lower frequency called the intermediate frequency.
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2. Frequency conversion may be performed by multiplicative or by
additive mixing.

3. The oscillator and RF signals may be coupled together in series
or parallel and brought to the mixer by capacitive or transformer coupl-
ing.

4. Excessive coupling between the RF signal and the oscillator may
result in frequency synchronization called oscillator pulling.

5. Nonlinear operation is required for frequency changing.

6. Frequency conversion is usually accompanied by amplification. A
convenient way to compare frequency changers is to determine their conver-
sion gain.

7. A mixer is many times noisier than the same tube or transistor used
as an amplifier.

8. The greatest source of noise in a receiver is the mixer.

9. A useful means for comparing the noise generated by amplifiers or
mixers is the noise figure.

10. The fewer the current-carrying electrodes in a vacuum-tube mixer,
the lower the noise level of the mixer.

11. The transistor mixer is usually considered to be equivalent to a diode
mixer and an amplifier, where the input junction constitutes the diode
mixer.

12. FET mixers have the advantages of low noise, high gain, and reduced
spurious responses owing to their relatively high input impedance.

13. Integrated circuits may be used as frequency changers. They may be
used as autodyne converters or as separate oscillator and mixer circuits.

14. The local oscillator is placed above the frequency of the incoming
RF signal and thus minimizes spurious responses.

15. An oscillator is a high-frequency generator that converts direct cur-
rent into alternating current.

16. The Colpitts and Hartley oscillators are the most commonly used
local oscillators in FM receivers.

17. Automatic frequency control is a system of negative feedback that
reduces the effects of oscillator drift.

REFERENCES

1. Herold, E. W.: “The Operation of Frequency Converters and Mixers for
Superheterodyne Reception,” Proc. IRE, February 1942,

2. Langford-Smith, F.: Radiotron Designers Handbook. Radio Corporation of
America, Harrison, N.J., 1953,

3. Gray, C. R,, and T. C. Lawson: “Transistorized FM Front Ends,” Audio,
August 1962.



258

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.
26.

FREQUENCY CHANGERS Chap. 6

. van der Ziel, A.: “Noise in Junction Transistors,” Proc. IRE, May 1958.
. Van Duyne, John: “Suppressing Local Oscillator Radiation in TV Receivers,”

Tele-Tech, February 1952.

. Read, L. W.: “An Analysis of High Frequency Transistor Mixers,” IEEE

Trans. on Broadcast and Television Receivers, May 1963.

. Hubbard, D. J.: “A Low Cost All Silicon FM Tuner,” Application Note

90.27, June 1965, General Electric Company.

. Pan, W. Y.: “Frequency Characteristic of Local Oscillators,” RCA Review,

September 1955.

. Pan, W. Y., and Carlson, D. J.: “Practical Aspects of Local Oscillator Stabili-

zation,” RCA Review, December 1956.

Edson, W. A.: Vacuum Tube Oscillator. John Wiley & Sons, Inc., New York,
1953.

Zeines, Ben: Principles of Applied Electronics. John Wiley & Sons, Inc., New
York, 1963.

Leonard, David: “Improve FM Performance with FET’s,” Electronic Design,
March 1, 1967.

Carlson, F. M.: “Application Consideration for the RCA 3N128 VHF MOS
Field-Effect Transistor,” RCA Application Note AN-3193, Radio Corporation
of America, Harrison, N.J.

Mergner, F.: “P-I-N Diode and FET’s Improve FM Reception,” Electronics,
August 22, 1966.

Rohde, U. L.: “The Field-Effect Transistor at V.H.F.,” Wireless World,
January 1966.

Hugenholtz, E. H.: “One Tube Oscillator Mixer,” Electronics, January 15,
1960.

Fowler, W.: “Transistor Autodyne Converters,” Electro-Technology, February
1965.

Klein, E.: “Y-Parameters Simplify Mixer Design,” Electronic Design, April 1,
1967.

The Engineering Staff of Texas Instruments, Inc.: Transistor Circuit Design.
1963.

Von Recklinghausen, D. R.: “Theory and Desig<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>