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PREFACE

This ie the second in a series of four Volumes comprising the
Handbook on Radio Frequency Interference. Each of the Volumes covers
an important area of the subject of RFI. In this Volume we discuse pre-
diction and measurement of interference.

Problems of prediction and measurement are basic to all aspects
of science and engineering. The degree to which we can utilize the re-
sources of nature is dependent on our ability to forecast or predict con-
ditions and/or to measure these conditions. Ae our measurement tech-
niques improve, so, too, do we improve our prediction capabilities and,
therefore, our degree of resources utilization.

In our use of the radio frequency spectrum, many aspecte of the
prediction/measurement process have been neglected, and it is only in
fairly recent years that there has been a general recognition of the need
for increased effort in this area.

bmportant factors in prediction/measurement are (1) the cost of
measuring devices and (2) techniques for handling data resulting from
measurements. When the instrumentation can be simple and relatively
inexpensive, and the data rate is low, prediction capability becomes high
due to the small amount of effort necessary to obtain all of the necessary
data. On the other hand, where instrumentation must be complex and
costly, and/or the data rate is high, prediction capability will be de-
pendent on (1) funds available to develop and manufacture instruments
with necessary characteristics and (2) availability of manpower or equip-
ment to record and process the data,

The RFI prediction/measurement process has suffered in the
past from a relatively low scale of funding and effort, Instrumentation to
make measurements across the radio spectrum from, say, 60 cps to
40 gco is very costly, and the data rate will be very high, We should be
able to quickly and conveniently make the measurements and obtain the
data if we are to make best use of the spectrum. Due to lack of develop-
ment funds, the state of the art in RFl measurements and prediction has
not advanced as fast as might be desirable for optimum radio spectrum
utilization. Only today are we on the threshold of the introduction of
autumatic epectrum scanning field intensity meters, automatic recording
of interference data, and computer processing of this data.

In this Volume, we have attempted to bring together information
concerning measurement and prediction principles, as well as information
concerning equipment and techniques in current use or under development,
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The material presented is based largely on experience gained
by the Frederick Research Corporation in the past ten years in perform-
ing tests, measurements and predictions in system design. equipment
development, and spectrum signhature projects. In making this informa-
tion and data available to others, we hope that we can contribute to a
better understanding of RFI measurements and to more effective measure-
ment procedures,

There are a number of references to theoretical material devel-
oped in Volume I. In some instances, where there is a close relationship
to such material, important parts are repeated in Volume II.

For furnishing data and pictures on instruments and equipment,
1 am grateful to Stoddart Aircraft Radio Co., Inc.; Polarad Electronics
Corporation; Empire Devices, Inc.; Shielding, Inc.; and Ace Engineering
and Machine Co., Inc.

1 wish to express my appreciation to A, H. Sullivan, Jr., our
Director of Advanced Systems Development, who has acted as Editor and
Coordinator of the Handbook project; to H. D. Zink, Jr., our Director of
Research, who has prepared most of the material on signal acceptability
criteria, and who has also provided technical review of material through-
out the volume; to D. Sabalos and R. E. Hannah for the material on RF1
prediction; to T.H. Miller, our Director of Engineering, for the material
on screen rooms; to T. H. Miller, L.Q. Fleenor, and J. A. Hopkins, for
Chapter IV on test instruments; to R. E. Hannah for the material on radia-
tion hazards; to Mesars. Sabalos, Steinebach, Shaver and Lightner for
the material on spectrum signature measurements and test locations; and
to Harry Petrey for propagation coneiderations which account for the
presence of the earth and for details in preparing ROLS maps.

Messrs. Agee and Humbertson have done an excellent job in
guiding and dealing with the multitudinous complexities of production.
Robert Frederick has been responsible for art work. Also my thanke
to Marjorie Brown, Roma Taylor, Mary Schmidt, Frances Zello, Billie
Harrison and others for their strenuous efforts in typing the copy and to
Messre. Roger Claxton, Daniel Barnes and Marvin Tilly for production

work,
.

Carl L. Frederick, Sr.
Wheaton, Maryland
20 March 1962
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INTRODUCTION

The prediction and measurement of electromagnetic interference
has long been an area of minor concern in communication-electronic sys-
tem development. However, with the rapidly increasing use of the spec-
trum, the higher output powers of transmitters, the vastly improved re-
ceiver sensitivities, and, last but not least, the development of satellite
communication systems, there has been a growing concern about the pos-
sibilities of important system degradations due to interference. These
degradations in many cases must be considered as catastrophic in nature
since they may result in lose of control of aerospace vehicles, premature
destruction of guided missiles, loss of command in fluid combat situations,
and economic or even personnel loss where high data rates are interrupted
in logistice communication networks.

As a consequence of considerations of system degradation possi-
bilities, more emphasis is now being placed on the requirements and
means for predicting and measuring interference as it relates to system
performance. ''Spectrum signature’ programs have been established to
measure equipment characteristics and other programs exist to collate
and evaluate the "spectrum signature" information in terms of radio
spectrum utilization. Increasing effort is being placed on theoretical
studies of propagation and on measurements of antenna patterns. Design
groups are putting more effort into the measurement and elimination of
interference in components and circuitry in the early stages of develop-
ment. All of these activities are indicatione of the increased importance
of measuring and forecasting interference before it becomes a major
problem.

Chapter 1 of this Volume contains a discussion of the criteria
and requirements of signale by the user. In the following chapters there
are discussions of prediction, instruments, and measurement techniques,
The appendices contain associated material which will be found useful in
measurement and prediction work and, in particular, Appendix Ill con-
tains descriptive data sheets on standard RFI test sets.

In Volumes LI and IV to follow, design considerations, RFI spec-~
ifications, and radio spectrum utilization will be discussed in detail.




SIGNAL ACCEPTABILITY CRITERIA CHAPTER |

1. INTRODUCTION

The detailed analysis of signal acceptability criteria is a subject
which has been studied for specific systems under the exact circumetances
for which the system was intended to be ysed, byt very little work has been
done in making a compilation and correlation of the subject which tied to-
gether the results of these studiecs and extended them to cover the general
problem. Two expressions are in common use which denote the degree of
interference which a system can tolerate and still be considered fully oper-
ational. The first term is ""threshold signal-to-interference ratio" some-
times abbreviated TSI ratio.’ The second term which is sometimes used
is "acceptance ratio." They may be used interchangeably and because the
term ""acceptance ratio" seems to have a better connotation, it will be used
here.

The term ""acceptance ratic" is defined as the ratio of the desired
signal strength to the undesired signal strength which will just permit
acceptable performance of a communications -electronics or radar system.
Naturally, most systems muast normally be operated with a eignal strength
considerably in excess of this value,

Whether thie ratio is expressed in terms of carrier values or
modulation ratios or otherwise, and whether it is in terms of peak, rms,
average or some other measure, dependes upon the nature of both the de-
sired and the undesired signal. It should be recognized that the term
"acceptable performance’ lacks precision and must be defined in a par-
ticular way for every system which is examined for interference effects.

Because of the great number of variables invalved and the sub-
jective nature of the output in many systems, it {s imposasible to give
tolerable values of output signal-to-interference ratios that will fit all
cases. In calculating acceptance ratios, it is neceasary to: (1) under-
stand how a specified interference signal will be manifested in the out-
put or affect performance; (2) estimate the signal-to-interference ratio
which can be tolerated in the output; and (3) use items (1) and (2) to work
back to the input terminals through the receiver transfer function to find
the acceptance ratio. In this chapter only those signals which do not
sufficiently overload the receiver so as to cause desensitization and other
severe non-linear effects will be discussed as these subjects are covered
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elsewhere in these volumes {see Volume 1, Chapter 2). This limitation
is necessary to keep the present discussion within reasonable bounds.

The calculation of an acceptance ratio must take into account
the type of message to be conveyed, the modulation employed on the de-
sired signal and on the interfering signal, and the various parameters of
the signals and system concerned (including the bandwidth, depth of mod-
ulation, frequency deviation, and miscellaneous other factors).

It will be assumed that, in the case of mutual interference, the
cochannel interference problem will be largely mitigated by system de-
sign requirements. Thus, all signals present at the receiver in suffi -
cient power to cause interference to desired signala will be in a carrier
frequency of slightly or greatly different frequency from that of the de-
sired signal. In some cases, the effect of cochannel interference will be
discuesed however, since not all systeme are so allocated as to prevent
it,

1.1 GENERAL CONSIDERATIONS

A communications system can be described in simplified fashion
as a source, a coder and transmitter, a communication medium or
channel, a receiver and decoder, and a di-play.’ All communications
channels known posseses some degree of noise or interference to the de-
sired signal which has the effects of: (1) reducing the amount of informa-
tion that can be transmitted through the channel; (2) rendering difficult
decoding of the desired information at the receiver and degrading the per-
formance of the receiver information display. These displaye permit
coupling of electronic communication equipment to their human operators
who are, in most cases (except when automatic data processing equipment
is involved), the final recipients of the communication.

Among the procene-xwhoreby an interfering signal may ad-
vereely affect a given system are the following: (1) demodulation of the
intelligence contained in the interfering signal and superposition of that
intelligence on the desired intelligence; (2) substitution of the interfering
signal for the desired one as in the case of the capture effect in FM
transmissions; (3) creation of a beat note between the wanted and unwanted
carriere and superposition of this on the desired intelligence; (4)creation
of intermodulation, cross-modulation and harmonic distortion terme from
cither or both signals and euperposition of these terms on the desiredin-

1-2
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telligence; (5) exceeding a certain recognition level in the case of certain
pulse systeme; and (6) breaking of synchronism in automatic systems
which require it,

The interference to the signal may be of many forme, CW, AM,
SSB, FM, Pulse and others. All these signals affect varied equipments
such as PPl scopes, facsimile, teletype and other systemas, but the end
effect is to cause an erronecus display of information. The human opera-
tor or the automatic processing equipment has two prime functions inthe
presence of interference to the desired signal; (1) the detection, and
(2) the correction of errors in the information. The success with which
this can be done depends, to a large extent, on the coding and structure
of the transmitted information. "Structure" here refers to the restriction
on the freedom of choice in the source of information due to certain de-
fined rules for message assembly. “Structure" implies redundancy and
depends on the statistical dependence between aymbols or the interrela-
tionship of information given by each symbol to the other symbols.

2. SYSTEMS INVOLVING HUMAN ASSIMILATION
OF THE FINAL DATA

2.1 GENERAL

The output displays of systems which use the human ae the final
interpreter of the information couple the information from the electronic
communication equipment to the human operatore who are the receivers of
communications. The visual and aural capability of the human operator
to perceive and analyze the displayed information becomes the ultimate
limitation on the performance of the system. Just as all electronic re-
ceivers have a threshold sensitivity, so do human operators., and it is
the change in sensitivity of the operator to the desired signal in the pres-
ence of noise and interference that determines the extent to which the in-
formation will be correctly received by the operator.

Human responses are, in general, not continuou-.’ but are inter-
mittent, even in response to continuous stimuli, due to the intermittent
characteristic of the sensory apparatus. For example, current theory
holds that the eye sees events in a series of 0.1 sec snapshots, sending
pulse modulated information to the brain at a rate of 10 cps, which seems
to be related to the normal 10 cps alpha rhythm or scan rate of the brain.
This {s also the normal modulation rate of the vocal apparatus; that is,
the speed of movement of the tongue, lips and cheeks. Auditory acuity
under optimum conditions ie a0 sensitive that the thermal agitation and
rush of blood in the vessels of the ear are almost audible, It is not
clear, at present, whether the ear aleo sends messages to the cortex in
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pulse modulated fashion, but some relation to the 10 cps alpha rate is
suspected.

Concerning both the auditory and visual "threshold detection of
signale' such as perceiving a voice through noise or a target on a noise-
cluttered PPl scope, it can be stated that any given signal detection de-
vice strikes an arbitrary balance between the detection of signale and the
calling of "false alarme." The more signale the device (which, in this
case, is the ear or the eye of the obeerver) detects, the lower muat be
the perception threshold, which will result in an increase in the number
of false alarms caused by random noise and interference fluctuations.
Thus, an increase in the channel noise will cause the observer to raise
his perception threshold to keep the false alarm rate from increasing too
rapidly, which will result in a lowering of signal detectability and, there-
fore, a loss of transmitted intelligence.

2.2 AURAL EFFECTS OF INTERFERENCE ?

Speech structure has a redundancy and depends on the statiati-
cal dependence between symbole or the other interrelationship of infor-
mation given by each symbol to the other symbols. In voice communi-
cations, for examnple, it is dependent on the structure of the words, the
grammatical atructure of sentences, and the idea structure of related or
associated thoughts in a measage, As Figure 1-1 shows, for 80% of the
words to be correctly received, approximately 16 db more noise can be
tolerated for words in a contexual framework, as compared with the same
words spoken singly, or as stated in information theory, intelligibility
{the number of items correctly received) increases with increasing redun-
dancy and decreases with increasing entropy; that is, outcome uncertainty.
It has been estimated that the redundancy of ordinary conversational Eng-
lish is 60 to 75%, while experimental study has established an increase in
redundancy to a total of 80 to 96% under the effects of military situational
context, procedural knowledge, and linguistic constraints. It is obvious
that speech, which requires a minimum bandwidth of approximately 3000
cps for 90% intelligibility, Is inefficient for the transmission of informa-
tion when compared with a more highly coded single frequency transmiseion
of which Morse Code, requiring a bandwidth of only 100 cps, is an exampie.

2.2.1 EFFECTS OF INTERFERENCE ON THE EAR

The ear is perceptive to signals of extremely amall duration
and experiments utilizing signals as brief as 0. | milliseconds have
elicited a corresponding cortical response? However, for impulsive
sounds, the apparent loudness is the integrated effect over a period of |
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millisecond. The intensity required for reeponse is inversely propor-
tional to the duration, for the sensitivity falls off rapidly below durations
of 0.2 sec. As the signal duration is increased, the ear's sensitivity
also proportionately increases up to durations of 0,2 sec., until dura-
tions of 0. 5 sec., the ear is at maximum sensitivity. For judging the
effect of a sound, the ear plus the brain seems to act in the manner of an
integrator with a charging time constant of 10 milliseconds and a dis-
charging time coastant of 500 milliseconde.

The ear's cochlear mechanism is unable to analyze into their
component {requencies two sounds which stimulate overlapping segments
of the basilar membrane. Thus, two tones differing in {requency byless
than 6 cps are heard as one intertone of varying loudness, which takes
on a throbbing quality when the {requency difference is 6 -7 cps. When
this frequency differential increases to 25 cpe, the throb disappears and
the intertone becomes faint, taking on a rough burring quality. With
greater frequency differentials, the two original tones become more pre-
dominant.

Ag previouely discuseed, the readiness or speed with which any
word will be identified is a function of the word's relation to other worde
in the listener's experience. The more frequently a word is used incon-
versation, the better are its chances of evoking a correct listener re-
sponse, even though the word may be mutilated in transmission reception.
The probability of correctly reconstructing a mutilated word will vary
inversely with the number of other words in the listener's experience and
the contexual vocabulary that the desired word resembles. Apperceptive
variables are of importance, such as the listener's dialect, educational
level, and knowledge of the desired message content.

2.2.2 AUDITORY MASKING

In the presence of interfering signals, a voice message either
becomes masked by the inteneity of the noise or is distorted by intermod-
ulation products. From the point of view of communications in the pres-
ence of noise, the most important characteristic of the human ear is its
analytical ability to respond selectively to certain components of the total
acoustic spectrum presented to it and to ignore others. However, theear
is not an ideal analyzer and perception of some signals is obscured by
others; the extent to which this obscuration occurs is called masking. It
is defined as the shift in auditory threshold for a desired signal which is
produced by the introduction of extraneous interference, and is usually
measured by the amount the desired signal must be increased in intensi~
ty to become audible.
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There are three arbitrarily chosen thresholds with respect to
the identification of speech sounds; detectability, perceptibility and in-
telligibility. The first is the threshold when the sound can just be de-
tected but not identified and corresponds to a signal-to-noise ratio of
-18 db when white noise is used as a masking signal on AM reception.
Perceptibility refers to understanding, with effort, the overall context of
a connected discourse and, in general, requires a signal-to-noise ratio
of zero to +5db. Intelligibility threshold is that point when the listener is
able to understand almost each word in discourse and requires signal-to-
noise ratios taken under the above conditions of from +10 to +15db.

The masking efficiency of a pure tone or a band of noise is
greatest for frequencies near and above the tone, or in and above the
bandwidth of the noise. The efficiency increases with the intensity of the
masking signal. For maximum masking of speech communications, the
interfering signal must produce in the listener's ear an interference
spectrum continuous both in time and frequency throughout the trans-
mitted speech range. Single tones are then not as disabling as random
noise because it extends over a spectrum of frequencies. The result of
mixing several sinusoidal tones together, approaches the masking effect
of noise as a limit. Low frequency tones of high intensity in the 400 to
1000 cps region are the most disabling ones because they cause possible
overloading and non-linear distortion within the listener's auditory
mechaniem,

Since the interfering signal must be continuous in time for maxi-
mum effectiveness, the masking effect of interrupted signale is lese than
for continuous. The masking effect of interrupted noise varies as the
rate of interruption increases because the listener detects parts of speech
during the intervals. However, if the rate of interruption to a speech
signal is sufficiently high, say several thousand interruptions per second,
then the intelligibility is good even when the speech is present only 15% of
the time. The table in Figure 1-2 summarizes the pertinent ‘data relating
to the rate of speech cut-off and intelligibility.

Percent of Time Percent
Speech Is Present Rate of Cut-Off Intelligibility
50% on - 50% off 2000/sec 95
50% on - 50% off 100/sec 75
50% on - 50% off 10/sec 85
50% on - 50% off 1/sec 40

Figure 1-2. Intelligibility Table
(Percent of Message Correctly Received)
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2.2.3 DISCUSSION OF A PRACTICAL CASE

A short time spent with an amateur radio operator or listening
to the communications between airport control towers and the pilote
would lead one to believe that, at least for voice signals, the human brain
can be trained to correctly recognize signals in the presence of unbeliev-
able amounts of interference having characteristics similar to the de-
sired signal. The average person upon first hearing either of the above-
mentioned systems in operation will be almost completely unable to under-
stand any of the tranemissions. After several hours (or days) of intense
listening, however, the observer will begin to develop a facility which will
enable him to understand a very high percentage of the transmissions.

In many cases, these transmissions are highly redundant be-
cause the recipient is anticipating the content of the bulk of the measage
and is concentrating on receiving only certain specific new information.
Apparently, once the observer recognizes the content of the redundant
message, then, he too, can concentrate on the new information., Since the
phrasing of the redundant words is almost always the same, the listener is
given a further clue by knowing very nearly the time in the message when
the new information will be transmitted. If the listener is part of the
communications system and the interfering signale are such as to blot out
the new information, he may then ask for a repeat with the great likeli-
hood that the interference will not be so great at the precise instant when
the new information is transmitted. The casual observer, of course, is
not in such a position and losee intelligence if he has a similar experi-
ence, It should be noted that in the above cases that the observer need
not receive very much of the redundant portion of the message if the word
phrasing used is standard, since he can tell by the rhythm when the new
information will arrive.

It has been stated by some observers that a fatigue factor sets
in which decreases the ability of the human to detect the signal correctly,
after a period, when communications must be carried out in an environ-
ment having high interference. This is probably true for control tower
operators but it may not apply for all other cases.

2.2.4 AURAL ACCEPTABILITY CRITERIA

A survey of experimental values for determining just tolerable
interference shows that the range from zero to +10db includes the range
of output signal-to-noise ratios most frequently postulated as criteria. It
{s obvious that, depending on the type of desired and interfering signal
and the degrees of modulations used, the input signal-to-interference
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ratio will vary widely for a given desired output signal-to-noise ratio or
percentage intelligibility,

The various characteristics of the receiver in use determine, to
a great extent, the input acceptance ratio. Thus, the degree of non-
linearity, selectivity, and RF amplification will markedly affect the re-
sistance of the receiver to interfering or jamming signals. The receiver
possessing a minimum of non-linearity and RF amplification and a high
degree of sharp selectivity will be much more tolerant of interfering sig-
nals than those not possessing these characteristics.

2.2.4.1 CW Receiver

For the case of CW communications, when the interfering signal
is exactly frequency coincident with the desired signal, equality of signal
strength produces masking of the desired information. Mutual interfer-
ence signale are not likely to be of exact frequency coincidence, thus
lessening the probability of effective masking. Therefore, the desired
information can almost alwaye be distinguished even though heavily
masked by noise or other interfering signals.

2.2.4.2 Conventional AM Receiver

Conventional AM communications receivers have been the sub-
ject of a great deal of experimental testing, both in the laboratory andthe
field, leading to the setting of a fairly reliable figure as a tolerable inter-
ference criterion. Thie criterion depends however, on the degree of co-
channelarity of the interfering signal and the desired signal. If the
carriers are exactly coincident in frequency, the resulting masking will
be due only to the superposition of the interfering modulation on the de-
sired aignal modulation. This represents leas masking of the desired in-
telligence than does the case where the two carriers differ in frequency,
thereby producing an intelligence masking beat-note product. The signal-
to-interference ratio covers a range of some 15 db for the extremes of
this situation, making an accurate choice of an acceptance ratio highly
difficult.

In an AM receiver a peak linear detector is used for demodula-
tion and reproduces the envelope of the impressed modulation waveform.
Theoretical analysis of the waveforme applied to such a detector estab-
lishes that intermodulation products between a desired and an interfering
signal are relatively negligible in relation to the masking effect of the
beat frequency of heterodyning CW carriers. Thus, when signals are
isochronous, the chief masking agent will be the demodulated intelligence
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of the interfering signal, but when the signals are non-isochronous, the
beat-note product of the two carriers will be the principal agent inmask-
ing the desired intelligence. Inasmuch as exact frequency coincidence
and isochronism are extremely unlikely to occur in practice, a beat note
will almost always be present, usually slowly varying in pitch. The
masking effect of such a note or tone can add 5db to the previously re-
quired signal-to-interference ratio nceded for satisfactory intelligibility.

The diode detector plays a significant role in determining the
true selectivity characteristics of a receiver. A review of the basic
equations relating to envelope detection shows that the carrier-to-
interference ratio is a significant parameter in the determination of ad-
jacent channel interference effects. It is known that when the carrier-
to-interference ratio is large, additional selectivity is obtained by the
capture effect. Under impulse-noise or other inter{erence conditions,
where the carrier-to-interference ratio is less than one, the diode de-
tection process is captured by the noise or interference and the desired
signal is significantly degraded well beyond the effects indicated by the
usual RF and IF selectivity response.

When an FM interfering signal enters an AM receiver, a con-
version of FM to AM takes place, due to the slope of the selectivity
curve. This causes generation of vecond harmonics of the intelligence
frequencies in the interfering signal, which, in turn, will cause garbling
of the desired intelligence. The smaller the frequency deviation of an
FM signal, the stronger must be the desired signal to maintain a2 con-
stant signal-to-interference ratio. The point of maximum interference
will be where the frequency deviation of the interfering FM signal is just
sufficient to fill the acceptance band of the receiver.

When a single sideband euppresaed carrier signal is received
by an AM receiver, the effect is that of a continuous wave detuned from
the carrier with resulting strong beat-note products which are the pri-
mary source of masking.

2.2.4.3 Single Sideband Receivers

The reception of an undesired single sideband suppressed carrier
by another single sideband receiver can result either in cross modulation
of the desired signal, if the carriers are coincident, or in beat notes be-
tween the single sideband spectrum and the injected carrier of the receiver
if the carriers are not identical. Thie is similar to the AM case, If the
received signal does not utilize suppressed carrier, then obviously, there
will be a strong beat note produced between the detuned carriers. It
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should also be pointed out that the frequency difference between the locally
inserted and reference carrier must be kept balow 50 cpa to prevent severe
distortion of the desired information.

Single sideband receivers can be considered as less susceptible
to interfering signals than AM or FM since there is a greater concentra-
tion of intelligence on the RF carrier in relation to the bandwidth of the
receiver. Thus, an SSB receiver can successfully operate with desired
signals of less magnitude than the channe! noise.

2.2.4.4 FM Receivers

In an FM receiver the instantaneous frequency deviations are
detected by the discriminator, and as long as any signal is above the
level of circuit sensitivity, the discriminator will not respond to am-
plitude variations of the waveform envelope. However, while frequency
modulation systems contain inherent interference reducing characteris-
tics, certain types of interfering signals combine with these inherent
characteristics to make the receiver quite vulnerable in some cases.

The capture effect, wherein the receiver limiter responds to the stronger
of two signals and blocks the receiver to the weaker signal, is an illue-
tration of such vulnerability. Thia capture will occur, for most FM re-
ceivers, when the power of one signal is 1. 26 times that of the other,
This corresponds to a signal-to-interference ratio of -1 db; that is, the
undesired signal must be | db greater than the desired signal for com-
plete capture to occur. This is not to imply that interference will not be
appreciable when the undesired signal is lower than this level but that
this level is that which will essentially blot out the desired signal. In
general, for the undesired signal to be completely suppressed, it must be
6 db below the desired signal. This is not a hard and fast figure and will
depend on the design of the particular FM receiver.

2.2.4.5 Other Systems

The channel grabbing characteristics of certain interfering sig-
nals can produce highly annoying effects which require an increase in
signal-to-interference ratio to overcome, Frequency Shift Keying (FSK)
and interrupted CW are two examples of such signals that can cause the
receiver either to shift between two or more competing signals or to be
quieted by a strong, recurring, interfering signal. Therefore, the ac-
ceptance ratios for such signala are higher by 2 db than those for AM or
FM modulated carriers.
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2.3 VISUAL EFFECTS OF INTERFEREINCE

Almost without exception, receciving devices which are used for
visual presentation of the output information consist of a system employ-
ing one or more cathode ray tubes (CRT) for the display. Prominent
examples are: (1) television picture tubes (which are used for many dis-
play purposes in addition to the conventional one); and (2) radar video
devices such as PPl scopes, A scopes, J scopes, and others. These
two examples constitute the large majority of cases where visual signal
acceptability criteria must be formulated. Extensive studies for uee in
channel allocation have been conducted to determine acceptable signal-
to-interference ratios for conventional television syatems when sub-
jected to a limited class of interference, but many of the possible inter-
fering signals were not considered. Little has been published concerning
criteria for other TV type displays (such as might be used in air traffic
control systeme). Most radar studies have been directed towards the
effects of intentional jamming and multiple target confusion factors and
while these results are not directly addressed to the signal acceptabil-
ity problem, the results could be reinterpreted to apply. Unrfortunately,
much of the moat valuable information is classified and so cannot be
diecuseed here.

Other visual displaye consiet of output information presented on
an X-Y plot by the use of a recording pen or stylus and data shown by
dial poaitions, counter readinge or neon or incandescent alphanumeric
display devices. It would appear that no formal study has been made
which would apply specifically to these devices,

In the radar and television cases, the eye has a decoding prob-
lem similar to the ear under interference conditions. The interference
and noise is usually present so as to cause distracting stimuli to be re-
ceived from large areas of the visual field. The task of concentrating
on a particular area is required as well as separating the signal from the
interference in that area.

For the X-Y plot and the alphanumeric displays, if the informa-
tion is useable at all, the distracting effect of noise is not usually as
great ae in the CRT casen, and it is somewhat easier to mentally inte-
grate the signal and thereby read through the interference.

Strictly speaking teletype and facsimile are visual presentations.

However, the effects of interference are not dynamic ones when the vis-
ual display is presented to the human observer and therefore, the factors
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that are discussed in this section do not apply. If the information has
been degraded and must be mentally reconstructed, the redundancy and
structure of the message or picture is more significant than the visual
effects involved. Because of these facts, the above systemns are dis-

cussed as ones which use machine decoding.
2.3, 1 EFFECTS OF INTERFERENCE ON THE EYE

The brightness sensation resulting from a single short flash of
light is a function of the duration of the {lash as well aa its intensity. ®
For low intensity flashes near the threshold of vision, stimuli of shorter
duration than about 1/5 sec are not seen at their full intensity. Their
apparent intensities are very nearly proportional to the effective pulse
length of the flash. With increasing intensity of the flash, the time nec-
essary for the resulting sensation to reach ita maximum becomes shorter
and shorter. A flash of 5 millilamberts reaches its maximum apparent
intensity in about 1/10 sec, while a flash of 1000 millilamberts reaches
it in less than 1/20 sec. Also, for the higher intensities there is a bright-
ness overshooting effect and for a stimulus time longer than that neces-
sary to have the maximum effect, the apparent brightness of the flash is
decreased. A 1000 millilambert flash of 1/20 sec will appear to be al-
most twice as bright as a flash of the same intensity which continues for
1/9 sec.

Intermittent excitations at low frequencies are seen as succes-
sive individual light flashes. With an increase in frequency, the flashes
appear to merge into cne another giving a coarse pulsating flicker effect.
Further increases in frequency result in finer and finer pulsations until,
at a sufficiently high frequency, the flicker effect disappears. Thelowest
frequency at which flicker is not seen is called the critical fusion fre-
quency or simply critical frequency. Over a wide range of stimuli lumi-~
nescences, the critical fusion frequency is a logarithmic function of the
luminescence. It may vary from about 16 cps to over 50 cps,

Interaction between widely separated areas of the visual field
appears to be essential to many perceptual processes.® When a spatially
periodic stimuli {(such as the parallel lines which occur on a television
screen in the presence of offset carrier, cochannel television interfer-
ence) is superimposed on a display containing random vieual noise or
brief flashes of illumination, sometimes a dynamic form of interaction
sets in that generates in the brain of the viewer an additional pattern
which is not present in the display. This pattern manifests itself as a
vigorously moving transient complimentary after image suggestive of
standing wave patterns of activity in the stimulated area. A variety of
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evidence suggests that this effect is not entirely retinal in origin, since
stabilization of the retinal image and the use of flash i{llumination have
shown it to be quite distinct from effects due to eye movement.

288142 VISUAL INTERFERENCE CHARACTERISTICS

Visual interference can be classified into three general types:
(1) interference having characteristics similar to random noise; (2) co-
herent interference; and (3) impulsive interference.® The origin and na-
ture of random noise is well known, thus interfering signals having
characteristics similar to random noise can be treated as though it were
present instead of the actual interfering signal. Random noiee has char-
acteristice on video displaye similar to those in audio systems. It ap-
pears on the output of a CRT video display as random variatione in ampli-
tude deflections or luminescence. Asg the effective amplitudes are great-
est for the highest frequencies, the variations tend to be greatest for the
smallest elemental areaes reproduced on the CRT. The eye does not fully
resolve these emall area differences, and so0 those which are resolved
appear to have a lower brightness or amplitude than the actual lumines-
cence or amplitude differences that exist. The net visual effects of ran-
dom noise are therefore, brightneas fluctuations which appear most con-
spicuouely as emall flickering areas in rapid motion. These fluctuations
are called snow on intensity modulated displayes and grass on deflection
modulated displays.

Coherent noise ariees as the result of RFI from undesired sig-
nale and miscellaneous types of electrical equipment such as fluores-
cent or incandescent lamps. Alternating current interference in the sys-
temn also falls into this classification. Coherent interference differs
from random noise in having a characteristic pattern which may be either
etationary or in motion.

Impulsive interference results from rapid intermittent induced
voltages. Sources of such voltage include faulty equipment, components
or connections, automobile ignition systema, electrical motors, natural
electrical discharges and strong radar interference. For intensity mod-
ulated displays, the visual effectu are usually amall light and dark areas
or etreake of random position. Usually, the entire display is not affected.
The disturbances are usually of short duration, but if continued they ap-
pedar at irregular intervale unless they are the result of radar interfer-
ence, in which case a regular pattern may be formed.
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2.3.3 VISUAL ACCEPTABILITY CRITERIA

With the exception of radar systems, a learning effect in re-
gard to interpreting degraded visual displaye does not seem to occur to
any great extent. As was discussed above, extended exposure to a de-
graded audio signa) seems to aid in information recovery, but in gen-
eral, most observers will be able to recover about all the information
obtainable from a degraded visual dispiay after only a short period of
exposure. This is probably because most observere have been required
to train themselves in precision viewing but not in precision listening.
This faculty enables them to perceive information in degraded visual
displays much easier than in degraded audio preseatations. By the same
token, however, the eye ie more critical of degradation than is the ear.
An example is a group of untrained observers viewing a television pic-
ture. They will, if asked, easily point out most of the defects in the
picture. Some training in understanding what phenomena are considered
defects will enable the same group to score even higher., Each individ-
ual's subjective evaluation of whether the defect is objectionable will
vary quite widely but generally there will be little disagreement as to
what picture information hae been degraded. This ie contrary to the
audio case where it seems that long training enables a person to gather
more information from the sound as well as to recognize more defects.

In the radar case the operator is not required to accept the dis-
play as» he initially observes it, but instead, the characteristics of the
radar system can be changed in many ways to affect the information con-
tent of the CRT. This is probably the primary reaeon that a pronounced
learning effect is noted for radar operators.

2.3.3.1 Acceptability Criteria for Television Type Displays

A study of the viewer reaction to the effects of several inter-
fering signale on video displays was conducted by the Television
Allocations Study Organization (TASO).*# Observers assessed the quality
of a etandard stationary scene which was subjected to interference at
various levels of signal-to-interference ratio. The interfering signals
used were: (1) upper adjacent channel signale; (2) lower adjacent channel
signals; (3) cochannel signale; and (4) random noise. These were im-
presesed separately onto the desired signal in varying degrees to deter-
mine the levels of interference that the observer would rate as excellent,
fine, passable, marginal, inferior and unusable. These tests resulted
in a great deal of information which cannot easily be summarized. They
are best reported by giving values which represent the concurrence of
75% of the viewers.
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For upper adjacent channe!l interference the signal-to-interfer-
ence ratio, which 75% of the viewers considered to give a just passable
picture, was -22 db. In other words, the interference had to be 22 db
above the desired signal to degrade it to the passable level. The same
figures were found to apply to the lower adjacent channel case.

A number of tests were conducted for the cochannel signal case.
Six different carrier off-set frequencies were veed; 604, 9985, and
19,995 cps, which had previously been found to give very detrimental re-
sults, and 360, 10,010 and 20,020 cps which had been found to be more
acceptable.

The picture was judged passable by 75% of the viewers when the
interfering signal wae 24. 5db below the desired signal for 360 cps offset,
47db below for 604 cps offset, 26 db below for 9985 cps offeet, 19.5db
below for 10,010 cps offset, 28 db below for 19,995 cps offset, and 20db
below for 20, 020 cpe offsat.

When random noise was used as the undesired signal, 75% of the
viewers rated the picture as passable when the noise was 30db below the
desired signal.

These results were conducted under situations especially appli-
cable to a broadcast television situation and therefore the figures cannot
be blindly applied to situations that are not similar. There should be,
however, many cases in which they can be used as a guide.

2.3.3.2 Acceptability Criteria for Radar Type Displays

In discuesing signal acceptability criteria for radars, it should
be noted that this section is concerned only with cases where a2 human
operator is required to detect signale in the presence of interference and
noise.”* It is becoming increasingly common for the actual detection and
tracking of radar targets to be accomplished by automatic data processing
systems so that human criteria no longer apply. When this is the case,
the criteria discuseed in Section 3 of this Chapter should be used. The
primary present-day use of a human in radar operations is in accomplish-
ing the initial detection of a target on a PPI display from a search radar
and following the target until an autnmatic tracking radar locke on to it or
some other appropriate action is taken. For air traffic control or GCA
the lock-on step is not presently taken and the operator is required to
follow the target as long as required.

When used for initial target detection, the search radar mustdis-
play the target on its PPI at the rmaximum detection range and with a min-
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imum false alarm probability. In target tracking with a search radar, the
flight path of the target is plotted or recorded at frequent intervals, In
both cases the target to be detected or tracked consists of a spot, blip, or
dot on the PPI,

Interference to a scarch radar from another pulsed RF system
such as a second search radar is displayed as dots on the PPl with one dot
for each interference pulse. These interference dots are, in general,
very similar, both in size and shape, to the echoes from aircraft and
hence, can cause considerable degradation of performance of the radar
system by increasing the time needed for initial target detection or making
target tracking more difficult,

The relative pulss repetition frequencies of the two radars affect
the pattern of the received PPI display. This pattern can vary from cir-
cles and spirals to straight lines and dots uniformly distributed over the
PPL. They can vary from stationary patterns to patterns which rntate in
a clockwise or counterclockwise direction on the PPl. Drawinge show-
ing typical patterns caused by interference between radars are shown in
Figures 1-3 and 1-4.

Figure 1-3. PPI Presentation Showing Typical
Pattern Caused By Interference Between Radarse
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Figure 1-4. PPI Presentation Showing Another Typical
Pattern Caused By Interference Between Radars

Detectability is that property of a target on a radar indicator

which enables it to be seen by an operator. It is a function not only of the
signal-to-noise or interference ratio at the input to the radar, but also
the following factors:

Video gain of the PPl aystem.

Bias of the eignal grid of the CRT.
Use of video signal clipping.

Type of viewing screen.

Target position on the viewing screen.
Pulse repetition frequency.

Sweep length.

Pulse length.

Antenna rotation rate.

T e A0 o N

From this list, it can be seen that the detectability of targets on

a given radar will be a very marked function of the skill and experience
of the operator. He must learn, from experience, the proper adjustments
required to maintain adequate detectability in the presence of interference
and noise. The quality of the operator is probably more important in the
radar case than in any other syatem discussed in this chapter. It is be-
cause of this fact, and aleo becausc the target echoes vary widely in
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strength for a given range, that it is very difficult to formulate appropri-
ate acceptability criteria for radar eignals.

In general, the operator must adjust the video gain and the bias
of the signal grid (these affect the contrast and brightness of the display.
respectively) for the best target visibility under interference conditions.
In some cases, it will be possible to make adjustments which will greatly
reduce the effects of some types of interference, but in others, no com-
bination of the controls will be particularly helpful,

It has been found that detpctability is a maximum in the area
midway between the center and edge of the screen (middle annulus). If
the interference clutters the edge of the screen more than the middle
annulus, then its effect on detectability will be higher than would be ex-
pected from other considerations.

Fundamental or harmonic adjacent channel interference from
another radar presents an effect of randomly varying dashes of light
which dance over the face of a PPL. These dashes are commonly called
rabbits. Most good operators can read through this effect unless it be-
comes very bad, in which case, they may attempt to readjust various
parameters of the radar systermn to reduce it. In making these adjust-
meats, it is likely that the sensitivity of the radar will be inadvertently
reduced and, therefore, detectability will be reduced.

Criteria which have been used in the past for radar performance,
but which are known to have many shortcomings, are the following:

- > + 5db then RFl is improbable {1-1)
N+I
S .
-5db% =="o- £ 4 5db then RFI is marginal (1-2)
—_ < - 5db then RFI is probable (1-3)
N+1

where:
S = target signal
N = radar system noise
I = external interference

Unfortunately, because of the factors previously discussed and

the security classification of pertinent studies, the above criteria is the
ounly one presently used.
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3. SYSTEMS INVOLVING MACHINE PROCESSING
OF THE FINAL DATA

Ag mentioned above, the determination of signal acceptability
criteria for data that ia processed by a machine is considerably different
from the criteria used when the data is processed by a human receptor.
In most cases, the human is superior to the machine in making decisions
regarding information that has been degraded by interference. This is
because of the ability of a properly trained person to interpolate and ex-
trapolate when data is miseing. While this is generally true, in cases
where high speed data processing systems of either the analog or digital
type are used, the machine may be considerably superior to the human
because data is transferred at too rapid a rate to be comprehended and
acted upon by a human receptor. This applies especially if autocorre-
lation, crosscorrelation or error detecting and correcting techniques are
employed since certain machines can perform these operations at a far
greater rate than could a human. Another example where the machine is
superior to a human, iavolves the extensive processing of the received
data after the event under consideration has taken place; that is, where
processes equivalent to long integration times are used. Under these
conditions, the machine can process and reprocess the data and detect
information so far below the noise level that it could never be detected
by a human, A classic example is in connection with the first radar
contact with Venus in which the returned signal wae processed a year
before it could definitely be stated that the contact had been made. Human
observation of the returned signal revealed only noise, regardless of the
conditions of observation.

3.1 GENERAL

In almoast all systeme involving machine processing of the final
data, it ie in digital rather than analog form. It is not impossible that
analog information could be machine processed but, generally, digital
techniques are used. What might be considered an exception to this
statement is in facsimile transmission where the picture information is
transmitted by an amplitude modulated 400 cps pulee train. Even here,
these pulses might be considered digital in nature for the purpose of in-
terference considerations,

With very few exceptions, machine data processing is based on

a fixed threshold for activation; that is, the voltage level required to
activate the device is unchanged with time and signal level. In many
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Cases, an automatic gain control is incorporated to insure that, within
reasonable limits, the signal level into the threshold device will be con-
stant but aside from this no provision is built in to take into account
noise or interference. Since this type of system is the one in use, at
present, it will be discussed in detail below.

Another type of machine processor is possible and much atten-
tion is being given to designe which would allow it to be implemented.
This system would have an adaptive threshold so that in the event of
moderate interference, its threshold could be increased and the effect
of the interference reduced. Some systerns in use today might be said
to be approaching this type of performance, but the generalized adaptive
machine has not yet been fully developed. I such a device or one ap-
proaching its characteristics should be encountered, then the signal ac-
ceptability criteria for it would have to be specially measured. Itwould
be expected that in some respects, this machine would operate similar
to a human.

3.2 INTERFERENCE TO DIGITAL DATA COMMUNICATIONS SYSTEMS

One of the more important forms of communications systems,
especially as regards future applications, is that involving the trane-
miseion of digital data over radio links. Interference problems must be
considered very carefully in this case if large transmission errore are
not to result. As with other forms of communications, the basic problem
in digital communication is that of carrying information from one point
to another. In this case, however, the information is of a special sort in
that only certain discrete forms of the various possible messages are
used. Such messages are made up of collections of symbols each one of
which is selected from a finite alphabet of symbols. Since such a message
would seem to be simpler to discern at the receiver than one which could
assume infinitely many values, digital communication would appear to be
simpler than say, voice or television transmission. To a certain extent
this is true; however, certain complicating factors arise 1n practice.

First, the usual speech or television signals are already highly
redundant by the time that they are presented to the communication
ch 1. This that some of the difficulties of transmission can be
ignored because the person listening to the speech or watching the tele-
vision picture can take over the task of interpolating whenever the system
falters or is interfered with momentarily, On the other hand, with digi-
tal messages, it is often found that this inherent redundancy is missing.
The message {requently does not represent the normally redundant speech
found on voice connections, but rather some seemingly random collection
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of symbols. This fact makes it necessary to provide some other way of
dealing with transmission difficulties and interference problems.

Second, largely because of the redundancy present in most non-
digital material, the actual ratio of information transfer attempted is not
such as to push the capacity of the communication channel. On the other
hand, since digital material is often not so redundant, the channel is
stretched considerably further. As an illustration of this, it has been
estimated that the information rate used in voice transmission does not
exceed fifty bits per second. In comparison, a digital data transmission
rate of a thousand bits per second in the same channel is common and thie
has been pushed to much higher rates in special cases.

A third complication, somewhat related to the first one, is that no
reasonable counterpart of the human receiver is present in rnany data
cases. Thus, whatever cleverness may be necessary to obtain a reason-
able copy of the received message must be provided in the form of hard-
ware. For all but the simplest cases, the provision of such built-in in-
genuity is quite complex and consequently costly.

3.2.1 USE OF FREQUENCY MODULATION FOR DIGITAL DATA

A system which yields nearly the simplest modulation and demod-
ulation equipment ie frequency modulation. In this case, the two binary
states are represented by two different frequencies. Binary signals rep-
resented in this way are usually detected by using two frequency tuned
sections, one tuned to each of the two bit frequencies. The demodulated
signals are then averaged over the duration of a bit and the results com-
pared in order to decide which binary state is present. Such a system is
somewhat less sensitive to most of the interference forms which exist
than are other systems.

3522 DIGITAL ERRORS DUE TO INTERFERENCE

As has been previously mentioned, digital communications must
be more carefully protected from error than must some other formas of
communication. Therefore, more careful consideration is generally
given to the subject of accuracy than is the case with other systems. Of
prime importance in any discussion about error control 1s the form of
the interfering signal which may cause the errors. Generally speaking,
noise in the digital communication field is divided into two categories;
{1) white noise, and (2) impulse noise. Of course, both of these areband
limited in real channels. White noise is characterized by a flat frequen-
¢y spectrum with equal contributions from all frequencics and with vari-
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ous components having random phases. For calculation purpoases, it is
generally sufficient to know only its average power and that the noise is
"white." In this discussion, it is assumed that the proper system de-
sign techniques have been used in laying out the system and that the
presence of system noise haes been reduced to the point where it will not
contribute any errors. However, there are many cases where the inter-
ference caused by an undesired signal can be assumed to be very closely
approximated by assuming that ite effect is the same as white noise and
calculations can be made on this basis.

The term impulee noise is not nearly so definite. Conceptually,
impulse noise is made up of a collection of randomly sized impulses;
however, by convention, impulse noise has come to mean the noise which
reaches the receiver as a result of the presence of various short dis-
turbances in the communication path. (The effect of several radar sig-
nals of various strengths interfering with a microwave digital link would
be an example of impulse noise. )

Since the approximate statistical form of interference which can
be approximated by white noiee is known, its ideal effect on digita) commu-
nicatione is fairly simple to compute. On the other hand, s similarly ac-
curate description of impulse interference is not yet available. This is
partially because not as much data have been taken on it but it is probably
more attributable to the way most interference is categorised. The re-
sult of this ie that accurate statistical descriptions of impulse interfer-
ence are not available and even when they become s0, they will be diffi-
cult to use.

Even though accurate descriptions are not available, a number of
interesting and useful facts are known about impulse interference bursts.
In the first place, they have very low average power on the whole. Second,
the interference will be correlated with itself over a time, at least on the
order of the reciprocal of the bandwidth and eften for considerably longer
than this. Finally, and most important in regard to radar interference
in microwave digital links, the peak interference will often have very
large values when it occurs so that errors are very likely to appear at
that time, no matter how good the filtering and detection process.

One of the more standard methods of protecting a digital infor-
matien channel against errors caused by interfering signals involves the
insertion of redundant digits. These digits are added with certain con-
straints placed on the possible sequences which may appear in the encoded
message. Since these constraints are known at the receiver, it is possible

aERCy



to determine there whether a certain class of errors has occurred in
transmission. This clase of errors may be made as broad as desired,
provided a suitable encoding echeme is used. In practice, of courss, an
attempt is made to make this clase similar to that which is caused by the
interference in the channel. By suitably designing a detecting scheme, it
is possible not only to detect an error but to correct it. Such processes
require more and more additional redundant digits as the scope of the
check improves. Error detection and correction systems, in general, are
obtained only for an exorbitant investment in circuit complexity. Error
correction systems are often completely out of the question because of the
presence of long bursts of errors. Thue, there is a tendency in the digital
communication field to provide error detection of a very high order and to
correct the errors by retransmission of the message. The implication
that can be drawn {rom this philosophy is that impulsive interference which
can be very damaging to a digital transmission will be costly from the
standpoint of the operator of the communication system since revenue will
be Jost for all the time that the system was being interfered with.

3.3 ACCEPTABILITY CRITERIA FOR AUTOMATIC SYSTEMS

For coded transmission such as telegraph, teletype, facsimile,
digital data and other such systems, the criterion for acceptable perform-
ance ie that the interference should not be greater than a certain recogni-
tion level which is set by the nature of the system. In manually operated
systems, the signal must at least equal or exceed the noise on a peak
basis, but for automatic systems, the signal must usually be somewhat
higher.

3.3.1 DIGITAL SYSTEMS

The nature of the output must be considered in detail to obtain an
acceptance ratio for a digital data transmission system. The data output
usually consists of sharp changes from one level to another level, One of
these levels often is zero. The responder must decide at any given mo-
ment which of these two levels is present and then act in a way predeter-
mined for this level. Anything that confuses the <lear-cut decision of the
device can cause an error. Recognition level is defined as that level above
which the responder acts as though the higher level were present and below
which the response characteristic of the lower level is obtained. This rec-
ognition level may differ {or different types of equipment, consequently, it
is not wise to arbitrarily assign a value to it. Nevertheless, in order to
get some figures, the relative value of one-half shall be assigned to it.
This implies that anything that produces an average output level of over
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one-half of what the normal high level signal would produce, will actuate
the responder in the same way that a high level signal would. Conversely,
anything which produces an output level which averages below one-half of
this reference level will cause the responder to act as though zero level
were applied to it. Though it has not been explicitly stated, the averaging
time ia about the longth of the period of the usual digital pulse. In most
practical syetems the device which provides the recognition level will have
some hysteresis associated with it and, therefore, if an input has a value
of exactly one-half the output of the device will depend on the previous
characters. From this, it can be seen that the acceptance ratio must be
greater than one-half by the amount of the hysteresis and that the signal-
to-interference ratio selected muet use the peak interference value when
the acceptance ratio is computed. For reliable commaercial operation, a
signa) about 10 db above the acceptance ratio should be the minimum al-
lowed.

3.3.2 TELETYPE SYSTEMS

When synchronization ie involved, as in automatic teletype sys-
tems, it is necessary for the signal to be well above the noise; loss of a
character may result in loss of synchronization with consequent loss of
many additional characters before synchronization is restored. A con-
servative value of 10 db on a peak basis has been chosen for a tolerable
output signal-to-interference ratio. It is recognized that this will not
necessarily hold for all eystems and that it is well below what is aimed
for commercially.

3.3.3 FACSIMILE SYSTEMS

In faceimile transmission, the dual requirements of no signifi-
cant lose of either detail or synchronization demands a high output signal-
to-interference level. A value which has been chosen somewhat arbitrar-
tly is 10 db on an rms basis. Commericial standards usually require even
higher ratios then thie.
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RF1 PREDICTION CHAPTER 2

1. INTRODUCTION

1.1 GENERAL

This chapter deala with a technique for the prediction of radio
frequency interference (RFI) between a transmitter-receiver (TX-RX)
pair. In any method used to predict RF], there are certain basic varia-
bles whose related contributions must be determined and their use defined.
A graphical illustration of the parameters involved are shown in Figure 2-1.

Figure 2-1 shows the basic parameters involved in RFI prediction
which indicates the gain and attenuation that a desired and undesired signal
undergo in reaching the input of a receiver. In essence, Figure 2-1 is a
presentation of the one-way transmission equation (for frequencies above
30 mc) where the signal at the receiver, whether it be desired or undeesired,
is given by the following expression:

3
PTR G‘l‘ GR '

lor § = sr—g————— z-1)
{4nd) LT LR PA
where: PTR = power within the RX bandwidth

GT = gain of TX antenna

C'R = gain of RX antenna

by = wavelength

d = distance between TX and RX

LT = TX line loss

LR = RX line losse

A = propagation factor for other than free space
line-of -s1ght

P = Joss due to polarization mismatch

In the prediction process the ratio of eignal to interference s/1)
must be determined so that it can be compared to some signal accepta-
bility criteria peculiar to the receiver. Figure 2-2 represents a typical
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Figure 2-1. Graphical lllustration of Basic
Interference Parameters

physical case of a dewsired microwave link TX, -RX and a possible inter-
fering tranemitter TXa. In thie case, the desired signal level at the rec-
ceiver is easily computed or measured since all parameters are known.
Power output of the tranemitter TX,, gain of the TX, and RX antennas

are known, polarization is eetablished, propagation path is optimized for
{ree space and line-of-sight, line losses are negligible, and separation
distance between TX, and RX is set so that the signal level "S" is such
that a satjsfactory level ie achieved in terms of signal acceptability. It
is, therefore, the interference signal "I'* that must be predicted and com-
pared to the signal at the receiver.
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A discussion is provided in Sections 2, 3, 4, and 5 of this chap-
ter, of the various parameters involved in RF1 prediction, Section 2 dia-
cusses the various "types" of interfering power; fundamental and harmonic
cochannel as well as fundamental and harmonic adjacent channel. Section
3 discusses antenna characteristics including gain, patterns, polarization,
off-axis pointing, and line losses. Section 4 provides a discussion on
various propagation situations including free space radio line-of-sight,
diffraction, reflection, beyond radio horizon, and terrain effects for use
in the prediction. Finally, in Section %, a prediction model is discussed
indicating the step by step procedure for predicting interference.

'

L g

Figure 2-2. A Typical Interfering Situation

1.2 SELECTION OF CULPRIT TRANISMITTERS

Sections 2, 3, 4, and 5 concern themselves with the treatment
of RFI prediction. However, prior to this effort it is necessary to decide
which types of transmitter equipments represent culprit interference
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situations. For example, if one is interested in computing interference
to a microwave receiver operating in the common carrier band 3700~
4200 mc, a decision must be made as to what equipments operating in
the vicinity of the receiver are to be included for RFI prediction. Ob-
viouely, one would consider all transmitters operating in the band, ae
would be the case of other microwave systems and possibly eome radars,
In addition, radars with high peak powers, although not in the band of
interest, could have harmonic or sideband components which would cause
interference. Therefore. radars operating in the following ranges would
certainly be of interest since they are harmonically related to the band
of interest:

500 - 600 mec 925 - 1050 mc
600 - 700 mc 1233 - 1400 mc
740 - 840 mc 1850 - 2100 mc

With this information as a background, a '‘census’ of equipments can now
be made. (Section 6.2 of Chapter 2, Volume [ provides details on the pro-
cedures for conducting such a census.) The data necessary for an RFI pre-
diction is then collected in some utandard format peculiar to the interfer-
ence situation being examined. Figure 2-3 represents a typical form that
might be used in collecting information which pertaine to the location and
operating characteristics of a possible interfering transmitter. Figure 2-4
shows a more detailed form that could be used if measured data were avail-
able, and it would be used to supplement the local characteristic data shown
in Figure 2-3.

2. DETERMINING POWER WITHIN RECEIVER BANDWIDTH
2.1 GENERAL

The prediction process requires considerable knowledge of the
nature and level of the power normally associated with various types of
emitters. Communication transmittere normally provide fundamental
power outputs in the range of 100 mw to 50 kw, radars are normally found
with power outputs of 100 kw to 10 megawatts or higher, and micruwave
relay transmitters are usually low power emitters of 10 mw to 10 watts.
Therefore, as a whole, the RFI prediction engineer must deal with emitted
fundamental power levels of 0 to 100 dbm. This represents the range of
fundamental power levels for which fundamental cochannel interference
would need to be computed. Cochannel interference is only one of many
types of interference that must be considered and is defined as being the
case in which the power of a tranemitter is centered about the tuned fre-
quency of the receiver. Another type of interference of significance is
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Nomenclature:

Using Agency:

Site:

Equipment Location: Lat.: Long.:

Antenns Elevation Above MSL:

Equi t Statue:

qup

Functions:

Time on the Air:

Frequency Band:

Assigned Radio Frequency(s):

Antenna Orientation: °Azimuth ® Elevation
D Secan Sector Scanned: ‘to
Scan Rate: %o
Polarization Used: A Gain:

Operational Peak Power:

Pulse Width:

PRF:

Distance From Radar to Site: milea.

Remarks:

Figure 2-3. Radar Local Operating Characteristics

aERCy




L] Tranumiiter
o. Type Anlerng: . Feed Syvtem
b. Antanra Dimensions: Meight _____I1. Width ____fr. Focol Length ____ M.
€. Number of Daoms _________ Beom Displocement °az. °€L.
d, Antenmn Chorocre (1}

Hammonic Ant. Gein | Horiz. W [ Vert 8W | Side Lobes Sock Lober Ceon Polerix.
Nomber (de) {deg} (deg} (db down) (db dowa) (db below nom .)

e S

Fundamental

Second

Third

Fouwn

Fifsh

Siuth

Seventh

Eighth

Other

o. Types of Scan: ONa O OMNI
{. Scon Rates: Horlzontol: E— $SPM over:
Vericwol SPM over:
9. Polerization: Alrgrnate; Pol. Diverity: 0 Yo,
h. Freq. Range me N me. fD: 0 Yes,
Shift Rate me In e,
L RF Swability________ mc/. .M O VY, DONe.  AFC: O Yes,
i. Peck Power Ww  PRE(Y) 4- 0 Outy
Other P, Power w Cyetals):

]
Radlated Power Qere O Powar ot Input to Antennc

-

Harmonic Avg. Powar | Pwr $1d Dev Center RF Ido W 20 4 WW 60 db W
Number Watts | db (o db) (me) (e} (e) (ue)

Fundamentol

Second

Third

Fourth

Filw

METLY

Seventh

Eighth

Othgr

. Pulie Mise Time __ s rac. Pulia Decoy Time wiec. Kfactor .
®. Modulotion and Coding Type Eminon

Figure 2-4a. Communication-Electronic Detailed Characteristics Sheet

2-6

e



2. Recoiver

o, Type Amm

5. Selectivity: 3 b, me &, mc mc . Nol Fl'
¢ Semitivity: = dm. Signel Quiput: [m} vuuol I } ourel, gitel, I hov
d, Muttiplesed Chonnels : OYes, ONe. No. of Channals 5
3 db Bendwidth LN
o, Multiplened Chonnel Semitivity: = dbm; O viswol O ewrsl O égiret
’ Submmultiplsxed Channels: DVm, i JNo.  Na. of Subchen. 3 ke
9. Svbmultiplensd Chan. Sensitivity - . [ vnael O ewsl Céigiret
h. lmege o sigrul rejection enp d in sensltivity
Fundementel =~ ____ dbm et me. Othet Spuriewn Respmrons:
2nd Herm , ® e G 0t mec,
ed Horm , e Pomaer mec,
4th Horm . L ¥ 1} me.
Sth Hom . et me.
6h Hom , = dhon ot me,
iIF me. LO[Debove or [ below signel
I. RFIJAD Clud"y o Mades D sIC, arrc, Q1aGc
AVNL, DCFAR, scv w, .
k. RF Presslecter: (O Yes, O Ne. AFC D Yes, ONe. AGC: DY, ONe.

Romorks

FREDERICK RESEARCH CORPORATION FORM NO, 70118, NC,IT APRIL 1960

NOTE-Abbrevigtions

AFC-Autematic Frequency Contrel
AGC-Avtemetic Gein Control

LO-tocal mcillotor
MTi-Moving target indicater

Ant . -Antenre PO-Pulse duretion in microsecond
AZ-Agimuth PRF -Pulse repetition frequency in
bre-Bendwidth pulsor pet mecend, pp
PW-Beamwidth RFI/A JoRadin froqeency interfetonce,

dn-Ne . of doclbels refarrad 1o ane milliwan
Et-Clovetion

ERP-EHoctive radioted power
1F=lnremedinte Frequenc

antl -jemming, spacial clreuin for
SPM=Scans por minvig
@ ~Stenderd deviation

14
K fuctor-Twice the rite time divided by pulse duration

Figure 2-4b. Reverse Side of Communication-Electronic Detailed

Characteristics Sheet




adjacent channel interference caused by the fundamental sideband power
overlapping the receiver response, Additional cases of cochannel and
adjacent channel interference can result from the generation of harmonic
frequenciea of the transmitter. Finally, another source of interfering
power may occur ae the result of spurious frequencies, other than har-
monics, peculiar to a particular transmitter or family of tranemitters.
These spurious emiesions may produce cochannel or adjacent channel
frequency components in the passband of the receiver in question. The
following sections will further elaborate on the various types of inter-
fering power which may exist.

2.2 FUNDAMENTAL COCHANNEL INTERFERING POWER

As previously pointed out, cochannel interference occurs when
an undesired carrier falls in any portion of the channel required for re-
ception of the desired signal. Figure 2-5 represents the cochannel inter-
fering situation. It is Lmportant to note, at this tune, that the interfer-
ing power is a function of receiver bandwidth B, as well as spectral power
agsociated with the interfering transmitter. In the radar sityation, for
example, approximately ninety percent of the transmitter power is located
within the first frequency zero crosainge of the power spectrum. The
first zero crossing of a pulsed radar transmitter occurs at fo + 1/7; there-
fore, ninety percent of the power ia concentrated within a transmitter

RECEIVER
BANDWIDTH
r7 ...1/ (IDEALIZED}
% 4
=z
E o ! ; UNDESIRED
] ] ] TRANSMITTER
igc ! ; POWER
% Oa | ) SPECTRUM
o > t |
li’ ITJ | ]
3 © | |
W
'8 x Ip‘-Bx.—qI
] |
1 1
FREQUENCY

2,
t

Figurc 2-5. Cochannel Diagram For PTR
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bandwidth defined by 2/7. The term 7 represents pulse width and {. is the
center frequency of the interfering radar transmitter. Figure 2-6 is rep-
resentative of the power spectra for a pulsed radar. Therefore, when the
receiver bandwidth By 2 2/7, it can be assumed that all the available trans-
mitter power falls within the receiver bandwidth. Available interfering
transmitter power is expressed as 10 log,s PT, where PT is the peak
power of the interfering radar tranemitter. In some instances, the band-
width of the receiver may be less than 2/t. The amount of power enter-
ing the cochannel receiver is now a function of both the transmitter and
receiver bandwidths; therefore, the available interfering power entering
the receiver PTR is a function of the ratio of the transmitter to receiver
bandwidth such that:

= N . 2-2
Prp = Pp [Br/tz/n]: 518 Py (2-2a)
10 Logyo Ppp = 10 Lolac(PT B +2/71) (2-2b)
= 10 Logyo P + 10 Logy (0.5 7B )
S 10 LogwPrp < 10 Logyo Py (2-3)
c X
R VAS | £ VAR RN

Figure 2-6. Power Spectra for a Pulsed Radar

It should be pointed out that receiver susceptibility characteristice deter-
mine the interfering frequencies for which RFI predictions should be made,
particularly when one is dealing with the full power of an interfering trans-
mitter. It is not enough to consider only the tuning band of the receiver
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but also the image response as well as any other spurious responses out-
side the tuning band. This data is usually not available and must be ob-
tained by direct measurements.

2.3 HARMONIC COCHANNEL INTERFERING POWER

The case of fundamental cochannel interference is easily and
accurately predictable. Unfortunately, transamitters do yield spurious
outputs of which harmonics represent one group of major interference
culprite. This is particularly true of radar tranemitters having high
peak powers. These frequently give rise to harmonic levels of suffici-
ent magnitude to cause serious intcrference situations, particularly to
microwave communications systems. In general, the case of harmonic
cochannel interference is of considerably greater interest and concern
than the fundamental cochannel situ2tion, since various controls and
regulations exist to protect against fundamental cochannel operation,
while regulationa for the suppression of harmonics do not exist.

The generation of harmonic {requencies is usually attributed to
non-linearities in the power amplifying sections of a tranemitter and
particularly the final stage. Measured data of the true harmonic level
is generally not available. The DOD spectrum signature program has
as one of its objectives the gathering of dita on harmonic levels. When-
ever measured data is available, it should be used, since it ig in the form
of effective radiated power (ERP) which accounts for the effect of the an-
tenna gain which {s not usually predictable at harmonic frequencies. Un-
fortunately, since this data is not available, some empirical means must
be used in calculating the harmonic levels. Some work performed by a
variety of researchers indicates that a conservative calculation on har-
monic levels can be computed using the following expression:

10 Log,o pTN = 10 Logie PT - [50 + 6N] (2-4)
where: PN = power at the harmonic
Pt = peak fundamental power
N = harmonic number

S0 + 6N = harmonic loss




For example, the third harmonic power level would be 52 db down from
the peak fundamental power level. In the case of a 1 megawatt trans-
mitter, the peak power lavel delivered to the antenna is 90 dbm. Con-
sidering the third harmonic as being 52 db down, the harmonic power
delivered to the antenna is 38 dbm, a rather appreciable power level to
deal with in RFI prediction.

When considering the harmonic output of a transmitter, Equation
2-4 holds when the bandwidth of the receiver B, 2 2/7. When the band-
width of the receiver Br < 2/v, then the received power is a function of
the ratio of the transmitter bandwidth to receiver bandwidth. Therefore,
the power within the receiver bandwidth PTR is given by the {ollowing
expression:

10 LogioPrp = 10 Logio P - [50+ 6N] 4 10 Log, (0.5N B ) (2-5)

when B <« 2
r T

So far, no mention has been made of the use of low pass filters
for harmonic suppression, In general, most transmitters employ filter-
ing either directly or indirectly. Indirect filtering may be likened to the
case where impedance mismatch between transemitter and antenna is such
that harmonics can not be supported, Direct filtering is, as in the case
of radars, provided by output low pass filters between the transmitter and
the antenna. In the past, harmonic filters capable of handling large peak
poweres were only effective to a limited extent, but recent advances in
filter design provide considerably more effective filtering with relatively
high insertion loss at harmonics on the newer radars. It is important to
recognize that the characteristice of these filters are usually good to the
fourth harmonic but beyond that they may be relatively poor. Therefore,
it is not uncommon to {ind second, third, and fourth harmonic levels
lower than the fifth, sixth, or even the seventh harmonic. Where filter
data is available, it should be used. Equation 2-4, when filter data is
available, can then be expressed as follows:

10 Logo Py = 10 Logyo P - [s0+ 6N - Lp (2-6)

TN

where: LP = insertion loss of the filter in db
at the frequency of interest




Similarly, Equation 2-5 would be modified by the term LP.
2.4  ADJACENT CHANNEL INTERFERING POWER

This section provides a discussion of the spectral content of cer-
tain signals important {rom an interference point of view, Pulsed car-
riers such as those used in radar systemas are particularly important for
two basic reasons. First, the spectral composition of the signal is
broadband in nature due to the rather abrupt changes in power level in-
herent in a pulsed system. Second, the peak power of the system is
very high and the sideband components, even at a large frequency separa-
tion from the carrier, still contain an appreciable amount of energy and
are thus possible interference sources.

The term adjacent channel interference is used to describe the
situation where the modulation sideband power of a signal falls within the
receiver bandwidth and creates interference. The modulation sideband
may be centered around the fundamental or any of the harmonics. Funda-
mental adjacent channel interference may be very serious; however, har-
monic adjacent channel interference is generally of insufficient level to
be of concern.

The technique used to determine the power falling within the re-
ceiver bandwidth is to integrate the spectral power density over the band-
width of the receiver. This yields the total interference power received
from that source. An adjacent channel interference situation is illustrated
in Figure 2-7. The power falling within the receiver passband is thus
given by:

-
Prp * f_. P(f) A(f) d( (2-7)
where: P(f) = power espectral density
A(f) = receiver response function
For most receivers and a reasonably large frequency difference, f, - ¢,
between the transmitter carrier, {., and the receiver center {requency,

[y, the above expression may be approximated by:

pTR = P(fr) . Br (2-8)

where: P“r) = spectral power density at [r
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The calculation of the adjacent channel interference is thus ap-
proximated by the simple product. The receiver bandwidth, B, ie
generally known. The same technique may also be used for receiver
image responses and other receiver spurious responses. The determina-
tion of P({f;), the spectral power density of the pulsed signal is not so
simple and will be discuseed in the following paragraphe.

The spectral power density of a particular radar pulse may best
be determined experimentally. In most cases, it is desirable to have
available some technique for estimating it. The power spectrum of a
pulse may be determined mathematically from ite time functiony(t). The
time function to be considered here is shown in Figure 2-8. "7" js de-
fined as the pulse width at the 50% points; ty is the 0-100% rise time and
is also the 100-0% fall time; K is a convenient parameter defined as the
ratio of ty to T. It is useful to note that as K approaches 0, the pulse
shape becomes rectangular, and as K approaches 1, the pulse becomes
cosine squared in shape. These special cases are shown in Figure 2-9.

b tr by tr . .
For ( 5 z) sts (—z + T) then the curve is described by:
Voltage as a function v [ ]
- _'m |l 4+cos W t- T (1 -K)
of taime = ¥ (t) o _'r[ < ]
{ ¢
E vit)
: p—t ———c'
d
|
|
; ]
i !
[l '
i :
v
" e tm 3 ;
p @ ] 1 |
| | : :
[}
i ! i t
| : 1 :
! 1 i
) [}
! ! : :
. 0 AT, t -
2 2

Figure 2-8. ldealized Pulse Shape
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K=1
Figure 2-9. Special Pulee Shapes
The Fourier Transform of the voltage pulse is
vie) = 1/ ¥(t) cos wt dt (2-9)
Y2 (1 - K)
= zf V__cos wt dt +
. m
(2-10)
/2 (1 + K) "
2 fvm/z [ltconw(t-r/l(l-K)] cos wt dt
/2 (1 - K)
N sin{lwr/2K1 + K) + sin(wr/2)(1 - K)
Viw) = o V. - [w'-TK*wf'] (2-11)
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or, in terms of frequency,

v sin " T{(1 4+ K)+ai f(1 -
vin = —m [ L “(” [z _('z"l‘(';:),]( K)] volts/mc {2-12)

The energy distribution of the pulse is proportional to the square
of the absolute value of the voltage distribution; i. e., from equation 2-12

cwW(f) = |vm|'
. [y sin " T (14 K)+sinmTi() - K)]? watt-sec (2-13)
2 HTI[I-(ZK"ﬂ'] mc
where C is an arbitrary constant yet to be determined. The total energy

within the pulse must be the same in both the frequency domain and the
time domain. Thus,

f__l vin |2 at -'/:.[v(t)]' & = cw, (2-14)

where W, is the total energy within the pulse, Carrying out the second
integration in Equation 2-14 gives

TV
cw, -4—"‘(4-K) (2-19)

The average power during the pulse is equal to the total energy of the
pulse divided by the total pulse duration (T+ t,). Then

2
p ¥ = Wt Ve . (40K (2-16)
avg Tt T(1+ K) 4 C (1 +K)

In the case of the rectangular pulse, the average power during the pulse
is equal to the peak pulse power P,. Inserting K =0 into Equation 2-16
gives

v a
T —'c“— (2-17)




Substituting this value of V, into Equation 2-13 gives the energy
distribution in terms of peak power, Pp

t?p [-snnv:(uxnninnu(l-x)]' watt-sec (2-18)

w{f) = T
e ry ﬂ?l[l-(lk'rf)‘] me

The epectral response of the average power during the pulse is
equal to the spectral response of the energy contained within the pulse
divided by the total pulse duration 7 + ty, or

w(f) w
PO = ”_(t_r . T(_111?_“0 watts /mc (2-19)

Then from Equation 2-18

AN = 'P’r [lin nTf(l 4+ K)+sinmTf(1 -Kl]a watts (2-20)
41+ K) an[l-(ZK'l’f)’] me

For the case where the voltage pulse is used to modulate a
carrier of frequency {., the entire spectrum is shifted so that it is
centered about the carrier frequency. Thus, Equation 2-20 may be
Tewritten as

E]
A = FT [-inan1(1+K)+.innruu-K) watts  (2.21)
4(1 + K) nTdf [l-(ZKTAf)’] mc

where 8 f = f-1

The average power during the pulse contained within a bandwidth
Br centered at a frequency {y is

fr + Bp/2 .+ B,/2 ]a

. TPT [-innruco.nvxu
Prr RO af = f(nx) mT L[] - (ZK78D7] J
fp =By /2 f.-B;/2

daf (2-22)

A simpler and more useful expression for RFI purposes is ob-
tained by taking the envelope of the integrand in Equation 2-16. This
envelope may be approximated as follows:

>




TPr ein'rnrat (2-23)
1+ K (nraf?

"

for K v 4f <« 1, P(f)

TPr T 1 ] (2-24)

for K 148f{ > 1, P{f)
I+K (16 n"K 7" 20))

The case where KT4f 1 is of little interest here because it is the co-
channel rather than the adjacent channel case and is discussed in
Section 2.2. The second case, i.e., for Kraf>>], is of prime impor-
tance for the adjacent channel interference situation and must be con-
sidered further. Conseidering only the envelope of the spectral power
denaity, Equation 2-22 becomes:

tr+3r/z
TP,
T i
PIR * T%K (T6n K- (£ -1 L (2-25)
f -B_/2

1f the term 4 l'r is defined as (Ir - ‘c ). Equation 2-17 becomes

TP
P = T . 1 .
TR (1 +K) (16 n" K +7) 5 (af)® |

B,]°® - B 1°®
NS 2-26
[l *za1, [ z A'f:] (e-26)
[ Br -4 R J
V-l73 IJ

If the terme in the right-hand bracket are now expanded and terms such as
(Br/ZAIr)'. (B,/ZAfr)‘. and higher order termes are considered negligible
compared to 1, the expression becomes:
TP
Prp * L (B) (2-2m)
(1+K)16™ K* 1° 81 %) T

This then verifies and establishes the conditions under which the approxi-
mation given in Equation 2-8 is valid. Equation 2-27 may be put into a
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slightly different form and plotted for diufferent values of K to simplify the
computation. This form is given in Equation 2-28 and is plotted in Figure
2-10.

P
T
10 Log,, (ﬁ) = 10 Logyo (By)

- 10 Log,, [16n= K* 7% af,* (l+K)] (2-28)

In this expression 1 has the units of usec and both By and & {, have the units
of mc. For an actual calculation of the effective transmitted power level
in the receiver bandwidth in dbm (db relative to 1 milliwatt), Equation 2-29
may be used for the fundamental adjacent case.

10 Log,, (PgR) = 10 Log,, (r PT) + 10 Log,, (B,)

- 10 Log,, [16 n? K¢ r°® af.° (H-K)] (2-29)

where: PTR is in milliwatts
* is in psec
Py is in milliwatts
B, isinme
4f, is in mc

The left side of the equation is in dbm. The last log expression on the
right eide is from Figure 2-10.

It was mentioned earlier in this section that harmonic adjacent
channel interference is rarely of sufficient level to be of concern. It is,
in addition, very difficult to calculate the shape of the spectrum because,
in general, the nature of the non-linearity creating the harmonic is not
known. In the absence of other data, the effective transmitted power level
in the receiver bandwidth for the nth harmonic is given by:

10 Log,, (Pgy) = - 40 - 4N + 10 Log,, (vPq) + 10 Log, , (B;)
- 10 Log,q [16 n? K¢ (raf,)° (l+K)] (2-30)

The last term in Equation 2-30 may be determined from the graph
(Figure 2-10).

e,




Figure 2-10
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Graph For Determining Last Log Expression in Equations 2-29 and 2-30




In Figure 2-19, a form is provided to facilitate the actual com-
putation required in both Equation 2-29 and Equation 2-30.

2.5  TRANSMITTER SPURIOUS EMISSIONS

The previous discussions concerned types of interfering power
whichare easily predictable or can be empirically determined (harmonics).
Another type of interfering power is thatof spurious emissions (other than
harmonics) occurring at the receiver tuned frequency which would also
cause interference. Consideration of this type of power in RFI prediction
will require measured data. The DOD spectrum signature program is
accumulating such data at the Electronic Compatibility and Analysis Cen-
ter (ECAC) at Annapolis, Maryland.

3. ANTENNA CONSIDERATIONS AND LINE LOSSES
3.1  ANTENNA GAIN
.11 INTRODUCTION

Antenna gain of transmitters and receivers represent parameters
of considerable importance in the RFI prediction process. In the case of
radar and microwave applications, it is not uncommon to have antennas with
gains as high as 45 db. For example, in situations where predictions of
interference from radars to microwave receivers are made and there is no
off-axis pointing (both antennas looking at each other), a totalgainof 70-90
db is possible, which tends to offset free-space propagation loss and en-
hance the potential RFI situation. It is, therefore, of particular interest
to discuss antenna gain and its calculation by a variety of methods so that
the RFI prediction engineer can select a means for computing gain in the
absence of measured data. Sections 3.1.2 and 3.1.3 discuss antenna gain
at design frequency and at harmonics.

.12 APPROXIMATE METHODS FOR CALCULATING ANTENNA GAIN

A great many methods of approximating antenna gain are to be
found in the literature, a few of which are presented here. Theparticular
method chosen will depend upon available information concerning the an-
tenna under consideration.

For large aperture type antennas, such as horn-fed reflectors,
the gain is given approximately by
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{2-31)

where: A_ s physical area of the aperture or reflector

= correction factor depending on the type of
illumination in the horizontal direction

F 2 correction factor depending on the type of
illumination in the vertical direction

A = wavelength
k = correction factor which takes into account spill-
over, imperfections in the reflector surface, etc.,

and is usually taken to be about 0. 55.

The correction factors, F, and I-'v. are shown below:

h
Type of Ulumination Correction Factor
Uaiform 1.000
Cosine 0.810
Cosine Squared 0.667
Cosine Cubed 0.575
Cosine Fourth 0.515

Although uniform illuwmination gives the highest antenna gain, ta-
pered illumination is often used in practice for the purposes of side lobe
level reduction.

A second approximation for antennas with unidirectional patternis

crtl_ k=2l k (2-32)

where: 8y, 0y = horizontal and vertical beam widths in
radians at the half-power points
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B = beam area in (radiane)® at the half-power points

k = correction factor, usually taken to be between
0.5 and 1.0, depending on the type of antenna.

The constant k arises because the power contained within the side
lobes has been neglected. For antennas with appreciable side lobe lavels,
the smaller values of k should be used. For radars, a value of k = 0.6 to
0.65 gives results generally accurate within two or three db.

An approximation which givea fairly reliable results for those an-
tennas with ""do-nut' patterns, such as dipoles, loops, or broadeide arrays,
is

1

G ¥
5 (2-33)

sin ()

where 9, is the beam width in degrees at the half-power points. As an
example, consider a half-wave dipole with a beam width of 78°. The
above formula yields a gain of 1. 59, as compared to the true value of 1. 64.

3.1.3 ANTENNA GAIN AT HARMONIC FREQUENCIES

Antenna gains at spurious frequencies above the fundamental is
an area in which reliable information is almoet totally absent. Neither
experimental nor analytical data has been compiled to any great extent.
There are, however, several schools of thought on the matter, and these
are discussed below.

Measurements have been performed on a standard horn antenna
at {requencies above the design value.® It was found that the gain remained
fairly constant up through the 3rd harmonic. Beyond this point, a sharp
drop in gain was observed. Thus, on the baeis of this information, one
might assume constant gain up through the 3rd harmonic and unity gain
thereafter for aperture type antennas.

A second approximation for horn-fed reflectors is obtained from
the gain-effective area relationship,

*From a paper by E. Jacobs and O. M. Salati presented at the Fifth Con-
ference on Radio Interference Reduction and Electronic Compatibility.
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4" Aeff

z? (2-34)
where Aeff = the effective area of horn fed reflectors

G =

Assuming the area illuminated by the horn to remain constant, the gain
varies as the aquare of the ratio of the frequencies; i.e.,

2
G = [L‘o] Go (2-35)

where { and G pertain to the frequency of interest and £, and G, are the
operating frequency and gain. Thus, at the second harmonic, G = 4G,,
or the gain at the second harmonic is approximately 6 db greater than
at the fundamental

It will be noted that the above theory yields unusually high gains
at the higher harmonics. A more commonly accepted theory is that the
gain remains essentially constant at the higher frequencies, the decreased
wavelength being offset (at least qualitatively) by a decrease in the reflec-
tor area illuminated. This assumption falls more into line with the ob-
servations made by Jacobs and Salati on the horn antenna.

Additional support for the assumption of unity gain above the
third harmonic is found in the case of large radar reflectors. Because
of weight and wind resistance considerations, these reflectors are meshed
rather than solid. At frequencies considerably above the fundamental, the
wavelength approaches the dimensions of the mesh openings. In this situa-
tion, much of the power radiated by the {eed system penetrates the reflec-
tor, adding to the back lobe level. This, together with other scattering
phenomena, make the assumption of unity gain at these frequencies not
unreasonable.

In summary, until reliable measured data is available, the safest
course in assigning antenna gain at spurious frequencies is the following:
for frequencies up to and including the third harmonic, the antenna gain
remains constant, while above this point unity gain is assumed.

3.2 POLARIZATION
The loss of power between two antennas that are polarized differ-

ently may be termed the lose factor due to transmitter-receiver polariza-
tion alignment. The fact that there exists such a loss is {requently used
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to advantage in the reduction of interference. A table indicating the loss
factor for various combinations of polarization is given as Figure 2-20

of this chapter. This table is valuable in the absence of measured data.
The data given in the table is not appropriate for off-axis pointing (dis-
cussed in the following paragraphs). For off-axis pointing, it is more
realistic, on the basis of typical data, to assume no polarization isolation,
i.e., 2 0 dbloss factor, in the absence of other data.

3.3 ANTENNA OFF-AXIS POINTING

Ancther important consideration in the prediction of interference
is that of off-axie pointing of the antennas, i.e., the fact that the azimuth
and elevation angles between the two antennas may be such that one or
both of the antennas are not in the main beam of the second antenna. In
the prediction technique used in Section 5, the full gain of both the anten-
nas is used and a correction factor ie applied to correct for both antennas’
off-axis pointing. The correction factor is termed loas due to off-axis
pointing and is normally expressed in terms of db relative to the maximum
gain. The geometry of an off-axis pointing situation is shown in Figure
2-11 for the two dimensional case. The composite antenna gain for the
situation depicted in Figure 2-11 is G, (9, = 8,5) Gy (8, = 8y,). For the
sake of convenience in the following discussion the composite antenna gain
will be designated G¢, with ite maximum value, G¢ (max.). Consider now
the more general case of the three-dimensional problem. Using the co-
ordinate system established in Figure 2-12, the composite gain for the
two sites, x and y, is:

Gc = G (Oxy. GKY) Gy (oyx ayx) (2-36)
= Gx {max) cx (Bg' ¢.’51) G (max) G (8 . ¢ x) (2-37)
Gx {max) Y Gy {max)

In logarithmic form this becomes:

10 Log,, G = 10 Log,, [G,‘ (max)] + 10 Log,, [Gy (max)]

(2-38)
G, (8 Oyl G.l(8 [ ]
—X XY XY’ X YX
+10 Log,, [ G, (max) ] + 10 Log,, [ Gy (max) ]
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Figure 2-12. Three Dimensional Antenna Pattern Considerations




The first two terms in Equation 2-38 are the maximum gains of the two
antennas expressed in db. The second two terms are defined as the off-
axis pointing losses for the antennas at sites x and y, respectively. A
closer examination of this loss for site x shows that it is simply the
antenna gain for antenna x in a direction from site x to site y, relative
to its maximum gain.

If antenna data is available, the calculation of this loss is rela-
tively simple. However, generally data of sufficient detail is not availa-
ble and it is necessary to estimate the loss. In Chapter 4, Section
1.1.5 of Volume I, some typical data for various types of antennas is
given. For a parabolic reflector illuminated by a point source feed, the
two dimensional pattern may be approximated as indicated in Figure 2-13,

—

-60 ddb .
Mn Beam

-18 to -25 db

Figure 2-13, Parabolic Antenna Pattern Considerations
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3.4  TRANSMISSION LINE LOSSES

In the typical RFI prediction situation, transmission line losses
contribute very little to the outcome and may be neglected in many inatan-
ces. There are cases, however, where these losses may become eignifi-
cant, as in some microwave applications where fifty or one hundred feet
of coaxial cable might be employed between antenna and receiver. In thia
case while coax losees may be negligible at the design frequency, they
could become appreciable at the higher harmonics. In systems employing
waveguide, such as radar, the attenuation below the cut-off frequency of
the guide is such that spurious emissions in this region may, in most in-
stances, be neglected entirely.

In performing an RFI prediction, the line losses of both the trans-
mitter and receiver should be known experimentally. If this data is not
available, however, the following theoretical calculations will suffice (only
coaxial cable and rectangular waveguide are considered here).

Coaxial Cable (See Figure 2-14)

The attenuation in db per foot of cable length is

1/a +1/b)
L= (9x10%) o, /1 _LLW db/ft (2-39)

where: @ = 1/2 (pa €, n/02 ul)‘/' (2-40)

g = C g = Cy - 8,854 x 10~ (farad per meter)

By = Mype = my° 1,257 x 10 “¢ (henry per meter)

M3 = mgue = my°* 1.257 x 10 ~® (henry per meter)

05 = conductivity of the waveguide or cable metal (mhos per
meter

C, = relative dielectric constant of insulator in waveguide
or cable

m, = relative permeability of insulator in waveguide or cable
m3= relative permeability of metal in waveguide or cable

{f = frequency in megacycles

a, b are measured in inches

See Figure 2-16a and 2-16b for typical attenuation values of coaxial cable.
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Rectangular Waveguide (See Figure 2-15)

The attenuation in db per foot of guide at frequencies above cut-

off is

0.416 x 10° /1 a1’
= — db /1 2-4
- . o T e R
Dielectric ECTLIEERL
(Ba. )
(%, ny)
a
- b
Figure 2-14. Coaxial Cable Parameters
Conductor Dielectric
(%, pa) (€1, 1y)
T 7
4
L -l
f : *1
Figure 2-15, Waveguide Parameters
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Gy = |/Z(M.‘1 "/ODF,)+ {MKS units) {2-42)

where:
See page 2-28 for definition of symbols.
{c = cut-off frequency in megacycles
{ = operating frequency in megacycles
a, b are measured in inches
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Figure 2-16a. Attenuation of Standard RF Cables va. Frequency

(See Figure 2-16b for identification of curves)
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The attenuation below cut-off ie
RULE
L = 0.0554 f 1-[‘—] db/ft (2-43)
3

Notice that as { becomes appreciably less than {o, the attenuation
approaches a constant value of

L ¥ 0,0554 I'c db/ft (2-44)
See Figure 2-17 for a table of typical waveguide attenuation.

See Figure 7-26, Chapter 7 this Volume, for measured data on
RG-51/U waveguide near cutoff.

CURVE [ RG -( ) /u CURVE RG -( ) /U
A 55 1 63
A 58 J 65
B 59 K 14
c 62 K 74
c 71 5 57
D s M 17
D 6 M 18
E 21 N 19
F 8 N 20
F 9 o 25
F 10 o 26
| G 11 o 64
G 12 P 27
G 13 P 28
H l 22 Q 4 B

Figure 2-16b, Identification of Curves in Figure 2-16a
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THEORETICAL ATTENUATION:
LOWEST TO HIGHEST FREQUENCY

| FREQUENCY E1A
(GCy** DESIGNATION |____ (DB/100 FT.)
TE,, MODE WR( ) BRASS ALUMINUM SILVER
.320- . 490 2300 0.039- 0.027
350-  .9530 2100 0.046 - 0.031
410 - 625 1800 0.056 - 0.038
490 750 1500 0.069 - 0.050
. 640 - 960 1150 0.128- 0.075
.750- 1.120 975 0.137. 0.09%
.950- 1.500 770 0.201 - 0.136
1.120- 1.700 650 0.424- 0.284| 0.269- 0.178
1.450 - 2.200 510 0.606 - 0.398| 0.388- 0.255
1.700-  2.600 430 0.788- 0.516| 0.501 - 0.330
2.200- 3.300 340 1.046- 0.728| 0.669- 0. 466
2.600- 3.950 284 1.478- 1.008 | 0.940- 0.641
3.300-  4.900 229 1.862- 1.320( 1.192- 0.845
3.950- 5.850 187 2018 = 1p 98¢ ) M7l 22 |
4.900- 7.050 159 2.89 - 2.24 |1 84 - 1.42
5.850- 6.200 137 3.85 - 3.08 | 2.45 - 1.94
7.050- 10.00 12 5.51 - 4.3) [3.50 - 2.74
8.200- 12.40 90 8.64 - 6.02 | 549 - 3.83
| 1000 - 15.00 75 10.07 - 7.03 | 6.45 - 4.50
12.40 - 18.00 62 12.76 -11.15 8.13 - 7.10 6.14- 5.36
15.00 - 22.00 51 17.3 -12.6 [11.05 - 8.05 8.37- 6.10
18.00 - 26.50 92 21,7 -19.8 [17.6 -12.6 13.3 - 9.5
22.00 - 33.00 34 3.8 =231 [dle3 si4.8 18 < N2
26.50 - 40.00 28 21.9 - 15.0
33.00 - 50.00 22 3.0 - 20.9
40.00 - 60.00 19 | 38.8 - 27.2
50.00 - 75.00 15 52.9 - 39.1
60.00 - 90.00 12 93.3 - s2.2
75.00 -110.00 10 100 - 70.4
90.00 -140.00 138 152 - 99
110.00 -170.00 1367 163 -137
140.00 -220.00 135> 308 -193
170.00 - 260.00 1377 384 - 254
220.00 - 325.00 139 s12 - 348
* Jan Type RG-( /U
Figure 2-17. Normal Waveguide Loss
=% GC = Gigacycles Kmc
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4. PROPAGATION CONSIDERATIONS WHICH ACCOUNT
FOR THE PRESENCE OF THE EARTH

4.1 GENERAL

It is occasionally necessary to account for the presence of the
earth in RFI predictions. This has been discussed in Chapter II,
Section 6.2 of Volume I and methods for doing so are discussed in
Chapter IV of Volume 1. Where smooth terrain exists, the methods
given there can be used success{ully and are appropriate for use in
filling in the forms in Section 5 of this chapter.

In mountainous terrain, the exact application of the methods
which are useful for smooth earth regions cannot be applied directly
without preliminary investigations. This section will discuss the nec-
essary data which must be acquired and computed in order to determine
which method of propagation calculation is applicable.

4.2 360° RADIO LINE OF SIGHT (RLOS) MAPS

Radio Line of Sight maps are prepared for a given tranamitter
"TX'" site or receiver ""RX" gite to show the areas which the TX will il-
luminate or from which the RX could be illuminated. To conduct a pre-
diction study, additional transmitters or receivers which could cause
interference or be interfered with are plotted on the RLOS map. Those
that are well beyond line of sight are then easily noted and are removed
from further consideration. RLOS maps are a useful tool in rapidly re-
ducing the number of TX RX paire to be critically analyzed in detail.

4.2.1 MATERIAL AND DATA REQUIRED

The following information and material is required to construct
a 360° RLOS map:

a. The accurate location in latitude and longitude and ele-
vation in feet of the TX or RX antenna for which the RLOS map is to be
prepared.

b. Topographic maps of the area around the site for a radius
of approximately 100 miles. depending on the height of the site being in-
vestigated. The area required varies considerably with the elevation of
the antenna and the terrain. These maps are available from the U. S,
Geological Survey, Denver. Colorado. The 1:250, 000 scale maps are
recommended for the RLOS map.
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4.2.2 PREPARING THE MAP

The 1:250, 000 maps obtained {rom an appropriate ecurce are
assembled into a single map by trimming one map and gluing it to the
next one s0 that the lines of latitude and longitude are perfectly regis-
tered. The site for which the map is being prepared is then plotted and
appropriately marked. A pencil line is drawn on the map approximately
.true north from the site, and an RLOS profile is made for this line. The
preparation of RLOS profile graphe is discussed below.

Additional profiles are prepared for other radials until the en-
tire 360° sector has been covered. The spacing in degrees between
profiles is a matter of judgment which depends on the terrain.

After plotting a profile, a straight line is drawn from the an-
tenna to the ridge which firat touches a line which is depressed from
the horizontal. The procedure ies repeated for al) the radials. This
readily shows the areas illuminated and those optically shadowed. The
plan view map is marked to show the points where the shadow region be-
gine and ends for all the profiles.

If adjacent points of different radial lines are on the same ridge,
these points may be connected by a line drawn between them. If the
points are on the side of a mountain or hill, the terrain between the two
radial lines must be examined more closely to determine if more radiale
should be drawn. If terrain is quite uniform, the points can be connec-
ted by a line roughly parallel to the contour lines, if terrain is very ir-
regular one or more intermediate profiles must be plotted.

The RLOS boundary lines are then drawn in by connecting the
points and shading the areas in the shadow regions to facilitate reading
the map. For saee in using the plot, the lines of latitude and longitude
should be marked at 30 minute intervals and a graphic scale and north
arrow should be placed on the map. The map may then be photographed
and reduced to a more convenient size.

4.3  RADIO LINE OF SIGHT (RLOS) PROFILES

Radio Line of Sight Profiles are prepared from a transmitter
site (TX) toa receiver site (RX)to determine if the earth's surface comes
near the path of the wave which is propagated between the sites. They
are used to prepare an RLOS map as discussed above.
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4.3.1 REQUIRED MATERIALS AND DATA

The following information is required to construct an RLOS
profile:

a. The accurate location in latitude and longitude and ele-
vation in feet of the TX and RX antennas.

b. Topographic maps of the route between the TX and RX,
These maps are available from the U. S. Geological Survey, Denver,
Colorado or Washington 25, D. C. Local map stores often have a sup-
ply of these maps. It is recommended that 1:62, 500 scale maps be ob-
tained. These maps usually have contours at 50 {eet intervals or less.

c. Four thirds earth radiue profile paper. Il the profile
paper is not available, it can be constructed from the equation:
h = D3/2, in which, h is the departure in feet from a level tangent
D? = distance {from origin in miles.

4.3.2 PREPARING THE PROFILE

The maps are assembled into a single strip map of the route
betweenthe TX and RX. This is done by trimming one map and gluing it
to the next so that the lines of latitude and longitude are registered.

This process is continued until the strip map is completed. A straight
line is then drawn on the plan view map, connecting the TX and RX. The
mid-point of this line is determined and distances are marked at ¢ or 5
miles intervals each way from the center point to aid in scaling the map.

Next, the scales to be used for the profile are selected. The
scale is determined by both the horizontal distance between the TX and
RX and range of elevations to be covered. In flat country, the horizon-
tal scale normally controls the scaling while in mountainous terrain the
vertical scale will be controlling. Any scale change on a given profile
paper must be in accordance with the equation h = D3/2. For example,
if the horizontal scale is doubled, the vertical scale must be multiplied
by four.

The following example illustrates the method for determining
the scale factors:




(Example) Horizontal distance between TX and RX = 30 miles

Range of elevation 200' to 5800’
Original scale 0 to 30 miles (1 mile/division)

0 to 1,000 feet elevation (20 {t/division)
Scales to use 0 to 75 miles (2.5 miles/division)

0 to 6,250 feet (125 ft/division)
(Horizontal ecales increased by 2.5, therefore,
vertica) scale by 2. %),

A sample 4/3 radiue graph is shown in Figure 2-22.
It should be noted that if the elevation range was from 2,000 to

5, 800 feet for the 30 miles distance rather than 200 to 5,800 feet, the
best scale to use would be:

Horizontal 0 to 60 miles {2 miles per diviaion)
Vertical: 2,000to 6,000 feet (80 feet per divi-
sion)

(The 2, 000 foot mark would be at the
original scale zero.)

Scales should alwaya be selected so that the profile will be as
large as possible consistent with reasonable units per division for ease
in plotting.

The TX and RX should be plotted an equal distance from the
vertical centerline of the graph for maximum accuracy since the graph
equation is a parabolic function. First, the elevation value onthe center-
line is plotted. Then, scaling each way from the mid-point, points at 4
to 5 mile intervale maximum are plotted being sure that the highest and
lowest points crossed are accurately plotted. A straight line connecting
the TX and RX antennas is drawn on the profile. Maps should be double
checked at points where the profile indicates that the ground is near the
straight line joining the TX and RX.

S. PREDICTION moODIL

5.1 GENERAL

The discussions in the previous section have described the various
parameters involved in computing radio frequency interference. This sec-
tion outlines a step-by-step procedure for rapidly and efficiently placing the
data in a form convenient for entry. The form used carries the prediction
process to the point of computing signal to interference S/1. Interpretation
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process to the point of computing signal to interference S/I. Interpretation
of results or scoring methods are discussed in Chapter | of thie Volume.

5.2 RADAR INTERFERENCE AGAINST MICROWAVE RECEIVERS

The operation of microwave equipment in the common carrier
bands 3700-4200 mc, and 5925-6425 mc, for example, pees a problem
of insuring interference-free operation from radars which may be oper-
ating cochannel, harmonically related, or adjacent to these bands. The
prediction process, therefore, provides a vehicle for compmting S/I and
relegates actual measurements to a corroborative role. Prediction
computations, in essence, direct the efforts of the RF] engineer to the
problemn area by excluding situations that are by analysis positive non-
interfering situations, Measurements can then be accomplished on an
"as required” basis, and in the direction of looking for culprit radars.

The basic transmission equation (Equation 2-1) that must be
solved for the interfering signal I at the receiver when expressed in
Log form (db) ie:

I = 10 Log,;o P

dbm +30db+GT+GR+ZOLog,°(X-lnd)

TR
-LR-LT-A-p (2-45)
where:
ldbm = interfering signal power in db below | milliwatt*
P.r = interfering tranemitter power in watts at the receiver
frequency and within the receiver bandwidth.

G‘I‘ = gain of the TX antennas in db

GR 3 gain of the RX antennas in db
= polarization mismatch in db
A = wavelength in miles

d = distance between RX and TX in miles

* I would be in db referred to 1 watt except for the +30 db term which
converts it to dbm.
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A = correction factor for other than free-space and
line-of-sight conditione

LR = RX line losses in db

L‘l‘ = TX line losses in db

The previous sections of this Handbook and Volume I (Fundamen-
tals of RF1) have discuesed, in considerable detail, the parameters of
equation {2-45) and their effects on RFI prediction.

5.3 PREDICTION FORM

To present the data in computing S/1 in a convenient form, an
RFI prediction form is shown in Figure 2-18. The form includes all the
parametere, from Equation 2-45, necessary in making a prediction anal-
ysis with each of the variables made as an entry, Each of the entries in
columne A and B, therefore, represents an operational condition associ-
ated with the potentially interfering transmitter-receiver pair being ana-
lyzed.

5.4  PROCEDURE FOR MAKING ENTRIES

The following paragraphs provide a step-by-step (cook book) ap-
proach to the manner in which each parameter is computed and entered
into the RF1 prediction form.

5.4.1 ENTRY A

Obviously, the firet step is to identify the TX-RX pair for which
a prediction ie to be made. The TX and RX are first identified by their
nomenclature (i.e., AN/FPS-x or WLD-6, etc.) and by the eite identifi-
cation (location). The TX and RX frequencies are identified as well as
the eeparation distance between the pair of interest.

5.4.2 ENTRY B

Entry B provides information which identifies whether the RFI
case to be considered is fundamental or harmonic cochannel or adjacent
channel. For example, if the TX is operating at 3600 mc and receiver
3700 mc, then AF = 100 mc and indicates that the RFI prediction is to be
made for a fundamental adjacent case. For harmonic situations, provi-
sions are made on the form to include which harmonic is of interest and
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any difference frequency between the harmonic output of the transmitter
and receiver tuned frequency.

In addition, provisions are made on the form to include polariza-
tion of the transmitting as well as receiving antennae,

5.4.3 ENTRYC

This entry provides for the inclusion of operational field data
obtained from an equipment census identifying TX and RX antennas orien-
tation with respect to each other for both azimuth and elevation. This
data is pertinent to the computation of off-axis pointing and ite effects on
the level of interfering signal at the receiver input.

5.4.4 ENTRY |A AND B

Entry la represents the power in dbm of the transmitter signal
existing at the tuned {requency of the receiver as contained in the 3 db
bandwidth of the receiver. The three basic sources of RFI coneidered
are: (a) cochannel interference; (b) adjacent channel interference; and
(c) cochannel and adjacent channel interference at harmonic frequencies
of the tranemitter.

The computation for transmitter power within the RX bandwidth
are made on a separate form ae shown in Figure 2-19, where six different
cases are presented. Care should be exercised in selecting the proper
case, The derivations and discussion pertinent to the entry on the form
on Figure 2-19 are given in Section 2 of this chapter.

Entry lb is a special case where measured ERP data is available
and should be used in preference to a computed value. Normally, how-
ever, this data is not available.

Entries 1.3 and 1.6 may give rise to some confusion concerning
unite. The term 10 Log,o7 Py is in spectrum power units or dbm/mc,
The term TAf describes the spectral power at some frequency 4f from
the transmitter frequency and this difference in spectral power is in units
of db. Having arrived at the power spectral level in dbm/mc at TAf, it
now remaine to determine to total power within the receiver bandwidth
By. This is accomplished by the term 10 Log 0By, which now converts
spectral power dbm/mc into total power at the receiver in dbm.
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RFI PREDICTION FORMAT

TRANSMITTER (TX)
TX SITE
TX FREQUENCY USED

SEPARATION DISTANCE BETWEEN TX AND

MC

RECEIVER (RX)
RX SITE
RX FAREQUENCY USED

MILES

RX

B TX-RX FUNDAMENTAL & F MC TX ANTENNA POL.
TX-RX HARMONIC &F MC RX ANTENNA POL.
[ TX ANTENNA ORIENTATION RX ANTENNA ORIENTATION
WITH RESPECT TO RX WITK RESPECT TO TX
2 Azimuth Off-Axie 2 Azimuth Off-Axie
—_— i Flevation Off-Axis * Elevation Off-Anis
Artenna Height Above MSL [iN Antenna Height Above MSL. 3
ENTRY A B
U TYPE ENTRY 108, ALeiDb

TX POWER WITHIN RX BANDWIDTH:

PTR (dbm)
)

(NOTE: U ERP da

TX ANTENNA GAIN G (db)

RX .:N'r'r:NNA GAIN Cg {db)
10055 DUE TO Or? CAXES POINTING AT RX {467~~~

LOSS DUE TO POLARIZAT!ON MISMATCH (db}
(Use Polarization Tadble Figure 2-20)

FREE-SPACE PROPAGATION 1.OSS {db)
{Use Nomograph Figure 2-2))

CORRECTION FACTOR FOR OTHER THAN FREE-S
AND LINE.OF .SIGHT CONDITIONS

PACE

TX TRANSMISSION LINE LOSS (dt)

RX TRANSMISSION LINE LOSS {db)

—
9. SUBTOTALS OF COLUMNS A AND B
10. INTERFERENCE LEVELL,AT RX (dbm) * A ¢ B
i SIGNAL LEVEL. S.AT RX (dbm)
12 $/lqy * Sdbm - ldbm
Figure 2-18. Format for RF] Prediction Data
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FORMAT
TRANSMITTER POWER WITHIN RECEIVER BANDWIDTH

ENTRY
NO

TYPE ENTRY {Choose the appropriate TX-TX situation below)

FUNDAMENTAL COCHANNEL Bg 2 2/
10 log:o PT in dbm

FUNDAMENTAL COCHANNEL BR < 2/1
030810 P, in dbm

ogue (0. 57 BR) db
1.2.1and 1.2,2

FUNDAMENTAL ADJACENT CHANNEL
10 logio * Pr

For "a( seeFigure 2-10(obtain no. of db's
below level of I, 3, 1)
10 logyo BR

Subtotal of 1.3.1, 1.3.2, and 1. 4. 3 in dbm

dbm/me

db
me

HARMONIC COCHANNEL Bg 2 2/+¢
10 logyo Ptin dbm

" db down from Tundaimen:

Subtotal of 1.4, 1 and 1. 4.2

HARMONIC COCHANNEL Bg < 2/t

101logso (0.87Bpya®_~—— " "Tm T

.82, Wnd 1751

Subtotal of 1.

HARMONIC ADJACENT CHANNEL
10 tog,o TPT
db down from fundamental: If unknown
use -[50 + 6N Jab
For 14! see Figure 2-10{abtain no ol db'e
balow spectral level 1.6, 1}
10 log,g BR —mc
Subtotal of 1.6.1, 1.6.2, 1.6.3, and 1.6 4

ENTER HERE THE APPLICABLE SUBTOTAL

{either 1.1, 1.2.3, 1.3.4, 1.4 3, 1.5. 4, or 1.6.5)

Figure 2-19. Transmitter Power Within Receiver Bandwidth




5.4.5 ENTRY 2

Entry 2 represents the gain of the transmitter antenna over an
isotropic radiator in db. Where gain in db is not available, it can be com-
puted knowing the effective aperature of the antenna and frequency. Nor-
mally, the gain of antennas at the fundamental are known; however, at
barmonice this data is generally not available and certain assumptions
must be made. (See Section 3 of this Chapter).

Included in this entry are the effects of off-axis pointing which,
in many instances, can yield considerable reduction in the level of the
interfering signal at the receiver. Off-axis pointing can take place in
two dimensions, azimuth and elevation. Other parameters pertinent to
off-axie pointing are the beamwidths of the TX antenna in azimuth and ele-
vation, distance between TX-RX, and heights above mean sea level (MSL).
See Section 3 of this Chapter for computing off-axis pointing, Having de-
termined off-axis pointing in degreeu, then refer to antenna pattern data
to ascertain the level below the main beam in db and insert this in line 2b.
If antenna pattern data is not available, refer to Chapter IV of Volume |
(Fundamentals of Radio Frequency Interference) on antenna sidelobe con-
siderations for estimating the correction for off-axis pointing.

It is noted that when measured ERP data on a TX is known, the
gain of the antenna is also included. Measured data should be used in
preference to calculated data. Therefore, when measured ERP data is
included in lb, then entry 2a will be zero; however, item 2b must be
evaluated.

5.4.6 ENTRY 3

Entry 3 represents the gain of the receiver antenna in db over an
isotropic radiator. The discusaion of 5. 4.5 on the transmitter antenna
applies here as well.

5.4.7 ENTRY 4

This entry represents the measured loss due to polarization dif-
ference between the receiving antenna and the arriving wave. Where
measured data is not available, Figure 2-20, Transmitter-Receiver Align-
ment Factors for Inserting Losses Due to Polarization Miematch, should
be used. For harmonic radiations from the transmitter, a 10 db loss
should be considered for cross-polarized conditions,




TRANSMITTER -RECEIVER POLARIZATION ALIGNMENT FACTORS*
(Expressed in Units of DB Loas)

Horizontal | Vertical | Diagonal | Circular | Circular
(45°) RH LH
Horizontal 0 20 3 3 3
Vertical 20 0 3 3 3
Diagonal (45°) 3 3 0-20 3 3
Circular RH 3 3 3 0 25
Circular LH 3 3 3 25 0

¢ For harmonic radiations from the transmitter, use 10 db for crose-
polarized conditions.

Figure 2-20. Transmitter-Receiver Alignment Factors

5.4.8 ENTRY §

Up to this point no consideration has been given to the propaga-
tion path and whether the situation is one of radio line-of-sight, dif-
fraction, beyond radio line-of-sight, reflection, etc. Radio line-of-sight
between receiving and transmitting antennae, for smooth earth, can be
determined from the nomograph shown in Figure 2-21 when the antenna
heights are known with respect to mean sea level. In irregular terrains
(mountains, in particular), it may aleo be necessary to make a profile
between the transmitter-receiver to determine whether any intervening
terrain masks the propagation path between tranemitter and receiver.
Figure 2-22 is a 4/3 earth profile on which the earth profile character-
istice can be included. Should the results indicate radio line-of-sight
with no obscured, diffraction, or reflection zones, then the free-space
tranemission loss can be computed. For the purpoee of conserving
computational time nomographe {for {ree-space tranemission 10ss can
be used as shown in Figure 2-23. Given the frequency at which an RF1
prediction is to be made and the distance between TX-RX, the free-space
transmisseion loss in db is obtained and inserted in Entry 5,

5.4.9 ENTRY 6

In some instances prediction between a TX-RX will not involve a
free-epace transmission but may involve propagation beyond radjo line-of-
sight, diffraction, reflection, and terrain effects, Chapter IV of Volume
I describes the procedures to be used in providing correction factors for
other than {ree-space radio line-of-sight.
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Figure 2-21. Nomographs Giving Radio Horizon Distance
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5.4.10 ENTRIES 7 AND 8

Thess entriea represent tranemitter and receiver tranemission
line losses. This data may be obtainable from pertinent equipment oper~
ating characteristics and should be used. If not available, then it may be
estimated or calculated. Section 3.4 of this chapter provides some dis-
cussion concerning line losses.

Include in thie entry any filter insertion losses which are appli-
cable to the transmitter or receiver of interest.

5.4.11 ENTRY 9

Entry 9 represents the sum of the various contributing Column A
and attenuating Column B factors affecting the final value of the interfer-
ence level.

5.4.12 ENTRY 10

Entry 10 is the sum of Colurnne A and B and represents the inter-
ference level in dbm at the receiver input.

5.4.13 ENTRY 1]

Thie ie the desired signal expected at the receiver for a given
power output of the desired transmitter, antenna gaine, and propagation
losses.

5.4.14 ENTRY 12

This entry represents the signal to interference ratio S/Igp =
3{(dbm) - I{dbm) which forms the basis for escoring the degree of
interference.
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INTERFERENCE MEASUREMENTS CHAPTER 3

7. THE MEASUREMENT OF INTERFERENCE SIGNALS

It is obvious that in order to design equipment that is neither a
source of, nor susceptible to, radio interference, there must be availa-
ble adequate means of measuring both the amount of interference gener-
ated by, and the degree of susceptibility of, a component, equipment, or
complete installation. 'Adequate means'" here refers not only to the nec-
essary test equipment but also standardized test procedures and a set of
meaningful limits in terms of eawily measured quantities.

As was explained in Section 1 of Chapter 1, Volume 1, the nature
of interfering signals, in general, is such that no single quantity can be
used for its adequate description. A complete description could be given
only in the form of one of two equivalent curves: either a plot of ampli-
tude as a function of time, or a plot of amplitude (or energy) as a function
of frequency. The first is called the wave form, the second the frequency
distribution. Neither of these is suitable for quick and easy determina-
tion, each requiring a very large number (theoretically an infinite number)
of individual measurements.

If the interfering signal conasists of a single transient, there 1s,
indeed, no simple method available of obtaining significant information
about it by means of a single or a very small number of measurements.
But most interfering signals encountered in practice are either periodic,
or such that the small differences between samples of the signal taken at
different times are not significant. In either case, information about the
signal at all times is not required, and attention may be focused on just
a short space of time, either a cycle or an arbitrary interval. Further-
more, properties may be defined which can be measured by means of a
single measurement, and these properties may be used to characterize
the signal. The properties most commonly used are the true average
(rarely used because it is usually zero); the half-cycle average, usually
simply called "average''; the root-mean-square; and the peak values of
the interfering current or voltage taken either over a period or over an
arbitrary time interval.

All interfering signals consist, or may be considered to consist;
of a series of pulses. In practice, most such aignals may be classified
as one of two types: the impulsive type, in which the individual pulses
are very short as compared to their average repetition rate, so that a
comparatively long period of silence exists between successive pulses;
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and the random type, often called ''white noise, ' in which the pulaes fol-
low one another so closely that the character of the individual pulses is
completely lost. There is no sharp boundary between the two, and all
intermediate stages are possible. Yet it seems that most interfering
eignals encountered in practice can definitely be placed in one group or
the other

Interference of the impulsive type will show very high peak
values and very low average or root-mean-square values. In fact, on
some type of meters reading average or root-mean-square values, an
impulsive type of interference may indicate nothing despite having ahigh
nuieance value. Random interference, on the other hand, ie best meas-
ured by its average or root-mean-square value, while ite peak value,
which may be only slightly larger than the average and may be subject
to considerable random variation, is of no great significance. Thus it
is seen that a meter, or its mode of operation, must be chosen intelli-
gently according to the type of intericrence to be measured.

Just ae the type of meter to be used in measuring generated
interference must be chosen according to the type of interference to be
measured, so the generator used in sueceptibility tests must be chosen
according to the type of response of the receiver. Since any type of
interference may be present, the susceptibility of a receiver should be
tested with a signal of the type which causes the greatest response.

Inasmuch as all ""receiversa” (as defined in the Introduction to
Volume 1) must terminate in some kind of indicator or other device capa-
ble of responding to the interference, the simplest and most direct check
on the presence of interference is by routine use of the equipment already
installed as a functional part of a communication-electronic system. I
all electrical components are of proper design and have been correctly
inetalled, and no external interference is entering the equipment, no in-
terference will be indicated by headsets, radar-scopes, or other output
devices. If, on the other hand, interference is found in the system, test
instruments must be employed to measure the interference and determine
the source. In this chapter we discuss interference measurements and
techniques in general. Further information on instruments and proce-
dures is contained in succeeding chapters and appendices of this Volume.

2. CATEGORIES OF MEASUREMENTS

In general, interference measurements may be categorized in one
of two ways:
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a. Measurementas to determine interference output and suscep-
tibility potential of p ts, equip te, and systems.

b. Measurements to determine characteristics, amounts,
sources, and pathe of interference signals.

2.} MEASUREMENTS OF INTERFERENCE OUTPUT AND SUSCEPTIBILITY
POTENTIAL

Measurements to determine interference output and suscepti-
bility potential are made in order.to determine whether a system, equip-
ment, or component will cause interference or is susceptible to interfer-
ence. 'Spectrum signature'’ measurements fall in thie category and are
fully diecuseed in Chapter 7 of this Volume. Similar measurements are
also made to determine whether a system, equipment, or component will
meet interference specifications such as those of the Army, Navy, or Air
Force, Federal Communications Commission, or specialized procurement
specifications (as for guided missiles or satellite systems). The meas-
urements may be made in the laboratory or in the field, and may be made
during equipment develop t, during prototype testing, or during pro-
duction. A basic requirement of this type of measurement is a signal
source to simulate an interfering signal in determining receiver suscep-
tibility.

2.2 MEASUREMENTS OF INTERFERENCE FIELD CHARACTERISTICS

The elimination or suppression of existing interference depends
upon accurate determination of the source, path, characteristics, and
amount. This determination may require an investigation of the interfer-
ence conditions within a circuit or it may require study of the electronic
environment in the neighborhood of the equipment which is affected. Elec-
tronic environmental studies are discussed in Chapter 8 of this Volume.

In general, the techniques for measuring existing interference are
similar to techniques for measuring potential interference. However, since
characteristics of existing signale are being measured, signal sources are
not necessary (except as comparison standards to determine the relative
magnitude of interfering signals).

3. INSTRUMENTS AND TECHNIQUES
To determine potential or actual interference, measurements

must be made of characteristics pertaining to transmitters, receivers,
and antennas and propagation. Each of these three elements of 2
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communication-electronic system requires special techniques for meas-
urement depending on the type of equipment, power, location, frequency,
size, and circuitry. In general, these measurements are made with in-
struments and techniques as prescribed in technical specifications and
standards. Major specifications currently in use are reprinted in Appen-
dix V of Volume IV,

3.1 ESTABLISHING A MEASUREMENT CAPABILITY
311 GENERAL

The establishment of an RFI measurement capability is a com-
plex and costly operation. Unless a small, specialized program is being
considered, the establishment of anything short of broadband coverage is
not recommended. Near-field measurements for specification compliance
or for certification of shielded enclosures may require a frequency cover-
age from about 10 kc to 40 kmc. In terms of field intensity measuring re-
ceivers and signal generators, this represents many pieces of equipment.
In fact, the upper portions of the frequency range can be covered only with
custom-built units. In addition to the basic measuring equipments, the
documentation of absolute value measurements requires a considerable
quantity of calibration and auxiliary units, including antennas, connectors,
matching devices, cables, and miscellaneous hardware. The establish-
ment of a fixed facility generally involves the purchase and erection or
construction of a screen room or microwave darkroom. The latter is
preferable because of the additional attenuation afforded by sheet metal
construction. Far-field measurements require a mobile, self-contained
laboratory, preferably including an all weather capability. Because of
the terrain often encountered, a separate four-wheel drive vehicle should
be included. The need for on-site rmobility may also necessitate an addi-
tional vehicle for personnel. Ample power should be provided for the
mobile laboratory. The electronic equipment, heaters, air-conditioning,
and lights will require some 5 to 10 kva.

Many of the test equipments are bulky and heavy and, at the same
time, extremely delicate. Broad frequency coverage is {requently pro-
vided in several units by interchangeable RF tuning heads that have to be
rotated often during spectrum search type programs.

If standard field intensity meters are used, the measured signal
values can be obtained in uv/m/kc or mc of bandwidth by applying the pub-
lished attenuator, antenna, and calibration factors. The limiting factor on
determining signal intensities is the sensitivity of the measuring receiver.
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The antennas to be used in spectrum search applications ehould
be chosen 80 as to use as few as feasible. Broadband antennas should
be used whenever practical. One method for eliminating the need for
changing antennas and their polarizations is to mount the antenna on a
circular disc. The disc may be rotated in either the horizontal or
vertical plane by gear trains with operating controls located in the mo-
bile laboratory, The antennas may be connected to the measuring in-
struments by coaxial cable and flexible waveguide through appropriate
rotary joints. This type of an antenna arrangement would enable spec-
trum search measurements to be conducted under all environmental
considerations.

Data requirements may justify the use of automatic recording
techniques for obtaining signal densities of a predetermined area. How-
ever, this technique may not enable the user to obtain information on
all types of signals received in the search. The recorder trace, if made,
must be correlated in time and {requency to obtain an accurate indication
of the signals in a given time {rame. The time limit would be governed
by the response time of an associated recorder.

Many military specifications and contracts include the require-
ment {or calibration of measurement instruments to be performed at
regular intervals. In any case, recalibration will be necessary when-
ever repairs are made, or tubes or components are replaced.

3.1.2 MEASUREMENT PERSONNEL

Naturally the ability of a laboratory to properly function is de-
pendent entirely on the competencs of its etaff. Personnel must receive
special training for the jobs they are to perform, be intimately familiar
with the equipment they use, and be able to properly interpret the data
being processed. Many of the measuring equipment manufacturers pro-
vide courses to acquaint technical personnel with their equipment and
how best it may be used.

3.2 ATYPICAL LABORATORY
Laboratories for conducting interference measurements may be

either mobile or fixed. Since mobile laboratories are frequently used
to eimplify problems of access to equipment, such a laboratory will be
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described here, Equipment for a fixed laboratory might be similar
but arranged differently.

3. 2.1 GENERAL LABORATORY CONSIDERATIONS

The operational capability requirements of a mobile laboratory
are dictated by the user requirements, The general requirements for a
mobile laboratory are: (1) the laboratory must be shielded and grounded,
(2) the power supply should be remote {rom the laboratory and grounded,
and (3) the laboratory muet be capable of operating under all environmen-
tal conditions that are likely to be encountered.

The laboratory should be equipped with standard radio frequency
interference instrumentation to cover the spectrum 15 kce to 10 gcs. A
compact mobile vehicle should be used to provide maximum operational
capability., The combination of mechanical and electrical requirements
necessitates the application of a completely integrated approach to the
design. The rmobile unit not only muet fully eatisfy the electronic and
instrumentation requirements, but alsoc must provide maximum operating
efficiency and personnel comfort, Thus, the design criteria for the
mobile unit fall into two general categories: (a) human engineering con-
sideratione and (b) technical or equipment considerations.

From the human engineering standpoint, such factors as person-
nel comfort, ease of equipment operation and maintenance, efficiency of
system layout, proper lighting, and other similar factors must be con-
sidered as an integral part of the overall design approach. Although
human engineering principles are generally conceded to be important,
they are frequently overlooked. Mobile unite have been built which
completely fulfill the technical requirements, but which afford less than
ideal operational flexibility and efficiency because the human factor has
either been overlooked or given minimum attention, For example, equip-
ment which is required to be operational continuously for long periods
of time may inadvertently be mounted at a height which requires the opera-
tor to stand. In addition, equipment may not be grouped in such a way
that multi-frequency operation can be carried out from one operating
etation.

3.2.2 BASIC EQUIPMENT

A satisfactory vehicle for a mobile laboratory for light field
duty is described below, utilizing a Panel Truck with an air cooled
engine., Such an engine requires no radiator fluid, antifreeze, or ra-
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diator maintenance. A four-speed transmiesion is desirable. Side load-
ing double doors, heavy duty absorbers, and overload springs should be
provided.

In addition to the interference measurement equipments described
below, sufficient tools and spare parts should be included to perform
minor repaire and some calibration in the field.

3.2,3 EQUIPMENT DETAILS

Technical data pertaining to the equipments selected for the
laboratory are shown in the following paragraphs. This data is included
here in considerable detail for the specific purpose of aiding the engineer-
reader with suggestions which may prove helpful in preparing epecifica-
tions for the construction of a light duty mobile laboratory to fit his own
nceds.

3.2.3.1 Stoddart Field Intensity Meter NM-20B
Frequency Range: 150 ke to 25 mc in 6 bands
Sensitivity: (S/N ¥ 1)

Narrow Band (CW) Measurements

Loop Antenna Input. Rod Antenna Input
Small Loop | Large Loop
pv/meter pv/meter wv/meter
10 to 30 | 2tob 2to b

Voitage Measurement Range: A measurement range of 40 db in
each attenuator pesition is provided on a 2 decade meter scale.
Attenuation in 20 db steps (0-20-40-60-80 db).

Detector functione may be selected for measuring FI, quasi-peak
and peak.

Rejection: lmage rejection is £ 50 db. IF rejection is Z 50 db.
Signal Overlead Capacity: 16 db

Power input requirements are: (a) 105 to 125 or 210 to 250 volts
ac, single phase, 50 to 1600 cps, consumes 25 watts and has
an 87% power factor; and (b) bias batteries required {used for
both ac and battery operation): 9 volts (2 Burgees No. 5360)
plus 1.5 volts (2 Burgess No. 2)

37
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Heat Dissipation: 85.3 BTU/hr.

Physical Size:
FIM 7-9/16" x 14" x 16-7/16" or 1.0l cu.ft.
Power Supply 8-3/8" x 10-1/2" x 7-17/32" or 0. 38 cu. ft.
Total space required 1.39 cu. ft.

Weight: FIM 37 lbs, Power Supply 18 lbs.

Component Parts Required:

Component Part No.
NM-20B FIM NM-20B
Power Supplies, AC 90780-2
Rod Antenna 90291-2
Loop Antenna, Small 90298-2
Loop Antenna, Large 91077-2
Matching Impedance 90305-4
Matching Impedance 90305-7
Remote Meter 90078-4
AC Power Cable 91258-1
Power Supply Cable 91487-1
Remote Meter Cable 90075-2
Loop Cable 90048-2
Oscilloscope Cable 90071 -1

Headphone Extension Cable 90074-1
Headphones, 300-7000 cps 10796
Loop Calibration Network 91160-1
Low Pase Filter 11148
Instruction Book

Spare Tubes, Fuzes, and Lamps:

No.Spares
Required Type
8 1T4 Tube
2 IRS Tube
8 1IR5 Tube
8 3V4 Tube
2 2A20 Tube
2 0A3}-VR75 Tube
2 3/8A 3AG Fuze

3.2.3.2 Stoddart Field Intensity Meter NM-30A
Frequency Range: 20 to 400 mc in 6 bands

e




Sensitivity: (S/N = 1)

Narrow Band (CW) Measurements
I Tuned Dipole Input

Freguencz {mc) uv Meter
20 to 145 06t 4 |

145 to 240 8tol3.6
| 240 to 400 40 to 60__]

Voltage Measurement Range: A measurement range of 40 db in
any attenuator position is provided on a 2 decade meter scale.
Attenuation in 20 db steps (0-20.40-60-80 db).

Detector functions may be selected for measuring FI, quasi-peak
and peak.

Rejec;ion: Spurious response rejection is » 40 db. IF rejection
is = 60 db.

Signal Overload Capacity: 20 db 2 2 db

Power input requirements are: 105 to 125 or 210 to 250 volts,
ac, single-phase 50 to 60 cps and 400 cps, 120 watts at 115
volts, ac, 60 cps.

Heat Dissipation: 409.8 BTU/hr

Physical Size:
FIM 10-3/8" x 19-13/16" x 7-5/8" or 0.9 cu. ft.
Power Supply 8-3/8" x 10-1/2" x 7-17/32" or 0. 38 cu. f1.
Total Space Required 1.28 cu. ft.

Weight: FIM 29 lbs, Power Supply 16 lbs.

Component Parts Required:

Component Part No.
NM-30A FIM NM-30A
Power Supply 91226-1
Dipole Antenna 90833-2
Head Assembly, High

Frequency
Dipole Antenna 90832-2
Head Assembly, Low

Frequency
Vertical Antenna Ground

Plane 90929-2
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3.2.3.3 Stoddart Field Intensity Meter NM-52
375 to 1000 mc in 1 band

Frequency Range:

Sensitivity: (S/N 2 1)

Loop Antenna

Frequency Measuring Tape

R-F Transmission Line,
20 ft.

AC Power Cable

Oscilloscope Cable

Remote Meter Cable

Power Cable

Loop Antenna

Base Assembly

Instruction Boak

Spare Tubes, Fuzes and Lamps:

No. Spares
Required Type
8 5840
2 5718
12 6BH6
2 6005
2 5726
8 6135
2 6AU6
2 5814
2 OA2
2 OB2
2
4
2

90799-2
10645

90933-1
91258-1
90071-1
90075

91487-1
90995-2

2 amp 3AG Fuze
Lamp GE No. 47
Lamp NE-48

Narrow Band (CW) Measurements

Tuned Dipole Input
35 to 165 pv/meter

Voltage Measurement Range: A measurement range of 40 db in
any attenuator position is provided on a 2 decade meter scale.
Attenuation in 20 db steps (0-20-40-60-80-100 db).

Detector functions may be selected for measuring Fl, quasi-peak
and peak




Rejection: Image and spurious response rejection is £40db. IF
rejection is £ 60 db.

Signal Overload Capacity: 20 db

Power input requirements are: 105 to 125 or 210 to 250 volts,
ac, 50 to 1600 cps, eingle-phase, 110 watte, 0.935 power
factor.

Heat Dissipation: 375.6 BTU/hr.

Physical Size:
FIM 10-3/8" x 19-13/16" x 9-3/16" or 1.09 cu. ft.
Power Supply 8-3/8" x 10-1/2" x 7-17/32" or 0. 38 cu. ft.
Total Space Required 1. 47 cu. ft.

Weight: FIM 30 lbs; Power Supply 16 lbs.
Component Parte Required:

Component Part No.
NM-52A NM-52A
Power Supply, AC 90329-4
Power Cable, AC 91258-1
Power Supply Cable 91487-1
Dipole Antenna 90330-3
RF Transmission Line 90933-8

Instruction Book
Spare Tubes, Fuzes, and Lamps

No. Spares
Regquired Type
2 9005
4 6F4
16 6BH6
2 6ARS
4 6ALS
4 6C4
2 12AU7
2 6AS7
2 NE32
4 GE-47 Lamp
4 2 Amp, 250 volts
Fuze AGC2




3.2.3.4

3.2.3.5

3.2.3.6

3.2.3.7

3.2.3.8

Stoddart Field Intensity Meter NM-62A
Frequency Range: 1 to 10 gcs

Frequency Scanning: Controlled through variable speed motor
drive.

Voltage Measurement Range: A measurement range of 40 db
is provided on a 2 decade scale. Recorder output for plot-
ting amplitude vs {requency.

Attenuation: 60 db RF and 20 db IF, instantaneous band switching

Polarad Synchroscope-Spectrum Analyzer Model TSA-S
Frequency Range: 910 to 22,000 megacycles in 4 bands

Tuning Units: STU-2A 910 to 4560 mc in 2 bands; STU-3A
4370 to 22, 000 mc in 2 bands
Frequency Dial Accuracy: =1%

Power Requirements: 115/230 volts, ac, 50 to 60 cps, 400 watts
Heat Dissipation: 1366 BTU/hr.

Physical Size:
Display Unit 17-1/8" x 19-1/2" x 23-1/8" or 4.08 cu.f{t.
Tuning Unit 14.7" x 10.6" x 8. 7" (approx) or 0. 78 cu. ft.

Weight: 140 lbs. for display unit and one tuning unit.

Frequency Meter, Gertsch FM-6

Weight: 40 lbs.

Size: 19-1/4"x 9-3/4" x 13-1/4"

Volume: 1. 44 cu.ft.

Power Requirements: 115 or 230 volts, ac, 50 to 60 cps,
75 volt ampe.

Gonset 3139 GA Transceiver

Weight: 30 lbs.

Size: 10-3/4" x 10" x 8-1/4"

Panoramic Panadapter SA-8B

Dimensions: 12-1/8" x 22-1/2" x 20-1/2" or 3.23 cu.ft

B
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Power Supply Dimensions: 8-3/4" x 16-1/4" x 11-1/8" or 0. 02 cu.ft.
Power Requirements: 115 volts, ac, 60 cps single-phase, approxi-
mately 50 watts
3.2.3.9 Talk-A-Phone Intercom System
Type System: One master and two substations
Power Requirements: 115 volts, ac, 60 cps
Type Circuit: Traneistor, 3 audio stages, push-pull output

Dimensions:
Master Station 15-1/2" x 6" x 4' or 0. 215 cu. ft.
Substations 3-5/8" x 5-5/8" x 2" or 0. 02 cu. ft.
Junction Box 1-1/4" x 8-3/4" x 8-3/4" or 0. 05 cu. ft.
Power Supply 3" x 5' x 2" or 0. 02 cu. ft.

Total Weight: 18-1/2 1bs.

3.2.3.10 Stromberg-Carlson Mobile Audio Amplifier SAM-88

Power Supply: 12 vdc, current drain 0.15 amp on standby;
0.3 amp speech, 0.5 amp music

Power leads: 3 ft. with fuze in positive lead
Power Output: 8 watts, less than 5% distortion
Response: 100 cps to 10,000 cpa + 3 db

Inputs: 1 microphone, medium irmpedance (150-600 ohms);
phono, high impedance (0.5 megohm)

Gain: 97 db
Noise Level: 65 db below rated output

Controls: ON-OFF switch, microphone-phono selector switch;
gain control

Output Impedance: 4, 8, 16 ohms

Power leads: 3FY, identified for polarity

Transistore: 1 2N214, 2 2N226, 2 2N257

Mounting: "L' brackets furnished for mounting to bulbheads
Weight: 3 lbs.

Dimensions: 6-5/8" x 4-1/8" x 3-1/8" or 0. 05 cu. ft.
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3.2.3.11

3.2.3.12

3.2.3.13

3.2.3.14

3,2.3.15

3.2.3.16

3.2.3.17

Recorder, Esterline Angus Model AW

Range: 0 to 1 ma dc signal recording with events marker
Accuracy: & 1% of full ascale

Dimensions: 8-9/16" x 14-1/2" x 8-3/4"

Volume: 0.63 cu.ft.

Power Requirements: 115 volts, ac, 60 cps, single-phase,
S to 6 watte

Weight: 34 lbs.

Polarad Broadband Antenna Model CA-B
Frequency Range: 1 to 10 gce
Gain: 3 to 10 db

Stoddart Broadband Rod Discone
Frequency Range: 20 mc to 900 mc

General Communication Position Remote RF Switch (1 required)
Power Required: 115 volts, ac, 60 cycles
Impedance: S1.51

Switching: 6 Position rotary activated by remote selector switch

Bird Electronic Corporation CoaxSwitch Model 74 (6 required)

Switching: 8 position manual coax selector switch, pull to rotate
push to contact

Impedance: 51.5Q
Bird Electronic Corporation Model 72R (1l required); 2 position
coaxial circuit reversing ewitch

Impedance: 51.5Q

Auxiliary Mast

Mounting: Mounts in roof of van on bearing, rotates through
370° in azimuth

Fittinge: Provides bracket on which any loop, dipole or rod
antenna may be mounted. Provides facility for passage of
single RF cable through roof. Interior bushing mounts a
movable relative bearing scale.




3.2.3.18 Modified Polarad CA-T Tripod

Azimuth Scale: Calibrated 0 to 90, 90 to 0, 0 to 90 and 90 to 0
degrees

Azimuth and Elevation Angle: Manual adjustment and lock
Level: Built-in bubble type
Collapsed Height: 36-1/2"
Extended Height: 60
Modification: To include a calibrated scale for vertical
elevation indications

3.2.3.19 Permanent Mast for Mounting all Antennas From 1 to 10 gcs

Mounting: Mounts permanently in roof of van on a bearing,

rotates 370° in azimuth.

Fittings: Provides bracket on which Polarad CA-B omni-antenna
is permanently mounted. Interior bushing mounts a movable,
relative bearing scale. Provides mounting for remote RF
coax switch. Containe controlled movable arm which rotates
90° off the horizontal for mounting L, S, M, and X Band horns.

3.2.3.20 Rotary Switch, 2 section, 2 pole, b position, 2 required
Type: Centralab Type 1004

3.2.3.2] Rotary Switch, 1 section, 1 pole, 6 position, 1 required
Type: Centralab Type 1001

3.2.3.22 Dial Plate, Mallory Type 376, 3 rcquired
3.2.4 EQUIPMENT LAYOUT

Equipment should be arranged within the van for maximum
operator convenience permitted by the limitations of the vehicle. All
{requently used equipment should be logated to permit operation without
moving from a central control position. From past experience with the
FRC mobile laboratories, it appears that frequency of equipment use is
in the deacending order below:

a, Field Intensity Meters, antennas, and switching panel
b. Recorder

c, Spectrum analyzer

d, Frequency meter.
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Roughly 90% of the time is spent in operating the category a
equipment., It is desirable, therelore, to situate the control position in
such a manner that all this equipment can be operated from a sitting poei-
tion without the necessity of standing or moving. It is also desirable to
provide writing facilities which do not interfere with operation but which
are readily accessible. Category b, ¢, and d equipment can be located
80 as to allow either simultaneous operation by a second operator {rom
another control position, or by the first operator with 3 minimum aof move-
ment,

Figure 3-1 shows the layout for a vehicle containing all of the re-
quired equipment. With this layout, field intensity measurements, spectrum
searching., recording, and direction finding can be carried out from the for-
ward operator's position. A rear operator's position allows the auxiliary
functions, such as spectrum analysis and frequency measuring, to be car-
ried on by a second operator, or by the first with a minimum of movement.

Certain features of the van are not evident in the figure but should
be mentioned. These are:

a.  All antennas can be simultaneously mounted on top of the
van and controlled in azimuth and polarization from the operator's posi-
tion. This eliminates the need for frequent climbing, a serious drawback
in some laboratory designs.

b. A convenience box is located on top of the van. This is a
weather-proof unit containing an intercom, 115 vac receptacle, remote
FIM meter receptacle, and RF receptacle

3.2.5 METHOD OF MOUNTING

Polyurethane sheets are used for shock mounting. The superior
effectiveness of this method as compared to individual mounts is attested
to by the fact that mobile laboratories using this mounting have covered
thousands of miles over all types of terrain with no equipment failures
directly traceable to shock. In addition, less space is required than con-
ventional mounts. Quick release tie-down atraps are used to hold the
equipments in place. The use of the polyurethane sheets and tie-down
straps has been of considerable value in preventing damage to equipment
even when a large mobile laboratory overturned.

3.2.6 ANTENNAS

One of the more difficult tasks in outfitting a mobile laboratory is
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the selection of suitable antennas and the means for mounting them. The
problem resolves itself into two parts:

' a. permanent installation of a set of ornni-directional antennas
to enable a spectrum search function to be accomplished over the desired
frequency range.

b. provisions for quickly mounting and dismounting directional
antennas required for direction-finding functions.

Part"a" is solved by utilizing a series of ferrite or rod and dis-
cone antennas permanently mounted atop the vans and connected to the re-
ceivers through a co-axial RF switching arrangement. It is realized that
such antennas are subject to cross-polarization limitations; however,
these limitations can be eliminated by suitable polarization and azimuth
shifting devices. For example, consider the case of a horizontally polar-
ized antenna at 2000 kc. A quick-turn 360° azimuth and 90° zenith control
permits rapid determination of signal strength ve polarization during search.

Part''b"is resolved by providing a series of height-staggered
directional antennas installed only during direction-finding operations.
Loop and sense antennas are utilized at the lower frequencies. Yagis
are utilized at the intermediate frequencies, and horns at the higher fre-
quencies. These antennas are on turnstile-type mounts to provide full-
spectrum coverage without changing antennas. Azimuth and zenith angle
indicators are provided inside the vans to give directional information.
Manual drives are provided for the azimuth functions. To allow measure-
ment of signal strengths, where desired, a plot of effective aperture (A.)
vs frequency is used with each antenna.

The antenna system allows both the search and the direction-
finding functions to be accomplished with a minimum of effort on the part
of the operators. Figure 3-2 shows the antenna arrangement.

3.2.7 CONTROL PANEL AND SWITCHING ARRANGEMENT

It is desirable that all switching functions required in the opera-
tion of vans be readily accomplished from the operating position. Thus,
a central control and switching panel is used for all power, RF, IF, video,
audio, and recording functions. This panel is logically arranged and so
located as to allow the equipment operator to awitch the various circuits
as desired without leaving the operating position.
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All RF energy is transferred from the antennas to the receivers
by means of co-axial cables. While this entails some losses at the higher
frequencies, these losses are offset by the convenience of co-axial switch-
ing as opposed to waveguide switching. The only difficulty in the RF
switching is that involved in the frequency meter take-off. Incoming sig-
nals are too weak in many cases to actuate the meter, and it is then nec-
essary to resort to the substitution method of measurement using a standard
signal generator.

In the case of IF switching to the panoramic adaptors, it is neces-
sary to provide an IF mixer and beat oscillator to insure system frequency
compatibility. Thia is accomplished by switching the beat oscillator in
conjunction with the IF switching to insure that the proper frequencies are
always fed to the panadaptors.

The remainder of the control and switching functions involving
power, video, audio, and recorder {requencies are straightforward and
require no special discussion. Standard components are used throughout,
and extra switching positions are provided to allow future expanaion of
the system.

3.2.8 POWER SUPPLY
3.2.8.1 General

The 115 volte, ac, 60 cps power can be furnished by a gasoline
motor driven generator. An inverter will supply the 115 volts, ac, 400
cps from the 60 cps source.

Since heat, space, noise, interference, and weight distribution
considerations limit the installation of power equipment within the limits
of the van, a trailer should be used as a power supply vehicle.

Specifications of the generator, inverter, and trailer are listed
below.
3.2.8 2 Power Plant:

Onan Model SccK-IR

Electrical Capacity: 5KVA

Type Engine: 4 cycle, 1800 rpm, gasoline driven

Type Starter: Self starting, 12 volt system; push button remote
start
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3.2.8.3

3.2.8.4

3.2.8.5

3.2.8.6

Dimensions: 29-7/8" x 20-3/4" x 21-1/8"; 7. 55 cu.ft.
Output: 115 volts, 60 cycle, single-phase

Weight: 325 lbs.

Accessories: Vacuum flow cool

Gasoline Pump Capability: 4 ft. vertical lift

Fuel Consumption: approx. 3/4 gal. /hr.

Inverter:

Georator Corp. Type 30-002

Output: 115 volts, ac, 408 to 420 cps, single-phase
Input: 115 volts, ac, 60 cps

Dimensions: 8" x 913/4" x 11"

Weight: 50 lbs.

Trailer:

Type: 2 wheel, rectangular with tail gate
Weight: 580 lbs.

Type Hitch: Ball

Tires: 640 x 15

Mount: Trailer mounted on springs
Dimension (Body): 72" x 48' x 1A
Dimension {Overall): 106" x 7' x 36"

Fuel Storage:
Capacity: 25 gal.

Installation: Mounted on brackets in trailer

Alternate Power Plant:
Onan Model 5ccK3R
Output: 115 and/or 230 volta ac, 60 cps

(other characteristics similar to Onan Model SccK-IR)
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3.28.9 PERSONNEL COMFORT

To maintain maximurmn operator efficiency throughout the year, a
combination heating and caoling system is desired. The most efficient
method of obtaining this 14 to use a reverae cycle air conditioning system
Specifications for such a system are included below.

Type: Fedders 15FS3E

Cooling and Heating Capacity: 12,000 BTU/Hr.
Supplemental Electric Heating: 1800 watts

Cooling Capacity: 340 cu.ft. per minute

Power Supply: 220 volt, ac, 60 cps, 8.7 amps running
Dimensions: 16-1/4" x 27" x 19-1/2"

Type Intake: Fresh Air

Defrost Cycle: Automatic
3.2.10 HOUSEKEEPING PROVISIONS

Storage within the laboratory van i{s provided for antennas, main-
tenance parts and cables. In addition, a combination workbench and
writing desk is provided. Each horn and omnidirectional antenna is stored
and secured in an individual cushioned antenna bin. The antenna bin is
constructed in such a manner as to be accessible from both front and rear
directions, and is located in the rear of the truck. The antennas are se-
cured in the bins by fasteners which will provide a quick dismount for the
antenna. Dipole antennas and their associated masts are mounted by
spring-clip fasteners to a board. The board is mounted on the side panel
of the laboratory van. Cables, such as the RG-9/U for connecting the test
equipment to its associated antenna, is stored on top of the motor cover.
Drawers are avaiable for the storage of maintenance parts and tools. The
drawers are secured to prevent opening during on-the-road travel. The
drop-leaf combination workbench and writing desk is large enough for minor
repaire and adjustment of the equipment.

3.2.11 INSTRUCTION BOOK

An operating instruction book should be a part of the mobile van
equipment, and should contain general instructions on the use of the mobile
van, plan layouts, diagrams, and other graphic presentations, as may be
needed, to facilitate operator farniliarization with the units.




3.3 OTHER MOBILE LABORATORIES

The laboratory described in Section 3.1 above is well-equipped
for interference testing under most conditions. However, for heavier
duty work requiring more complete capabilities, a larger laboratory may
be desirable. Other types of laboratories may be required for specialized
work.

3.3.1 A HEAVY DUTY LABORATORY

A large heavy duty laboratory designed and built by Frederick Re-
scarch Corporation consists of three elements:

a. An interference laboratory is mounted on a 27-foot truck
chaseis (see Figure 3-3). The laboratory is completely equipped with the
most modern instrumentation {or the performance of measurements from
near zero to 44, 000 mc. Working space and storage facilities are provided
and the unit is completely air-conditioned and heated for personnel comfort.
The test instruments and equipment are listed in Figure 3-5a and b. Each
laboratory is screened and all equipment is shock-mounted and tied down
with quick release straps. This allows individual items of equipment to
be casily removed from the laboratory for remote measurements. Figure
3-4 shows a block diagram of major items in the heavy duty laboratory.

b. An FC-190 Jeep truck is used for two functions. A 10 kva
gasoline driven engine generator i»s mounted on the truck bed and supplies
the power necessary for operation. The truck is also used to tow the
trailer for the 150-foot telescoping tower.

c. A 150-foot telescoping tower is included as part of the labo-
ratory equipment to provide means of raising a test antenna to a sufficient
height to get it into the main beam of radar antennas or similar radiators.
In the telescoped carrying position, the tower is approximately 40 feet long.
A gin-pole, winches, cables and pulleys are all included to provide means
of erection.

3.3.2 LABORATORIES FOR SPECIALIZED PURPOSES

Laboratories for specialized purposes are shown in Figures 3-7,
3-8, and 3-9. The size and type of laboratory van and the type of equip-
ment in each case depends upon the tests to be made as well as the con-
ditione of operation and the cost considerations. In general, the greater
the quantity of data desired, and the wider the frequency range, the larger
the laboratory will be and the more equipment will be required.
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Figure 3-3. Heavy Duty Mobile Laboratory
(One of four owned and operated by Frederick Research Corporation)
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