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cerned with the pertinent general phil-
osophy and provide a framework that
permits one system to be compared
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the light of recent analytical advance.
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the rate of receiving information, re-
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tain theoretical treatments of particu-
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PREFACE

This book discusses the fundamentals of modulation theory in the
light of recent progress in this and related fields. It is addressed to
advanced students and practising engineers.

In recent years the underlying philosophy of communication theory has
been extended to include new factors. The more general analysis includes
possible savings due to: (1) the statistical structure of the original message,
(2) matching the information-bearing signals to the noisy channel, and
(3) final destination of the message. Radical advances and outstanding
practical applications of new systems of modulation have been made as a
direct result of the clearer understanding and new points of view that the
extended theory of communication affords. Considerable interest is also
being shown in possibilities of further theoretical and practical advances.

Particular systems of modulation, some old and some new, are here
treated on a unified basis consistent with modern information theory.
The first eight chapters are concerned with the pertinent general philos-
ophy. They provide a framework that permits the reader to compare one
system with another on a rational basis and in the light of recent analytical
advance. Comparison is from the standpoint of such factors as nonsur-
passable ideals, the rate of receiving information, redundancy, band-width
occupancy, threshold effects, signal-to-noise ratio, distortion, interchannel
crosstalk, probability of errors, et cetera. The last twelve chapters are
concerned with the theoretical treatment of particular modulation systems.

The text stems from a revision of material used for three successive
years in the Communications Development Training Program of The Bell
Telephone Laboratories. The experience of using the material in this
program suggests that the text is suitable for individual study and refer-
ence as well as for classroom instruction. A reader needs to know ele-
mentary calculus and to have some knowledge of Fourier methods in
order to benefit from the entire book. Except to illustrate a discussion
or to promote understanding by dealing with concrete situations, the text
does not discuss design techniques, methods of instrumentation, or specific
applications. These topics have been covered elsewhere. Paper applica-
tion of theory often helps readers of such a book as this to grasp and retain
essentials. Review questions in the Appendix and problems at the ends
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of certain chapters have been included for this purpose. However, a
student is likely to benefit most by asking his own questions and formu-
lating his own problems.

The author wishes to acknowledge the wholehearted cooperation and
help of his many colleagues, particularly the suggestions of J. O. Edson,
R. V. L. Hartley, H. Nyquist, R. K. Potter, and C. E. Shannon. Much
credit is due J. G. Kreer, Jr., M. E. Mohr, and C. O. Mallinckrodt for
their substantial contributions to the treatment of amplitude modulation,
frequency modulation, and pulse modulation, respectively. The author is
indebted to K. M. Collins for his interest and editorial assistance and to
C. Hartley and H. P. Gridley for directing the production of the final
plates and drawings, respectively. Commendation is due Mrs, Frances A.
Richards for her meticulous care and accuracy in copying the manuscript.

H. 8. Brack
Murray Hill, New Jersey
January, 1963
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CHAPTER 1

HISTORICAL BACKGROUND

Boy winks at girl. Girl smiles. Here is an example of communication
wherein messages are sent and received. Very often, the message itself
is not in a form capable of being propagated over the transmission medium.
Modulation is a process whereby the message is translated into information-
bearing signals for purposes of transmission over the intervening medium.
The receiver is waiting to be informed. This is accomplished by the
arrival of a received wave, and modulation describes the process whereby
the original message is recovered from the incoming information-bearing
signals, a modulated light wave in the boy-meets-girl example. More-
over, as will be brought out in Chapter 2, modulation can be utilized for a
wide variety of purposes.

In its broad aspects, modulation theory is closely related to efficient
communication. Modulation is considered to include the general process-
ing of the message, to the end that the message may be uniquely represented
by signals that are appropriate for transmission to the receiver. At the
receiver, by a process that, in some cases, is essentially remodulation
(Chapter 10, p. 157), the wanted message is recovered by demodulating or
decoding the noisy, incoming, information-bearing signals. Viewed an-
alytically, the entire process of recovering the message is regarded as mod-
ulation. No matter how, when, or where we communicate, we usually
encounter modulation.

The historical background of the basic concepts underlying present-day
modulation theory deserves at least brief examination. Such a review can
be helpful in relation both to new engineering applications and to exten-
sions of the theory. Moreover, the historical background forms an inter-
esting introduction to the philosophy of modulation. On first reading,
however, it should be appreciated that, in this first chapter, technical terms
and concepts have been freely used in advance of their later definition and
development.

MEANING OF MODULATION

Before attempting a presentation of the historical background, let us
first consider another illustration of the meaning of modulation. Fig-
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2 MODULATION THEORY

ure 1-1 illustrates the application of the terms message and information to
a complete system of communication and shows the modulation process as
including all of the functions performed by the complete transmitter or
receiver. This represents an eztension of the customary definition of
modulation. Although the extended definition includes the older and
more familiar kinds of modulation, it is convenient to retain both the
customary and extended definitions, particularly since no question will
arise as to which usage is intended.

TRANSMITTER RECEIVER
MESSAGE TO BE TRANSMISSION MESSAGE
TRANSMITTED || MODULATION MEDIUM MODULATION DELIVERED

MESSAGE TO BE TRANSMITTED denotes a particular selec-
tion from among an aggregate of entities. An “entity”
is regarded as anything which can be distinguished.
The groups of entities which constitute possible selec-
tions from the aggregate and from among which a
sender is free to choose, are subject to general and
particular restrictions applicable to the occasion.

Each message has associated with it information
peculiar to itsclf, determined as to its nature by the
selection made by the sender, and as 1o its amount by
statistics relating to the number and sort of different
sclections available to the sender within the existing
restrictions. .

At the transmiting end MODULATION is defined as
the entire process whereby the message to be conveyed
is uniquely specified and unambiguously represented by
Information-bearing signals. Two steps are necessary

for efficient communication. First, use the most con.
cise specification to represent the desired message.
Second, use the optimal signal representation for
transmission over the medium.

The TRANSMISSION MEDIUM may require repeaters.
Provision for dropping and adding message channels;
arrangements for branching and interconnecting ‘sys-
tems; inter-system synchronization; alarms; telemeter-
ing; signaling; etc.: ilustrate the types of situations that
miy be encountered at some of the repeaters.

Likewise regarded as MODULATION is the entire proc.
ess at the receiving end whereby, in response to informa-
tion-bearing signals, the original message is produced in
the form desired and made available for delfivery as the
MESSAGE DELIVERED when and where it is wanted.

The over-all purpose is to deliver the message in
whatever form desired, when and where it is wanted.

Fic. 1-1 Complete communication system

In communicating a message by electric signals (Fig. 1-1), one of the
first steps is to represent the selected message by information-bearing
signals. Redundancy is avoided only if the representation constitutes the
most concise specification for uniquely distinguishing the selected message
from all others of the class considered. From the standpoint of best over-
all efficiency, the signal representation should be further transformed to an
optimal representation which takes into account the probability that the
signals will be disturbed by noise and other factors before reaching the
receiver. Once information-bearing signals are generated, they may be
moved about in frequency or otherwise altered by additional steps of modu-
lation preparatory to their transmission over the medium, or as a prelim-
inary step to multiplexing operations. Analogous examples of compound
steps of modulation may be encountered either at the repeaters or at the
receiving terminals,
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Sometimes, as implied by Fig. 1-1, the receiver is called upon to make
the information of the message available in some altogether different form
from either the information-bearing signals or the original message. This
is by no means unusual. For example, recording a received telephone
message on a disk record means that the information which was received
as an undulating electric signal is recorded and made available on the
record as a continuously varying displacement in space. As another ex-
ample, suppose the recipient be totally deaf. Then the receiver might
display the message information as visible speech (Ref. 1).*

HISTORICAL NOTE

Although not formulated with mathematical rigor, some of the funda-
mental concepts of interest here are almost as old as the electrical trans-
mission of telegraph messages. In particular, multiplexing by frequency
and time division appeared at a very early stage in the history of this devel-
opment. An early American invention by Moses B. Farmer, conceived in
1852 and patented in 1853, describes the transmission of & plurality of tele-
graph messages over a single line by the process of allocating independent
intervals of time to the transmission of each message. To accomplish this,
he utilized two rapidly revolving synchronous commutators, one at each
end of the line. This is an example of multiplexing messages by time
division.

Code transmission appeared even earlier and dates back to the first
telegraph message on record, which was transmitted over a 10-mile line
by Samuel F. B. Morse on January 24, 1838.

“In the latter part of the year 1832, Samuel F. B. Morse, an American artist,
while on a voyage from France to the United States, conceived the idea of the
electromagnetic telegraph. It was over ten years later, 1843 and 1844, that the
first experimental line between Washington and Baltimore was constructed. The
following year, 1845, telegraph lines began to be built over other routes.” P. C.
Hoerner, “The Artificial Line,” Bell Laboratories Record, New York, Vol. 1,
October, 1925, pp. 51-60.

“On May 24, 1844 Samuel F. B. Morse telegraphed from Washington to Balti-
more the historic sentence: ‘What hath God wrought?” This was not, however,
the first telegraph message on record. On January 24, 1838, at New York University
where he was a professor of Fine Arts, Morse exhibited his invention to a company
of invited guests. One of these wrote on a slip of paper, and Morse transmitted
over a ten-mile wire the sentence: ‘Attention, the Universe! By kingdoms, right
wheell” — a prophetic foreshadowing of the important part which electrical com-
munications were to play in bringing nations into better understanding and closer
cooperation.” Telephone Almanac, New York, 1924, p. 9.

* The references cited are listed at the end of each chapter according to the number
used in the text.
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However, Morse was not first in this field. Joseph Henry was the first
(1831 and 1832) to construct an electric telegraph using an electromagnet
as the receiving element and he demonstrated its operation over a line one
mile long. Henry’s telegraph included a battery, a line, and a receiving
device consisting of an electromagnet with a polarized armature so ar-
ranged as to strike a bell when reversals of current were sent. He was the
first to employ audible reception. First to formulate rules for working
over long lines, his use of an electromagnet for rapid signaling formed the
basis of later commercial telegraph development, ocean cable systems and
contained the principle of all telephone call bells.

Also, it is significant to note that representation of code characters by a
multi-unit code where each code character in turn is represented by a par-
ticular sequence of on-or-off pulses was proposed independently by Shil-
ling, Gauss and Weber, and Steinheil in the 1830's. A five-unit code was
used commercially by Whitehouse in 1853. Gauss and Weber employed
a single wire and a deflecting galvanometer to communicate with one an-
other and concluded that combinations of only five code elements were
sufficient for communication. Viewed theoretically, this, too, is an example
of time division because the five code elements constituting each code
character are multiplexed by time division.

Looking further, we find a time-division electric telegraph system that
goes back ten years earlier. This older system used a plurality of time-
division intervals, one for each letter. This was an improvement on the
use of a separate wire for each letter of the alphabet as proposed much
earlier (1758) by a Scot named Marshall and often considered the first
practical telegraphy scheme. Another synchronous telegraph arrangement
built by Ronalds in 1823 also deserves mention. At each end of a wire,
disks were revolved slowly in unison. Around the periphery of the disks
were the letters of the alphabet. When a particular letter appeared in an
aperture at the sending end, a key was closed and a spark at the receiver
illuminated the same letter there.

Lloyd Espenschied called the writer’s attention to another interesting
recognition of fundamentals, appearing in a book on multiplex telegraphy
published in 1885. This book was by A. E. von Granfeld and entitled
“Die Mehrfach-Telegraphic auf Einem Drahte.” In the Introduction and
also on pages 252 to 258, von Granfeld not only uses the terms time division
and frequency division, but also goes on to speculate as to the likelihood of
their having a common root in time.

Hardly a generation following the transmission of the first words by
telephone in 1875, it was demonstrated experimentally that speech mes-
sages could be multiplexed by time division. The over-all performance
was checked by demonstrating that simultaneous telephone conversations
could be separated without serious mutual interference or noticeable im-
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pairment in quality. Early attempts to exploit the invention commercially
were unsuccessful due to practical difficulties of instrumentation. The
problems of high-speed mechanical switching, employed as the time-divi-
sion means, were unsurmountable.

Apart from the requirements that time-division systems impose on the
medium, there is a basic question to be answered about the rate at which
each channel in turn is connected to the line. Namely, how fast do we
have to commutate for proper simultaneous communication. Today we
know from the sampling principle (Chap. 4) that for speech transmission
each voice-frequency channel should be connected momentarily to the line
at a rate in excess of twice the highest voice frequency to be transmitted.
At the turn of the century, it was thought that a rate equal to the highest
voice frequency was proper. This early conclusion was arrived at experi-
mentally. As we know today, the interpretation of the results was in
error because the frequency response of the telephone instruments used
was only half as high as assumed.

These experiments are described in an article by Mr. Willard M. Miner
in the Electrical World and Engineer, December 5, 1903, page 920. Miner
was associated with Lieutenant Jarvis Patten who previously had invented
a system of multiplex telegraphy. Miner acquired the patents and ap-
paratus of Patten several years prior to 1903 and undertook to apply this
apparatus to the development of a system of time division multiplex te-
lephony, but he found that Patten’s telegraph apparatus was commercially
inoperative telephonically.

Thereupon Miner devised new apparatus and using his new embodiments
found that switching rates corresponding to 1,000 to 2,000 samples per
second per channel would not answer the purpose for ordinary telephony,
but beyond 3,000 improved results were obtained which got markedly bet-
ter at 3,500 or 3,600, the best result being obtained at about 4,320 samples
per second per channel. Miner points out that the duration of contact
(duration of the sampling interval) is not important and in U. S. Patent
745,734 (December 1, 1903) calls such a switch a distributor or “sunflower.”
Although not affecting the quality of the direct transmission, the duration
of contact has an important bearing on interchannel crosstalk when the
band width of the system is limited as shown by Carson and also Bennett.
This is demonstrated in Carson’s memorandum of May 25, 1920 which
W. R. Bennett refers to on page 200 of his paper (Ref. 2) entitled “Time-
Division Multiplex Systems.”

What seems extraordinary in retrospect is the slow evolution of quanti-
tative expressions concerning the above-described concepts. Not until
1920 does there appear to have been mathematical proof of the sampling
principle as applied to communication. Then John R. Carson, in his un-
published memorandum, presented a mathematical treatment covering one
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special case of sampling. He also enumerated quantitative requirements
for a commutator-type of time-division system, including a discussion of
its signal-to-noise ratio and interchannel crosstalk as a function of the
band width and certain other parameters. In particular, Carson demon-
strated that, if a signal is sampled instantaneously at regular intervals and
at a rate slightly higher than twice the highest signal frequency, the samples
will contain all the information available in the original signal.

Time-division telephony was apparently set up experimentally at an
earlier date than frequency division. In 1914 R. A. Heising constructed
an experimental frequency-division system, providing two conversations
over a single circuit. But two inventions, the vacuum tube and the elec-
tric wave filter, were needed to make frequency division attractive com-
mercially in the fields where it subsequently found world-wide applications.
Moreover, not until very recently has time division shown possibilities of
challenging conventional methods in broad-band applications, especially
in the wire plant where frequency space is at a premium.

When in 1922 Carson disproved the claim that frequency modulation
could save some of the band width required by amplitude modulation, he
noted that all of the schemes devoted to this end involved a misconception.
Two years later the misconception was demonstrated rigorously by Ny-
quist (Ref. 3) when he showed that the number of telegraph signals per
unit of time which can be transmitted over any line is directly proportional
to line band width. A well-known practical application of this new prin-
ciple occurred in 1927, when Gray, Horton, and Mathes (Ref. 4) gave the
first comprehensive theoretical treatment of the relationship between band
width and quality of television images. In this discussion they formulated
the minimum band-width requirements for a high-definition television sys-
tem years in advance of its practical realization. Also Nyquist in 1928
(Ref. 5) extended and elaborated upon his earlier treatment of the theory
of telegraph transmission.

In 1928 Hartley (Ref. 6) generalized earlier results, and among his con-
clusions he stated: “The total amount of information which may be trans-
mitted over a system whose transmission is limited to frequencies lying in
a restricted range is proportional to the product of the frequency range
which it transmits by the time during which it is available for transmis-
sion.” Hartley’s treatment represented a first step in the direction of
measuring & message and the message-transmitting capacity of a system.
His philosophy found ready acceptance and recognition as a fundamental
concept of communication.

Before entering upon further theoretical discussion of some of the present-
day basic concepts of modulation theory, it seems worth while to outline
in more detail the particular results presented in the Nyquist and Hartley

papers. .
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SPEED OF SIGNALING

Nyquist (Refs. 3 and 5) set forth certain theoretical results pertaining
to telegraphy which are fundamental to the theory of the transmission of
information-bearing signals by wave propagation. Expressed in terms of
present-day nomenclature, these were that the required frequency band is
directly proportional to the signaling speed, and the minimum band re-
quired for unambiguous interpretation is substantially equal to half the
number of code elements per second. Furthermore, he showed that the
latter is substantially independent of the number of quantized values which
a particular code element can assume, provided the peak noise is less than
half a quantum step. Speed of signaling will be defined as the number of
code elements per second, and code element was defined as the contribution
to the impressed signal ascribed to a given time unit. Shapes of successive
code elements were postulated as usually the same, so that they differ only
by & magnitude factor. The number of possible magnitudes depends upon
the number of quantum steps. Reference should be made to Chapter 5
for exact definitions and discussion of these terms.

It could be reasoned that these results follow directly from the earlier
statement of the sampling theory advanced by John R. Carson, noting in
the telegraph case that the information is quantized. Moreover, by ex-
tending this reasoning, it would have been possible to deduce a generalized
relationship between band width and signal-to-noise ratio. In fact, Ny-
quist did consider briefly the effect of noise, imperfections, and interference
in limiting the amount of information that could be transmitted and, con-
versely, also pointed out that in a quantized system there is no object in
reducing interference beyond the point where the signal can be deciphered
with certainty and ease.

Nyquist also reviewed the dual aspect of the transmitted wave, both as
a function of frequency, requiring the so-called steady-state method of
treatment, and as a function of time requiring the so-called method of
transients. He showed that in principle either method may be used to
evaluate the response and behavior of a system.

Nyquist considered the optimum choice of code types to transmit maxi-
mum information with a given number of signal elements. Also, he sug-
gested signal shaping to permit maximum speed of code transmission with-
out undue interference. Starting with an assumption that the sum of
noise and other interference approaches but is less than half a quantum
step, he demonstrated that the measure of the amount of information
transmitted per second is approximately proportional to: the logarithm of
the number of values a code element may assume times the number of
code elements constituting a code character times the number of code
characters per second.
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NYQUIST INTERVAL

If the essential frequency range is limited to B cycles per second, 2B was
given by Nyquist as the maximum number of code elements per second
that could be unambiguously resolved, assuming the peak interference is
less than half a quantum step. This rate is generally referred to as sig-
naling at the Nyquist rate and 1/2B has been termed a Nyquist interval.
The full significance and importance of this interval are brought out in
most of the chapters to follow, particularly Chapters 6 and 7.

HARTLEY'S EXPRESSION FOR INFORMATION CAPACITY

Hartley (Ref. 6) stated that the amount of information that can be
transmitted is proportional to the product of the width of the frequency
range and the time it is available. This principle is true if carefully in-
terpreted, but it should be kept in mind that certain assumptions are
implied and some factors have been neglected. In particular, it should
be appreciated that in engineering applications it would not be economi-
cally practical to make use of the full physical possibilities of a system.

The foregoing relation about information capacity refers to forms of
communication which are carried on by means of magnitude-tzme functions.
In certain instances it has provided a ready means of checking whether
claims for a complicated system lie within the range of physical possibility.

In the case of a disk phonographic record, the information is in the form
of a magnitude-space function. In picture transmission, the information
transmitted existed originally as a magnitude-space function. The analog
of frequency in the alternating space wave is the number of complete cycles
or waves executed in unit distance, and this is the reciprocal of its wave
length. This reciprocal Hartley designated as ‘“‘wave number.” Conse-
quently, the information transmitted is measured by the product of fre-
quency-range by time when it is in electrical form and by the product of
wave-number-range by distance when it is in graphic form. Hartley
demonstrated that when a record is converted into an electric current, or
vice versa, the corresponding products for the two are equal regardless of
the velocity of reproduction. Similarly, if a picture is enlarged without
changing its detail or fineness of intensity discrimination, the product of
wave-number-range by distance remains unchanged.

To illustrate the application of the principle to television, Hartley con-
sidered the evaluation of the band width necessary to maintain a constant
view of the distant scene. By obtaining the product of the wave-number-
range by the distance exactly as for a still picture, one need only to multiply
by the number of images per second to obtain the total band width for
continuous viewing. Hartley points out that the duration of the interval
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necessary to prevent flicker is an important factor, that the tendency to
flicker is a property of the particular method of transmission, and perhaps
the total frequency range required would be less for a system more like
that of direct vision.

Hartley’s paper (pages 542 to 545) includes six additional principles that
are significant and concepts that are fundamental to recent further exten-
sions of the general theory of communication. Information content is
equated to the total number of code elements multiplied by the logarithm
of the number of possible values a code element may assume. Moreover,
it is pointed out that the information content is independent of how the
code elements are grouped. The concept of quantization is introduced
along with the suggestion that, by quantizing, the continuous magnitude-
time function used in ordinary telephony may be transmitted by a succes-
sion of code symbols such as are employed in telegraphy. Although the
resulting quantized voice wave is an approximation to the original voice
wave, it can be made, in theory, to approach the original as closely as
desired by reducing the size of the quantum steps. The criterion for suc-
cessful transmission is that in no case shall the interference exceed half a
step. Especially significant is the additional statement that, to obtain
the maximum rate of transmission of information, the signal elements
need to be spaced uniformly.

CONTEMPORANEOUS DEVELOPMENTS

Recent pulse systems and other applications of new methods of modu-
lation emphasize that we are extending our basic concepts of communica-
tion theory. As indicated by the preceding discussion, important papers
by Nyquist and Hartley discussed certain basic principles and presented
the underlying philosophy of communication theory. Building on this
foundation, Shannon (Refs. 7 to9) has developed a more general theory by
extending the earlier concepts to include new factors, such as the regions
of uncertainty due to noise, the savings possible due to the statistical struc-
ture of the original message, and the savings possible due to the final des-
tination of the message. Related contributions and original ideas have
been developed by Wiener (Ref. 10).

Radical advances and outstanding practical applications of new systems
of modulation (Refs. 11 to 15) have been reported which are the direct result
of the clearer understanding and new points of view that the extended
theory of communication affords. It is recognized that these develop-
ments open up a new unexplored field, and so it is not surprising to find
that considerable interest is being shown (Refs. 16 to 20) in the applications,
implications, and significance of the extended theory as well as in the pos-
sibility of further theoretical and practical advance.
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CHAPTER 2

WHY MODULATE?

Practical reasons for modulating stem from the necessity of preparing
the message for transmission over the medium and preparing the received
signals for their destination. For these same reasons, modulation may be
used at repeaters and at branching points to interconnect systems and to
facilitate dropping and adding channels. Additional special reasons for
modulating arise in the numerous applications of electronics in many di-
verse fields.

TO PREPARE THE MESSAGE FOR TRANSMISSION

At the transmitting end, the selected message is rarely produced in a
form suitable for direct transmission over the medium. It usually con-
tains redundant information and hence can be shortened by taking ad-
vantage of its statistical structure. Moreover, the form is not likely to
be most appropriate for all the conditions of delivery, including when,
where, and how delivery is desired. It is not uncommon, therefore, to
encounter a modulation process at the sending end. A minimum require-
ment is to convert the message that is to be transmitted into a form suitable
for propagation over the transmitting medium. In the following para-
graphs, several examples will be cited where modulation prepares the mes-
sage for transmission.

To Multiplex Channels

Modulation permits multiplex transmission over a common medium.
Two common methods, which are illustrated by Fig. 2-1, are time division
and frequency division.

Time division is the process of propagating a plurality of information-
bearing signals over a common medium, allocating a different time interval
for the transmission of each signal. When channels are multiplexed by
time division, each channel utilizes the entire frequency spectrum occupied
by the system and modulation is used to produce the desired amplitude
and phase relations that are essential to the process.

Frequency division is the process of propagating two or more information-
bearing signals over a common path by using a different frequency band

11
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for the transmission of each signal. A good example is single-sideband
modulation,* one of the older systems of modulation of widespread appli-
cation. Single-sideband modulation translates the spectrum of the mod-
ulating wave in frequency by a specified amount, either with or without
inversion. Thus, different channels can be translated to occupy different

* In 1925 the Morris Liebmann Prize was awarded to John R. Carson by the Institute
of Radio Engineers for his discovery of the “single-sideband” method of carrier trans-
mission by wire and radio.
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frequency bands which clearly permits multiplexing channels by frequency
division. Familiar examples are modern carrier systems.

To Shift Frequencies to Their Assigned Location

Modulation permits changing the frequencies of the information-bearing
signals so that they fall in the particular band allocated or desired for pur-
poses of propagation. For systems transmitting electric signals, the
medium might be free space and the path of the transmission might be
the path followed by a radiated beam or by guided transmission along an
open-wire line. For many applications, however, it is preferable that the
path be completely confined as in a coaxial cable or wave guide. In any
event, if along the route the propagation characteristics are altered as, for
example, by transferring from an open-wire line to cable, modulation again
permits changing the frequencies as required.

To Increase Band-Width Occupancy and Transmitted Power

In_translating the frequencies of the information-bearing signals, the
modulation process may intentionally increase the frequency-space occu-
pancy and increase the power, all for the purpose of simplifying the instru-
mentation. Amplitude modulation, widely used in radio broadcasting,
affords a familiar example of the latter. High power is transmitted to
permit simplification of the home receiver. High power is also emphasized
in certain radar applications, and maximum pulse power and extreme range
are often obtained by directly modulating the oscillator.

To Increase Frequencies for Ease in Radiation

Radio. If energy is to be radiated, the wave lengths corresponding to
the radiated frequencies should be sufficiently short to permit the design
of reasonably small and efficient radiators. To accomplish this, the in-
formation-bearing signals are often modulated up to high radio frequencies.

Voice Transmission Over an Air Path. Nature deals with an acoustic
radiation problem in speech transmission in a similar fashion. This is
doubly fortunate because the modulating wave is too low in frequency to
be heard effectively by the human ear. The waves upon which modula-
tions are imposed include buzz-like tones, generated by oscillation of the
vocal cords, and hiss-like sounds that result when breath is forced past
teeth or lips. The former are called “voiced” sounds and the latter,
“unvoiced.” These carriers are modulated by changes in tension of the
vocal cords and changes in shape of the mouth cavities. Such changes
are a result of muscular actions that occur at rates of the order of 10 cycles
per second. In final speech the effects of modulation are evident in such
things as the syllabic structure and frequency shifts that we recognize as
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inflections. Thus, information-bearing signals, at a low frequency of sev-
eral cycles a second, are modulated upon much higher audio frequencies
and these become the sounds of speech we hear.

To Balance Band-Width Occupancy and Sensitivity to Noise

At the transmitting end, preferably after the minimum specification
necessary to represent the desired message has been determined, modula-
tion may be used for the further purpose of either increasing or decreasing
the band width of the spectrum of the information-bearing signals so as to
obtain an economic balance between band-width occupancy and sensitivity
to noise, interference, and other imperfections either of the transmission
medium or other parts of the system. It is possible by an appropriate
modulation process to trade extra band width for improvement in other
system characteristics. One of the early and most widely used systems
for capitalizing on the advantage of this exchange is the frequency-modula-
tion system (Ref. 1)* proposed by Major Edwin H. Armstrong. The
effectiveness of the process depends upon the peak value of the interference
being less than the peak signal. Although frequency modulation is a well-
known example, some of the more recent systems, for example, pulse-code
modulation, afford possibilities of even more striking improvements.

To Translate Frequencies for Ease in Meeting Transmission Requirements

As might be expected, various situations are encountered in which, by
shifting the frequency band occupied by the transmitted signals, it becomes
easier to meet the over-all transmission requirements. For example, many
types of messages (high-quality music, video television signals, et cetera)
originally occupy many octaves of frequency. Transformers and equaliz-
ers designed to compensate for the delay distortion and attenuation char-
acteristics of open-wire lines and cable pairs represent examples in which
the complexity tends to be directly proportional to the number of octaves.
Consequently, by translating the frequency band upwards by a modulating
process, the range of frequencies considered in terms of octaves is reduced
with the result that it becomes easier to satisfy the over-all transmission
requirements of the system.

Another example appears in cable carrier systems. Over the frequency
range used by existing types of cable carrier systems, the variation in at-
tenuation is approximately proportional to frequency. Modulation at
each repeater point by a method that inverts or pivots the transmitted
band about its mid-point tends to equalize the loss over the signal band.
The transmission loss of an even number of like spans is made substantially

* The references cited are listed at the end of each chapter according to the number
used in the text.
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independent of frequency, thereby permitting longer repeater spans and a
great simplification of equalization and regulation.

TO TRANSLATE SIGNALS FROM ONE MEDIUM TO ANOTHER

To translate information-bearing signals from one medium to another is
an additional reason for modulating. Clearly, this involves modifying
conditions in the new medium according to those existing in the originating
medium. In fact, the use of devices in which modulation changed the sig-
nal medium actually preceded (Ref. 2) the widespread and presently better-
known use of modulation for the purpose of shifting signals from one
location to another in the electrical frequency spectrum. In the para-
graphs to follow, several examples will be mentioned.

Ordinary Telephony by Voice-Frequency Methods

In ordinary telephony by voice-frequency methods, the fluctuating
sound intensities produced by the spoken word are usually regarded as the
information-bearing signals to be conveyed. Each word or sound, if it is
to carry information, must necessarily occupy a nonzero band of fre-
quencies. Moreover, it will have its own aurally recognizable amplitude
versus frequency and time pattern. This pattern contains the information
which all ordinary voice-communication systems are called upon to trans-
port. When received and detected by the human hearing mechanism,
experience shows that satisfactory speech requires a band from about a
hundred cycles per second to several thousand cycles per second.

ACOUSTIC MODULATOR ELECTRIC ENERGY DEMODULATOR ACOUSTIC
ENERGY "ENERGY

NViK HE
é/\/\/

Fra. 2-2 Voice-frequency telephone circuit

VAVAVA

-

In ordinary speech, we modulate sound energy as we talk. In telephony
(Fig. 2-2), modulated sound signals impinge upon a telephone transmitter
and produce modulated electric signals. In this process, the voice waves
falling on the diaphragm of the telephone transmitter change the resistance
of carbon particles through which unidirectional current is transmitted.
Thus, the telephone transmitter acts as a converter or modulator. An
ideal transmitter or microphone would change the fluctuating sound in-
tensities to electric waves of identical frequencies, identical phases, and
proportional amplitudes. When a signal modulates direct current, as
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previously described, the modulated electric signal in the output of the
transmitter may be regarded as a single sideband of an amplitude-modu-
lated carrier wave of zero frequency.

At the receiving end, after propagation over the line, demodulation in
the telephone receiver results in changing the signals back to pressure waves
in the air.

Radiant Beam Telephone

There is another example in the early experiments of Alexander Graham
Bell. Some three years after he transmitted the first complete sentence of
speech over wires on March 10, 1876, he experimented with the modulation
of visiblelight. During these experiments he talked over a sharply focussed
beam of light, giving the world its first radiant beam telephone. As in the
previous example, modulation served to translate signals from one medium
to another.

Telegraphy, Teletypewriter Systems, Facsimile, Telautograph, Tele-
photography, and Television

Other examples are available in telegraphy and teletypewriter systems.
If we regard the mechanical operation of telegraph instruments and tele-
typewriter keys as messages, these are translated into electric signals by
direct modulation. In television, telephotography, facsimile, and some
telautograph systems, the original message to be conveyed is in the form
of light signals. It is disposed in space-time for the television case and in
space for picture, facsimile, and telautograph systems. The light signals
are converted by modulation to electric signals of much lower frequency.
At the receiving end, the equivalent of an inverse operation also represents
a step of modulation which sometimes is termed “demodulation’; and, in
all of the examples cited, this results in changing the signals back to the
original medium.

TO PREPARE THE RECEIVED SIGNALS FOR THEIR
DESTINATION

No physical communication link is noise-free. Consequently, the in-
coming signals will always be accompanied by unwanted but ever-present
noise. One design objective is accurate interpretation of incoming signals
in the presence of noise. In order to interpret this information under such
adverse conditions, the receiver may utilize certain additional knowledge
which need not be transmitted. For example, the kind of system is usu-
ally known and something is known about the type of message to be con-
veyed, such as whether it is a television message or an ordinary telephone
message. In an efficient system of communication, the receiver makes
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full use of all such pertinent knowledge which, once conveyed, does not
reappear in each message. Thus, in an efficient system, the receiver and
transmitter conspire to conserve band width and signal power. In any
event, modulation is usually required in the receiver in order to make
either the original message, or information pertaining to the original mes-
sage, available in the form desired and for delivery when and where the
message is wanted.

TO CONVEY MESSAGES FROM ONE POINT IN SPACE-TIME
TO ANOTHER

In previous examples, emphasis has all been upon the transmission of
the message from one point in space to another at substantially the same
time. Of course, delivery of the message was delayed unavoidably by the
time of transmission over the medium and by additional intrinsic delays
introduced by instrumentation. It is equally important, however, to be
able to accept a message at one time and deliver it at another time later.
Among the earliest systems of communication were those wherein informa-
tion was impressed upon either a stone tablet or a sheet of parchment.
This was done often for the purpose of conveying messages to descendants
or others at some future time. Here we have an example of a system
capable of transporting information from one point in space-time to an-
other. A much more modern equivalent of the ancient method is provided
by automatic recording and playback. Automatic means for recording
and playing back signals may be utilized to provide delay. Signal delay
may be thought of as the introduction of phase shift in amounts directly
proportional to frequency of signal components and to delay duration.

Arrangements for the storage and delivery of signals are widely used in
the newer types of modulation systems. Thus used, they may be called
upon to satisfy a variety of requirements concerning storage capacity,
permissible number of playbacks, permanence of-the record, ability to
add, remove, erase or transfer portions of the recorded information, ability
to play back at different speeds, et cetera. Exact requirements may vary
considerably in different applications.

Modulation plays an important part in recording and playing back.
For example, one way to record a voice pattern is on a phonograph disk
where the significant ups and downs in air pressure are neatly carved upon
the disk surface. In this instance, the recorded voice signals vary as a
function of their position in space. They have been converted from a
magnitude-time function to a magnitude-space function. The conversion
is the result of modulation and, in this instance, the recorded information
signals are distributed in space in direct relation to their original position
in time,
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CHAPTER 3

KINDS OF MODULATION

Many kinds of modulation are possible, but a characteristic common to
all involves change. To get the message through, something about the
incoming signal at the receiving end has to change, and change in
a way that the receiver cannot predict. Thus, in many systems of
modulation the procedure is to cause the message wave to change some
parameter of the carrier. However, it has been appreciated that the
modulated wave will be deformed by transmission over a noisy channel.
Accordingly, it is not surprising to find that, in the more recent kinds of
modulation, the modulating wave is caused to change the carrier in such a
way that the modulated wave will be less susceptible to noise, interference,
and distortion. This is accomplished by utilizing a wave form such that
the unpredictable perturbations which cannot be avoided will affect, to a
considerable extent, only characteristics that the receiver chooses to ignore.
Systems of code modulation are even more effective: first, because the
message is quantized and, second, because the coding process affords a
convenient opportunity for a more elaborate processing of the message.

AMPLITUDE MODULATION

The familiar definitions of amplitude modulation (and also angle modu-
lation) require three concepts: namely, modulated wave, modulating wave,
and carrier. First, a modulated wave is defined as a wave, some parameter
of which varies in accordance with the value of the modulating wave.
Second, modulating wave is defined as a wave which carries the specification
of the message and varies the parameter of the wave that is modulated.
Third, the wave to which modulation is subsequently applied is known as
the carrier.

Amplitude modulation (AM) is modulation in which the amplitude of a
wave is the parameter subject to variation.

Amplitude Modulation of a Sinusoidal Carrier

As implied by the three examples depicted in Fig. 3-1, it is not necessary
to transmit the carrier continuously. Amplitude modulation of a sinus-
oidal carrier, which is further illustrated by Fig. 3-2, is one of the oldest
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and most familiar systems of modulation. Thus, if 4. cos (2xft + &) is
the sinusoidal carrier where A, is the amplitude, f. the frequency, and &.
the phase of the carrier, and if V(¢) is the modulating wave, then

A [l + kEV(8)] cos 2rft 1 &) 3-1)

is the resulting modulated wave. In Chapter 9, this wave will be shown
to be composed of the transmitted sinusoidal carrier which conveys no
information and of the familiar (Ref. 1)* upper and lower sidebands which
convey identical and, therefore, mutually redundant information. In
(3-1), the greatest absolute value of kV () multiplied by 100 is referred to

* The references cited are listed at the end of each chapter according to the number
used in the text.
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as the percentage modulation, that is, the modulation factor expressed in
per cent. If [kV(f)] > 1, the sinusoidal carrier is said to be over-modu-
lated. An example of over modulation is displayed in Fig. 3-3.
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Fia. 3-3 Amplitude modulation of a sine-wave carrier by a sine-wave signal: over-
modulation, 100 per cent modulation, and 50 per cent modulation

In an amplitude-modulation system, the spectra of Fig. 3—4 further
illustrate that it is not necessary to transmit the carrier in order to convey
the information of the message and, moreover, for many purposes, it is
sufficient to transmit only a single sideband. Systems that take advantage
of this fact, without regard to whether the carrier is transmitted or sup-
pressed, such as single-sideband modulation (Refs. 2 and 3) and vestigial-
sideband modulation (Refs. 4 to 6), will be regarded as examples of ampii-
tude modulation. Vestigial sideband is a term that was suggested by
Nyquist, and the requirements for this method of transmission are dis-
cussed in Appendix 5 of Reference 4. The amplitude and phase require-
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ments to be satisfied in a time-division system using vestigial-sideband
modulation are considered by Bennett in Reference 5 on pages 212-214.
The filter requirements for vestigial-sideband transmission are presented
by Bode in Reference 6 on pages 333-334.

There are several forms of modulation that are not strictly amplitude
modulation but are 8o closely related to it that they are usually classified
as special cases of amplitude modulation. Single sideband is one of
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these. Although this is amplitude modulation in which the carrier and
one sideband have been eliminated from the modulated wave, it is com-
monly referred to as single-sideband modulation. It seems reasonable to
follow this practice even though it is recognized that the practice seems
unscientific. A similar convention, open to a similar objection, will be
followed in speaking of vestigial-sideband modulation.

Single-Sideband Modulation

In single-sideband modulation, as demonstrated and elaborated upon in
Chapters 9 and 11, the frequency spectrum of the modulating wave is
translated in frequency by a specified amount either with or without in-
version. These translations are illustrated by the amplitude-frequency
and phase-frequency spectra depicted by Fig. 3—4. For example, in the
case of an amplitude-modulated sine wave, the spectrum of the upper side-
band (C + V) is the spectrum of the modulating wave (voice or other
information-bearing signals) displaced without inversion by an amount
equal to the carrier frequency. On the other hand, the spectrum of the
lower sideband (C — V) is the spectrum of the modulating wave also dis-
placed by an amount equal to the carrier frequency but with inversion.
That is, a zero-frequency component of the modulating wave corresponds
to the carrier, and any other frequency component of the modulating wave
appears at a frequency lower than the carrier by a frequency difference
equal to the frequency component of the modulating wave.

Vestigial-Sideband Modulation

Vestigial-sideband systems transmit one sideband and a portion of the
other sideband which lies adjacent to the carrier frequency. In attempt-
ing to produce a single-sideband system, if the signals constituting the
modulating wave contain significant frequencies down to and including zero
frequency, then in the neighborhood of the carrier frequency, it becomes
impossible (because of physical limitations on obtainable filter character-
istics) to separate the two sidebands. In vestigial-sideband systems,
residual portions of both the wanted and unwanted sidebands are trans-
mitted in such proportions that the required filters can be physically realized
and the desired final output can be obtained. Thus, vestigial-sideband
systems are like single-sideband systems, except in a restricted region
around the carrier frequency.

USAGE OF THE TERMS “SINUSOIDAL WAVE” AND
“SINE WAVE”

Either sinusoidal wave or sine wave will be used in place of the older
phrase “harmonic function” to signify any function that can be expressed
as the sine of a linear function of independent variables which constitutes
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its argument. The term “harmonic” will be used to mean a harmonic of
the fundamental frequency of any periodic wave. For example, if sin z
represents a wave the fundamental frequency of which is proportional to
z, sin 2z would be referred to as the second harmonic.

EXTENSION OF THE MEANING OF AMPLITUDE

At this point it is worth noting that the term amplitude modulation im-
plies that we have extended the original meaning and definition of ampli-
tude to include the concept of instantaneous amplitude. First, we recall
that amplitude and value (instantaneous value) are not synonymous. In
fact, for many years amplitude has been used to express the crest value of
a simple harmonic function or, more generally, any parameter that when
changed merely represents a change in scale factor. Accordingly, in
A cos (wt + @), A is the original meaning and definition of the amplitude
of this simple harmonic function which is a cosine wave.

Thus, in our terminology, the harmonic function A, cos (w.t + ®.) will
be referred to indiscriminately either as a sinusoidal wave or as a sine wave.
However, when the sine-wave carrier is amplitude-modulated, we replace
A. by a function of time, namely, A.[1 + kV(¢)], and by so doing have
departed from the original meaning of amplitude as applied to a sine wave.
Although A.[1 4+ kV(£)] varies with time and we are concerned with its
instantaneous value, nonetheless we will continue to speak of it as the
amplitude.

ANGLE MODULATION

Angle modulation is modulation in which the angle of a sinusoidal carrier
is the parameter subject to variation. If we write the expression for the
sinusoidal carrier as A. sin (wt + &), the whole argument of the sine func-
tion is defined as the angle. Phase and frequency modulation, depicted
in Figs. 3-5 and 3-6, are particular forms of angle modulation (Ref. 7).

Phase deviation, frequency deviation, and modulation index are terms
often used in descriptions of systems of angle modulation, and the defini-
tions given follow the Institute of Radio Engineers standards on modulation
systems. Phase deviation is the peak difference between the instantaneous
angle of the modulated wave and the angle of the carrier. Frequency devia-
tion is the peak difference between the instantaneous frequency of the
modulated wave and the carrier frequency. Modulation index is the ratio
of the frequency deviation to the frequency of the modulating sine wave.

Phase Modulation

Phase modulation (PM) is angle modulation in which the angle of a
sinusoidal carrier is caused to depart from the carrier angle by an amount
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proportional to the instantaneous value of the modulating wave. If
A cos 2nfd4 + ®) is the sinusoidal carrier and V() the modulating wave,
then

A, cos 2xf.t + & + KV(I)] (3-2)

is the resulting phase-modulated wave.

Frequency Modulation

Frequency modulation (FM) is angle modulation in which the instan-
taneous frequency of a sinusoidal carrier is caused to depart from the
carrier frequency by an amount proportional to the instantaneous value
of the modulating wave. Here, it should be noted, we will find it neces-
sary to extend our definition of frequency. Mathematically the term
“frequency’’ applies, strictly speaking, only to infinite wave trains, and
the phrase “changing frequency” presents a contradiction in terms. In
this connection, Carson introduced in 1922 the concept of generalized fre-
quency (Ref. 8), which in 1937 he extended (Ref. 9) with Fry under the
name instantaneous frequency. Instantaneous frequency is the time rate of
change of the angle of a sine function the argument of which is a function
of time. If the angle is measured in radians and the time in seconds, the
frequency in cycles per second is the time rate of change of the angle divided
by 2x. If A, cos (2nft + ®.) is the sinusoidal carrier and V(¢) the modu-
lating wave, then

iy [21rfct + K, f Vo d+ <1>c] (3-3)

is the resulting frequency-modulated wave. The reason for omitting the
lower limit of the definite integral and its interpretation are discussed in
Chapter 12.

PM AND FM ARE NOT ESSENTIALLY DIFFERENT

There has in the past been considerable discussion concerning the essen-
tial difference, if any, between phase modulation and frequency modula-
tion. Consequently, it seems worth while at this point to spend some time
analyzing the two.

It should be noted that when we apply our definition

(angular frequency) = (% (angle)
to (3-3), we get

d%[?rfct + K f V) dt+ @] = o+ KV (3-4)
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Treating (3-2) similarly, that is, differentiating its argument with
respect to time,

%I:%fct + o+ KV(t)] — o, + KV'(). (3-5)

From (3-4) we conclude: in a frequency-modulation system, the devia-
tion [K,V(f)] of the instantaneous frequency from its unmodulated value
is proportional to the magnitude of the modulating wave but is independent
of its frequency.

From (3-5) we conclude: in a phase-modulation system the deviation

[K dit V(t):l of the instantaneous frequency from its unmodulated value is

proportional to the magnitude of the derivative of the modulating wave.

This illustrates that, although phase modulation and frequency modula-
tion are particular forms of angle modulation, nevertheless they are not
essentially different. In fact, PM and FM are inseparable in the sense
that any variation of the phase of a sinusoidal carrier is accompanied by a
frequency variation and, similarly, any frequency change necessarily in-
volves a phase change. Thus, the terms “phase modulation” and “fre-
quency modulation” merely indicate which parameter is made proportional
to the modulating wave and represent two cases of the same type of modu-
lation.

Although both names were very often used in the past as if to represent
different systems, and although current practice still employs both terms,
it should be noted that in recent years frequency modulation has also
come to connote angle modulation. Clearly, the lack of any essential
difference between phase and frequency modulation may be traced to the
equivalence of angular frequency and time-rate of change of phase.

The close relationship between phase and frequency modulation may
also be illustrated by physical examples. If an equalizer having an output
wave form that is directly proportional to the time integral of its input
wave form precedes a phase modulator, the combination is a frequency
modulator. If such an equalizer follows a frequency detector, the com-
bination is a phase detector. Similarly, a differentiating network followed
by a frequency modulator is equivalent to a phase modulator, and like-
wise a phase demodulator followed by a differentiator is equivalent to a
frequency demodulator. (A differentiator is a network which multiplies
each frequency component of the signal by iw and an integrator is one which
divides by iw.)

In fact, the outputs of most FM broadcast transmitters vary across the
program frequency band from almost pure phase modulation to almost
pure frequency modulation, and in between is a mixture of both. This
result is obtained by a pre-equalizer and is commonly referred to as pre-
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emphasis. The inverse operation, usually performed by a network at the
receiver, is known as de-emphasis and restores the pre-emphasized fre-
quency spectrum to its original form.

PULSE MODULATION

Pulse-modulation systems sometimes use a high ratio of peak to average
power for more efficient operation of the transmitter, and in these instances
the pulses are separated in time one from another and show little tendency
to overlap. Alternatively, however, the pulses, without losing their theo-
retical identity, may overlap to such an extent that the resultant array is
a continuous wave. In either instance, for all practical purposes, the power
associated with a particular pulse differs essentially from zero only over a
limited interval; and within the limited interval there is no nonzero sub-
interval in which it is continuously zero. Information is conveyed by
modulating some parameter of the transmitted pulses, for example, by
varying the amplitude, duration, exact position in time, or shape of the
pulse. If a system represents a continuously varying modulating wave
by discrete signals (code symbols), the process is known as pulse-code
modulation, and systems of this kind will be treated separately.

Pulse-modulation and pulse-code-modulation terminology has not been
standardized except to a degree, and many of the terms already in use are
redundant. For example, one encounters various names such as pulse-
amplitude modulation, pulse-duration modulation, pulse-length modula-
tion, pulse-width modulation, pulse-position modulation, pulse-time modu-
lation, pulse-frequency modulation, pulse-number modulation, pulse-epoch
modulation, pulse-bracket modulation, pulse-code modulation, pulse-maze
modulation, et cetera. Figure 3-7 illustrates three types.

Meaning of Pulse Carrier

In pulse-modulation systems, the unmodulated carrier is usually a series
of regularly recurrent pulses. Each pulse is characterized by the rise and
decay in time or space, or both, of a quantity the value of which is normally
constant. In this sense, we choose not to regard a radio-frequency pulse
as a pulse but instead to view it as the result of modulation where the
modulating wave is a pulse. For example, a spurt from a radio-frequency
oscillator would be regarded essentially as the sidebands of a radio-fre-
quency sinusoidal carrier, amplitude-modulated by a pulse. Our pulse
carrier, therefore, might be described as a series of d-c pulses having a wave
form that depends upon the pulse repetition rate and upon the band width
and response of the system.

Pulse-Amplitude Modulation

In pulse-amplitude modulation (PAM) the amplitude of a pulse carrier
is varied in accordance with the value of the modulating wave as depicted
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in Fig. 8-7. It is sometimes convenient to regard PAM as simultaneous
amplitude modulation of all of the Fourier components of the pulse carrier.
More often, it is convenient to look upon PAM as modulation in which the
value of each instantaneous sample of the modulating wave is caused to
modulate the amplitude of a pulse. This point of view will be elaborated
upon in Chapters 15 and 16; it stems from the sampling principle (Chap. 4)
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which specifies the least number of values per second necessary to determine
uniquely the value of the sampled wave at all times. Thus, although the
modulating wave is assumed to be arbitrary (except that the frequency
range it occupies is essentially limited) and takes on an infinite number of
different values during any nonzero interval of time, nevertheless it can
be reproduced exactly from a knowledge of its samples, provided the
number of instantaneous samples per second exceeds twice its significant
band-width occupancy in cycles per second. Simple commutator types
of time-division systems afford examples of PAM (Refs. 5 and 7 to
11). Reference 5 is a fundamental and very complete discussion by
W. R. Bennett. As applied to telephony, Willard M. Miner (Ref. 10) in
1903 patented a commutator-type of time-division system.

Pulse-Time Modulation

Pulse-time modulation (PTM) is modulation in which the values of in-
stantaneous samples of the modulating wave are caused to vary the time
of occurrence of some parameter of a pulse carrier. Pulse-duration modu-
lation and pulse-position modulation are particular forms of pulse-time
modulation.

Pulse-Duration Modulation. Sometimes designated pulse-length modu-
lation or pulse-width modulation, pulse-duration modulation, PDM (Refs. 11
to 14), is modulation of a pulse carrier in which the value of each instan-
taneous sample of a modulating wave is caused to vary the duration of a
particular pulse (Fig. 3-7). The modulating wave may vary the time
of occurrence of the leading edge, the trailing edge, or both edges of the
pulse.

Pulse-Position Modulation. In pulse-position modulation, PPM (Refs.
15 to 17), the value of each instantaneous sample of a modulating wave is
caused to vary the position in time of a pulse relative to its unmodulated
time of occurrence (Fig. 3-7).

Characteristic Properties

The different pulse-modulation systems have different characteristic
properties which are described in more detail in Chapters 15 to 18. Ease
of multiplexing channels and, for PTM, valuable noise-reducing properties
are outstanding characteristics.

Each of the systems, PAM, PDM, and PPM, readily permits multi-
plexing channels by time division. For example, application of the
sampling principle permits the reduction of a continuous voice-frequency
speech signal to about 8,000 discrete samples per second, and the informa-
tion of each sample is carried by a modulated pulse. Consequently, if the
pulses are short so that a single pulse can be sent in a small fraction of the
125-microsecond (1/8,000-second) interval between the successive pulses
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associated with a particular channel, the clear time may be occupied by
other pulses from other voice channels, thus permitting multiplex opera-
tion with many channels.

Like FM, PTM has the property that, by using extra band width, some
of the over-all performance characteristics of a PTM system can be im-
proved, provided the peak interference is less than the peak signal. A
feature of PPM is that, for fixed average power out of the transmitter, the
peak power can be increased as the pulse duration is reduced. This is in
contrast to conventional FM where, over a path of specified attenuation,
the requirement that the peak interference be less than the peak signal
represents a limitation on the signal-to-noise improvement obtainable with
a given amount of average transmitter power.

Like AM, PAM theoretically is not helped by the use of wider frequency
bands. With a fixed average transmitter power and noise that has a
uniform power density spectrum over the acceptance band but is random
in phase, a greater frequency range theoretically affords no improvement
in signal-to-noise ratio. At the same time, it need not cause degradation.

PULSE-CODE MODULATION

Pulse-code modulation, PCM (Refs. 18 to 24), is a radically new type of
pulse system and represents a major contribution to the communications
art. As in the earlier pulse systems (Fig. 3-8), each modulating wave is
sampled periodically at a rate somewhat in excess of twice its highest fre-
quency component. Unlike the continuously variable samples used in
PAM, PDM, and PPM, in PCM the samples are quantized (Chap. 5) into
discrete steps. The individual steps may be alike, or in logarithmic rela-
tion, or they may vary otherwise, depending upon the characteristic
properties of the modulating wave.

In addition, each quantized sample is assigned a particular code pattern,
the code pattern assigned being uniquely related to the magnitude of the
quantized sample. This gives rise to various possible patterns of coded
pulses. For example, if amplitude is the parameter quantized, there may
be: patterns of on-or-off pulses; or patterns of three-value code elements,
namely, values of +8, O, and —8, as in the familiar case of submarine
cable telegraphy; or, in general, patterns of N code elements, in which each
code element will assume one of ¢ distinct amplitude values. At the re-
ceiving end, each code pattern is identified, decoded, and caused to produce
a voltage proportional to the original quantized sample. From a succes-
sion of such samples, the original wave is approximated. By making each
quantum step sufficiently small, theoretically the original wave may be
approximated as closely as desired.

Pulse-code modulation has two outstanding properties: first, it affords
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marked freedom from noise and interference; and, second, it permits re-
peating the signals again and again without significant distortion. For
example, consider the code patterns formed by on-or-off pulses. At each
regenerative repeater, as long as each incoming pulse can be correctly
identified in the presence of accumulated noise, interference, and distortion,
a new and correct code pattern can be generated and started out afresh to
the next repeater.

TOPICS NOT TREATED

A branch of modulation theory which we shall neglect is the unwanted
generation of what has been termed products of modulation due to non-
linear response as, for example, either in a nearly linear amplifier or in a
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common-channel modulator. This is not modulation at all within the
present meaning of the term, and perhaps the proper term is nonlinearity.
Another topic which we shall neglect is the theory of the design of modu-
lator and related types of nonlinear circuits. Although these topics are
important from the standpoint of instrumentation, it is thought best to
confine the treatment of the text to other aspects of the theory. The
literature on these topics is extensive. References 25 to 37 are cited as
representing a short list of selected publications.

10.
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CHAPTER 4
THE SAMPLING PRINCIPLE

The sampling principle specifies the least number of discrete values
(samples) of an unknown function necessary for its complete and unam-
biguous definition. Since our discussion will be limited to physical sys-
tems, we will assume that the unknown function is a real function of a
real variable, single-valued, finite, continuous, and everywhere possessing
a derivative. As we shall discover, these discrete values of information
(samples) need not necessarily be values of the function. They can be
values of significant parameters such as derivatives of various orders,
integrals, et cetera. Moreover, the samples need not be uniformly dis-
tributed. For example, if the unknown function is a magnitude-time
function, the instantaneous samples of the magnitude of the function need
not be uniformly spaced in time.

SPECIAL STATEMENT OF THE SAMPLING PRINCIPLE

A restricted but widely used form of the sampling principle states:
If a signal that is a magnitude-time function is sampled instantaneously at
regular intervals and at a rate slightly higher than twice the highest significant

signal frequency, then the samples contain all of the information of the original
stgnal.

In practical applications of the sampling principle, we are usually called
upon eventually to reconstruct, from a knowledge of discrete instantaneous
samples, the values of an unknown magnitude-time function for all sig-
nificant times. If an arbitrary wave is plotted, it can be reproduced in all
its detail from the values of a set of ordinates erected at equally spaced
intervals, provided the spacing of the sampling ordinates is less than half the
period of the highest significant frequency component of the original wave.

Similarly, if a voice wave is passed through a low-pass filter having a
cutoff frequency that is below 4,000 cycles per second, all of the informa-
tion necessary for its distortionless reconstruction is contained in a set of
very short samples of the voice wave taken at regular intervals at the rate
of 8,000 per second. Since the highest significant signal frequency is less
than 4,000 cycles per second. no intrinsic distortion is involved.

37
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Significance

Since the sampling principle specifies substantially the least number of
discrete values necessary to reproduce a changing magnitude-time func-
tion, application of the sampling principle reduces the communication
problem to one of transmitting a finite number of values.

SAMPLES OF NONZERO DURATION

Although we have mentioned instantaneous sampling, it is realized that
instantaneous sampling never can be realized because the operation of a
physical circuit, however fast, still requires a nonzero interval of time.
Moreover, samples are often lengthened intentionally for convenience in
instrumentation. In the two typical examples to follow, certain significant
properties of samples of nonzero duration will be indicated.

Ordinary Samples

As a simple illustration we shall consiaer that the sampling mechanism
merely extracts successive portions of pre-determined duration taken at
regular intervals from the sampled wave. Again considering a voice-
frequency wave as in ordinary telephony, in practical applications the
voice signal usually is passed through a low-pass filter, as shown in (a) of
Fig. 4-1, to attenuate to negligible values all frequencies above an upper
limit that is less than half the sampling frequency, f.. After filtering, the
resulting magnitude-time function is designated V. In (b) of Fig. 4-1, V
indicates the instantaneous value of a short portion of a voice signal which
might have passed the low-pass filter.

Another magnitude-time function is the unit sampling wave, which is
shown in (c) of Fig. 4-1 with the designation U. Mathematically, as in-
dicated in (f) of Fig. 4-1, U can be regarded as equal to a d-¢c term plus
the sampling frequency, f., plus harmonics of thLe sampling frequency.

In this example, U will be used to sample the voice input at regular
intervals T, and the duration of each sample will be ¢, The interval be-
tween pulses, 7, is equal to 1/f.. The ratio of the pulse duration to the
interval between pulses is designated k; k equals £/T.

When U is multiplied by V, the product UV is an analytical description
of a process for sampling the voice input. The result is shown as a series
of positive and negative pulses in (d) of Fig. 4-1. U is either one or zero.
When U is one, the product UV is equal to V; when U is zero, the product
UV is zero.

Because UV is similar in appearance to amplitude-modulated pulses, it
is not surprising to find that, upon performing the indicated multiplication
UV, one obtains an attenuated replica of V simply by passing UV through
a low-pass filter as shown in (e) of Fig. 4-1. In the process of sampling
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and filtering, V is reduced by a factor k. We shall neglect for the present
the delay and distortion introduced by the low-pass filter. Amplifying by
a factor 1/k restores V to its original value.
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Fig. 4-1 Properties of ordinary samples

We may show more concretely that passing UV through a low-pass
filter yields the original signal. In (g) of Fig. 4-1 is a spectrum analysis
showing the magnitude of V, and also UV, as a function of frequency.
The upper diagram is the spectrum of V. After sampling, V becomes UV.
The spectrum of UV is the spectrum of V, small but exact, together with
upper and lower sidebands about f. and harmonics of f.. Figure 4-2 rep-
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resents symbolically the spectrum of UV for a sampled audio band. It
shows the separation of components when the sampling frequency exceeds
twice the top audio frequency.

AUDIO SIDEBANDS SIDEBANDS
BAND

LOWER | UPPER LOWER | UPPER e

o FREQUENCY —> | |

SAMPLING 2ND HARMONIC
FREQUENCY OF SAMPLING
FREQUENCY

Fic. 4-2 Spectrum of a sampled audio band, illustrating separation of components
when the sampling frequency is more than twice the top audio frequency

Flat-Top Samples

As a second example, imagine V = V(¢) is sampled as before, except
that the sampling is instantaneous. Also imagine that the duration of
each sample is lengthened to T. Finally, assume that the resultant array
of flat-top pulses is passed through a low-pass filter that substantially re-
jects all frequencies above an upper limit less than f./2; this filter, however,
has substantially no effect on the in-band frequencies. Under these con-
ditions, if V() = XA, cos (w.t + 6,), one obtains (Ref. 1)*

, T
sin w, —
2 /@
b 7 -1, cos l:w,, (t — -2—) + 0.,:| (4-1)
? wv E

in the output of the low-pass filter.
If now, in this example, each sample is lengthened only to ¢, instead of T,

(4-1) becomes

. 0
Sin w, -

>k A, cos |:wv (l - g) + 0,,:|, 0<t,<T, (4-2)
v @, _0

2

a relationship derived in Chapter 16 in the section entitled Double-Polarity,
Flat-Top Pulses. Thus, the output of the low-pass filter is given by (4-2)
which corresponds to kV in the first example. This shows that, by using
flat-top samples, we have introduced distortion as well as a delay of #,/2.
However, the distortion can be corrected by an equalizer. Now say that

we ignore the delay and assume that the low-pass filter is followed by an

* The references cited are listed at the end of each chapter according to the number
used in the text.
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equalizer. Let K represent a constant factor of proportionality such that
the frequency characteristic of the equalizer is given by

ol
K 2

sin w =
2

Then if we amplify the resulting attenuated but undistorted signal by an
amplifier that has an amplification factor of 1/kK, we recover V where V
(it will be remembered) is an arbitrary magnitude-time function the highest
frequency component of which lies within the pass band of the low-pass filter.

To recapitulate, if a signal that is a magnitude-time function is sampled
instantaneously at regular intervals and at a rate slightly higher than
twice the highest significant signal frequency, and if each sample is clamped
for a time £, (0 < ty < T); then after rejecting all frequencies in excess of
the highest significant signal frequency, a delay of £,/2 will have been intro-
duced along with a certain amount of attenuation and distortion. How-
ever, independent of the spectral content of the signal within its allotted
frequency range, there need be no intrinsic deformation of the reconstructed
signals because the distortion and attenuation can be compensated for by
a fixed equalizer and fixed-gain amplifier. This may be interpreted as
illustrating a particular scheme for reconstructing the magnitude-time
function from a knowledge of its instantaneous samples, the samples being
taken at regular intervals and at a high enough rate.

MORE GENERALIZED SPECIAL STATEMENT OF
THE SAMPLING PRINCIPLE

At this point the previous statement of a special form of the sampling
principle will be generalized slightly:

If a signal s a magnitude-time function, and if time is divided info equal
parts forming subintervals such that each subdivision comprises an interval T
seconds long where T 1s less than half the period of the highest significant fre-
quency component of the signal; and if one instantaneous sample* is taken
from each subinterval in any manner; then a knowledge of the instantaneous
magnitude of each sample plus a knowledge of the instant within each sub-
interval at which the sample s taken contains all of the information of the
original signal. (Ref. 2.)

Significance
The foregoing statement implies that the exact timing of the samples
may be an involved function of time. This need not, however, necessarily

* When the chosen instant of sampling falls at one extremity of a subinterval, that
instant is excluded from the adjacent subinterval in order to insure 1/T distinct instants
of sampling as well as one sample from each subinterval.
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increase the band-width requirements. In an efficient system of communi-
cation, either the instants at which samples are taken represent information
which the receiver is assumed to know, or, if this information has to be
transmitted, no significant extra band width should be required. Other-
wise band width is wasted unnecessarily. In any event accurate timing
is important. Lack of precision in defining each instant of sampling will
contribute to inaccuracy in the subsequent reconstruction of the message
and will manifest itself as extra noise.

PPM with Natural Sampling

Let us envision a PPM system and consider two cases. Case I will
employ uniform sampling and is, therefore, another example of the special
statement of the sampling principle previously treated. Case II, however,
will employ what has been called natural sampling and will illustrate the
more generalized special statement of the sampling principle which we are
considering.

In a PPM system (Fig. 4-3), the information of each channel is con-
veyed by varying the exact position in time of the channel pulses. Suppose
the channels are all ordinary telephone channels. With no voice input,
the pulses associated with a particular channel might occur 8,000 times a
second, or every 125 microseconds. When the channel is busy, a pulse
occurs earlier or later as the magnitude of the voice wave is plus or minus.
The exact displacement of a pulse from its unmodulated position is directly
proportional to the magnitude of the voice wave at the time of sampling.

In Case I, the sampling is at uniform intervals; and a knowledge of this
and of the modulated pulses, at the receiver, is sufficient to reconstruct the
original voice wave.

In Case II, by contrast, the time of sampling coincides with the time of
appearance of the position-modulated pulse. Here too, theoretically we
have the necessary information to reconstruct the original voice wave
without using extra band width. Actually, in a multichannel system, the
maximum swing, or variation in exact position in time from the mean, is
small. Consequently, the distortion introduced in each of the channels
of a PPM system using natural sampling (Case II) as a result of using a
method of reception appropriate to uniform sampling (Case I) would be
small, at least for ordinary telephony. From an engineering standpoint,
PPM systems using either uniform sampling or natural sampling provide
commercial telephone channels with equal success and with equal ease of
instrumentation. In both types of sampling, it is practical to disclose the
time of sampling to extraordinary precision; and in most practical applica-
tions there need be no appreciable impairment in the derived message due
to lack of sufficiently precise knowledge of the exact time of sampling.
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PPM with Longer Interval between Pairs of Samples

As another example of a multichannel PPM system in which the samples
are not uniformly spaced, let us imagine a system in which each message
channel is examined only 4,000 times a second, that is, at regular intervals
of 250 microseconds. During each examination, {wo nearly instantaneous
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Fig. 4-3 Pulse position modulation: modulation of a particular channel by a sine wave

samples are taken which are separated in time by a comparatively brief
interval. As in the other examples, no intrinsic distortion is involved.
With regard to practical embodiments, a particular arrangement for the
reconstruction of the voice wave at the receiver was devised which proved
to be only slightly more complicated than for Case I or Case II of the
previous illustration. Considering a particular pair of samples, the first
sample to occur is a measure of the magnitude of the sampled wave at the
instant of sampling, and this information is transmitted. If the first and
second samples happen to be very closely spaced, their difference is approx-
imately proportional to the first derivative. In any event, it is a dis-
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placement proportional to the difference that is transmitted. Knowledge
of these magnitudes, the repetition rate, and the spacing between samples
is enough to permit exact reconstruction of the message. A careful study
of this method of sampling showed that, for the transmission of ordinary
speech, the over-all signal-to-noise ratio was only slightly different than
with uniform sampling.

GENERALIZED TREATMENT OF THE SAMPLING PRINCIPLE

Although the treatment to follow is limited to simple magnitude-time
functions of the type previously defined, the results are applicable to other
single-valued functions. Moreover, they are capable of extension to func-
tions of more than one variable.

Introductory Discussion of Theoretical Limitations

If the magnitude-time function is always zero within either an open or
closed nonzero interval of time, its spectrum theoretically includes com-
ponent frequencies larger than any arbitrarily assigned number, however
large, although, of course, the magnitudes of the very-high-frequency
components may be small. This clearly follows from the fact implied for
most such functions that a derivative of at least some order (including
zero) is not everywhere continuous. For the narrow class of functions
that are identically zero over a nonzero interval but still do not have
a discontinuous derivative of any order, the proof is still possible but
includes some rather abstract reasoning from Fourier theory. A good
example is a signal, everywhere finite, continuous, and possessing a deriva-
tive the value of which is and remains zero until a particular time Zo, that
is, from t = — o to ¢ = {,. No finite number of samples can define such
a signal, except approximately, without additional knowledge of its wave
form. Similarly, in a system having a finite band width, transients the-
oretically endure forever. Practically, of course, factors of this sort may
not be important at all if the significant margins are liberal. However,
these factors cannot be neglected in detailed theoretical investigations and
may play a part in certain practical situations.

As another example, suppose a low-pass filter freely passed all frequencies
up to and including B cycles per second and utterly failed to transmit all
higher frequencies. As is well known, in response to an applied input, a
signal would appear in the output at earlier times than the earliest input
signal. This absurdity arises because the amplitude and phase response
characteristics of physical networks are not independent, and their implicit
relation to one another may be formulated explicitly by demanding zero
response prior to the time that the input is applied. Thus, the amplitude
and phase characteristics previously implied in defining an idealized low-
pass filter are not compatible in a physical network.
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Although an ideal filter is nonphysical, theoretically it can be approxi-
mated by physically realizable elements to within a specified accuracy:
first, by including an equalizer sufficiently elaborate to correct to the ac-
curacy desired for any attenuation and delay distortion (which would be
introduced by an unequalized network) as a function of frequency up to
frequencies approaching cutoff; and, second, by the use of a large enough
number of sections to introduce what can be regarded as sufficient loss to
all out-of-band frequencies. However, the closer the approximation of the
physical filter to the ideal, the longer the delay or time of propagation
from input to output and, also, the longer the duration of substantial
transients in the output in response to frequency components approaching
cutoff. In the final analysis, tolerance to delay, tolerance to the deforma-
tion of the sampled wave in the output due to transients, and the required
precision of resolution, all are factors which of necessity affect the con-
servation of band width.

Periodic Sampling of a Magnitude-Time Function and Related Band-
Width Restrictions

Thus, in the special statements of the sampling principle, the assump-
tions made were impossible of exact physical realization. For example,
the band width was assumed nonzero, and the highest significant signal
component was assumed to be within the pass band of the system. Al-
though this implied that all higher frequencies were unimportant, they
never can be zero. Consequently, depending upon the manner and extent
to which the highest frequency components of the sampled wave exceed B,
the 2B samples per second fail to define precisely the arbitrary wave being
sampled.

This shows that, even when a channel has a certain band width starting
with zero frequency and including all frequencies less than B cycles per
second, close scrutiny is necessary to determine just what frequency range
is being utilized. For example, suppose we are free to use such a channel
for a certain period of time To. Although this of itself implies that we can
use any signal functions of time, provided they are confined to T, and
provided their spectra lie entirely within B, actually, as explained previ-
ously, it is impossible to fulfill both of these conditions exactly. We may
keep the spectrum substantially within the band B in the sense that the
out-of-band components can be regarded as having been made sufficiently
small; and, in addition, we can arrange to have the magnitude-time func-
tion arbitrarily small outside T',. However, all of this will involve delay-
ing the message and reducing, no matter by how little, the theoretical
message capacity of the channel.

This means that with a limited band width there is uncertainty in our
evaluation of the signal wave by physical means. By properly and care-
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fully controlling the transmission, although only at the expense of delaying
the message, the uncertainty can be made, in theory, arbitrarily small.
However, when we sample close to the minimum instead of at a moderately
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higher rate, the transmission requirements tend to become unreasonably dif-
ficult, and for some applications the resulting delay could not be tolerated.

To illustrate these matters further (Fig. 4-4), suppose we consider an
ordinary telephone channel and undertake to sample an arbitrary voice-
frequency wave at regular intervals 8,000 times a second. The question
is: How wide a frequency range can we handle? Naturally, the highest
frequency component of the sampled wave must be less than 4,000 cycles
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per second, because otherwise the samples do not uniquely determine the
wave that is being sampled. Next, suppose we allow a guard space of
20 cycles per second, divide this guard space by two, and allot the first
half to F, (Fig. 44). Then filter F, is called upon to pass all frequencies
from 0 to 3,980 with uniform attenuation and uniform delay, and it is also
called upon to attenuate all frequencies above 3,990 by A decibels. Thus,
the frequency range from 3,980 to 3,990 cycles per second clearly repre-
sents a transition range.

Accordingly, it is assumed that F, also includes equalizers to insure that
the in-band transmission distortion and in-band phase distortion are each
independent of frequency to within prescribed limits. These limits can
be made sufficiently small so that the deformation of the wave form of the
transmitted signal due to these factors will about equal the deformation
caused by a limited instead of an infinite out-of-band loss. This means
that the required out-of-band attenuation A must be sufficient to make the
unwanted frequency components of the input wave unimportant compared
with the accuracy of resolution needed to define the wanted component of
the sampled wave.

The wave at the output of the filter F,, designated as S;(t), is the wave
to be sampled. Because S;(¢) is assumed to have been filtered adequately
by F,, it can be described as having no significant frequency components
in excess of 3,990.

After sampling, the samples are filtered by another similar low-pass
filter, F:, which passes all frequencies from 0 to 3,990 and attenuates fre-
quencies above 4,010 by A decibels (Fig. 4-4). Filter F; also is supposed
to include in-band equalization and, outside of its pass band, is called
upon to attenuate all unwanted switching or sampling sidebands, as in
Fig. 4-2 and (g) of Fig. 4-1, to the extent dictated by the resolution sought.
Depending upon the nature of the samples, the output of the filter F, is
further equalized and amplified as required, and then will be found to
yield S,(¢) to the precision specified.

If the samples are ordinary (continuous) samples (Fig. 4-1), no additional
equalizer following F; is needed. If, however, the samples are, for ex-
ample, flat-top samples, then the required characteristic of the equalizer
will be that of the aperture equalizer mentioned previously in the discus-
sion of flat-top samples. It should be noted that filter Fy (Fig. 44) is
required to pass all frequencies from 0 to 3,990 in order to transmit uni-
formly all of the frequency components capable of passing F, with an
attenuation less than A; and, of course, F: must also attenuate by A
decibels all frequencies above 4,010 (see Fig. 4-2 and (g) of Fig. 4-1).

Clearly, in the absence of noise, interference, and nonlinear distortion,
and at the expense of delaying the message, S(¢) can be recovered with as
high an accuracy as we wish to specify. This is because the inherent dis-
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tortion in the recovered wave depends only upon adequate suppression of
all frequency components of the sampled wave which are greater than or
equal to half the sampling rate, and which, therefore, can be controlled by
A, the out-of-band loss.

Equally important is the fact that the recovery, or reconstruction, of the
sampled wave is entirely unaffected by the particular times at which the
samples are taken just so long as they are taken at perfectly regular in-
tervals and at a fast enough rate. That is to say, merely advancing or
delaying the sampling times need not advance, delay, or otherwise affect
the recovered wave. To prove this, note that the result is true for any
sine-wave input with a frequency that is less than half the sampling rate.
Then, since superposition holds, the result is true in general to the extent
that the spectrum of the sampled wave does not include frequencies as
high as half the sampling rate.

Consequently, the result proved for the idealized case can be made to
hold in a practical situation to within an arbitrary error, however small,
by providing a large enough value of A (Fig. 4-4). But, before continuing,
let us consider a contrary example in the neighbo?hood of half the sampling
frequency. In this instance the proper precautions will not be taken.
Suppose cos 27 3999¢ is sampled beginning with ¢ = 0 at regular intervals
of 125 microseconds (1/8,000 second). The result for the first few dozen
samples will be samples each of magnitude of the order of unity. Again,
suppose cos 2r 3999¢ is sampled beginning with ¢ = 1/15,996 second also
at regular intervals of 125 microseconds. The result for the first few dozen
samples will be samples each of magnitude of the order of zero. Clearly,
the response of F; (Fig. 4—4) to these two sets of samples will be entirely
different instead of almost the same. The explanation is that the spectrum
of the sampled wave contains frequencies above 4,000 cycles per second, as
can be easily shown.

To recapitulate, reference to Fig. 44 will show that no physical measure-
ment which we can make will detect any difference in the wave forms of
S1(¢) and S,(t) other than the delay introduced by the filters and the defor-
mation due to imperfect in-band transmission and finite out-of-band loss.
Moreover, this result will be unchanged either by advancing or retarding
the samples. It is enough that the samples be uniformly spaced, provided
they are taken at a fast enough rate. Consider an utterly impractical
case merely for purposes of illustration. Say that A = 240 decibels and
that each filter is equalized to within 10-13 decibel. If the delay distortion
in seconds as a function of frequency is less than about 2t 25 I
(where f is the in-band frequency in cycles per second), then S(t) (Fig. 44)
ordinarily might be expected to differ from S,(f) roughly by less than
2 X 1073 of the magnitude of S;(¢).
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Using methods originated by H. Bode (Ref. 3), an estimate prepared
by E. N. Gilbert of the approximate theoretical lower bound to the delay
(Fig. 4-4) is 0.14 second for F, and 0.07 second for F;. Therefore, accord-
ing to this estimate the delay due to both filters must exceed 0.21 second.
If a delay of only two milliseconds were tolerable, either A would have to
be less than about 2.3 decibels or else the guard space would have to be at
least 1,200 cycles per second for F, and 2,400 cycles per second for F..
Limiting A limits the resolution and hence, as will be shown presently,
limits the maximum message capacity of the channel. Increasing the
guard space increases the band-width occupancy and consequently reduces
the message capacity of the medium.

In any physical system of communication, the signal wave which we
finally elect to pass must occupy of necessity an essentially limited band.
Consequently, as we attempt to reduce band-width occupancy by approach-
ing rather close to the practical minimum, we find that other parameters
are affected. For example, the delivery of the message will be delayed.
In a program distribution network, a radio broadcasting system, or a one-
way television system, fairly substantial delay, compared to the perform-
ance of present conventional systems, might be admissible. On the other
hand, for a long-distance, two-way, ordinary telephone channel, delays
appreciably longer than several milliseconds per link would be question-
able, even with speed-of-light transmission over the medium. If we are to
avoid serious service impairment, very little additional delay is admissible
in each of the several multilink circuits that make up most present-day
circuits as long as 4,000 or 5,000 miles. Such delays tend to interrupt the
exchange that occurs in normal conversation. Thus, the minimum band
width that is practical will depend upon the service or, as we shall term it,
upon the destination of the message. Likewise, as already mentioned,
when the guard space or frequency interval separating a region of low loss
from a region of high loss is made smaller and smaller, the over-all transient
response to frequency components approaching cutoff becomes a substan-
tial factor over longer and longer times; and, consequently, the output
wave becomes correspondingly quite altered. As a result, in practical
situations, factors of this sort rather than the actual size and cost of
complex networks may control the permissible minimum guard space
(Fig. 4-4).

To summarize, the intrinsic band width required is the width of the sig-
nal spectrum that must be preserved in order to make the signal wave
being sampled sufficiently undistorted. In addition, because of the re-
sponse characteristic of physical networks, additional frequency range or
guard space is also required. Consequently, the total frequency space
assigned to a channel includes the entire band, namely, the intrinsic band
width plus guard space. This means that the minimum band-width occu-
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pancy occurs when any further band limitation operates to delay and
impair the signal beyond tolerable limits, assuming adequate signal power.

Generalized Statement of the Sampling Principle

From the preceding discussion we see that we can confine our attention
to a simple magnitude-time function. We also may say that its significant
frequencies include all frequencies less than B. Nyquist (Ref. 4) pointed
out that, if the function is substantially limited to the time interval X,
2BX values are sufficient to specify the function, basing his conclusions
on a Fourier series representation of the function over the time interval X.
This gives BX sine and (BX + 1) cosine terms up to frequency B in the
series expansion. Usually X is large and we speak of 2BX values.

The 2BX instantaneous samples need not be equally spaced as in the
foregoing derivation. More generally, any set of 2BX independent num-
bers associated with the function may be used to define it completely and
uniquely.

It is not surprising to find that derivatives and integrals of any order
are appropriate for any of the independent numbers because these are
operations that can be simulated by equalizers. If the independent
numbers are bunched to a substantial extent, the values must be known
with extraordinary precision to afford accurate reconmstruction of the
function.

As an example, let us consider groups of instantaneous samples bunched
together and, therefore, separated by substantial intervals of time com-
pared to 1/2B. Consider an ordinary speech channel that normally would
be sampled at uniform intervals of 1/8,000 second. The physical inter-
pretation of bunched samples can be thought of as depending upon the
persistence of the transient response of a low-pass filter to the bunched
samples. It is evident that, if the interval between bunches is long
enough, the information to be used will become lost in the noise. Using
the noise values normally associated with a speech input channel, it was
found by the writer that the bunches could be separated by intervals as
long as about one-tenth of a second before encountering theoretical diffi-
culty on the score of noise. This means that theoretically we could keep
away from the message circuit for periods as long as one-tenth of a second
and still not lose significant knowledge of the message. Practically, if
there is appreciable bunching, the samples have to be known to extraordi-
nary precision for reasonably good reconstruction of the message.

Of course, infrequent examination of the wave to be sampled delays the
delivery of the information to its destination. Moreover, bunching the
samples or the even more generalized representation of a sampled wave by
any set of independent numbers implies complicated reconstruction proc-
esses,
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In general, the arbitrary sampled wave can be represented by any set
of 2BX independent numbers associated with the function, and this in
turn represents the least number of values capable of completely and
uniquely defining the function. The total number necessary per period
of time X is fixed. It is the same as when the samples are spaced uniformly.

ADDITIONAL THEOREMS PERTAINING TO PERIODIC
SAMPLING OF SIGNALS

We have shown previously that, on a classical basis and in the absence
of noise, there is a unique relationship between an arbitrary signal occupy-
ing the band of all frequencies less than B and the instantaneously sampled
~ values of the signal taken uniformly at the rate of 2B samples per second.
If we are given the signal wave, we can determine the samples; and if we
are given the samples we can determine the signal wave.

These results and the theorems to follow are equally applicable to any
set of sampling points spaced 1/2B second apart. That is, the results are
independent of the exact times of sampling, provided only that the samples
are taken at regular intervals of 1/2B second.

TuEOREM 1: Given samples al the rate of 2B samples per second of a signal
wave having a highest frequency component that is less than B; given unit im-~
pulses* centered aboul the sampling instants; multiply each unit tmpulse by
it coincident sample and divide by the rate of sampling; and apply the resulting
array of impulses to an ideal low-pass filter of cutoff frequency B: the response
of the filler will be the signal wave. (Ref. 5.)

Suppose we multiply V cos 2xf.t = V cos w,f by a succession of short
rectangular pulses of unit height and duration ¢, centered about what
eventually are to become the sampling instants. If the sampling rate is
f., we obtain (Fig. 4-1) simple (continuous) samples of duration . Writ-

ing 2«f, = w,,% =T and—;g, = k, we have

F(i) = V cos wit [k + 2k 5 8 Akl mwct]

mkx
. to
¢ to . smm-q-,r
= %Vcosw.t+ TVgT[cos(mw.+w.)t+cos (mw, — wy)t].
myw (4-3)

* Unit impulses are infinitesimally narrow pulses each of infinite height to give unit
area. Infinitesimally short pulses have a flat frequency spectrum, whereas pulses of
finite duration do not.
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A unit impulse has zero duration, infinite height, and unit area. Hence,
we may write an expression for (f), periodic unit impulses at regular inter-
vals T, namely,

1 92 sin m L. r
() = lim| = + = 3 ————— cos mwd
0 T T 1 to
meuT

T
= f, [1 + zi‘,lcos muct]- (44)
A train of samples in which each sample is multiplied by a unit impulse is
[V cos wit] 6(t) =f.V [cos wyt + i cos (mw,+w,)t +cos (mw,,—w,)t]- (4-5)

Each component of V (), the wave being sampled, will be represented by a
term proportional to that component plus a series of additional cosine
terms each of appropriate amplitude, phase, and frequency. Since the
system is linear, the principle of superposition may be applied to the com-
posite signals which comprise V(¢). If the highest frequency component
of V(¢) is less than B, if f, = 2B, and if we neglect frequencies in excess of
B, then, on the assumption that there is no delay in the filter, the filtered
train of impulses will be f.V(t), which, upon dividing by f., is the theorem.

TueoreM I1: Given samples af the rate of 2B samples per second of a signal
wave containing frequency components grealer than B; given unit impulses
cendered about the sampling instants; multiply each unit impulse by 1its coin-
cident sample and divide by the rate of sampling; and apply the resulting array
of tmpulses to an ideal low-pass filter of cutoff frequency B: the response of the
filter will be a new signal wave with frequencies confined to the band from zero
to B and yielding the same sampled values as the original signal wave. (Ref. 5.)

The theorem follows from Theorem I.

TeEOREM III: RELATION BETWEEN SIGNAL AND MEAN SQUARES OF ITS
S8AMPLES. If the average of the squares of the instanianeous samples of a
magnitude-time function, f(t), approaches a limiting value as the number of
samples i8 indefinitely increased; the limiting value is equal to f*(t), the mean
square of the function (except where f(t) itself contains a discrete component
of finite amplitudes of frequency mB or lwo discrele components of finite
amplitude and frequencies fi and fy such that | fy + fo|l = 2mB, m = 1, 2, 3,
..). (Ref. 5.)

Let the samples be taken at nT wheren =0, +1, +2, £3, ... and ()
be the sampled wave. Then f*(nT) is an expression for the squared
samples. This we may equate to another expression for the squared
samples which we may write as a limit of the product of the squared sig-
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nal, (), and a periodic switching function of infinitesimal contact time.
This function is merely the limit approached by the unit sampling function
(Fig. 4-1) as ¢, is caused to approach zero. Thus,

p G sinm—;%r
U=lim|7+22Y ————cosmud | (4-6)
wrol T Tu=1 to
magT

The mean square value of the samples is the limit of the average value of
F2(t)U taken over the contact intervals of duration ¢. The average value
of f2(f)U taken over all time, including the blank intervals, is in the limit
a fraction &/T of the average over the contact intervals only. Therefore,

Ty = £ f0U @
or ®
FeT) = @) + 2 3 F(t) cos 2mafd. (4-8)

Clearly, the long time average of f%(f) cos 2mxft vanishes unless f*(¢) con-

tains a component of frequency mf.. This only happens if f(f) contains a
mfe

component of frequency 2‘ or two components f; and f; such that

lfl + f%l = mfc-

When no such relation of dependency exists,

i (nT) =fT(3) (4’9)

which is the theorem.

TaEOREM IV: The mean square value of the response of an ideal low-pass
filter to a train of unit impulses multiplied by instantaneous samples occurring
at double the cutoff frequency is equal to the square of the rate of sampling
multiplied by the mean square value of the samples. The mean square value
of the samples will be equal to the mean square value of the sampled wave,
provided the sampled wave does not contain a discrete component of finite
amplitude of frequency equal to half the sampling frequency, or any pair of
discrete components of finite amplitudes and frequencies such that the absolute
value of the sum or difference of their frequencies is equal to the sampling
frequency. (Ref. 5.)

In the treatment of flat-top samples of short duration, it was demon-
strated that passing the samples through an ideal filter followed by an
amplifier yields the original signal. This assumes that f(¢), the original
signal, contains no frequencies as high as B = f,/2, one half the sampling
rate.
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Theorem II shows that, if f({) contains frequencies exceeding B, the
response of the filter-amplifier is ¢(f), where ¢(f) is confined to the band
0 to B and yields the same samples as f(¢), that is,

¢(nT) = f(nT). (4-10)
Applying Theorem III to ¢(f) gives the result,
#(nT) = (1), (4-11)

subject to the restrictions of the theorem.
Using o(nT) = f(nT), it follows that *(nT) = f(nT). Replacing
&*(nT) by f3(nT), the previous result becomes

F@T) = &), “-12)
which completes the theorem. Moreover,
#(nT) = f(nT) = £ = (). (4-13)

THEOREM V: If we are given the samples, the signal wave 18 given by multiply-

(gx_{;%ﬁ) pulses by the samples. (Ref. 6.)

A pulse or signal element of this type is placed at each sampled point
and its amplitude is adjusted to equal the value of the instantaneous sample.
Since the spectrum of an aperture pulse is constant within the band and
zero outside, each product satisfies the conditions on the spectrum and,
furthermore, passes through the sampled points. Consequently, the sum
of these pulses is the signal wave, because there is one and only one func-
tion with a spectrum limited to B and passing through given values at
sampling points spaced 1/2B second apart.

In other words, the signal can be represented as the sum of elementary
sin 27 Bt
2=Bt
having a peak value equal to the signal at the corresponding sampling
point. Likewise, to reconstruct the signal, we merely need to generate a

sin 2= Bt
2xBt
ensemble.

signal elements of the form centered at sampling points and each

series of signal elements proportional to the samples and add the

sin 2xBt .
2= Bt

e )
va f sin? 2x Bt dt = v (4-14)

It is worth noting that the energy in a pulse of the form V,

4x2B2? 2B’

which is the same as the energy of a rectangular pulse of magnitude V, and
duration 1/2B = 1/f, = T. This result is consistent with Theorem III.
Conversely, Theorem III implies the value of the foregoing integral.
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TuEOREM V1: FUNDAMENTAL THEOREM OF APERTURE EFFECT IN SAMPLING.
The frequency characteristic introduced by lengthening the sample or otherwise
changing the shape of the sample (wave form of the pulse) is calculated by
determining the steady-state admittance function of a metwork that converts
impulses to the actual pulses used. The general formula for “this admittance
when a unit impulse inpul is converted into an output pulse g(f) is

Y(iw) = f,;j‘(m g(De—™=t dt,

where f. is the rate of sampling and w is the angular frequency of the signal.
(Ref. 5.)

Infinitesimally short pulses have a flat frequency spectrum, whereas
pulses of finite duration do not. The relation to be proved is similar to
the variation in transmission with frequency caused by the finite size of
the scanning aperture in television and telephotography. Hence, it has
become customary to use the term “aperture effect’” in the theory of restor-
ing signals from samples.

If we sample V cos w,t at a rate f., we have from the last equation in
Theorem I the expression for a train of samples in which each sample has
been multiplied by a unit impulse, namely,

%cos w,it + % f;_) cos (mwe + w,)t + cos (mw. — wy)t. (4-15)

Suppose this train of samples is applied to a linear electrical network
having a response g(f) when the input is a unit impulse. The steady-state
admittance of the network is given by (Ref. 7) as

Yo(tw) =fm g(t)e*t dt, (4-16)

and I(f), the response of the network to the train of samples, is

I(t) = % |Y o(éws)|cos [w.t + phase of Yo(iw)]

+ %gllYO(i[mc + w,))| cos [(mw. + w,)t + ph Yo(ilmew. + w.])]
+ |Yo(ilmw. — w,])| cos [ (mw. — wo)t + ph Yo(i[mw. — w,])], (4-17)

where phase is abbreviated ph. If the signal frequency f, is less than
£./2, an ideal low-pass filter with cutoff at f./2 responds only to the first
component of I(¢). In this case the “aperture effect” or variation of
transfer admittance with signal frequency is given by

V(i) = 1 Yoldo) = fi¥olin), (4-18)

which is the theorem.
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THEOREM VII: ENCIPHERMENT AND DECIPHERMENT. Al the sending end,
the magnitude of each sample may be varied in an arbitrary manner without
increasing the frequency range of the samples. Furthermore, provided the
transformation follows a law that is fully known by the receiver, the original
values of the samples may be determined.

For example, if continuously varying signal elements are enciphered
with the aid of a key, and if the enciphered signal elements are not per-
turbed, the receiver can decipher the signal elements and recover the
original information, provided the receiver has knowledge of the key.

Similarly, if the samples are compressed in accordance with an arbitrary
but known law, and the receiver expands them by an exactly inverse oper-
ation, the wanted information can be recovered. This example illustrates
that the use of an instantaneous compandor theoretically need not imply
extra band width and, furthermore, in the absence of noise, need not of
itself perturb the final output of the receiver.

The reason, of course, is that no more band width is needed to transmit
the samples after they have been compressed than before. Therefore,
even when applied to a continuous wave, such a companding process re-
quires no extra band width between the compressor and expandor. Of
course, as the band is narrowed, the over-all requirements imposed upon
the quality and stability of transmission become increasingly severe.

TaeorEM VIII: If the polarity of alternate samples is reversed, the spectrum
of the samples consists of the lower and upper sidebands of the sampled wave
around carrier frequencies of B, 3B, 6B, . . ..

This follows directly by considering the spectra of the even- and odd-
numbered samples and reversing the polarity of one of the two groups.
Alternatively, if we use the general method previously followed in the
treatment of ordinary samples of finite duration, a complete expression
may be written for the train of samples.

THEOREM IX: Periodic sampling at intervals 1/2B of a wave the spectrum of
which is confined to all frequencies less than B cycles per second produces
upper and lower sidebands of 2B and of each harmonic of 2B. If any one of
these sidebands is selected and sampled at the same instants, it will be found to
produce the same set of samples as does the original wave.

We note that the theorem is true for any single frequency of f(f). Since
superposition holds, the theorem is true generally.

TrEOREM X: When sampling a band of frequencies displaced from zero, the
mainimum sampling rate f. for a band of width B and highest in-band frequency
f21s 2f2/m where m 1s the largest integer not exceeding f./B. (Ref. 8, pp. 594~
595.) Obviously, not all higher rates are necessarily usable.
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Often a signal band does not include zero frequency. By standard mod-
ulation techniques a band extending from f; to f; + B can be translated to
the range 0 to B, sampled at a rate 2B, and restored to the original range
by an inverse translation. These techniques, however, include modulators
(in the restricted sense), carrier generators, and band-separating filters, as
well as amplifiers to make up the inevitable losses. For simplicity a direct
sampling process which avoids shifting the band would be preferred.

g 0
o

N
@

MINIMUM SAMPLING FREQUENGY
IN TERMS OF BAND WIDTH
@
I

[+) | ! 1 1 1 1 1 ) ! { I | ! !
o 8 28 38 4B 58 6B ™
HIGHEST SIGNAL FREQUENCY IN TERMS OF BAND WIDTH, B

Fra. 4-5 Minimum sampling frequency for band of width B

For uniformly spaced samples the minimum sampling rate (Fig. 4-5) is
not in general twice the highest frequency in the band but is

f.=2B (1 + %) (4-19)

where k = f3/B — m.

Thus, k varies between 0 and 1. When the band is located between
adjacent multiples of B, k¥ = 0 and f, = 2B independent of f;. As k in-
creases from 0 to 1, the sampling rate increases from 2B to 2B(1 + 1/m).
The highest rate is required when m = 1 and & approaches 1. This cor-
responds to a signal band extending from (B — Af) to (2B — Af) with Af
small. The required rate is 2(2B — Af), which approaches 4B as Af
approaches 0. When Af = 0, we change to the case of m = 2, k = 0, and
fr = 2B. The next maximum is 3B and is approached when f; approaches
3B. As f; increases, the successive maxima decrease asymptotically to-
ward 2B.

The theorem may be verified from steady-state modulation theory by
noting that the first-order sidebands on harmonics of 2B do not overlap
the signal when the equation is satisfied.
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Problems

. Two components of frequencies 3,900 and 4,100 are present in such relationship
that they just cancel when sampled at the instants ¢ = 0, T, 27T, ... where
T = 1/8,000 second.

(a) If one of these components is given by

a cos [213,900! + g]
and the other by
a cos [274,100¢ + o),
find & and ¢.
(b) With the values thus found, change the sampling instants to ¢t = 7'/2, 3T/2,
6T/2, . ... Determine how near the components now come to canceling.

. How many values of y for arbitrarily chosen values of ¢ are necessary and suffi-
cient to determine uniquely and for all times the sine wave, y = 4 sin (wt + ¢)?
Assume w £ w, and that the arbitrarily chosen values of time are restricted
to an interval of time that is less than x/cw,.




CHAPTER 5

QUANTIZATION, CODE TRANSMISSION,
AND MULTIPLEXING

Quantization, code transmission, and multiplexing are important basic
concepts of modulation. With the introductory treatment of the preced-
ing chapters as a background, these topics may now be treated in greater
detail. Quantization naturally follows sampling (Chap. 4). Code trans-
mission is closely associated with the concepts of sampling and quantiza-
tion. Particularly in a code transmission system, the concepts of code
structure, message, information, and translation are closely bound up with
those of quantization and sampling. Methods of multiplexing are, of
course, equally applicable to quantized or continuously varying signals.

QUANTIZATION

Quantization means that each of a set of small ranges into which a larger
range may be divided is assigned a single discrete number. This number
may be that corresponding to the mean of the range.

Quantization permits the approximate representation of a continuously
varying function by a set of discrete values. Graphically, the process of
quantization means that a straight line representing the relation between
input and output in a linear continuous system is replaced by a flight of
steps, as shown in (a) of Fig. 5-1. A gquantum is the difference between

OUTPUT
OUTPUT

INPUT

(b)

Fic. 5~1 Relation between input and quantized output, with quantization uniform in
(a) and tapered in (b)
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two adjacent discrete values. Thus, in the figure, the mid-points of the
tread fall on the straight line, and the height of the step is the quantum.
Clearly, the greatest error inherent in quantization amounts to half a
quantum step. By reducing the size of each step and using enough steps
to cover the total range, the deformation in the quantized signal may be
made arbitrarily small.

Granularity in the quantized signals is measured by the difference be-
tween the input and output signals, as shown in (a) of Fig. 5-2. We see
that the maximum instantaneous value of the error is half a step, and the
total range of a particular error is from minus half a step to plus half a
step. In (b) of Fig. 5-2 is shown a typieal variation of the error as a func-
tion of the input signal, and (¢) of Fig. 5-2 shows a typical variation of the
error as a function of time.

Provided there is a large enough number of small steps, the error signal
resembles a series of straight lines with varying slopes, s, but nearly always
extending over the vertical interval between minus and plus half a step.
Exceptional cases occur when the signal goes through a maximum or mini-
mum within a step. The limiting condition of closely spaced steps enables
us to derive quite simply an approximate value for the mean square error.

(Ref. 1.)*  Write

b B IS
e = s, 2 <t< 25’ (5-1)

where e is the error, So is a full step, and ¢ is the time referred to the mid-
point as the origin. Then the mean square error is

s,
AWy ' e Do
CZ—SO _§oe dt 12’

2s
or one-twelfth the square of the step size.

The error may be considered to result from a nonlinear process in
which the component frequencies of the original signal are applied to the
nonlinear staircase characteristic. Nonlinear products of a higher order
may have frequency components remote from those in the original signal,
and these can be excluded by a filter passing only the signal band. If the
original signal is a simple sine wave, these many products may be identified
individually. For speech or other complex signals they merge into an
essentially flat band of noise which sounds much like resistance noise due
to thermal agitation.

(5-2)

Quantized Speech Samples
It is quite apparent that some distortion or granularity is inherent in
the application of the principle of quantization to samples of an electric

* The references cited are listed at the end of each chapter according to the number
used in the text.



MAGNITUDE =—>

e

QUANTIZATION, CODE TRANSMISSION, AND MULTIPLEXING

N Wb o
o

-
1

MAGNITUDE OF OUTPUT WAVE
L o
]

-2.-
_3_
-4
-5 - i 1 L 1 i L L L L 1
7 1 7
$-3-3-3-1of 3 2 7 3
MAGNITUDE OF INPUT WAVE
(3) QUANTIZING CHARACTERISTIC
v 2
ef | AAA4 4444444
g AAA1NA444%
wig -1t
5
(o] -2 1 1 i

1 1 L 1
9 7 5.3 Lo}
2 2 2 2 2°2
MAGNITUDE OF INPUT WAVE
(b) CHARACTERISTIC OF ERRORS IN QUANTIZING

9
2

NI~

1 ]
3 5
2 2

1 INPUT WAVE

| N

2 QUANTIZED QUTPUT

-==ERROR

CURVES 182

DIFFERENCE BETWEEN

L AAAAA
Yvv

TIME ==—>
(C) A QUANTIZED SIGNAL WAVE AND THE CORRESPONDING ERROR WAVE

Fic. 5-2 Illustration of the quantizing principle



62 MODULATION THEORY

signal carrying the information of the spoken word. The greater the
range assigned to a given quantum step and the fewer steps used, the
greater will be this granularity. In ordinary telephony, the problem is to
determine the smallest number of steps into which voice signals may be
quantized without serious distortion, and what the size of each step
should be.

The range of voltages covered by voice signals, from the peaks of loud
talk to the weak passages of weak talk, is of the order of a thousand to
one. If the range of voltages assigned to each quantum step were small
enough to keep the granularity within desired limits for the weaker pas-
sages, and if the range assigned to each step were the same, thousands of
steps would be required. By making most of the steps vary logarith-
mically, a nearly uniform percentage precision is obtained throughout the
greater part of the range and far fewer steps are needed. It has been
found experimentally that from 64 to 128 logarithmic steps introduce so
little granularity that the speech wave is reproduced to a high degree of
fidelity as judged by experienced observers.

When logarithmic steps are used, as in (b) of Fig. 5-1, the degree of step
subdivision is fine enough to care adequately for the low-magnitude sounds
including background noise. Although the precision expressed in per cent
is independent of talker volume in the case of logarithmic steps, the per-
formance for loud talk is somewhat less favorable than for the case of
linear steps. Effects of higher granularity on the high peaks are not fully
offset by lower granularity elsewhere.

Consider now the more general problem of optimum tapering for par-
ticular types of signals. The number of steps and the size of each step
for least granularity will depend entirely upon signal characteristics. For
example, if the signal is derived from a multichannel frequency-division
system, many steps would be used because of the uniformly severe linearity
requirements which such a system imposes; and in addition, the steps would
be uniform rather than tapered.

CODE TRANSMISSION

Systems of code transmission capable of handling a continuously va.rying
message stem from two findings. One is that a continuously varying sig-
nal may be represented by a definite number of samples per unit of time.
The other is that, by the principle of quantization, the sequence of samples
which are of continuous variation may be approximated as closely as de-
sired by a sequence of quantized samples. Thus, the specification of a
particular message to be conveyed is limited to a discrete set of values.
Any plan for representing each value of the discrete set as a particular
arrangement of discrete events is an example of code transmission. In
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this sense, the transmission of the quantized samples themselves as quan-
tized pulse-amplitude modulation is an example of code transmission.

An early example is a proposal of P. M. Rainey (Ref. 2) for transmitting
pictures. The proposed system transmitted a predetermined code com-
bination of electric impulses for each elemental area of the picture. At
the receiving end it utilized these telegraphic code combinations to vary
the intensity of a light beam, and then caused that beam to reproduce a
likeness of the original picture.

Definitions

Before discussing code transmission generally, we need certain defini-
tions which imply additional concepts. A code is any plan for represent-
ing each of a discrete set of values as a particular arrangement of
discrete events. Code element is one of the discrete events in a code, such
as the presence or absence of a pulse or of a dot or dash or space as used in
a Morse code. Code character is a particular arrangement of code elements
used in a code to represent a single value. Binary code is a code in which
each code element may be either of two distinct kinds or values, for ex-
ample, the presence or absence of a pulse. In a ternary code, each code
element may be any of three distinct kinds or values; in an N’ary code,
each code element may be any one of N distinct kinds or values. Regen-
erative repeatering is a process in which each code element is replaced by a
new code element of specified timing, wave form, and magnitude.

It is worth noting that an important concept implied in the definition
of code element is that, in identifying a particular code element, nonsig-
nificant differences are ignored. For example, a code element is one of a
group of entities having the following property: the group is capable of
division into subgroups such that each member of any subgroup is like
every other member of that subgroup with respect to each of certain char-
acteristics, which we choose to recognize, and differs distinguishably from
members of all other subgroups with respect to at least one of these char-
acteristics. In identifying a particular code element, differences in other
characteristics are ignored.

In these terms, a code is any plan of representing each of a limited number
of values as a particular arrangement of either code elements or code char-
acters composed of code elements. Although the number of plans is
definitely known, the selection of any particular plan is subject to certain
restrictions. Such restrictions may apply generally or may be character-
istic of the particular occasion. In typing a telegram, two letters which
differ in shape and so constitute different symbols may not both be selected
if they are alike with respect to position. This is a general restriction.
The limitation of the selection to ten words is a particular one. Particular
limitations also may be self-imposed by the sender.
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A message is a particular selection from among the symbols or code
elements constituting a code which has been made in conformity with the
restrictions applicable to the occasion.

Each message has associated with it nformation peculiar to itself, deter-
mined as to its nature by the selection made by the sender, and to its
amount by statistics (Chap. 6) relating to the number and sort of different
selections available to the sender within the existing restrictions. It is
the latter, if we ignore the conceptual meaning and interpretation of the
message, that determines the complexity of the specification that uniquely
describes the message. With a simple N’ary code, if all quanta are equally
probable and the probability of any code element is independent of pre-
ceding code elements, the amount of information is proportional to the
number of code elements comprising the message multiplied by the log-
arithm of N.

A specification capable of uniquely defining any particular message can
be chosen in many ways and is transmitted directly or is transformed or
acted upon in some manner so as to produce unambiguous information-
bearing signals which are suitable for transportation. Applications are
encountered in which the specification may be the same as the message
itself, whereas in other instances the specification may be either simpler or
more complex than the message it defines.

The translation of a message consists of the replacement of its code ele-
ments by those of a second code, the symbols of which correspond to those
of the first in such a way that a message in the first code uniquely deter-
mines one in the second. Translation is of itself an example of modulation,
although at the same time it may be but a part of a more involved modu-
lation process.

A signal element is a code element of a form which is suitable for trans-
mission over the medium.

Transmitter

At the transmitting end, a coder is called upon to set up a particular
pulse-code combination for each quantized signal value. Obviously, a
great many codes are conceivable; in practice, however, codes which allow
simplicity in the operations of encoding and decoding are usually selected.
An example is the use of on-or-off pulses to represent digits of the binary
number system. A system with instrumentation that permits rapid cod-
ing obviously is desirable since this will allow more channels to be handled
in time division by common equipment.

Band-Width Occupancy

In code transmission (PCM), if band width is conserved, the code ele-
ments may overlap in time to such an extent that, upon casual inspection,
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the resultant signal array may show little evidence of discrete signal ele-
ments. The extent to which adjacent code elements are separated in time
depends upon the speed of signaling as well as the wave form of the code
elements and the over-all transient response of the system. With slow
enough signaling the code elements will be widely separated in time. With
high-speed signaling approaching the Nyquist rate (2B elements per second
if the band width is B) the code elements will overlap to such an extent
as to produce a continuously varying wave.

Parameters such as band width, statistical structure of the specification
defining the message, destination of the message, statistical structure and
nature of the interference and noise, all are functionally related, and their
relative importance will depend upon the specific application. In prac-
tice, the optimum band width represents the most useful compromise in
efforts to reduce noise and interference and to increase signal.

Regenerative Repeaters

When the peak interference is less than half a quantum step, a code
element may be identified without error. Consequently, if each quantized
signal element can be identified successfully at a regenerative repeater, and
if the signal elements are regenerated so that they occur at precisely the
right relative time and have the right wave form and right value, then the
new signal, except for delay, is exactly the same as the signal originally
transmitted. In a long system having many repeater points, regeneration
has to be practiced at spans short enough to permit the elimination of
noise and distortion before it reaches the noise threshold, namely, half a
quantum step. Thus, in a code transmission system, transmission impair-
ments have to be considered only for the distance between regeneration
points. When these impairments are kept below threshold, they are not
carried over from one span to the next.

Receiver

At the final receiver, the regenerated code elements are operated upon
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