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INTRODUCTION

Frequency modulation (FM), now a major
method of transmitting intelligence, continues to
gain ground over the older and more established
amplitude modulation (AM). There is a growing
interest in FM radio for entertainment; the trans-
mittal of sound in television is via FM; commercial
and military communication systems favor FM;
artificial satellites, our newest path of communica-
tion, use FM; and, finally, the growing volume of
digital intelligence transmission is largely via
digital FM.

What has been and is responsible for the popula-
rity of FM? Its major advantage is the simple
tradeoff it permits between noise immunity and
bandwidth occupancy. This accounts for the
popularity of the FM radio and the use of FM in
satellite communication systems. Also favoring the
widespread use of FM is the efficiency with which
it can be generated at appropriate levels of power.
Since the FM carrier is of constant amplitude, it
may be passed through nonlinear stages for effi-
cient power amplification. Military and space com-
munications find this property especially useful.
Finally, the widespread use of digital FM is due to
its simplicity and superior performance.

The development of FM has an interesting
history. About half a century ago, engineers in
their search for ways to reduce the bandwidth
required for information transmittal proposed the
method of FM. It was hypothesized that if the
frequency of a carrier were varied by only small
amounts, then the frequency spread of this carrier
would be smaller than for AM. Furthermore, it was
thought that a reduced signal bandwidth, per-
mitting a narrower filter, would yield greater
immunity to noise. Carson (see reference 1 on page
415) disproved this hypothesis in 1922 and showed
that, on the contrary, a frequency modulated signal
occupies more spectrum than an AM signal. Car-

son’s findings discouraged much further effort in
the utilization of FM for more than a decade.

It was only in 1936 that Armstrong first showed
that the advantages of FM lay exactly in the larger
frequency spread. He stipulated and experimen-
tally verified that the larger frequency spread of
FM differentiates the signal from typical noise,
thereby giving it greater noise immunity. Thus
the modern era of FM began.

Selected Papers on Frequency Modulation is divided
into four sections: I. General FM Theory and
Basic Experiments; II. FM Circuit Theory; III.
FM Threshold Reduction; and 1V. Digital FM.
Most of the papers will be recognized as the classics
in FM development. They are arranged chrono-
logically in each secction, with a few exceptions
made for the sake of better continuity or peda-
gogical reasons. Following the papers is an anno-
tated Selected Bibliography for Further Reading.
The book is intended as a reference work for the
practitioner, as a guide for those interested in
entering the field, and as a textbook in FM prin-
ciples.

The collection opens with the now famous paper
of Armstrong in which he for the first time announ-
ced to the world the successful utilization of FM.
Here he relates the major property and advantage
of FM, namely its greater immunity to noise
interference, and describes a practical FM system
still popular today. The second paper, the very
readable classic by Crosby published soon after
Armstrong’s, presents basic theory and experi-
ments on noise immunity properties of FM. Cor-
rington (paper 3) discusses another very important
consideration in FM, the required bandwidth for
its faithful transmission.

The noise immunity of FM does not hold, how-
ever, under high noise-level conditions. Additive
noise enters into the FM demodulation process in
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a nonlinear manner, rendering the exact analysis
of the demodulated signal-to-noise ratio a very
difficult problem. The region where the demodu-
lated signal-to-noise ratio begins to deviate and
fall off more rapidly than predicted by linear
analysis is referred to as the “FM Improvement
Threshold,” or simply “threshold.” The region
below the threshold is marked by a rapid deteriora-
tion of the demodulated output, nullifying the
noise immunity property of FM. The problem of
finding the exact demodulated noise values at and
below threshold is discussed by Rice and Stumpers
(papers 4 and 5) using different analytical ap-
proaches. In 1963 Rice published a very useful
approximate approach to the problem (paper 7)
based on the notion of click noise. Common- and
adjacent-channel interference is discussed very
lucidly by Corrington (paper 6).

Section I (FM Circuit Theory) presents methods
for dealing with the effect of circuitry on frequency
modulated signals. This is an important and in-
triguing problem, generally involving approxima-
tions of onc sort or another. The two classical
methods for quasi-stationary signals are those of
“Carson and Fry” and “van der Pol and Stum-
pers” (papers 8, 9, and 10). The paper by Weiner
and Leon (paper 11) gives a useful quasi-stationary
solution with the correction term in closed form. A
further useful approximate method is given in the
recent paper of Bedrosian and Rice (paper 12).

Since FM noise immunity is limited by the
threshold effect, much research effort has recently
been expended, especially in connection with space
and military communication, to reduce the thresh-
old. It has been found that through the use of FM
and/or phase feedback, demodulators with thresh-
olds at considerably lower received carrier-to-
noise ratios are possible. These are the so-called

phase-locked and FM-feedback loops. Section 111 (FM
Threshold Reduction) is devoted to this topic.
Enloe’s paper (paper 13) features the *two thresh-
old” theory which is widely used in the design of
FM feedback demodulators. Develet (paper 14)
presents an approximate nonlinear analysis of the
phase-locked loop applicable when both the noise
and the signal are of a Gaussian distribution. He
also gives the limit of threshold performance for
optimum demodulators. Viterbi (paper 15) gives an
exact nonlinear analysis for the first-order phase-
locked loop in the presence of white Gaussian noise
interference.

The last section deals with digital FM. This area
is already prominent and is gaining further impetus
from the trend toward digitalization of informa-
tion. The salient consideration here is the proba-
bility of mistaking a ““mark” for a ““space,” or vice
versa, for a given received signal and noise power
level. The paper by Bennett and Salz (paper 16)
is a comprehensive treatment of system perfor-
mance for cases where postdemodulation filtering
can be ignored. The editor’s paper (paper 17)
includes the effect of postdemodulation filtering
through an approximate approach, and at the
same time links the theories of analog and digital
FM. Concluding the collection is the paper by
Pelchat (paper 18) on the power spectrum of
PCM/FM.

I am grateful to Dr. T. T. N. Bucher for com-
ments and suggestions, and to A. Newton and J.
Frankle for many fruitful discussions. Roxana
Klapper is always at my side.

Jacos KLAPPER

Newark College of Engineering
Newark, New Jersey
December, 1969
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PAPER NO. 1

Reprinted from Proc. IRE, Vol. 24, No. 5, pp. 689-740, May 1936

A METHOD OF REDUCING DISTURBANCES IN
RADIO SIGNALING BY A SYSTEM OF
FREQUENCY MODULATION*

By
Epwin H. ArRMSTRONG
(Department of Electrical Engineering, Columbia University, New York City)

Summary—A new method of reducing the effects of all kinds of disturbances
1s described. The transmilting and receiving arrangements of the system, which makes
use of frequency modulation, are shown in detail. The theory of the process by
which notse reduction is obtained is discussed and an account i8 given of the practical
realization of it in lransmissions during the past year from the National Broad-
casting Company’s experimental station on the Empire State Building in New York
City to Westhampton, Long Island, and Haddonfield, New Jersey. Finally, meth-
ods of multiplexing and the results obtained tn these tests are reported.

PART 1

T IS the purpose of this paper to describe some recent develop-
I[ ments in the art of transmitting and receiving intelligence by the

modulation of the frequency of the transmitted wave. It is the
further purpose of the paper to describe a new method of reducing
interference in radio signaling and to show how these developments
may be utilized to produce a very great reduction in the effects of the
various disturbances to which radio signaling is subject.

HistoricaL

The subject of frequency modulation is a very old one. While there
are some vague suggestions of an earlier date, it appears to have had
its origin shortly after the invention of the Poulsen are, when the in-
ability to key the arc in accordance with the practice of the spark
transmitter forced a new method of modulation into existence. The ex-
pedient of signaling (telegraphically) by altering the frequency of the
transmitter and utilizing the selectivity of the receiver to separate
the signaling wave from the idle wave led to the proposal to apply the
principle to telephony. It was proposed to effect this at the transmitter
by varying the wave length in accordance with the modulations of the
voice, and the proposals ranged from the use of an electrostatic micro-

* Decimal classification: R400X R430. Original manuscript received by the

Institute, January 15, 1936. Presented before New York meeting, November 6,
1935.
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phone associated with the oscillating circuit to the use of an inductanee
therein whose value could be controlled by some electromagnetic
means. At the receiver it was proposed to cause the variations in fre-
quency of the received wave to create amplitude variations by the use
of mistuned receiving circuits so that as the incoming variable fre-
quency current came closer into or receded farther from the resonant
frequency of the receiver circuits, the amplitude of the currents therein
would be correspondingly varied and so could be detected by the usual
rectifying means. No practical success came from these proposals and
amplitude modulation remained the accepted method of modulating
the are. The various arrangements which were tried will be found in the
patent records of the times and subsequently in some of the leading
textbooks.! The textbooks testify unanimously to the superiority of
amplitude modulation.

Some time after the introduction of the vacuum tube oscillator
attempts were again made to modulate the frequency and again the
verdict of the art was rendered against the method. A new element
however, had entered into the objective of the experiments. The quan-
titative relation between the width of the band of frequencies required
in amplitude modulation and the frequency of the modulating current
being now well understood, it was proposed to narrow this band by the
use of frequency modulation in which the deviation of the frequency
was to be held below some low limit; for example, a fraction of the
highest frequency of the modulating current. By this means an
economy in the use of the frequency spectrum was to be obtained. The
fallacy of this was exposed by Carson?in 1922 in the first mathematical
treatment of the problem, wherein it was shown that the width of the
band required was at least double the value of the highest modulating
frequency. The subject of frequency modulation scemed forever
closed with Carson’s final judgment, rendered after a thorough con-
sideration of the matter, that “Consequently this method of modula-
tion inherently distorts without any compensating advantages what-
soever.”

Following Carson a number of years later the subject was again
examined in & number of mathematical treatments by writers whose
results concerning the width of the band which was required confirmed
those arrived at by Carson, and whose conclusions, when any were ex-
pressed, were uniformly adverse to frequency modulation.

! Zenneck, “Lehrbuch der drahtlosen Telegraphy,” (1912).

Eccles, “Wireless Telegraphy and Telephony,” (1916).
Goldsmith, “Radio Telep{\ony," (1918).

2 “Notes on the theory of modulation,” Proc. I.R.E., vol. 10, pp. 57-82;
February, (1922).
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In 1929 Roder® confirmed the results of Carson and commented
adversely on the use of frequency modulation.

In 1930 van der Pol! treated the subject and reduced his results
to an excellent form for use by the engineer. He drew no conclusions
regarding the utility of the method.

In 1931, in a mathematical treatment of amplitude, phase, and fre-
quency modulation, taking into account the practical aspect of the in-
crease of efficiency at the transmitter which is possible when the fre-
quency is modulated, Roder® concluded that the advantages gained
over amplitude modulation at that point were lost in the receiver.

In 1932 Andrew® compared the effectiveness of receivers for fre-
quency modulated signals with amplitude modulated ones and arrived
at the conclusion that with the tuned circuit method of translating the
rariations in frequeney into amplitude variations, the frequency modu-
lated signal produced less than one tenth the power of one which was
amplitude modulated.

While the consensus based on academic treatment of the problem
is thus heavily against the use of frequency modulation it is to the field
of practical application that one must go to realize the full extent of
the difficulties peculiar to this type of signaling.

ProBLEMS INVOLVED

The conditions which must be fulfilled to place a frequency modula-
tion system upon a comparative basis with an amplitude modulated
one are the following:

1. It is essential that the frequency deviation shall be about a fixed
point. That is, during modulation there shall be a symmetrical change
in frequeney with respect to this point and over periods of time there
shall be no drift from it.

2. The frequeney deviation of the transmitted wave should be in-
dependent of the frequency of the modulating current and directly
proportional to the amplitude of that current.

3. The receiving system must have such characteristics that it re-
sponds only to changes in frequeney and that for the maximum change
of frequency at the transmitter (full modulation) the selective character-
istic of the system responsivetofrequency changes shall be such that sub-
stantially complete modulation of the current therein will be produced.

3 “U’eber Frequenzmodulation,” Telefunken-Zeitung no. 53, p. 48, (1929).

¢ “Frequency modulation,” Proc. I.R.E., vol. 18, pp. 1194-1205; July,
(1939)‘2Am1)1it11de, phase, and frequency modulation,” Proc. I.R.E., vol. 19, pp.
2145-2176; December, (1931).

¢ “The reception of frequency modulated radio signals,” Proc. 1.R.E.,,
vol. 20, pp. 835-840; May, (1932).
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4. The amplitude of the rectified or detected current should be
directly proportional to the change in frequency of the transmitted
wave and independent of the rate of change thereof.

5. All the foregoing operations should be carried out by the use of
aperiodic means.

THE TRANSMITTING SYSTEM

An extensive experience with the various known methods of modu-
lating the frequency convinced the writer as indeed it would anyone
who has tried to work with this method of modulation at a high fre-
quency that some new system must be evolved. During the course of
this work there was evolved a method which, it is believed, is a com-
plete solution of the transmitter problem. It consists in employing the
modulating current to shift the phase of a current derived from a
source of fixed phase and frequency by an amount which is directly
proportional to the amplitude of the modulating current and inversely
proportional to its frequency. The resulting phase shift is then put
through a sufficient number of frequency multiplications to insure 100
per cent modulation for the highest frequency of the modulating cur-
rent. By keeping the initial phase shift below thirty degrees sub-
stantial linearity can be obtained.

The means employed to produce the phase shift consisted of a
source of fixed frequency, a balanced modulator excited by this source,
and arrangements for selecting the side frequencies from the modula-
tor output and combining them in the proper phase with an unmodu-
lated current derived from the initial source. The phase relations
which must exist where the combination of the modulated and un-
modulated currents takes place are that at the moment the upper and
lower side frequencies produced by the balanced modulator are in
phase with each other, the phase of the current of the master oscillator
frequency with which they are combined shall differ therefrom by
ninety degrees.

The schematic and diagrammatic arrangements of the circuits may
be visualized by reference to Figs. 1 and 2, and their operation under-
stood from the following explanation. The master oscillator shown in
these diagrams may be of the order of fifty to one hundred thousand or
more cycles per second, depending upon the frequency of the modulat-
ing current. An electromotive foree derived from this oscillator is
applied in like phase to the grid of an amplifier and both grids of a bal-
anced modulator. The plate circuits of the modulator tubes are made
nonreactive for the frequency applied to their grids by balancing out
the reactance of the transformer primaries as shown. The plate cur-
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rents are therefore in phase with the electromotive force applied to the
grid. The succeeding amplifier is coupled to the output transformer by
a coil whose natural period is high compared to the frequency of the
master oscillator and the electromotive force applied to the grid of this
amplifier when the modulator tubes are unbalanced by a modulating
voltage applied to the screen grids is therefore shifted in phase ninety

Oscitiator  Amplifier

- — — - 0
“ﬁ — = Munmipliers
: & Siate Band
| | Batancea  Changing -
yl:;mw{or Device l/rw/L/fr '
= /| =

Correction H
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Modulation -_—_{ _——
input 1L _J
Fig. 1

degrees (or 270 degrees) with respect to the phase of the electromotive
force applied to the grids of the balanced modulators. Hence it follows
that the phase of the currents existing in the plate circuit of the ampli-
fier of the output of the balanced modulator (at the peak of the modu-
lation voltage) is either ninety degrees or 270 degrees apart from the
phase of the current existing in the plate circuit of the amplifier of the
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unmodulated master oscillator current. Therefore the voltages which
they develop across the common resistance load will be ninety degrees
apart.

The resulting effect on the phase of the voltage developed across the
resistance in the plate circuits of these two amplifiers when modulation
is applied, compared to the phase of the voltage which would exist
there in the absence of modulation will appear from Fig. 3. It will be
observed from the vector diagrams that the phase of the voltage across
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the common resistance load is alternately advanced and retarded by
the combination of the modulated and unmodulated components and
that the maximum phase shift is given by an angle whose tangent is
the sum of the peak values of the two side frequencies divided by the
peak value of the unmodulated component. By keeping this angle
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/(”\\\<¥/7_

Ynmogulatea R F

\1
7
A
\ 't \!

v

1 ff

‘Wi
j WA
y 4

Siae Frequency
? A 48 TA
|
4 e y <AL B, 4
| lS/de Frequency £ | \ lB
B8
Carrier | | carrier ]
! . A l A
| Carrier carrier | Carrrer
|
Fig. 3

sufficiently small (not greater than thirty degrees) it may be made
substantially proportional to the amplitude of the two side frequencies
and hence to the amplitude of the initial modulating current.” It will
be observed that if the angle through which the phase is shifted be the
same for all frequencies of modulation then the rate of increase or de-

o 30D, LT R, 3 e
Fig. 4

crease of the angle will be proportional to the frequency of modulation
and hence the deviation in frequency of the transmitted wave will be
proportional to the frequency of the modulating current. In order to
insure a frequency deviation which is independent of the modulation

? For the large angular displacements there will be an appreciable change in
amplitude of the combined currents at double the frequency of the modulating
current. This variation in amplitude is not of primary importance and is re-
moved subsequently by a limiting process.
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frequency it is necessary that, for a constant impressed modulating
electromotive force, the angle through which the phase is shifted
be made inversely proportional to the frequency of the modulating
current. This is accomplished by making the amplification of the in-
put amplifier inversely proportional to frequency by means of the cor-
rection network shown in Fig. 4. The network consists of a high re-
sistance in series with a capacity whose impedence for the lowest fre-
quency of modulation is relatively small with respect to the series re-
sistance. The voltage developed across the capacity which excites the
succeeding amplifier stage is therefore inversely proportional to fre-
quency and hence it follows that the angle through which the current
is advanced or retarded becomes directly proportional to the ampli-
tude of the modulating current and inversely proportional to its fre-
quency. The resulting phase shift must be multiplied a great many
times before a frequency modulated current which can be usefully em-
ployed is produced. This will be clear from an examination of the re-
quirements of a circuit over which it is desired to transmit a frequency
range from thirty to 10,000 cycles. Since the lowest frequency is limited
to a phase shift of thirty degrees it follows that for 10,000 cycles the
phase shift will be but 0.09 degree. The minimum phase shift for 100
per cent modulation of the transmitted wave is roughly forty-five de-
grees. A frequency multiplication of 500 times is required, therefore, to
produce a wave which is fully modulated® and capable of being effec-
tively handled by the receiver in the presence of disturbing currents.
Under ordinary conditions this multiplication of frequency can be
realized without loss of linearity by a series of doublers and triplers
operated at saturation provided the correct linkage circuits between
the tubes are employed. Where however the wide band frequency
swing which will be described subsequently in this paper is employed
unexpected difficulties arise. These also will be dealt with subsequently.
From the foregoing description it will be seen that this method of
obtaining frequency modulation consists in producing initially phase
modulation in which the phase shift is inversely proportional to the
frequency of modulation and converting the phase modulated current
into a frequency modulated one by successive multiplications of the
phase shift. The frequency stability, of course, is the stability attain-
able by a crystal controlled oscillator and the symmetry of the devia-
tion may be made substantially perfect by compensating such asym-
metrical action in the system as may occur. With the method of phase

8 One in which the side frequencies are sufficiently large with respect to the
carrier to make it possible to produce at the receiver 100 per cent modulation
in amplitude, without the use of expedients which affect unfavorably the signal-
to-noise ratio.
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shifting shown in Fig. 2 there is an asymmetry which is of importance
when the frequency of modulation is high compared to the master
oscillator frequency. It occurs in the plate transformer of the balanced
modulator. The plate circuits of these tubes are substantially aperiodic
and consequently the amplitudes of the upper and lower side fre-
quencies are approximately equal and from this it follows that the
electromotive forces induced in the secondary are directly propor-
tional to the values of these frequencies. Where the master oscillator
frequency is 50,000 cycles and a frequency of modulation of 10,000
cycles is applied, the upper side frequency may be fifty per cent greater
than the lower. This inequality may be compensated by a resistance-
capacity network introduced subsequent to the point at which the
combination of carrier and side frequencies is effected but prior to any
point at which loss of linearity of amplitude occurs. The level in the
amplifiers ahead of the compensating network must be kept sufficiently
low so that the operation of the system is linear. After the side fre-
quencies are equalized amplitude linearity ceases to be of importance.

The performance of transmitters operating on this principle has
been in complete accord with expectations. While the arrangements
may seem complex and require a large amount of apparatus the com-
plexity is merely that of design, not of operation. The complete ar-
rangement, up to the last few multiplifier stages may be carried out
most effectively with receiving type tubes, these last multiplier stages
consisting of power type pentodes for raising the level to that neces-
sary to excite the usual power amplifiers.

THE RECEIVING SYSTEM

The most difficult operation in the receiving system is the transla-
tion of the changes in the frequency of the received signal into a
current which is a reproduction of the original modulating current.
This is particularly true in the case of the transmission of high fidelity
broadcasting. It is, of course, essential that the translation be made
linearly to prevent the generation of harmonies but it must also be
accomplished in such a manner that the signaling current is not placed
at a disadvantage with respect to the various types of disturbances to
which radio reception is subject. In the particular type of translation
developed for this purpose which employs the method of causing the
changes in frequency to effect changes in amplitude which are then
rectified by linear detectors, it is essential that for the maximum devia-
tion of the transmitted frequency there shall be a substantial amplitude
modulation of the received wave. At first sight it might appear that
100 per cent or complete modulation would be the ideal, but there are

10
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objections to approaching this limit too closely. It will, however, be
clear that where the translation is such that only a few per cent
amplitude modulation results from the maximum deviation of the fre-
quency of the transmitted wave the receiver is hopelessly handicapped
with respect to amplitude disturbances. This is true because even when
the level of the voltage applied to the conversion system is kept con-
stant by a current limiting device or automatic volume control there
still remains those intervals wherein the incoming disturbances arrive
in the proper phase to neutralize the signaling current in the detector,
effecting thereby substantially complete modulation of the rectified
current or the intervals wherein the disturbing currents themselves
effect greater amplitude changes than the signal itself by cross modula-
tion of its frequency.

o [F Arnpifier
!
&
FRechpier; ATt . ATPIEL oy Recnper
r— ! N ~ T
ANV | | 7 l : ( t )
] ; ] i \o
i { S - [
Lpp—— — 1 o - N S —L
Fig. 5

An arrangement in which linear conversion can be effected without
handicapping the system with respect to amplitude disturbances is
illustrated diagrammatically in Fig. 5. Two branch circuits each con-
taining resistance, capacity, and inductance in series as shown are con-
nected to the intermediate-frequency amplifier of a superheterodyne
at some suitable frequency. One capacity and inductance combination
is made nonrecactive for one extreme of the frequency band which the
signal current traverses and the other capacity and inductance com-
bination is made nonreactive for the other end of the band. The resist-
ances are chosen sufficiently high to maintain the current constant over
the frequency range of the band; in fact, sufficiently high to make each
branch substantially aperiodic. The reactance characteristics taken
across each capacity and inductance combination will be as illustrated
in Fig. 6 by curves A and B. Since the resistances in series with the
reactance combinations are sufficient to keep the current constant
throughout the frequency band it follows that the voltages developed
across each of the two combinations will be proportional to their re-
actances as is illustrated in curves A’ and B’. The two voltages are

11
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applied respectively to the two equal aperiodic amplifiers, each of
which is connected to a linear rectifier. The rectifiers are in series with
equal output transformers whose secondaries are so poled that changes
in the rectifier currents resulting from a change in the frequeney of the
received signal produce additive electromotive forces in their second-
aries. Since amplifiers and rectifiers are linear the output currents will
follow the amplitude variations created by the action of the capacity-
inductance combinations. While the variation in reactance is not
linear with respect to the change of frequency, particularly where the
width of the band is a substantial percentage of the frequency at
which the operation takes place, as a practical matter, by the proper
choice of values together with shunts of high resistance or reactance
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these characteristics may be rendered sufficiently straight within the
working range to meet the severest requirements of high fidelity broad-
casting. The operation of the system is aperiodic and capable of effect-
ing 100 per cent modulation if desired, this last depending on the
separation of the two nonreactive points with respect to the frequency
swing. Generally the setting of the nonreactive frequency points should
be somewhat beyond the range through which the frequency is swung.

There is shown in Fig. 7 an alternative arrangement of deriving
the signal from the changes in frequency of the received wave which
has certain advantages of symmetry over the method just described.
In this arrangement a single capacity-inductance combination with the
nonreactive point in the center of the frequency band is used and the
rectifiers are polarized by a current of constant amplitude derived from
the received current. In this way, by properly phasing the polarizing
current, which is in effect a synchronous heterodyne, differential recti-
fying action can be obtained. In Fig. 7 the amplified output of the
receiver is applied across the single series circuit consisting of resistance
R, capacity C, and inductance L. The reactance of C and L are equal
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for the mid-frequency point of the band and the reactance curve is
as illustrated in A of Fig. 8. At frequencies above the nonreactive
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point the combination acts as an inductance; at frequencies below the
nonreactive point as a capacity and the phase of the voltage de-
veloped across the combination with respect to the current through it
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differs, therefore, by 180 degrees above and below the nonreactive
point. Since the current through the circuit is maintained constant over
the working range by the resistance R and since the resistance of the

13
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capacity C and inductance L may be made very low the electromotive
force developed across C and L is of the form shown in curve B. This
curve likewise represents the variation in voltage with variation in fre-
quency which is applied to the grids of the amplifiers and eventually
to the two rectifiers D, and D,.

The heterodyning or polarizing voltage is obtained by taking the
drop across the resistance R\, amplifying it, changing its phase through
ninety degrees and applying the amplified voltage to the screen grids
of the amplifiers in opposite phase. The characteristic of this amplify-
ing and phase changing system must be flat over the working range.
Under these conditions the signaling and heterodyning voltages are
exactly in phase in one rectifier and 180 degrees out of phase in the
other, and hence for a variable signaling frequency the rectifying char-
acteristics are as shown in curves C and D the detector outputs being
cumulatively combined for frequency changes. Adjustment of the rela-
tive amplitudes of the signaling and polarizing voltages in the rectifier
controls the degree of amplitude modulation produced from 100 per cent
down to any desired value.

PART 11

With the foregoing description of the instrumentalities for trans-
mitting and receiving frequency modulated waves it is now in order
to consider the main object of the paper; the method of reducing dis-
turbances and the practical results obtained by its use.

METHOD OoF REDUCING DISTURBANCES

The basis of the method consists in introducing into the transmitted
wave a characteristic which cannot be reproduced in disturbances of
natural origin and utilizing a receiving means which is substantially not
responsive to the currents resulting from the ordinary types of dis-
turbances and fully responsive only to the type of wave which has the
special characteristic.

The method to be described utilizes a new principle in radio signal-
ing the application of which furnishes an interesting conflict with one
which has been a guide in the art for many years; i.e., the belief that
the narrower the band of transmission the better the signal-to-noise
ratio. That principle is not of general application. In the present
method an opposite rule applies.

It appears that the origin of the belief that the energy of the dis-
turbance created in a receiving system by random interference de-
pended on the band width goes back almost to the beginning of radio.
In the days of spark telegraphy it was observed that “loose cou-
pling” of the conventional transmitter and receiver circuits produced

14
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a “sharper wave” and that interference from lightning discharges, the
principle “static” of those days of insensitive and nonamplifying re-
ceivers was decrcased. Further reduction in interference of this sort
occurred when continuous-wave transmitters displaced the spark and
when regeneration narrowed the band width of the receiving system.
It was observed, however, that “excessive resonance” must not be
employed either in telegraphic or more particularly in telephonic sig-
naling or the keying and speech would become distorted. It was con-
cluded in a qualitative way that there was a certain “selectivity”
which gave the best results.

In 1925 the matter was placed on a quantitative basis by Carson®
where in a mathematical treatment of the behavior of selective cir-
cuits when subjeected to irregular and random interference (with par-
ticular reference to “static”), on the basis of certain assumptions, the
proposition was established that “if the signaling system requires the
transmission of the band of frequencies corresponding to the intérval
wy—w; and if the selective circuit is efficiently designed to this end, then
the mean square interference current is proportional to the frequency
band width (we— w)) /2.

Hazeltine!® pointed out that when a detector was added to such a
system and a carrier of greater level than the interference currents was
present, that for aural reception only those components of the inter-
fering current lying within audible range of the carrier frequency were
of importance and that Carson’s theory should be supplemented by the
use of a factor equal to the relative sensitivity of the ear at different
frequencies.

With the discovery of shot effect and thermal agitation noises and
the study of their effect on the limit of amplification quantitative rela-
tions akin to those enunciated by Carson with respect to static were
found to exist.

Johnson,!! reporting the discovery of the electromotive force due
to thermal agitation and considering the problem of reducing the noise
in amplifiers caused thereby, points out that for this type of disturb-
ance the theory indicates, as in the Carson theory, that the frequency
range of the system should be made no greater than is essential for the
proper transmission of the applied input voltage, that where a voltage
of constant frequency and amplitude is used one may go to extremes in

* J. R. Carson, “Selective circuits and static interference,” Bell Sys. Tech.
Jour., vol. 4, p. 265, (1925).

19 L. A. Hazeltine, Discussion on “The shielded neutrodyne receiver,”
Proc. I.LR.E,, vol. 14, pp. 408, 409; June, (1926).

11 J. B. Johnson, “Thermal agitation of electricity in conductors, Phys. Rev.,
vol. 32, no. 1, July, (1926).
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making the system selective and thereby proportionately reducing the
noise, but that when the applied voltage varies in frequeney or ampli-
tude the system must have a frequency range which takes care of these
variations and the presence of a certain amount of noise must be ac-
cepted.

Ballantine!? in a classical paper discussing the random interference
created in radio receivers by shot and thermal effects obtained a com-
plete expression for the noise output.™

Johnson and Llewellyn,™ in a paper dealing generally with the
limits to amplification, point out that in a properly designed amplifier
the limit resides in thermal agitation in the input circuit to the ampli-
fier, that the power of the disturbance in the output of the amplifier
is proportional to its frequency range and that this, the only controlla-
ble factor in the noise equation, should be no greater than is needed for
the transmission of the signal. A similar conclusion is reached in the
case of a detector connected to the output of a radio-frequency ampli-
fier and supplied with a signal carrier.

It is now of interest to consider what happens in a linear detector
connected to the output of a wide band amplifier which amplifies
uniformly the range from 300 to 500 kilocycles. Assume that the
amplification be sufficiently great to raise the voltage due to thermal
agitation and shot effect to a point sufficient to produce straight-line
rectification and that no signal is being received. Under these condi-
tions the frequencies from all parts of the spectrum between 300 and
500 kilocycles beat together to contribute in the output of the detec-
tor to the rough hissing tone with which the art is familiar. The spec-
trum of frequencies in the rectified output runs from some very low
value which is due to adjacent components throughout the range
beating with one another to the high value of 200 kilocycles caused
by the interferences of the extremes of the band.

It is important to note that all parts of the 300- to 500-kilocycle
spectrum contribute to the production in the detector output of those
frequencies with which we are particularly interested—those lying
within the audible range.

12 Stuart Ballantine, “Fluctuation noise in radio receivers,” Proc. I.R.E.,
vol. 18, pp. 1377-1387; August, (1930).

13 Ballantine expressed his result as follows: “In a radio receiver employing
a square-law detector and with a carrier voltage impressed upon the detector,
the audio-frequency noise, as measured by an instrument indicating the average
value of the square of the voltage (or current), is proportional to the area under
the curve representing the square of the over-all transimpedance (or of the
transmission) from the radio-frequency branch in which the disturbance origi-
nates to the measuring instrument as a function of frequency and proportional
to the square of the carrier voltage.”

14 J. B. Johnson and F. B. Llewellyn, “Limits to amplification,” Trans.
A.I.E.E., vol. 53, no. 11, November, (1934).
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Assume now that an unmodulated signal carrier is received of, for
example, 400 kilocycles and that its amplitude is greater than that of
the disturbing currents. Under these circumstances an entirely new set
of conditions arise. The presence of the 400-kilocycle current stops the
rectification of the beats which occur between the various components
of the spectrum within the 300- to 500-kilocycle band and forees all
rectification to take place in conjunction with the 400-kilocycle carrier.
Hence in the output of the rectifier there is produced a series of fre-
quencies running from some low value up to 100 kilocycles. The lowest
frequency is produced by those components of the spectrum which lie
adjacent to the 400-kilocycle current, the highest by those frequen-
cies’®'18 which lie at the extremity of the band; i.e., 300 and 500 kilo-
cycles, respectively.
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The characteristics of the rectifiers and the magnitude of some of
the effects involved in the above-described action may be visualized by
reference to the succceding figures. The actual demodulation of the
beats occurring between adjacent frequency components by the pres-
ence of the 400-kilocycle current is shown by the characteristic of Fig.
9, which illustrates what happens to the output voltage of a rectifier
produced by beating together two equal currents of 350 and 351 kilo-
cycles, respectively, when a 400-kilocycle current is introduced in the
same rectifier and its amplitude progressively increased with respect

15 [t has been pointed out by Ballantine® that it is improper to speak of the
amplitude of a single component of definite frequency and that the proper unit
is the noise per frequency interval. This is, of course, correct, but to facilitate
the physical conception of what occurs in this system the liberty is taken of

referrin%] to the noise components as though they were of continuous sine wave

form. The behavior of the system may be checked by actually introducing from
a local generator such components.
18 “Fluctuation noise in radio receivers,” Proc. I.R.E., vol. 18, pp. 1377~

1387; August, (1930).
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to the amplitude of these two currents. The characteristic was obtained
with the arrangement shown in Fig. 10, in which two oscillators of 350
and 351 kilocycles produced currents of equal strength in a linear
rectifier, this rectifier consisting of a diode in series with 10,000 ohms
resistance. The output of the rectifier is put through a low-pass filter,
a voltage divider, and an amplifier. The 400-kilocycle current is intro-
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duced into the rectifier without disturbing the voltage relations of the
other two oscillators and the effect on the rectified output voltage ob-
served as the 400-kilocycle current is increased. The purpose of the
low-pass filter is to prevent the indicating instrument from responding
to the 49- or 50-kilocycle currents produced by the interaction of the
350- and 351-kilocycle currents with the current of 400 kiloeycles. The
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linearity characteristic of the rectifier is shown in Fig. 11 where the
voltage produced by the beats between a current of constant amplitude
and one whose amplitude is raised from equality with, to many times
the value of, the first current is plotted against the ratio of the two.
The linearity of the rectifier is such that after the ratio of the current
becomes two to one no further increase in rectifier output voltage
results. In fact with the levels used in these measurements when the

18
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two currents are equal there is an efficiency of rectification of only
about twenty per cent less than the maximum obtained.

It is important to note here that the only frequencies in the spec-
trum which contribute to the production of currents of audible fre-
quency in the detector output circuit are those lying within audible
range of the signal carrier. We may assume this range as roughly from
390 to 410 kilocycles. The frequencies lying beyond these limits beat
against the 400-kilocycle carrier and of course are rectified by the
detector but the rectified currents which are produced are of fre-
quencies which lie beyond the audible range and produce therefore no
effect which is apparent to the ear. It follows that if the signal carrier
is somewhat greater in amplitude than the disturbing currents the
signal-to-noise ratio for a receiver whose band of admittance covers
twice the audible range will be the same as for one whose band width
is many times that value. (There are, of course, certain second order
effects, but they are of such minor importance that the ear cannot de-
tect them.) The amplitude of the disturbances in the detector output,
will vary in accordance as the components of the disturbing currents
come into or out of phase with the signal carrier, the rectified or de-
tector output current increasing above and decreasing below the level
of the rectified carrier current by an amount proportional to the
amplitude of the components of the 300-500-kilocycle band. The rea-
sons for the independence of the signal-to-noise ratio of the band width
under the circumstances which have been described should now be
apparent. In any event, it can be readily demonstrated experimentally.

It is now in order to consider what happens when a current limit-
ing device is introduced between the output of the amplifier and the
detector input. (Assume signal level still above peak noise level.)
Two effects will occur. One of the effects will be to suppress in the
output circuit of the limiter all components of the disturbing currents
which are in phase with, or opposite in phase to, the 400-kilocycle car-
rier. The other effect will be to permit the passage of all components of
the disturbing currents which are in quadrature with the 400-kilocycle
current.

Both the above effects are brought about by a curious process
which takes place in the limiter. Each component within the band
creates an image lying on the opposite side of the 400-kilocycle point
whose frequency difference from the 400-kilocycle current is equal
to the frequency difference between that current and the original com-
ponent. The relative phase of the original current in question, the
400-kilocycle current and the image current is that of phase modula-
tion—that is, at the instant when the original component and its

19
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image are in phase with each other, the 400-kilocycle current will be in
quadrature with them both and at the instant that the 400-kilocycle
current is in phase with one of these two frequencies, it will be out of
phase with the other.

The relation (obtained experimentally) between the amplitudes of
the original current and the image is illustrated by the curve of Fig. 12,
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which shows the relation between the amplitude of a 390-kilocycle cur-
rent introduced into a limiter along with the 400-kilocycle current and
the resulting 410-kilocycle image in terms of percentage amplitude of
the 400-kilocycle current. It will be obvious from the curve that in the
region which is of interest—that is, where the sidefrequencies are smaller
than the mid-frequency—that the effect is substantially linear.
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With the above understanding of what takes place in the current
limiter it is now in order to consider what happens when a selective
system as illustrated in Fig. 13 is interposed between the limiter and
the detector. (The band-pass filter is for the purpose of removing
limiter harmonies.) A rough picture of what occurs may be had by
considering a single component of the interference spectrum. Suppose

20
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this component to be at 390 kilocycles and that by the action already
explained it has created its image at 410 kilocycles. These two fre-
quencies are equal in amplitude and so phased with respect to each
other and with respect to the 400-kilocycle carrier that no amplitude
change results.

Assume now that the selective system has the characteristic J/.V
which as shown in Fig. 14 is designed to give complete modulation
for a ten-kilocycle deviation of frequency. Since at 390 kilocycles the
reactance across the capacity-inductance combination is zero and at
410 kilocycles double what it is at 400 kilocycles it follows that the
390-kilocycle component becomes equal to zero but the ratio of the
410-kilocycle component to the 400-kilocycle carrier is doubled; that

1 Reactarce +

Fig. 14

is, it is twice as great as is the ratio in the circuits preceding the
selective system. The change in amplitude, therefore, becomes pro-
portional to OU. Therefore in combination with the 400-kilocycle
carrier a variation in amplitude is produced which is substantially iden-
tical with that which would be obtained were the current limiter re-
moved and the selective system replaced by an aperiodic coupling of
such value that the same detector level were preserved.

Now consider what occurs when a selective system having the
characteristic such as PQ and requiring a deviation of 100 kilocycles
to produce full modulation is employed instead of one such as MN,
where a ten-kilocycle deviation only is required. Assume the same con-
ditions of interference as before. The 400-kilocycle voltage applied to
the rectifier will be the same as before, but the relative amplitudes of
the 890- and 410-kilocycle voltages will only be slightly changed. The
410-kilocycle voltage will be increased from a value which is propor-
tional to OS to one which is proportional to OT and the 390-kilocycle
voltage will be reduced from a value proportional to OS to one pro-
portional to OR. The difference in value of the two frequencies will be
proportional to the difference between OS and OT or RT, and the
change in amplitude produced by their interaction with the 400-
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kiloeyele current will be likewise proportional to RT. The reduction in
the amplitude of the disturbance as measured in the detector output
by the use of a 200-kilocycle wide selective system as compared to the
use of one only twenty kilocycles wide is therefore the ratio RT/OU.
In this case it is ten per cent. The power ratio is the square of this or
one per cent.

The above reasoning holds equally well if a balanced rectifying
system is used where the characteristics of the selective system are as
shown in Fig. 15. The output of the system insofar as voltages result-
ing from changes in frequency are concerned is the sum of outputs of
the two sides of the balance.

Frequency

Fig. 15 Fig. 16

It is of course clear that disturbing currents lying farther from the
400-kilocycle point than the ten-kilocycle limit will, by interaction with
the 400-kilocycle current, produce larger values of rectified current
than those lying within that band. But the rectified currents produced in
the detector output by those components of frequency which lie at a greater
than audible frequency distance from the 400-kilocycle current will be
beyond the audible range and hence will produce no disturbance which
ts audible. (It is generally advisable to eliminate them from the audio
amplifier by a low-pass filter to prevent some incidental rectification
in the amplifier making their variations in amplitude audible.)

It remains only to consider what happens when the frequency of
the 400-kilocycle current is varied in accordance with modulation at
the transmitter. It is clear from Fig. 14 that when the selective system
has the characteristic M N that a deviation of 10,000 cycles will pro-
duce complete modulation of the signal or a change in amplitude pro-
portional to OU. Similarly, when the characteristic is according to
the curve PQ it is clear that a 100,000-cycle deviation is required to
produce complete modulation, which is likewise proportional to the same
value OU. As the signal current is swung back and forth over the
range of frequencies between 300 and 500 kilocyeles the band of fre-

o
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quencies from which the audible interference is derived continually
changes, the band progressively lying about ten kilocycles above and
ten kilocycles below what we may call the instantaneous value of the
frequency of the signal. The effect is illustrated by Fig. 16 and from
this it will be seen that the amplitude of the disturbances in the output
circuit of the rectifiers, which is proportional to the sum of RT and
R'T’ will be constant. This will be true where the ratio of the amplitude
of the signal to the disturbing currents is sufficiently large—where
this condition does not exist then there are certain other effects which
modify the results, but these effects will only be of importance at the
limits of the practical working range.

ComPARISON OF NoOISE RATIOS OF AMPLITUDE AND FREQUENCY
MODULATION SYSTEMS

From the foregoing description it will be clear that as between two
frequency modulation systems of different band widths the signal-to-
noise power ratio in the rectified output will vary directly as the square
of the band width (provided the noise voltage at the current limiter is
less than the signaling voltage). Thus doubling the band width pro-
duces an improvement of 4 to 1 and increasing it tenfold an improve-
ment of 100 to 1.

The comparison of relative noise ratios of amplitude and frequency
modulation systems cannot be made on so simple a basis as there are
a number of new factors which enter, particularly when the compari-
son is viewed from the very practical aspect of how much greater
power must be used with an amplitude modulated transmitter than
with a frequency modulated one. If the academic comparison be made
between a frequency modulated system having a deviation of ten kilo-
cycles and an amplitude modulated one of similar band width and the
same carrier level (also same fidelity), it will be found that the signal-to-
noise voltage ratio as measured by a root-mean-square meter will
favor the frequency modulation system by about 1.7 to 1, and that
the corresponding power ratio will be about 3 to 1. This improvement
is due to the fact that in the frequency modulation recciver it is only
those noise components which lie at the extremes of the band; viz,,
ten kilocycles away from the carrier which, by interaction with the
carrier (when unmodulated) can produce the same amplitude of recti-
fied current as will be produced by the corresponding noise component
in the amplitude modulated receiver.

Those components which lie closer to the carrier than ten kilocycles
will produce a smaller rectified voltage, the value of this depending on
their relative distance from the carrier. Hence the distribution of en-
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ergy in the rectified current will not be uniform with respect to fre-
quency but will increase from zero at zero frequency up to a maximum
at the limit of the width of the receiver, which is ten kilocycles in the
present case. The root-mean-square value of the voltage under such a
distribution is approximately 0.6 of the value produced with the uni-
form distribution of the amplitude receiver.

Similarly in comparing an amplitude modulation system arranged
to receive ten-kilocycle modulations and having, of course, a band
width of twenty kilocycles, with a 100-kilocycle deviation frequency

Frequency Characreristic of Selectar System

Fig. 17

modulation system (same carrier level and same fidelity) there will be
an improvement in noise voltage ratio of
deviation 100

1.7 X —— — or 1.7X— =17.
audio-frequency range 10

The above comparisons have been made on the basis of equal car-
rier. The practical basis of comparison between the two is that of
half carrier for the amplitude modulation and full carrier for the fre-
quency modulation system. This results in about the equivalent
amount of power being drawn from the mains by the two systems. On
this basis the voltage improvement becomes thirty-four and the signal-
to-noise power ratio 1156. Where the signal level is sufficiently large
with respect to the noise it has been found possible to realize improve-
ments of this order.

The relative output signal-to-noise ratios of an amplitude modula-
tion system fifteen kilocycles wide (7.5-kilocycle modulation frequency)
and a frequency modulation system 150 kilocycles wide (75-kilocycle
deviation) operating on forty-one megacycles have been compared on
the basis of equal fidelity and half carrier for amplitude modulation,
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The characteristic of the selective system for converting frequency
changes to amplitude changes, which was used, is shown in Fig. 17.
The variation of the output signal-to-noise ratio with respect to the
corresponding radio-frequency voltage ratio is illustrated in Fig. 18.
The curves show that where the radio-frequency peak voltage of the
noise measured at the current limiter is less than ten per cent of the

Fig. 18

signal peak voltage then the energy of the disturbance in the rectified
output will be reduced by a factor which is approximately 1100 to 1.
When the peak radio-frequency noise voltage is twenty-five per cent
of the signal peak voltage then the energy of the disturbance in the
rectified output has been reduced to about 700 to 1, and when it is
fifty per cent the reduction of the disturbance drops below 500 to 1.
Finally when the noise and signal peak voltages become substantially
equal the improvement drops to some very low value. While it is un-
fortunate, of course, that the nature of the effect is such that the
amount of noise reduction becomes less as the noise level rises with
respect to the signal, nevertheless this failing is not nearly so important
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as it would appear. In the field of high fidelity broadcasting a signal-to-
noise voltage ratio of at least 100 to 1 is required for satisfactory re-
ception. It is just within those ranges of noise ratios which can be
reduced to this low level that the system is most effective.

The arrangements employed in obtaining these characteristics and
the precautions which must be observed may perhaps be of interest.
As it was obviously impracticable to vary the power of a transmitter
over the ranges required or to eliminate the fading factor exeept over
short periods of time an expedient was adopted. This expedient con-
sisted in tuning the receiver to the carrier of a distant station, deter-
mining levels and then substituting for the distant station a loeal signal
generator, the distant station remaining shut down except as it was
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called upon to check specific points on the curve. Observations were
taken only when the noise was due solely to thermal agitation and shot
effect.

Fig. 19 shows the arrangement of apparatus. The receiver was a
two-intermediate-frequency superheterodyne with provision for using
either a narrow band second intermediate amplifier with the amplitude
modulation system or a wide band amplifier with the frequency modu-
lation system. The band width of the amplitude modulation system
was fifteen kilocycles or twice the modulation frequency range. The
band width of the frequency modulation receiver was 150 kilocycles or
twice the frequency deviation. Provision was made for shifting from
one intermediate amplifier to the other without disturbing the re-
mainder of the system. The forty-one-megacycle circuits and the first
intermediate amplifier circuits were wide enough to pass the frequency
swing of 150 kilocycles. Identical detection systems were used, the fre-
quency modulation detector being preceded by a selective system for
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translating changes in frequency into changes in amplitude. The output
circuits of the detectors were arranged to be connected alternately to
a 7500-cycle low-pass filter with a voltage divider across its output. An
amplifier with a flat characteristic over the audible range and a
root-mean-square meter connceted through a high-pass, 500-cycle filter
provided the visual indication.

The standard signal was introduced into the input of the two
branches of the sccond intermediate-frequency stage at 400 kilocycles.
As long as the receiver is linear between the antenna and the point at
which the standard signal is introduced it is immaterial whether the
signal be of forty-one megacycles, six megacycles, or 400 kilocycles.
This has been checked experimentally but 400 kilocycles was chosen on
account of the greater accuracy of the signal generator on low frequen-
cies.

The relative noise levels to be compared varied over such ranges
that lack of linearity had to be guarded against and readings were made
by bringing the output meter to the same point on the scale each time
by adjustment of the voltage divider, and obtaining the relative volt-
ages directly from the divider.

Two other precautions are essential. The absolute value of the
noise voltage on the frequency modulation system becomes very low
for high signal levels. If the voltages due to thermal agitation and
shot effect are to be measured rather than those due to the power sup-
ply system the output meter must be protected by a high-pass filter of
high attentuation for the frequencies produced by the power system.
The cutoff point should be kept as low as possible since because of the
difference in the distribution of energy in the rectified outputs of fre-
quency and amplitude modulation receivers already referred to there
is a certain error introduced by this filter which is small if the band
width excluded by the filter is small but which can become appreciable
if too much of the low-frequency part of the modulation frequency
range be suppressed.

A second precaution is the use of a low-pass filter to cut off fre-
quencies above the modulation range. Because of the wide band passed
by the amplifiers of the frequency modulation part of the system there
exists in the detector output rectified currents of frequencies up to
seventy-five kilocycles. The amplitude of these higher frequencies is
much greater than those lying within the audible range. The average
detector output transformer will readily pass a substantial part of these
superaudible frequencies which then register their cffect upon the out-
put meter although they in no way contribute to the audible dis-
turbance.
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The procedure which was followed in making the measurements
we are considering consisted in tuning the receiver to the distant trans-
mitter and adjusting the two detector levels to the same value for the
respective carrier levels to be employed. This was done by cutting
the carrier in half at the transmitter when the amplitude modulation
detector level was being set and using full carrier for the adjustment
of the frequency modulation detector. Each system was then modu-
lated seventy-five per cent and output voltages checked against each
other. If they were equal the modulation was removed and the relative
noise voltages measured for the respective carrier levels. This gave the
first point on the curve. The transmitter was then shut down and
a local carrier introduced which gave the same level in the 400-kilocycle
intermediate amplifier circuits as the half carrier distant signal. This
level was directly ascertainable from the rectified detector current in
the amplitude modulation system. From this point on the procedure
was entirely within the control of the receiving station. The noise
ratios could be compared at any signal level by adjusting the voltage
introduced by the signal generator to any fraction of that of the distant
signal, bringing the level in the amplitude modulation detector up to
the same original value by adjustment of the amplification of the
second intermediate amplifier (the frequency modulation detector stays
at its point of reference because of the current limiter) and comparing
the two output voltages. The level of the detector in the amplitude
modulation receiver was of course set with the half carrier value of the
signal generator and the output voltage measured at that level. The
output voltage of the frequency modulation system was measured
when twice that voltage was applied.

It is important to keep in mind just what quantities have been meas-
ured and what the curves show. The results are a comparison between
the relative noise levels in the two systems (root-mean-square values)
when they are unmodulated. In both an amplitude and in a frequency
modulation receiver the noise during modulation may be greater than
that obtained without modulation. In the frequency modulation re-
ceiver two principal sources may contribute to this increase, one of
which is of importance only where the band for which the receiver is
designed is narrow, the other of which is common to all band widths.
If the total band width of the receiver is twenty kilocycles and if the-
deviation is, for example, ten kilocycles, then as the carrier frequency
swings off to one side of the band, it approaches close to the limit of
the filtering system of the receiver. Since the sides of the filter are
normally much steeper than the selective system employed to convert
the changes in frequency into amplitude variations and since the fre-
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quency of the signaling current will have approached to within the
range of good audibility of the side of the filter a considerable increase
in both audibility and amplitude of the disturbance may occur, caused
by the sides of the filter acting as the translating device. This effect is
obviously not of importance where a wider frequency swing is em-
ployed.

The other source of noise which may occur when the signal fre-
quency swings over the full range is found in systems of all band
widths. It was first observed on an unmodulated signal when it was
noted that swinging the intermediate frequency from the mid-point to
one side or the other by adjustment of the frequency of the first hetero-
dyne produced an increase in the amplitude and a change in the charae-
ter of the noise. The effect was noted on a balanced detector system and
at first it was attributed to the destruction of the amplitude balance
as one detector current became greater than the other. Subsequently
when it was noted that the increase in the noise was produced by the
detector with the smaller current and that the effect was most pro-
nounced when the signal level was relatively low, the explanation
became apparent. As long as the signal frequency was set at the mid-
point of the band its level in the detector was sufficiently large to
prevent the production of audible beats between the noise components
lying respectively at the two ends of the band where the reactance of
the selective systems is a maximum.

When however the signal frequency moves over to one side of the
band the amplitude of the voltage applied to one of the detectors pro-
gressively decreases, approaching zero as the frequency coincides with
the zero reactance point of the selective system. The demodulating
effect of the signaling current therefore disappears and the noise com-
ponents throughout the band, particularly those at the other side of it,
are therefore free to beat with each other. The noise produced is the
characteristic one obtained when the high-frequency currents caused
by thermal agitation and shot effect are rectified in a detector without
presence of a carrier. The effect is not of any great importance on the
ordinary working levels for simplex operation, although it may become
so in multiplex operation. It indicates, however, that where the signal-
to-noise level is low, complete modulation of the received signal by the
conversion system is not desirable and that an adjustment of the de-
gree of modulation for various relative noise levels is advantageous.

In the course of a long series of comparisons between the two
systems a physiological effect of considerable importance was noted. It
was observed that while a root-mean-square meter might show the
same reading for two sources of noise, one derived from an amplitude
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modulation, and the other from a frequency modulation receiver (both
of the same fidelity) that the disturbance perceived by the ear was more
annoying on the amplitude modulation system. The reason for this is
the difference in the distribution of the noise voltage with respect to
frequency in the rectified output currents of the two systems, the dis-
tribution being substantially uniform in the amplitude system but
proportional to frequency in the frequency modulation system. Hence
in the latter there is a marked absence of those frequencies which lie
in the range to which the ear is the most sensitive. With most observers
this difference results in their appraising a disturbance produced in
the speaker by an amplitude modulation system as the equivalent of
one produced therein by a frequency modulation system of about 1.5
times the root-mean-square voltage although of course the factor varies
considerably with the frequency range under consideration and the
characteristic of the individual’s aural system.

On account of this difference in distribution of energy the correct
method of procedure in making the comparison is that given in the
article by Ballantine,'® but lack of facilities for such determinations
made necessary the use of a root-mean-square meter for the simul-
taneous measurement of the entire noise frequency range. The increase
in noise voltage per frequency interval with the frequency may be
readily demonstrated by means of the ordinary harmonic analyzer of
the type now so generally used for the measurement of distortion.
Because of the extremely narrow frequency interval of these instru-
ments it is not possible to obtain sufficient integration to produce stable
meter readings and apparatus having a wider frequency interval than
the crystal filter type of analyzer must be used. The observation of the
action of one of these analyzers will furnish convincing proof that peak
voltmeter methods must not be used in comparing the rectified output
currents in frequency and amplitude modulation receivers.

All the measurements which have been heretofore discussed were
taken under conditions in which the disturbing currents had their
origin in either thermal agitation or shot effect, as the irregularity of
atmospheric disturbances or those due to automobile ignition systems
were too irregular to permit reproducible results. The curves apply
generally to other types of disturbances provided the disturbing voltage
is not greater than that of the signal. When that occurs a different
situation exists and will be considered in detail later.

There are numerous second order effects produced, but as they
are of no great importance consideration of them will not be under-
taken in the present paper.
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TuE NEw York-WEsTHAMPTON AND HADDONFIELD TESTS

The years of research required before field tests could even be
considered were carried out in the Marcellus Hartley Research Labora-
tory at Columbia University. Of necessity both ends of the circuit had
to be under observation simultancously and a locally generated signal
was uscd. The source of signal ultimately employed consisted of a
standard signal generator based upon the principle of modulation al-
ready deseribed and capable of giving 150,000 cycles swing on forty-
four megacyeles. The generator was also arranged to give amplitude
modulated signals. Suitable switching arrangements for changing
rapidly from frequency to amplitude modulation at either full or half
carrier were set up and a characteristic similar to that of Fig. 18 ulti-
mately obtained.

A complete receiving system was constructed and during the
Winter of 1933-1934 a series of demonstrations were made to the
executives and engincers of the Radio Corporation of America. That
wholly justifiable suspicion with which all laboratory demonstrations
of “static eliminators’ should be properly regarded was relieved when
C..W. Horn of the National Broadeasting Company placed at the
writer’s disposal a transmitter in that company’s experimental station
located on top of the limpire State Building in New York City. The
transmitter used for the sight channel of the television system de-
livered about two kilowatts of power at forty-four megacycles to the
antenna and it was the one selected for use. This offer of Mr. Ilorn’s
greatly facilitated the practical application of the system as it elimi-
nated the necessity of transmitter construction in a difficult field and
furnished the highly skilled assistance of R. I£. Shelby and T. J.
Buzalski, the active staff of the station at that time. Numerous diffi-
culties, real and imaginary, required much careful measurement to
ascertain their presence or absence and the relative importance of
those actually existing. The most troublesome was due to the position
of the transmitter, which is located on the eighty-fifth floor of the build-
ing and is connected by a concentric transmission line approximately
275 feet long with a vertical dipole antenna about 1250 feet above
ground. Investigation of the characteristies of this link between trans-
mitter and antenna showed it to be so poorly matched to the antenna
that the resulting standing waves attained very large amplitude. The
problem of termination afforded peculiar difficulties because of the
severe structural requirements of the antenna above the roof and of
the transmission line below it. It was however completely solved by
P. 8. Carter of the R.C.A. Communications Company in a very
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beautiful manner, the standing waves being practically eliminated
and the antenna broadened beyond all requirements of the modulating
system contemplated. With the transmitter circuits no difficulty was
encountered at this time. The frequency of the system was ordinarily
controlled by a master oscillator operating at 1733 kilocycles which
was multiplied by a series of doublers and a tripler to forty-four mega-
cycles. The multiplier and amplifier circuits were found to be suffi-
ciently broad for the purposes of the initial tests.

The crystal control oscillator was replaced by the output of the
modulation system shown in Fig. 20 in which an initial frequency of
57.33 kilocycles was multiplied by a series of doublers up to the input
frequency of the transmitter of 1733 kilocycles. It was found possible
to operate this apparatus as it is shown installed in the shielded room

Fig. 20

of the television studio at the Empire State station as the shielding
furnished ample protection against the effects of the high power stages
of the transmitter located some seventy-five feet away.

The receiving site selected was at the home of George E. Burghard
at Westhampton Beach, Long Island, one of the original pioneers of
amateur radio, where a modern amateur station with all facilities, in-
cluding those for rigging directive antennas, were at hand. Westhamp-
ton is about sixty-five miles from New York and 800 or 900 feet below
line of sight.

The installation is illustrated in Figs. 21 and 22 which show both
frequency and amplitude modulation receivers and some of the meas-
uring equipment for comparing them. The frequency modulation re-
ceiver consisted of three stages of radio-frequency amplification (at
forty-one megacycles) giving a gain in voltage of about 100. This fre-
quency was heterodyned down to six megacycles where an amplifica-
tion of about 2000 was available and this frequency was in turn hetero-
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dyned down to 400 kilocycles where an amplification of about 1000
could be realized. Two current limiting systems in cascade each with a
separate amplifier were used. At the time the photograph was taken
the first two radio-frequency stages had been discarded.

L

Fig. 21

The initial tests in the early part of June surpassed all expectations.
Reception was perfect on any of the antennas employed, a ten-foot wire
furnishing sufficient pickup to eliminate all background noises. Sue-

Fig. 22

cessive reductions of power at the transmitter culminated at a level
subsequently determined as approximately twenty watts. This gave a
signal comparable to that received from the regular New York broad-
cast stations (except WEAF, a fifty-kilowatt station approximately
forty miles away).
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The margin of superiority of the frequency modulation system over
amplitude modulation at forty-one megaeyeles was so great that it was
at once obvious that eomparisons of the two were principally of aca-
demic interest.

The real question of great engineering and economic importance
was the comparison of the ultra-short-wave frequency modulation
system with the existing broadeast service and the determination of
the question of whether the serviee area of the existing stations could
not be more effectively covered than at present. The remainder of the
month was devoted to such a comparison. With the Empire State
transmitter operating with approximately two kilowatts in the an-
tenna, at all times and under all conditions the service was superior to
that provided by the existing fifty-kilowatt stations, this including sta-
tion WEAF. During thunderstorms, unless lightning was striking
within a few miles of Westhampton, no disturbance at all would appear
on the system, while all programs on the regular broadecast system
would be in a hopeless condition. Background noise due to thermal agi-
tation and tube hiss were likewise much less than on the regular broad-
cast system.

The work at Westhampton demonstrated that in comparing this
method of transmission with existing methods two classes of services
and two bases of comparisons must be used. It was found that the only
type of disturbance of the slightest importance was that caused by the
ignition systems of automobiles, where the peak voltage developed by
the interference was greater than the carrier level. In point-to-point
communieation this difficulty can be readily guarded against by proper
location of the receiving system, and then thermal agitation and shot
effect are the principal sources of disturbance; lightning, unless in the
immediate vicinity, rarely producing voltages in excess of the carrier
level which would normally be employed to suppress the thermal and
shot effects. Under these conditions the full effect of noise suppression
is realized and comparisons can be made with precision by means of
the method already described in this paper. An illustration of the
practical accomplishment of this occurred at Arney’s Mount, the tele-
vision relay point between New York and Camden of the Radio Cor-
poration of America. This station is located about sixty miles from the
Empire State Building and the top of the tower is only a few feet
below line of sight. It is in an isolated spot and the noise level is al-
most entirely that due to the thermal and shot effects. It was noted by
C. M. Burrill of the RCA Manufacturing Company who made the
observations at Arney’s Mount that with fifty watts in the antenna
frequency modulated (produced by a pair of UX 852 tubes), a signal-
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to-noise ratio of the same value as the two-kilowatt amplitude modula-
tion transmitter (eight-kilowatt peaks) was obtained.

The power amplifier and the intermediate power amplifier of the
frequency modulation transmitter is shown in Fig. 23. The signal with
fifty watts output would undoubtedly have had a better noise ratio
than the two-kilowatt amplitude modulation system had full deviation
of seventy-five kilocycles been employed, but on the occasion it was
not possible to use a deviation of greater than twenty-five kilocycles.
It was also observed at the same time that when the plate voltage on
the power amplifier was raised to give a power of the order of 200
watts in the antenna a better signal-to-noise ratio was obtained than

Fig. 23

that which could be produced by the two-kilowatt amplitude modula-
tion. A casual comparison of the power amplifier stages of the frequency
modulation transmitter shown in Fig. 23 with the water-cooled power
amplifier and modulation stages of the Fimpire State transmitter is
more eloquent than any curves which may be shown herein.

In the broadcast service no such choice of location is possible and a
widely variable set of conditions must be met. Depending on the power
at the transmitter, the elevation of the antenna, the contour of the
intervening country, and the intensity of the interference there will be
a certain distance at which peaks of ignition noise become greater than
the carrier. The irregularity and difficulty of reproduction of these dis-
turbances require a different method of comparison which will be here-
inafter described.

As the site at Westhampton, which was on a section of the beach
remote from man-made static, was obviously too favorable a site, a
new one was selected in Haddonfield, New Jersey, and about the end of
June the receiving apparatus was moved there and erected at the home
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of Harry Sadenwater. Haddonfield is located about eighty-five miles
from New York in the vicinity of Camden, New Jersey, and is over
1000 feet below line of sight of the top of the Empire State Building in
New York. Although the field strength at Haddonfield was consider-
ably below that at Westhampton Beach, good reception was obtained
almost immediately, the sole source of noise heard being ignition noise

Fig. 24

from a few types of cars in the immediate vicinity of the antenna, or
lightning striking within a few miles of the station. At this distance
fading made its appearance for the first time, a rapid flutter varying
in amplitude three- or four-to-one being frequently observable on the
meters. The effect of it was not that of the selective fading so well
known in present-day broadcasting. Very violent variations as indi-
cated by the meters occurred without a trace of distortion being heard
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in the speaker. During a period of over a year in which observa-
tions have been made at Haddonfield, but two short periods of fading
have been observed where the signal sank to a level sufficient to bring
in objectionable noise, one of these occurring prior to an insulation
failure at the transmitter.

It is a curious fact that the distant fading, pronounced though it
may be at times, is not so violent as that which may be encountered at
a receiving station located within the city limits of New York. The
effect, which appears to be caused by moving objects in the vicinity of
the receiving antenna, causes fluctuations of great violence. In was ap-

Fig. 25

parently first observed by L. F. Jones of the RCA Manufacturing
Company within a distance of half a mile of the Empire State trans-
mitter. It occurs continually at Columbia University located about
four miles from the Empire State transmitter but no injurious effect
on the quality of transmission has ever been noted.

While at first, because of the lower field strength at Haddonfield
and the greater prevalence of ignition disturbances, the superiority
over the regular broadcast service was not so marked as at Westhamp-
ton Beach, the subsequent improvements which were instituted at
both transmitting and receiving ends of the circuit have more than.
offset the lower signal level. Some idea of their extent may be gained by
comparison of the initial and final antenna structures. Fig. 24 shows
the original antenna during course of erection, a sixty-five foot mast
bearing in the direction of New York permitting the use of an eight-
wave length sloping wire of very useful directive properties. Fig. 25
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shows the final form on which the results are now much better than
were originally obtained with the directional wire.

During the past summer, which was marked by thunderstorms of
great severity in the vicinity of Philadelphia, it was the exception when
it was agreeable or even possible to listen to the nightly programs of
the regular broadecast service from the fifty-kilowatt New York stations.
In some of the heaviest storms when lightning was striking within the
immediate vicinity of the antenna, so close in fact that the lead-in was
sparking to a near-by water pipe, perfectly understandable speech
could be received on the frequency modulation system, although the
disturbance was sufficient to cause annoyance on a musical program;
but these periods seldom lasted more than fifteen minutes when the
circuit would again become quiet. On numerous occasions the Empire
State signal was better than that of the fifty-kilowatt Philadelphia sta-
tion WCAU located at a distance of twenty miles from Haddonfield.
Likewise during periods of severe selective side-band fading in the
broadeast band which occurs even from station WJZ at Bound Brook,
New Jersey, some sixty miles away, no signs of this difficulty would
appear on the ultra-high-frequency wave.

Some of the changes which contributed to the improvement during
the past year may be of interest. The introduction of the Thompson-
Rose tube permitted the radio-frequency amplification required at
forty-one megacycles to be accomplished with one stage and with con-
siderable improvement of signal-to-noise ratio. It had a further inter-
esting result. The tubes previously used for amplifying at this fre-
quency were those developed by the Radio Corporation for the ultra-
short-wave interisland communication system in the Hawaiian Islands.
On account of the relatively low amplification factor of these tubes the
shot effect in the plate circuit of the first tube exceeded the disturbances
due to thermal agitation in the input circuit of that tube by a consider-
able amount. With the acorn type tube, however, the situation is re-
versed, the thermal noise contributing about seventy-five per cent of
the rectified output voltage.

It should be noted here by those who may have occasion to make
this measurement on a frequency modulation system that it cannot be
made in the ordinary way by simply mis-tuning the input circuit to the
first tube. To do so would remove the carrier from the current limiter
and be followed by a roar of noise. The measurement must be made
with a local signal of the proper strength introduced into one of the
intermediate-frequency amplifiers. Under these conditions the antenna
may be mis-tuned without interfering with the normal action of the-
limiter and the relative amounts of noise due to the two sources may
readily be segregated.
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Considerable trouble was caused during the early stages of the ex-
periments by an order of the Federal Radio Commission requiring the
changing of the frequency of the Empire State transmitter from forty-
four to forty-one megacycles; this necessitating the realignment of the
large number of interstage transformers in the modulating equipment
shown in Fig. 20 and also the retermination of the antenna. It, however,
led to the application of the idea inherent in superheterodyne design.

Fig. 26

While the circuits of the old modulator were temporarily modified and
work carried on, a new modulation system was designed standardizing
on an initial frequency of 100 kilocycles which was then multiplied by a
series of doublers up to 12,800 kilocycles. By means of a local oscillator
this frequency was heterodyned down to 1708 kilocycles, the new value
of input frequency to the transmitter required to produce forty-one
megacycles in the antenna. Any future changes in wave length can be
made by merely changing the frequency of this second oscillator. The
frequencies chosen were such that a deviation of 100 kilocycles could
be obtained without difficulty, because of the extra number of fre-
quency multiplications introduced. Fig. 26 shows the two modulation
systems during the process of reconstruction with arrangements for
making the necessary step-by-step comparisons between them.
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Much attention was paid during the year to the frequency char-
acteristic of the transmitter, which was made substantially flat from
thirty to 20,000 cycles. This required careful attention to the charac-
teristics of the doubler and amplifier circuits of the transmitter, and
to John Evans of the RCA Manufacturing Company and to T. J.
Buzalski I am indebted for its accomplishment. Continuous improve-
ment of the transmitter and antenna efficiency was effected throughout
the year, but of this phase of the development R. M. Morris of the
National Broadcasting Company, under whose direction the work was
carried on, is better qualified to speak. As the final step, the lines con-
necting the transmitter with the control board of the National Broad-
casting Company at Radio City, from which the test programs were
usually supplied, were equalized to about 13,000 cycles, and when this
had been done the quality of reception at Haddonfield was far better
than that obtainable from any of the regular broadcast stations.

INTERFERENCE AND FaDING

Reference has heretofore been made to the difficulty of comparing
the amounts of interference produced in amplitude and frequency
modulation systems by the transient type of disturbance, particularly
when, as in ignition noise, the peaks are greater in amplitude than the
signal carrier. The best method of comparison seems to be that of
observing how much greater signal level from the standard signal gen-
erator must be introduced into the receiving system when it is arranged
to receive amplitude modulation than is required for the same signal-
to-noise ratio on a frequency modulated system. The experimental
procedure of making such comparison is to change the connection of
the speaker rapidly from one receiver to the other, simultaneously
changing the level of the local generator until the two disturbances as
perceived by the ear are equal. At all times, of course, the amplifica-
tion in the amplitude modulation receiver is correspondingly changed
as the signal generator level is varied to apply the same voltage to the
amplitude as to the frequency modulation detector so that the audio-
frequency signal level which will be produced by the two systems is the
same. The square of the ratio of the two voltages of the signal generator
gives the factor by which the carrier power of the amplitude modulated
transmitter must be increased to give equal performance. While the
measurement is difficult to make, the following approximations may
give some idea of the magnitudes involved.

If the peak voltage of the ignition noise is twice the carrier level
of the frequency modulation system, about 150 to 200 times the power
must be used in the carrier of the amplitude modulation system to
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reduce the disturbance level to the same value. When the peak volt-
age is five times as great, about 35 to 40 times the power in the am-
plitude modulation carrier is sufficient to produce equality." These
observations have been checked aurally and by the oscilloscope. The
results of measurements where the disturbances are due solely to the
thermal and shot effects have been compared to those obtained with
the method previously described and are found to check with it. The
chief value of this method of measurement, however, lies in the ability
to predict with certainty the signal level required to suppress all igni-
tion noise. An experimental determination made at Haddonficld shows
that a signal introduced from the local generator which produces at the
current limiter ten times the voltage of the Empire State signal is suffi-
cient to suppress the disturbance caused by the worst offender among
the various cars tested. These cars were located as closely as possible to
the doublet antenna shown in Fig. 25, the distance being about forty
feet. The increase in field strength necessary to produce this result can
be readily obtained by an increase in the transmitter power to twenty
or twenty-five kilowatts and the use of a horizontally directional
antenna array. An increase in the field strength of three or four to one
by means of an array is within the bounds of engineering design so that
the practical solution of the problem of this type of interference is
certainly at hand up to distances of one hundred miles.

So also is the solution of the problem at its source. It has been de-
termined experimentally that the introduction of 10,000 ohms (a value
of resistance which is not injurious to motor performance) into the
spark plug and distributor leads of the car referred to eliminates the
interference with the Empire State signal.

Since active steps are now being taken by the manufacturers of
motor cars to solve the more difficilt general problem, the particular
one of interference with sets located in the home will thus automatically
disappear. The problem of eliminating the disturbance caused by an
automobile ignition system in a receiving set whose antenna is a mini-
mum of fifty feet away from the car is obviously a much simpler one
than that of eliminating the interference in a receiver located in the car
or in another car a few feet away.

During the course of the experimental work in the laboratory a very
striking phenomenon was observed in the interference characteristics
between frequency modulation systems operating within the same wave
band. The immunity of a frequency modulation system from interfer-
ence created by another frequency modulated transmission is of the

U Linear detection was used in the amplitude modulation receiver but no
limiting was employed.
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same order of magnitude as the immunity with regard to tube noises.
This property merits the most careful study in the setting up of a
broadcast system at those wave lengths at which the question of inter-
station interference is a major factor. It is well known that when the
carriers of two amplitude modulated transmitters are sufficiently close
in frequency to produce an audible beat that the service range of each
of them is limited to that distance at which the field strength of the
distant station becomes approximately equal to one per cent of the
field strength of the local station. As a consequence of this, the service
area of each station is very greatly restricted; in fact the service area
of the two combined is but a small percentage of the area which is
rendered useless for that frequency due to the presence thereon of the
two interfering stations. With the wide band frequency modulation
system, however, interference between two transmissions does not ap-
pear until the field strength of the interfering station rises to a level
in the vieinity of fifty per cent of the field strength of the local one. The
reason for this lies in the fact, that while the interfering signal in beat-
ing with the current of the local station under such conditions may be
producing a fifty per cent change in the voltage applied to the current
limiter, the system is substantially immune to such variations in am-
plitude. The only way in which the interfering signal can make its
presence manifest is by cross modulation of the frequency of the local
signal. Since, under the conditions, this cross modulation produces less
than a thirty-degree phase shift and since the characteristics of the wide
band receiver are such that, at least within the range of good audibility,
thousands of degrees of phase shift are necessary to produce full modu-
lation, it is clear that a thirty-degree phase shift will not produce very
much of a rectified output. For example, assuming two unmodulated
carriers are being received, that their amplitudes have a ratio of two
to one, and that their frequencies differ by 1000 cycles, then for a sys-
tem having a wide band (of the order of 150,000 cycles) the modula-
tion produced by the interaction of the two carriers would be of the
order of one per cent of that produced by full modulation of the
stronger carrier. This example, however, represents perhaps the worst
possible condition as during modulation of either station, with the
proper type of conversion system, the aural effect of the disturbance
is greatly reduced. The whole problem of interference between unmod-
ulated carriers may, however, be entirely avoided by separating them
in frequency by an amount beyond the audible range. Henee it follows
that with two wide band frequency modulated transmitters occupying
the same frequency band that only the small area located midway be-
tween the two wherein the field strength of one station is less than
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twice the field strength of the other will be rendered useless for recep-
tion of either station. This area may well be less than ten per cent of
the total area. Even in this area reception may be effected as a receiving
station located within it has only to erect directional aerials having a
directivity of two to onc to receive either station. The two-to-one ratio
of field strength which has been referred to as the ratio at which inter-
ference appears is not by any means the limit but rather one which can
be realized under practically all conditions. Better ratios than this have
been observed, but the matter is not of any great importance since by
the use of the directional antennas referred to it becomes possible to
cover the sum of the areas which may be effectively covered by each
station operating alone, subject only to the limitations of the noise
level. The problem of the interference due to overlapping has been
completely wiped out. One precaution only should be observed—the
unmodulated carriers should be offset in frequency by an amount be-
yond the audible limit.

In the above analysis it has been assumed, of course, that the dis-
tance between stations has been selected so that the “no-mans land”
between stations is not sufficiently distant from cither one to be within
the zone where any large amount of fading occurs. If the distance be-
tween stations is such that the signal strength varies appreciably with
time then the directivity of the receiving antennas must be greater
than two to one.

DIFFICULTIES AND PRECAUTIONS

The principles which have been described herein were successfully
applied only after a long period of laboratory investigation in which a
series of parasitic effects that prevented the operation of the system
were isolated and suppressed. The more important of these effects,
which will be of interest to those who may undertake work in this field,
will be referred to briefly.

It was observed in the carly work in the laboratory that it was at
times impossible to secure a balance in the detector system, and that
the amplitudes of the currents in the rectifiers varied in very erratic
fashion as the frequency of the first heterodyne was changed. Under
these conditions it was not possible to produce any appreciable noise
suppression. The effect varied from day to day and the cause defied
detection for a long period of time. Ultimately the presence of two
side frequencies in the detector circuits was discovered, one of these
frequencies lying above and the other below the unmodulated inter-
mediate frequency by an amount equal to the initial crystal frequency
of the transmitter. It was then discovered that the trouble had its
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origin in the transmitting system and that a current having the funda-
mental frequency of the crystal, (in the present case 57.33 kilocycles),
passed through the first doubler circuits in such phase relation to the
doubled frequency as to modulate the doubled frequency at a rate cor-
responding to 57.33 kilocycles per second. This modulation of fre-
quency then passed through all the transmitter doubler stages, increas-
ing in extent with each frequency multiplication and appearing finally
in the forty-four-megacycle output as a fifty-seven-kilocycle frequency
modulation of considerable magnitude. In the first doubler tank cireuit
of the transmitter a very slight change in the adjustment of the tuning
of the circuit produced a very great change in the magnitude of this
effect. A few degrees shift in the tuning of the first doubler tank con-
denser, so small that an almost unnoticeable change in the plate current
of the doubler occurred, would increase the degree of the modulation
to such extent as to make the first upper and lower side frequencies in
the forty-four-megacycle current greater than the carrier or mid-fre-
quency current (when no audio modulation was applied). Under such
conditions the proper functioning of the receiving system was impossi-
ble.

The delay in uncovering this trouble lay in the fact that it was ob-
scured by the direct effect of harmonies from the transmitter doubler
stages which had to be set up in an adjoining room and by the numer-
ous beats which can occur in a double intermediate-frequency super-
heterodyne. To these effects were added an additional complication
caused by the presence of harmonics in the circuits of the selective
system resulting from the action of the limiter which the filtering ar-
rangements did not entirely remove. The coincidence of one of these
harmonics with the natural period of one of the inductances in the
branch circuits likewise interfered with the effectiveness of the noise
suppression. The causes of all these spurious effects were finally located
and necessary steps taken to eliminate them.

With the removal of these troubles a new one of a different kind
came to light, and for a time it appeared that there might be a very
serious fundamental limitation in the phase shifting method of generat-
ing frequency modulation currents. There was found to be in the output
of the transmitter at forty-four megacycles a frequency modulation
which produced a noise in the receiver similar to the usual tube hiss.
The origin of it was traced to the input of the first doubler or the output
of the crystal oscillator where a small deviation of the initial frequency
was produced by disturbances originating in these circuits. While the
frequency shift in this stage must have been very small, yet on account
of the great.amount of frequency multiplication (of the order of 800
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times) it became extremely annoying in the receiver; in fact for low
levels of receiver noise that noise which originated in the transmitted
wave was by far the worse. For a time it seemed as though the amount
of frequency multiplication which could be used in the transmitter was
limited by an inherent modulation of the frequency of the oscillator
by disturbances arising in the tube itself. The proper proportioning of
the constants of the circuits, however, reduced this type of disturbance
to a point where it was no longer of importance and frequency multi-
plications as high as 10,000 have since been effectively used. On ac-
count of the verylarge amount of frequency multiplication,any troubles
in these low-frequency circuits caused by noisy grid leaks, improper by-
passing of power supply circuits, or reaction of one circuit upon another
become very much more important than they would normally be. Diffi-
culties of all these kinds were encountered, segregated, and eliminated.

Another source of trouble was discovered in the correction system.
Because of the range in frequency required, particularly in multiplex
work where thirty to 30,000 cycles was frequently used, the output
voltage of the correction system at the higher frequencies became very
much less than the input voltage, hence any leakage or feed-forward
effect due to coupling through the power supply circuits developed a
voltage across the output much higher than that required by the in-
verse frequency amplification factor as determined by the correction
network. Hence, the frequency swing for the upper frequencies of modu-
lation would frequently be several hundred per cent greater than it
should be. Likewise, at the lower frequency end of the scale various
reactions through the power supply were very troublesome. All these
effects, however, were overcome and the correction system designed so
that its accuracy was within a few per cent of the proper value.

From the foregoing it might be assumed that the transmitting and
receiving apparatus of this system are inherently subject to so many
new troubles and complications that their operation becomes imprac-
ticable for ordinary commercial applications. Such is not the case. The
difficulties are simply those of design, not of operation. Once the proper
precautions are taken in the original design these difficulties never
occur, except as occasioned by mechanical or electrical failure of mate-
rial. During the period of over a year in which the Empire State trans-
mitter was operated, only two failures chargeable to the modulating
system occurred. Both were caused by broken connections. Even the
design problems are not serious as methods are now available for detect-
ing the presence of any one of the troubles which have been here enu-
merated.

These troubles were serious only when unsegregated and en masse
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they masked the true effects and made one wonder whether even the
laws of electrical phenomena had not been temporarily suspended.

MvrtirLEx OPERATION

During the past year, two systems of multiplexing have been oper-
ated successfully between New York and Haddenfield and it has been
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found possible to transmit simultaneously the red and blue network
programs of the National Broadcasting Company, or to transmit simul-
taneously on the two channels the same program. This last is much
the simpler thing to accomplish as the cross-talk problem is not a seri-
ous one. The importance of multiplexing in point-to-point communi-
cation services has long been recognized. In broadcasting there are
several applications which, while their practical application may be
long deferred, are clearly within view.
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Two general types of multiplexing were used. In one type a current
of superaudible frequency is caused to modulate the frequency of the
transmitted wave. The frequency at which the transmitted wave is
caused to deviate is the frequeney of this current and the extent of the
deviation is varied in accordance with modulation of the amplitude of
the superaudible frequency current. At the receiver detection is accom-
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plished by separating the superaudible current and its component mod-
ulations from the rectified audible frequency currents of the main chan-
nel and reproducing the original modulating current from them by a
second rectification. The general outline of the system isillustrated in
Figs. 27 and 28. The setting of the levels of the main and auxiliary
channels must be made in this system of modulation with due regard
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to the fact that the deviation of the transmitted wave produced by the
superaudible frequency current of the second channel is a variable one
and changes between the limits of zero and double the unmodulated
deviation.

In the second method of multiplexing a superaudible current pro-
duces a frequency modulation of the transmitted wave of constant devi-
ation, the rate of the deviation being varied in accordance with the
frequency of the superaudible current and modulation being produced
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by varying the frequency of this auxiliary current and thereby the rate
at which the superimposed modulation of frequeney of the transmitted
wave changes. The operations which must be carried out at the receiver
are the following: After suitable amplification, limiting, and filtering,
an initial conversion and rectification produces in the output of the
detector the audible frequencies of the main channel and a super-
audible constant amplitude variable frequency current. This last is
selected by means of a band-pass filter, passed through a second con-

Fig. 31

version system to translate the changes in the frequency into varia-
tions of amplitude, and then rectified to recreate the initial modulating
current of the auxiliary channel. The general arrangment of the sys-
tem is illustrated in Figs. 29 and 30. This latter method of multiplex-
ing has obvious advantages in the reduction of cross modulation
between the channels and in the fact that the deviation of the trans-
mitted wave produced by the second channel is constant in extent, an
advantage being gained thereby which is somewhat akin to that ob-
tained by frequency, as compared to amplitude, modulation in simplex
operation. The subject of the behavior of these systems with respect to
interference of various sorts is quite involved and will be reserved for
future treatment as it is beyond the scope of the present paper.
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The final arrangement of the modulating equipment installed at
the Empire State station is illustrated in Figs. 31 and 32. The main
channel apparatus is shown on the five tables located on the right side
of the room. The vertical rack in the left center contains three channels
for transmitting facsimile by means of the amplitude modulation
method of multiplexing already described. In Fig. 32, located on the
four tables on the left of the room is shown the auxiliary channel of
the frequency modulation type already described. The comparatively

Fig. 32

low frequency of this channel was obtained by the regular method of
phase shifting and frequency multiplication, the frequency multiplica-
tion being carried to a high order and the resultant frequency modu-
lated current heterodyned down to twenty-five kilocycles (mid-fre-
quency). A deviation up to ten kilocycles was obtainable at this
frequency.

The receiving apparatus located at Haddonfield is illustrated in
Figs. 33 and 34. Fig. 33 shows the modified Westhampton receiver
and Fig. 34 the multiplex channels of the receiver. The vertical rack to
the right holds a three-channel receiver of the amplitude modulation
type. The two panels in the foreground constitute the frequency modu-
lation type of auxiliary channel.
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Some of the practical results may be of interest. It was suggested
by C. J. Young of the RCA Manufacturing Company that it might be
possible to transmit simultancously a facsimile service at the same time
that a high quality broadcast program was being transmitted. With
the assistance of Mr. Young and Maurice Artzt this was accomplished

Fig. 33

over a year ago between New York and Haddonfield, New Jersey,
the two services operating without interference or appreciable loss
of efficiency at the distance involved. Two additional channels, a
synchronizing channel for the facsimile and a telegraph channel, were
also operated. The character of the transmission is illustrated in Fig.

35, which shows a section of the front page of the New York Times,
This particular sheet was transmitted under considerable handicap at
the transmitter as due to a failure of the antenna insulator on the forty-
one-megacycle antenna it had become necessary to make use of the
sixty-megacycle antenna for the forty-one-megacycle transmission. It
is an interesting comment on the stability of the circuits that all four
were kept in operation at the transmitter by one man, Mr. Buzalski,
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who was alone in the station on that day. The combined sound and
facsimile transmission has been in successful operation for about a year,
practically perfect copy being obtained throughout the period of the

Fig. 36

Fig. 37

severe atmospheric disturbances of the past Summer. The subject of

this work and its possibilities can best be handled by Mr. Young, who
is most familiar with it.
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CONCLUSION

The conclusion is inescapable that it is technically possible to fur-
nish a broadcast service over the primary areas of the stations of the
present-day broadcast system which is very greatly superior to that
now rendered by these stations. This superiority will increase as meth-
ods of dealing with ignition noise, either at its source or at the receiver,
are improved.

APPENDIX

Since the work which has been reported in this paper on forty-one
megacycles was completed attention has been paid to higher frequen-
cies. On the occasion of the delivery of the paper a demonstration of
transmission on 110 megacycles from Yonkers to the Engineering
Societies Building in New York City was given by C. R. Runyon, who
described over the circuit the transmitting apparatus which was used.
A brief description of this transmitter is reproduced here.
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The power delivered to the antenna was approximately 100 watts
at 110 megacycles and the deviation (one half total swing) used during
the demonstration was under 100 kiloeycles. Fig. 36 illustrates the
modulating equipment for this transmitter and the low power fre-
quency multiplication stages. Fig. 37 shows the higher power frequency
multiplier and power amplifier stages of the transmitter.

The rack shown in Fig. 36 consists of six panels. Panel number one
at the top contains the correction system. Panel number two contains
the master oscillator of 100 kilocycles and the modulator circuits. Panel
number three contains a pair of doublers for multiplying the 100-kilo-
cycle frequency to 400 kilocycles and the necessary filtering means for
avoiding the modulation of the currents in the succeeding doubler
stages by the 100-kilocyecle oscillator current. Panel number four con-
tains the doubling apparatus for raising the frequency to 3200 kilocycle
and panel number five the multipliers for raising it to 12,800 kilocycles.
Panel number five also contains a heterodyning and conversion system
for beating the 12,800 kilocycles down to 2292 kilocycles. Panel num-
ber six contains a doubler for raising this to 4584 kilocycles and an
amplifier for increasing the level sufficiently to drive the succeeding
power stage. The output of this amplifier is fed through a transmission
line to the metal box at the extreme right of Fig. 36 which contains a
series of doublers and amplifiers for increasing the level and raising the
frequency to 36,672 kilocycles. Adjacent to this box is a second box
which contains a fifty-watt amplifier. This amplifier drives a tripler
located in the third box and the tripler in turn drives the power ampli-
fier located at the extreme left at 110 megacycles. The transmitter cir-
cuits were designed for total frequency swing of 500 kilocycles and may
be effectively so operated. Because of the limitation of the receiver

available at that time the demonstration was carried out with a swing
of 200 kilocycles.
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FREQUENCY MODULATION NOISE CHARACTERISTICS*

By

Murray G. CrosBY
(RCA Communications, Inc., Riverhead, L. I., New York)

Summary.—Theory and experimental data are given which show the improve-
ments in signal-noise ratio effected by frequency modulation over amplitude modula-
tion. It is shown that abcve a certain carrier-noise ratio in the frequency modulation
receiver which 1s called the “improvement threshold,” the frequency modulation signal-
noise ratio is greater than the amplitude mcdulation signal-noise ratio by a factor
equal to the product of a constant and the deviation ratio (the deviation ratio 18 equal
to the ratio between the marimum frequency devialion and the audio modulation
band width). The constant depends upon the type of noise, being slightly greater for
impulse than for fluctuation noise. In frequency modulation systems with high
deviation ratios, a higher carrier level is required to reach the improvement threshold
than is required in systems with low deviation ralios; this carrier level ts higher for
impulse than for fluctuation noise. Al carrier-noise ratios below the improvement
threshold, the peak signal-noise ratio characleristics of the frequency modulation
recetver are approzimalely the same as those of the amplitude modulation receiver,
but the energy content of the frequency modulation notse s reduced.

An effect which 1s called “frequency limiting” is pointed out in which the peak
value of the noise is limited to a value not greater than the peak value of the signal.
With impulse noise this phenomenon effects a noise suppression in a manner similar
to that in the recent circuils for reducing impulse noise which is stronger than the
carrier in amplitude modulation reception.

When the power gain obtainable in certain types of transmitlers by the use of
frequency modulation is taken inlo account, the frequency modulation improvement
factors are increased and the improvement threshold is lowered with respect to the
carrier-noise ratio existing in a reference amplitude modulation system.

INTRODUCTION

of frequency modulation were considered. Prior to, and during

these propagation tests, signal-noise ratio improvements effected
by frequency modulation were observed. These observations were
made at an early stage of the development work and were investigated
hy experimental and theoretical methods.

It is the purpose of this paper to consider that phase of the fre-
quency modulation development work by RCA Communications,

]:[N A previously published paper,! the propagation characteristics

* Decimal classification: R148 X R270. Original manuscript received by the
TI.stitute, November 23, 1936. Presented as part of a paper on “Propagation and
characteristics of frequency modulated waves,” before New York meeting,
.tl)amﬁry 3361936. Revised and presented in full before Chicago Section, Septem-

er 11, 1936.

! Murray G. Crosby, “Frequency modulation propagation characteristics,”

Proc. I.R.E,, vol. 24, pp. 898-913; June, (1936).
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Inc., in which the signal-noise characteristics of frequency modulation
are studied. The theory and experimental work consider the known
systems of frequency modulation including that independently devel-
oped by E. H. Armstrong.?

TABLE oF SYMBOLS

C =carrier peak voltage.

(/N =theory: Ratio between peak voltage of carrier and instan-
taneous peak voltage of the noise in the frequeney modula-
tion recciver. Fxperiment: Ratio between peak voltage of
carrier and marimum instantaneous peak voltage of the
noise.

C/n=ratio between the peak voltage of the carrier and the peak
voltage of the noise component.

Co/N .= carrier-noise ratio in the amplitude modulation receiver.
Fy=maximum audio frequency of modulation band.
I’.=carrier frequency.

Fa=peak frequency deviation due to applied modulation.
F 4= peak frequency deviation of the noise.

Fi=intermediate-frequency channel width.

Fn=modulation frequency.

F.=frequency of noise resultant or component.

F4/F,=deviation ratio.

K =slope filter conversion efficiency.
M =modulation factor of the amplitude modulated carrier.
M;=modulation factor at the output of the sloping filter.
M/.=modulation factor at the output of the sloping filter when
noise modulates the carrier.
N =instantaneous peak voltage of the noise.
n=peak voltage of the noise component.
N .=noise peak or root-mean-square voltage at amplitude modu-
lation receiver output.
N;=noise peak or root-mean-square voltage at frequency modu-
lation receiver output.
p=2xF,.
Sa=signal peak or root-mean-square voltage at amplitude mod-
ulation receiver output.
S;=signal peak or root-mean-square voltage at frequency mod-
ulation receiver ouput.
w=27F..

* Edwin H. Armstrong, “A method of reducing disturbances in radio signal-
ilclg by(:;gssys)tem of frequency modulation,” Proc. L.R.E., vol. 24, pp. 689-740;
ay, 6).
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wp=27F,.
Wna=(w—w,) =27 (F.—F,)=2nF ..
Z=C/n+n/C.
#(t) = phase variation of noise resultant as a function of time.

THEORY

In the following analysis, frequency modulation is studied by com-
paring it with the familiar system of amplitude modulation. In order
to do this, the characteristics of frequency modulation reception are
analyzed so as to make possible the calculation of the signal-noise ratio
improvement effected by frequency modulation over amplitude modu-
lation at various carrier-noise ratios.® The amplitude modulation stand-
ard of comparison consists of a double side-band system having the
same audio modulation band as the frequency modulation system and
producing the same carrier at the receiver. Differences in transmitter
power gain due to frequency modulation are then considered separately.
The frequency modulation reception process is analyzed by first con-
sidering the components of the receiver and the manner in which they
convert the frequency modulated signal and noise spectrum into an
output signal-noise ratio.

The Frequency M odulation Receiver

The customary circuit arrangement used for the reception of
frequency modulation is shown in the block diagram of Fig. 1. The
intermediate-frequency output of a superhetcrodyne receiver is fed
through a limiter to a slope filter or conversion circuit which converts

RF AMP.
| B-P I-F | SLOPE H A-F
& O ] LMITE DET. =
HET DET] AMP FILTER AMP.

Fig. 1—Block diagram of a frequency modulation receiver.

the frequency modulation into amplitude modulation. This amplitude
modulation is then detected in the conventional amplitude modulation
manner. The audio-frequency amplifier is designed to amplify only
the modulation frequencies; hence it acts as a low-pass filter which
rejects noise frequencies higher than the maximum modulation fre-
quency.

3 Throughout this paper, carrier-noise ratio will refer to the ratio measured
at the output of the intermediate-frequency channel. Signal-noise ratio will refer

to that measured at the output of the receiver and will depend upon the depth
of modulation as well as upon the carrier strength.
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The purpose of the limiter is to remove unwanted amplitude modu-
lation so that only the frequency modulation component of the signal
will be received. It may take the form of an overloaded amplifier tube
whose output cannot rise above a certain level regardless of the input.
Care must also be exercised to insure that the output of the overloaded
amplifier does not fall off as the input is increased since this would
introduce amplitude modulation of reverse phase, but of equally un-
desirable character.

The main requirement of the conversion circuit for converting the
frequency modulation into amplitude modulation is that it slope lin-
early from a low value of output at one side of the intermediate-fre-
quency channel to a high value at the other side of the channel. To do
this, an off-tuned resonant circuit or a portion of the characteristic of
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Fig. 2—1Ideal sloping filter characteristics.

one of the many forms of wave filters may be utilized. The ideal slope
filter would be one which gave zero output at one side of the channel,
an output of one voltage unit at carrier frequency, and an output of
two units at the other side of the channel. Such a characteristic is
given by the curve JOC of Fig. 2. From this curve it is easily seen that
if the frequency is swung between the limits Fy and F,, about the mean
frequency F., the output of the filter will have an amplitude modula-
tion factor of unity. The modulation factor for a frequency deviation,
F4, will be given by

Fq Fa 2F,
(Fr—F.) (Fc— Fy) F;
where I';=intermediate-frequency channel width.

When the converting filter departs from the ideal characteristic in

the manner of the filter of curve HGOE of Fig. 2, the modulation factor
produced by a given frequency deviation is reduced by a factor equal

1‘[/=

N
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to the ratio between the distances AG and AJ or BE and BC. A con-
venient term for this reduction factor of the filter is “conversion ef-
ficiency” of the filter. Taking into account this conversion efficiency,
the modulation factor for a frequency deviation F'; becomes

2KFq4
A[/ =

: (2)
where K=AG/AJ = BE/BC = conversion efficiency of the filter.

A low conversion efficiency may be used as long as the degree of
limiting is high enough to reduce the amplitude modulation well below
the level of the converted frequency modulation. This is true since
lowering the conversion efficiency reduces the output of the noise in
the same proportion as the signal as long as no amplitude modulation
is present. Hence the signal-noise ratio is unimpaired and the only ef-
fect is a reduction of the audio gain by the factor K. If insufficient
limiting is applied so that the output of the limiter contains appreci-
able amplitude modulation, a filter with a high conversion efficiency is
desirable so that the amplitude modulation noise will not become com-
parable to the frequency modulation noise and thereby increase the
resultant noise.

A push-pull, or “back-to-back” receiver may be arranged by pro-
viding two filters of opposite slope and separately detecting and com-
bining the detected outputs in push-pull so as to combine the audio
outputs in phase. Another slope filter having a characteristic as shown
by the dot-dash line DOP in Fig. 2 would then be required.

A further type of receiver in which amplitude modulation is also
balanced out may be arranged by making one of the slope filter circuits
of the above-mentioned back-to-back type of receiver a flat-top circuit
for the detection of amplitude modulation only. The sloping filter
channel then detects both frequency and amplitude modulation; the
flat-top channel detects only amplitude modulation. When these two
detected outputs are combined in push-pull, the amplitude modulation
is balanced out and the frequency modulation is received. This type
of detection, as well as that in which opposite slope filters are used, has
the limitation that the balance is partially destroyed as modulation is
applied. However, if a limiter is used, the amplitude modulation is
sufficiently reduced before the energy reaches the slope filters; conse-
quently, for purposes of removing amplitude modulation, the balancing
feature is not a necessity.

Noise Spectrum Analysis

The first step in the procedure to be followed here in determining
the noise characteristics of the frequency modulation receiver will be
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to determine mathematically the fidelity with which the noise is trans-
mitted from the radio-frequency branch, in which it originates, to the
measuring instrument as a function of frequency. To do this, the waves
present at the receiver input will be assumed to be the frequency
modulated carrier and the spectrum of noise voltages. This wave and
spectrum will be combined into a single resultant whose amplitude and
phase are functions of the constants of the component waves. The
resultant will then be “mathematically” passed through the limiter to
remove the amplitude modulation. From a determination of the in-
stantaneous frequency of the resultant, the peak frequency deviation
effected by the noise will be found. A single noise component of arbi-
trary frequency will then be substituted for the resultant of the noise
spectrum, and the modulation factor at the output of the converting
filter will be obtained. This noise component will then be varied in
frequency to determine the over-all transmission of the receiver in
terms of the modulation factor at the sloping filter output. The area
under the curve representing the square of this over-all transmission
will then be determined. By comparing this area with the corresponding
area for an amplitude modulation receiver under equivalent conditions,
and taking into consideration the pass band of the intermediate- and
audio-frequency channels, a comparison will be obtained between the
average noise powers, or the average root-mean-square noise voltages
from the two receivers.*

The peak voltage characteristics of the two receivers will be com-
pared for fluctuation noise by a correlation of known crest factors with
the root-mean-square characteristics. (Crest factor=ratio between
the peak and root-mean-square voltages.) The peak voltage charac-
teristics of impulse noise will be determined by a separate considera-
tion of the effect of the frequency modulation over-all transmissions
upon the peak voltage of this type of noise.

After a comparison between the noise output voltages from the
frequency and amplitude modulation receivers has been obtained, the
respective signal output voltages will be taken into consideration so
that the improvement in signal-noise ratio may be determined.

In the process of determining the over-all transmission of the noise,
the frequency modulated wave may be expressed by

e, = Csin {wt + (Fs/Fn) cos pt} (3)

¢ Stuart Ballantine, “Fluctuation noise in radio receivers,” Proc. I.R.E.,
vol. 18, pp. 1377-1387; August, (1930). In this paper, Ballantine shows that the
average value of the square of the noise voltage “ . . . is proportional to the area
under the curve representing the square of the over-all transimpedance (or of the
transmission) from the radio-frequency branch in which the disturbance origi-
nates to the measuring instrument as a function of frequency . ...”
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where C =carrier peak voltage, w=27F,. F.=carrier frequency,
Fy=applied frequency deviation, p=27F., and F,=modulation
frequency. The noise spectrum may be expressed by its resultant,®

e, = N sin (wqt + ¢(t)) 4)

where N = instantaneous peak voltage of the noise (a function of time).
#(t) takes into account the fact that the noise resultant is phase modu-
lated, as would be the case with the resultant of a spectrum of many
noise voltages. w,=2xFa., F,= frequency of the noise resultant.

The signal voltage given by (3) and the noise voltage given by (4)
may be combined by vector addition to give

F
= 4/C2+N2+2('N cos {(w—wﬂ)t—¢(t)+17dcospt}

FV
sin {(w-— wn)t—o (1) +F—d cos pt}

F
sin wt+17d cos pt-+tan—!'— —— —— 1.(8)
" 1—v+cos {(w w,.)t—d>(t)+—cos pt}

When the resultant wave given by (5) is passed through the limiter
in the frequency modulation receiver, the amplitude modulation is
removed. Hence the amplitude term is reduced to a constant and the
only part of consequence is the phase angle of the wave. The rate of
change of this phase angle, or its first derivative, is the instantaneous
frequency of the wave. Taking the first derivative and dividing by 2=
to change from radians per second to cycles per second gives

sin {w,.a (t)+— €os pt}
d wt+— cos pl+tant—m

e 7v~+cos {w,.,. ¢(t)+— cos pt}

dt 2r

1 do(t
(Fua - ¢—( “)_Fd sin pt)
27

=f=Fc—F¢ sin pt— C (6)
W-HOS {w,.at—¢(t)+— €os pt}

N
E+cos {w,.., —o(t) +Fncos pt}

s John R. Carson, “The reduction of atmospheric disturbances,” Proc.
I.R.E., vol. 16, pp. 967-975; July, (1928).
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in which wao= (0 — w,)=27(F.—F,) =27F,..

Equation (6) gives the instantaneous frequency of the resultant
wave consisting of the signal wave and the noise resultant voltage.
From this equation the signal and noise frequency deviations may be
obtained. In order to determine the over-all transmission with respect
to the various components in the noise spectrum, a single component
of noise, with constant amplitude and variable frequency, will be
substituted for the resultant noise voltage given by (4). This makes
N equal to n, which is not a function of time, and ¢(f) equal to zero.
Making these changes in (6) gives

f=F.— Fysin pt — (oo = Fa sin ph) .
] Fq
— <+ cos {w,.at +ITc0s pt}

n m

+1

n + { p Fd p
C COS  Wna +chosp}

The equations for the instantaneous frequency, given by (6) and
(7), show the manner in which the noise combines with the incoming
carrier to produce a frequency modulation of the carrier. From these
equations the frequency deviations of the noise may be determined,
and from the frequency deviations the modulation factor at the out-
put of the sloping filter may be found. Hence the over-all transmission
may be obtained in terms of the modulation factor at the output of the
sloping filter for a given carrier-noise ratio. When the carrier-noise
ratio is high, (6) and (7) simplify so that calculations are fairly easy.
When the carrier-noise ratio is low, the equations become involved to
a degree which discourages quantitative calculations.

High Carrier-Notse Ratios

When C/n is large compared to unity, and the applied modulation
on the frequency modulated wave is reduced to zero (Fa=0), (7) re-

duces to
2

T n .
J‘:F,—-C,—2 M——CTFMCOSw,.,,t. 8)

From (8) the effective peak frequency deviation of a single noise
component of the spectrum is

F _nF,.,(n+1) ©)
“~ "¢ \¢ :

But, since n/C is negligible compared to unity,




480 Crosby: Frequency Modulation Noise Characleristics

nF .

Fdn= C

(10)

When this value of frequency deviation is substituted in (1) to find
the modulation factor® of the energy at the output of the sloping filter,
the following results:

(11)

Equation (11) shows that the modulation factor of the noise is in-
versely proportional to the carrier-noise ratio and directly proportional
to the ratio between the noise audio frequency and one half the inter-
mediate-frequency channel width. When this equation is plotted with
the noise audio frequency, F,q, as a variable and the modulation factor
as the ordinate, the audio spectrum obtained for the detector output is
like that of the triangular spectrum OBA in Fig. 3. Such a spectrum
would be produced by varying F, through the range between the upper
and lower cutoff frequencies of the intermediate-frequency channel.
The noise amplitude would be greatest at a noise audio frequency equal
to one half the intermediate-frequency channel width. At this noise
audio frequency, the ratio 2 ¥,,/F; is equal to unity and the modula-
tion factor becomes equal to n/C. If the detector output is passed
through an audio system having a cutoff frequency F,, the maximum
frequency of the audio channel governs the maximum amplitude of
the spectrum. The maximum amplitude of the detector output is there-
fore reduced by the ratio F;/2:F,. This can be seen by a comparison
of the spectrum OBA for the detector output and the spectrum ODH
for the audio channel output.

When the amplitude modulation reception process is analyzed with
a carrier and noise spectrum present at the receiver input, the modula-
tion factor of the energy fed to the detector is found to be equal to the
reciprocal of the carrier-noise ratio for all of the noise frequencies in
the spectrum. That is to say, the receiver transmission for amplitude
modulation will be constant for all of the frequencies in the spectrum.
Normally the upper cutoff frequency of the audio amplifier is equal to
one half the intermediate-frequency channel width (F,=F;/2). Con-
sequently the audio spectrum of the amplitude modulated noise fed to

¢ The ideal filter is used in this case since the use of a filter with a low con-
version efficiency would merely require the addition of audio gain to put the
frequency modulation receiver on an equivalent basis with the amplitude modu-
lation receiver. The audio gain necessary would be equal to the reciprocal of the
conversion efficiency of the sloping filter.

63
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the detector will be the same as that at the receiver output and will
be as portrayed by the rectangle OCEH.

The spectra of Fig. 3 show the manner in which the frequency mod-
ulation receiver produces a greater signal-noise ratio than the ampli-
tude modulation receiver. The noise at the output of the detector of
the frequency modulation receiver consists of frequencies which extend
out to an audio frequency equal to one half the intermediate-frequency
channel width, and the amplitudes of these components are propor-
tional to their audio frequency. Hence in passing through the audio
channel the noise is reduced not only in range of frequencies, but also
in amplitude. On the other hand, the components of the signal wave
are properly disposed to produce detected signal frequencies which
fit into the audio channel. In the case of the amplitude modulation
receiver, the amplitude of the components at the output of the audio
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Fig. 3—Amplitude and frequency modulation receiver noise spectra. OBA =
frequency modulation detector output. ODH =frequency modulation re-
ceiver output. OCEH =amplitude modulation receiver output.

channel is the same as that at the output of the detector since the spec-
trum is rectangular. Thus the frequency modulation signal-noise ratio
is greater than the amplitude modulation signal-noise ratio by a factor
which depends upon the relative magnitudes of the spectra OCEH
and ODH. The magnitudes which are of concern are the root-mean-
square and peak values of the voltage due to the spectra.

Root-Mean-Square Noise Considerations

The average noise power or average root-mean-square voltage ratio
between the rectangular amplitude modulation spectrum OCEH and
the trangular frequency modulation spectrum ODH, of Fig. 3, may be
found by a comparison of the squared-ordinate areas of the two spec-
tra. Thus,

Wa area OCEH (ordinates)?

W, area ODII (ordinates)?
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n 2
&)
C Fi\?
= =3 (12)
Fatm 2F .\ 2F,
[ (2 x 2,
0

@ F;

where 11",/ is the ratio between the amplitude modulation average
noise power and the frequency modulation average noise power at the
receiver outputs. The root-mean-square noise voltage ratio will be

N, _
—— (r-m-s fluctuation) = — =+/3
N, W, oF,

i ik (13)
F
Equation (13) gives the root-mean-square noise voltage ratio for

equal carriers applied to the two receivers. The modulation factor of
the frequency modulated signal due to the applied frequency devia-
tion, Fy, is, from (3), equal to 2F,;/F;. The modulation factor of the
amplitude modulated signal may be designated by M and has a maxi-
mum value of 1.0. Thus the ratio between the two signals will be given
by

Se (peak lues) = =20 4 or 2t = 1.0). (19)

— (peak or r-m-s values) = =— (for M =1.0).

5, P oF,  2F,

Dividing (13) by (14), to find the ratio between the signal-noise ratios
at the outputs of the two receivers, gives

S;/N F
/Ny (r-m-s values) = /3 2.
Sa/Na F,

(15)

It is apparent that the ratio between the frequency deviation and
the audio channel, F4/F,, is an important factor in Cetermining the
signal-noise ratio gain effected by frequency modulation. A convenient
term for this ratio is the “deviation ratio” and it will be designated as
such hereinafter.

Equation (15) gives the factor by which the amplitude modulation
root-mean-square signal-noise ratio is multiplied in order to find the
equivalent frequency modulation signal-noise ratio. Since this factor is
used so frequently hercinafter, it will be designated by the word “im-
provement.” The improvement given by (15) has been developed
under the assumption of zero applied frequency deviation (no modula-
tion) and a carrier which is strong compared to the noise. However, as
will be shown later, as long as the carrier is strong compared to the
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noise, this equation also holds true for the case where modulation is
present.

Peak Noise Considerations

In the ultimate application of signal-noise ratios, peak voltages are
of prime importance since it is the peak of the noise voltage which
seems to produce the annoyance. This is especially true in the case
of impulse noise such as ignition where the crest factor of the noise
may be very high. Thus the energy content of a short duration impulse
might be very small in comparison with the energy content of the
signal, but the peak voltage of the impulse might exceed the signal peak
voltage and become very annoying. The degree of this annoyance
would of course depend upon the type of service and will not be gone
into here. In view of this importance of peak noise considerations, the
final judgment in the comparison between the systems of frequency
and amplitude modulation treated here will be based upon peak signal-
noise ratios.

When the peak voltage or current ratio of the frequency and ampli-
tude modulation spectra is to be determined, the characteristics of the
different types of noise must be taken into consideration. There seem
to be two general types of noise which require consideration. The first
of these is fluectuation noise, such as thermal agitation and shot effect,
which is characterized by a random relation between the various fre-
quencies in the spectrum. The second is impulse noise, such as ignition
or any other type of noise having a spectrum produced by a sudden
rise of voltage, which is characterized by an orderly phase and ampli-
tude relation between the individual frequencies in the spectrum.

Experimental data taken by the author have shown that the fluctua-
tion noise crest factor is constant, independent of band width, when the
carrier is strong compared to the noise. Thus the peak voltage of fluc-
tuation noise varies with band width in the same manner that root-
mean-square voltage does, namely, as the square-root of the band
width ratio. Consequently, for the strong-carrier condition, the peak
voltage characteristics of fluctuation noise may be determined by ap-
plying the experimentally determined crest factor to the root-mean-
square characteristics. Hence, in the case of fluctuation noise, (15) ap-
plies for peak noise improvement as well as for average root-mean-
square noise improvement.

Impulse Noise Characteristics

A simple way of visualizing the manner in which impulse noise
produces its peak radio-frequency voltage is to consider the case of a
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recurrent impulse. It is well known that a recurrent impulse, such as
square-wave-form dots, may be expressed by a Fourier series which
consists of a fundamental and an infinite array of harmonics. The
amplitudes of these harmonics are inversely proportional to their fre-
quencies. The components of the single impulse will be similar to those
of the recurrent impulse since the single impulse may be considered as
a recurrent impulse with a very low rate of recurrence. The part of this
impulse spectrum that is received on a radio receiver is a small band
of the very high order harmonics. Since the frequency difference be-
tween the highest and lowest frequencies of this band is small compared
to the mid-frequency of the band, all of the frequencies received are of
practically equal amplitude. These harmonics are so related to each
other by virtue of their relation to a common fundamental that they
are all in phase at the instant the impulse starts or stops. Hence, for
the interval at the start or stop of the impulse, all of the voltages in
the band add up arithmetically and the peak voltage of the combina-
tion is directly proportional to the number of individual voltages.
Since the individual voltages of the spectrum are equally spaced
throughout the band, the number of voltages included in a given band
is proportional to the band width. Consequently, the peak voltage of
the resultant of the components in the spectrum is directly propor-
tional to the band width. Thus impulse noise varies, not as the square
root of the band width, as fluctuation noise does, but dircctly as the
band width.” Since the voltages in the spectrum add arithmetically,
their peak amplitude is proportional to their average ordinate as well
as proportional to the band width., This makes the peak voltage of
impulse noise, not proportional to the square root of the ratio between
the squared-ordinates areas, as is the case with root-mean-square noise,
but proportional to the ratio between the areas of the two spectra.
Hence, (referring to Fig. 3)

N.,( k val . Ise) area OCEH
— ca vaues, m S =
N, MPUSe) = = rea ODH
C) X F, F;
_ @O P e
o ] ><2F“>< n F,
e TR T C

7 The fact that the peak voltage of impulse noise varies directly with the
band width was first pointed out to the author by V. D. Landon of the RCA
Manufacturing Company. The results of his work were later presented by him as
a paper entitled “A study of noise characteristics,” before the Eleventh Annual
Convention, Cleveland, Ohio, May 13, 1936; published in the Proc. I.R.E., vol.
24, pp. 1514-1521; November, (1936).
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Dividing (16) by (14) to obtain the ratio between the frequency and
amplitude modulation output signal-noise ratios gives
S;/N F

el (peak values, impulse) = 2 .

S./Na F,

Equation (17) shows that the frequency modulation peak voltage

improvement with respect to impulse noise is equal to twice the devia-

tion ratio or about 1.16 times more improvement than is produced on

fluctuation noise. The peak power gain would be equal to the square

of the peak voltage gain or four times the square of the deviation ratio.

(17)

Low Carrier-Noise Ratios
When the expression for the instantaneous frequency of the wave
modulated by the noise component and signal, given by (7), is resolved

into its components by the use of the binomial theorem, the following
is the result:

Fro — Fasin pf) [ n 2n K
f=F,;—I"dsinpt—( u p)[——-—(l— ){_0
Z C YA A

— K, c0s (wnet — Fgsin pt) + K2 cos 2(wast — Fg sin pt)

+ K3 08 3(wnef — Fasin pt) - - - }] (18)

C n
in which Z = — 4+ — and
n C

K 3 10 35 126 462 1716 19

K, = l_<1+22+Z_4+73+—ZT ﬂ_*_ P > (19)

] 1 4 15 56 210 792 3003

K. = (——_——-————————~.-.> (20)
Z Z3 Z5 Z7 Z9 le Z13

o _ (L5 2 84 330 1287 5005 ”

= (Gratatatmtmt gt ) @

Additional terms of the series of (19), (20), and (21), as well as higher
order series, may be found with the aid of a table of binomial coeffi-
cients.

Equation (18) shows that, as the carrier-noise ratio approaches
unity, the effective signal-noise ratio at the receiver output is no
longer directly proportional to the carrier-noise ratio. The effective
frequency deviation produced by the noise has harmonics introduced
and a constant frequency shift added. The effect of the harmonics and
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constant shift is to make the wave form of a single noise component
very peaked and of the nature of an impulse. Because of the selectivity
of the audio channel, none of the harmonics are present for the noise
frequencies in the upper half of the audio spectrum. As the frequency
of the noise voltage is lowered, more and more harmonics are passed
by the audio channel and as a consequence, the peak frequency devia-
tion due to the noise is increased. This can be more easily understood
from the following calculation of the wave form produced by the in-
stantancous frequency deviation of the single noise component.

Jo)

DEVIATION |

|

[ S A S0 U0 T U SVUN S SO SN S S U T N N S .

Fig. 4—Calculated wave forms showing the distortion produced on the instan-
taneous frequency deviation of the wave composed of the combination of
the carrier and a single noise component. C/n =ratio between the peak volt-
age of the carrier and the peak voltage of the noise component.

The curves of Fig. 4 have been calculated from (7) and show how
the instantancous frequency deviation varies with time or the phase
angle of the wave. A wave with the instantaneous frequency given by
these curves would produce voltages in the output of the detector of
the frequency modulation receiver which are proportional to the fre-
quency deviations. It can be seen from these curves that, as the carrier-
noise ratio approaches unity, the wave form becomes more and more
peaked. The harmonics which enter in to make up this peaked wave
form are given by (18) and are completely present for all noise fre-
quencies only in the absence of audio selectivity.

In the presence of audio selectivity, the condition portrayed by
(18) is approached as the audio frequency of the noise approaches zero.
Thus the wave form of the noise is sinusoidal at a noise frequency high
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enough to have its harmonics eliminated by the audio selectivity, but
becomes more peaked as the frequency is made lower so that more
harmonics are included. This effect tends to increase the peak voltage
of the low-frequency noise voltages which have a large number of
harmonics present. Thus, as the carrier-noise ratio approaches unity,
the triangular audio speetrum is distorted by an increase in the ampli-
tude of the lower noise frequencies.

The above gives a qualitative and partially quantitative description
of the noise spectrum which results at the lower carrier-noise ratios.
Further development would undoubtedly make possible the exact cal-
culation of the peak and root-mean-square signal-noise ratio at the
receiver output when the carrier-noise ratio at the receiver input is
close to unity, but, because of the laborious nature of the calculations
involved in evaluating the terms of (18), and pressure of other work,
the author is relying upon experimental determinations for these data.

Noise Crest Factor Characteristics

The crest factor characteristics of the noise can be studied to an
approximate extent by a study of (6). This equation portrays the
resultant peak frequency deviation of the wave at the output of the
limiter. From it, the crest factor characteristics of the output of the
detector may be determined since in the frequency modulation receiver
frequency deviations are linearly converted into detector output volt-
ages. However, the crest factor characteristics of the receiver output
are different from those at the detector output due to the effect of the
selectivity of the audio channel. This is especially true in the case of
the frequeney modulation receiver with a deviation ratio greater than
unity, that is, where the audio channel is less than one half the inter-
mediate-frequency channel. Consequently, in order to obtain the final
results, the effect of the application of the audio selectivity must be
applied to the results determined from a study of (6).

From the curves of Fig. 4,7 can be seen that the peak frequency
deviation of the wave given by (7) occurs at a phase angle equal to 180
degrees. From the similarity of (6) and (7), it can be seen that the
peak frequency deviation of (6) would also occur at a phase angle of
180 degrees. At this phase angle the noise peak frequency deviation

from (6) is
1 de(t) .
ek = (F,m — 2—7r —n F.,smpt)
an(peak) = ©/m -1
(N/C) =1
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) 1 d¢(®) .

— (I’,m = 2.—7;-' '—dt"" - Fdsmpt>

= : (22)
(C/N) —1

Equation (22) shows that the peak frequency deviation of the
noise, for any value of carrier-noise ratio, C/N, is proportional
to the noise instantaneous audio frequency given by the quantity

1 de(t
(Fna ~ o -i:i% — Fgasin pt), and to the quantity 1/{(C/N) — D}.
s

C/N is the resultant instantaneous peak carrier-noise ratio which is pres-
ent in the output of the frequency modulation intermediate-frequency
channel. It is apparent that when this carrier-noise ratio is high, the
peak frequency deviation of the noise is proportional to N/C. When
the carrier-noise ratio is equal to unity, the peak frequency deviation
becomes infinite and it is evident that the frequency modulation im-
provement, which is based on a high carrier-noise ratio, would be lost
at this point. The term “improvement threshold” will be employed
hereinafter to designate this point below which the frequency modula-
tion improvement is lost and above which the improvement is realized.
Theoretically this term would refer to the condition where the instan-
taneous peak voltage of the noise is equal to the peak voltage of the
carrier. However, in the practical case, where only mazimum peak
values of the noise are measured, the improvement threshold will refer
to the condition of equality of the mazimum instantaneous peak volt-
age of the noise and the peak voltage of the carrier.

As the experimental characteristics will show, this increase in peak
frequency deviation of the noise is manifested in an increase in crest
factor of the noise. The crest factor cannot rise to infinity, however,
due to the limitations imposed by the upper and lower cutoff fre-
quencies of the intermediate-frequency channel. This selectivity limits
the peak frequency deviation of the resultant of the noise and applied
modulation to a value not greater than one half the intermediate-fre-
quency channel width. Hence, in the absence of applied frequency
modulation, the peak voltage of the noise at the detector output may
rise to a value equal to the peak voltage due to the applied frequency
modulation with maximum frequency deviation. In the presence of the
applied frequency modulation, the total peak frequency deviation is
limited so that the noise peaks depress the signal, that is, they punch
holes in the signal, but do not rise above it. Thus a phenomenon which
might be termed “frequency limiting” takes place. This frequency
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limiting limits frequency deviations in the same manner that amplitude
limiting limits amplitude deviations. The resulting effect is the same
as though an amplitude limiter were placed at the detector output to
limit the output so that the peak voltage of the noise or signal, or their
resultant, cannot rise above a voltage corresponding to that produced
by the signal alone at full modulation.

Since the frequency limiting limits the noise so that its maximum
amplitude cannot rise above the maximum amplitude of the applied
modulation, a noise suppression effect is present which is similar to
that effected by the recent noise suppression circuits®? used for reduc-
ing impulse noise which is stronger than the amplitude modulated
carrier being received. The result of such limiting is a considerable re-
duction of the annoyance produced by an intermittent noise, such as
ignition, where the duration of the impulses is short and the rate of
recurrence is low. With such noise, the depression of the signal for the
duration of the impulse reduces the presence of the signal for only a
small percentage of the time; the resultant effect is a considerable im-
provement over the condition where the peaks of the noise are stronger
than the signal. On the other hand, for steady noise such as fluctua-
tion noise, as the carrier-noise ratio is made less than unity, the signal
is depressed more and more of the time so that it is gradually smothered
in the noise.

When the effect of the audio selectivity is considered in conjunction
with the frequency limiting, it is found that the noise suppression
effect is somewhat improved for the case of a deviation ratio greater
than unity. The reason for this is as follows: The frequency limiting
holds the peak voltage of the noise at the output of the detector so that
it cannot rise above the maximum value of the signal. However, in
passing through the audio channel, the noise is still further reduced
by elimination of higher frequency components whereas the signal
passes through without reduction. Consequently the over-all limiting
effect is such that the noise is limited to a value which is less than the
maximum value of the signal. The amount that it is less depends upon
the difference between the noise spectra existing at the output of the
detector and the output of the audio selectivity.

Experimental determinations, which will be shown later, point
out that as unity carrier-noise ratio is approached, the frequency

® Leland E. Thompson, “A detector circuit for reducing noise interference
in C.W.reception,” QST, vol. 19, p. 38; April, (1935). A similar circuit for teleph-
ony reception is described by tEe same author in QS7T, vol. 20, pp. 44-45;
February, (1936).

* James J. Lamb, “A noise-silencing 1.F. circuit for superhet receivers,”
Q8T, vol. 20, pp. 11-14; February, (1936).
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modulation audio noise spectrum changes from its triangular shape to
a somewhat rectangular shape. Hence the noise spectrum at the out-
put of the detector when frequency limiting is taking place would be
approximately as given by OCBA of Fig. 3. When the audio selectivity
is applied, the spectrum would be reduced to OCEHN and the band
width of the noise would be reduced by a ratio equal to the deviation
ratio. This would reduce the peak voltage of fluctuation noise by a
ratio equal to the square root of the deviation ratio and that of im-
pulse noise by a ratio equal to the deviation ratio. Thus, the resultant
effect of the frequency limiting is that the fluctuation noise output is
limited to a value equal to the maximum peak voltage of the signal
divided by the square root of the deviation ratio. The corresponding
value of impulse noise is limited to a value equal to the maximum
peak voltage of the signal divided by the deviation ratio. Consequently,
with fluctuation noise, when the noise and signal are measured in the
absence of each other, the signal-noise ratio cannot go below a value
equal to the square root of the deviation ratio; the corresponding
signal-noise ratio impulse noise cannot go below a value equal to the
deviation ratio. However, these minimum signal-noise ratios are only
those which exist when the noise is measured in the absence of the
applied frequency modulation. When the applied modulation and the
noise are simultaneously present, the noise causes the signal to be
depressed. When this depressed signal, with its depression caused by
noise composed of a wide band of frequencies, is passed through the
audio selectivity, the degree of depression is reduced. The amount of
the reduction will be diffcrent for the two kinds of noise. The de-
termination of the actual magnitude of this reduction of the signal
depression, as effected by the audio selectivity, will be left for experi-
mental evaluation.

In comparing frequency modulation systems with different devia-
tion ratios at the low carrier-noise ratios, the wider intermediate-fre-
quency channel necessary for the high deviation ratio receiver gives
that receiver a disadvantage with respect to the low deviation ratio
receiver. Since this wider channel accepts more noise than the nar-
rower intermediate-frequency channel of the low deviation ratio re-
ceiver, when equal carriers are fed to both such receivers equality of
carrier and noise occurs at a higher carrier level in the high deviation
ratio receiver. As a result, a higher carrier voltage is required to reach
the improvement threshold in the case of the high deviation ratio
system. Thus at certain low carrier levels, the carrier-noise ratio could
be above the improvement threshold in the low deviation ratio system,
but below in the high deviation ratio system; at this carrier level the
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low deviation ratio system would be capable of producing a better
output signal-noise ratio than the high deviation ratio system.

The difference between the improvement thresholds of receivers
with different deviation ratios may be investigated by a determination
of the carrier-noise ratio which exists in the reference amplitude modu-
lation receiver when the improvement threshold exists in the frequency
modulation receiver. This carrier-noise ratio may be found by a con-
sideration of the relative band widths of the intermediate-frequency
channels of the receivers. Thus, when the deviation ratio is unity, and
the intermediate-frequency channel of the frequency modulation re-
ceiver is of the same width as that of the amplitude modulation re-
ceiver,!® the two receivers would have the same carrier-noise ratio in
the intermediate-frequency channels. When the deviation ratio is
greater than unity, and the intermediate frequency channel of the fre-
quency modulation receiver is broader than that of the amplitude
modulation receiver, the carrier-noise ratio in the frequency modula-
tion receiver is less than that in the amplitude modulation receiver.
For the case of fluctuation noise, where the peak values vary as the
square root of the ratio between the two band widths concerned, the
carrier-noise ratio in the frequency modulation intermediate-frequency
channel would be less than that in the amplitude modulation inter-
mediate-frequency channel by a ratio equal to the square root of the
deviation ratio. Thus, when equal carrier voltage is fed to both re-
ceivers,

Ce/N. = (C/N)\/F4/F, (fluctuation noise, peak or r-m-s values) (23)

in which C,/N,=carrier-noise ratio in the amplitude modulation in-
termediate-frequency channel and C/N =corresponding ratio in the
frequency modulation intermediate-frequency channel.

In the case of impulse noise, where the peak values of the noise

1% In order to assume that the frequency modulation receiver with a devia-
tion ratio of unity has the same intermediate-frequency channel width as the
corresponding amplitude modulation receiver, the assumption would also have
to be made that the peak frequency deviation due to the applied frequency
modulation is equal to one haﬁ the intermediate-frequency channel width. In
the ideal receiver with a square-topped selectivity characteristic, this amount of
frequency deviation would produce considerable out-of-channel interference and
would introduce distortion in the form of a reduction of the amplitudes of the
higher modulation of frequencies during the intervals of high peak frequency
deviation. However, under actual conditions, where the corners of the selectivity
characteristic are rounded, it has been found that the frequency deviation may
be made practically equal to one half the normal selectivity used in amplitude
modulation practice without serious distortion. Receivers with high deviation
ratios are less susceptible to this distortion due to the natural distribution of the
side bands for the high values of F4/F, which are encountered with such re-
ceivers,
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vary directly with the band-width ratio, the carrier-noise ratios in the
two receivers are related by

Co/N. = —](—;; —? (impulse noise, peak values). (24)

From (23), it can be seen that, with fluctuation noise, a carrier-
noise ratio equal to the square root of the deviation ratio would exist
in the amplitude modulation intermediate-frequency channel when the
carrier-noise ratio is at the improvement threshold (C/N =1) in the
frequency modulation intermediate-frequency channel. Likewise, from
(24), with impulse noise, the frequency modulation improvement
threshold occurs at a peak carrier-noise ratio in the amplitude modula-
tion intermediate-frequency channel which is equal to the deviation
ratio.

Effect of Application of the Modulation

For the condition of a carrier which is strong compared to the noise,
the equation for the instantaneous frequency of the wave modulated
by the noise and signal, given by (7), may be reduced to the following:

n2
f=F.— Fqsin pt — —C—z(F,m— F4 sin pt)

n F
-T (Funa — Fasin pt) cos {w,..,t + ITd cos pt} . (25)
By neglecting the inconsequential term proportional to n?/C?, applying
the sine and cosine addition formulas, the Bessel function expansions,
and the Bessel function recurrence formulas, (25) may be resolved into

Fq

f=F.—(n/C) [J°<F )F,.,. €OS wnal

m

Fq
— <F—> { (Fat-Fun) S0 (@nal+Pt) + (Fra— F) sin (0nat—pt) |

m

F
—J, (f-) { (Faat-2Fn) €08 (nat+2pt) -+ (Fna— 2F ) €08 (wnal —2pt) }

m

F
+Js (Fd_> { (Fa-t-3Fm) Si (nat-+3pt) + (Faa— 3F ) sin (wnot —3pt) §

FR ] (26)

This resolution shows that the application of frequency modulation
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to the carrier divides the over-all transmission of the receiver into
components due to the carrier and each side frequency. The amplitudes
of these components are proportional to the frequency difference be-
tween the noise voltage and the side frequency producing the com-
ponent. The frequency of the audio noise voltage in each one of these
component spectra is equal to the difference between the side frequency
and the noise radio frequency. Thus the application of the modulation
changes the noise from a single triangular spectrum due to the carrier,
into a summation of triangular spectra due to the carrier and side
frequencies. In the absence of selectivity, the total root-mean-square
noise would be unchanged by the application of the modulation since
the root-mean-square summation of the frequency modulation carrier
and side frequencies is constant; hence the root-mean-square summa-
tion of noise spectra whose amplitudes are proportional to the strength
of the carrier and side frequencies would be constant. However, since
selectivity is present, the noise is reduced somewhat. This can be seen
by considering the noise spectrum associated with one of the higher
side frequencies. The noise spectrum associated with this side fre-
quency, which acts as a “carrier” for its noise spectrum, is curtailed
at the high-frequency end by the upper cutoff of the intermediate-
frequency channel. The region of noise below the side frequency is
correspondingly increased in range, but yields high-frequency noise
voltages which are eliminated by the audio-frequency selectivity.
Consequently when modulation is applied, the noise is slightly reduced.
The amount of this reduction may be calculated by a root-mean-square
summation of the individual noise spectra due to the carrier and side
frequencies. For the case of a deviation ratio of unity, an actual sum-
mation of the various spectra for full applied modulation has shown
the root-mean-square reduction to be between two and three decibels
depending upon the audio frequency of the noise. The same sort of
summations also shows that the reduction becomes less as the devia-
tion ratio is increased.

The weak-carrier root-mean-square noise characteristics in the
presence of applied frequency modulation do not lend themselves to
such straightforward calculation as the corresponding strong-carrier
characteristics and will not be gone into here. The same can be said
for the peak-noise characteristics in the presence of applied frequency
modulation.

Transmitter Frequency Modulation Power Gain

The above considerations, which are based upon the equivalent
conditions of equal carrier amplitude at the input of the amplitude
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and frequency modulation receivers, do not take into account the
power gain effected by the use of frequency modulation at the trans-
mitter. Since the power in a frequency modulated wave is constant, the
radio-frequency amplifier tubes in the transmitter may be operated
in the class C condition instead of the class B condition as is required
for a low level modulated amplitude modulation system. In changing
from the class B to the class C condition, the output voltage of the
amplifier may be doubled. Consequently a four-to-one power gain
may be realized by the use of frequency modulation when the ampli-
tude modulation transmitter uses low-level modulation. On the other
hand, when the amplitude modulation transmitter uses high level
modulation—that is, when the final amplifier stage is modulated, the
power gain is not so great. However, for the purpose of showing the
effect of a transmitter power gain, the amplitude modulation trans-
mitter will be assumed to be modulated at low levels.

As this paper is in the final stages of preparation, systems of ampli-
fying amplitude modulation have been announced wherein plate effi-
ciencies of linear amplifiers have been increased practically to equal the
class C efficiencies.!-”? Since these systems are not in general use as
yet, it will suffice to say that such improvements in amplitude modula-
tion transmission will tend to remove the frequency modulation trans-
mitter gain in accordance with these improvements. Hence the over-
all frequency modulation gain will more nearly approach that due to
the receiver® alone.

With a four-to-one power gain at the transmitter, a frequency
modulation system would deliver twice the carrier voltage to its re-
ceiver that an amplitude modulation system would with the same
transmitter output stage. Hence (15) and (17), and (23) and (24)
become, respectively,

S;/N.

quN, (peak values, fluctuation noise) = 2v/3Fa/Fa en
S;/Ny . .

SN (peak values, impulse noise) = 4F3/F, (28)

1 W, H. Doherty, “A new high efficiency power amplifier for modulated
waves,” presented before Eleventh Annual Convention, Cleveland, Ohio, May
13, (1936); published in Proc. I.R.E,, vol. 24, pp. 1163-1182; September, (1936).

12 J.'N. A. Hawkins, “A new, high-efficiency linear amplifier,” Radio, no.
209, pp. 8-14, 74-76; May, (1936).

13 The receiver and transmitter gain are mentioned rather loosely when they
are separated in this way. However, it will be understood that the receiver gain
could not be realized without providing a transmitter to match the requirements
of the receiver.
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Co/N = (C/2N)\/F4/F, (fluctuation noisé, r-m-s or peak values) (29)
Cs/N = (C/2N)F,4/F, (impulse noise, peak values). (30)

These equations show that this increase in carrier fed to the frequency
modulation receiver not only increases the frequency modulation im-
provement, but also lowers the carrier-noise ratio received on the
amplitude modulation receiver when the improvement threshold exists
in the frequency modulation receiver.
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Fig. 5—Theoretical signal-noise ratio characteristics of frequency and amplitude
modulation without the transmitter gain taken into account. Curve 4 =am-

plitude modulation receiver. The curves marked with / and F show the
characteristics of the frequency modulation receivers for impulse and
fluctuation noise, respectively. F/F, =deviation ratio.

Theoretical Conclusions

The curves of Fig. 5 and 6 summarize the theoretical conclusions
by means of an example in which receivers with deviation ratios of
four and one are compared with each other and with an amplitude
modulation receiver at various carrier-noise ratios. Fig. 5 shows the
receiver gain only, whereas Fig. 6 takes into consideration a trans-
mitter power gain of four to one. The curves are plotted with peak
carrier-noise ratio in the amplitude modulation selectivity channel as
a standard of comparison. Thus the curve for the amplitude modula-
tion receiver is a straight line with a slope of forty-five degrees. The
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curves for the frequency modulation receivers show output signal-noise
ratios which are greater or less than those obtained from the ampli-
tude modulation receiver depending upon the carrier-noise ratio.

For Fig. 5, (15) and (17) were used to obtain the strong-carrier
frequency modulation improvement factors. Hence the frequency
modulation output signal-noise ratios were obtained by multiplying
the amplitude modulation signal-noise ratios by the frequency modula-
tion improvement factors. The carrier-noise ratios which exist in the
amplitude modulation receiver when the improvement threshold exists
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Fig. 6—Theoretical signal-noise ratio characteristics of frequency and amplitude
modulation receivers with the transmitter gain taken into account.

in the frequency modulation receiver were determined by substituting
a value of unity carrier-noise ratio in (23) and (24). The improvement
thresholds are designated in both Figs. 5 and 6 by the points « and z
for fluctuation and impulse noise, respectively. Since the theory does
not permit actual calculation of signal-noise ratios in the region be-
tween high ratios and the improvement threshold, that part of the
curves has been sketched in with a dashed line.

The part of the impulse-noise curve, for the deviation ratio of four
represented by the line z-y shows the characteristic which would be
obtained if the noise and signal were measured in the absence of each
other. Because of frequency limiting, the noise is limited to equality
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with the signal at the output of the detector and is then reduced in
peak voltage by the audio selectivity. The amount of this reduction
for impulse noise would be a ratio equal to the deviation ratio or, in
this case, twelve decibels. In the case of fluctuation noise, the reduction
of the noise, which is present in the absence of modulation, would be
equal to the square root of the deviation ratio, or six decibels, and the
corresponding curve is shown by the line v-w. However, these lines do
not portray the actual signal-noise ratio characteristics since the noise
depresses the signal when the carrier-noise ratios go below the improve-
ment threshold. In the case of fluctuation noise this signal depression
causes the signal to become smothered in the noise as the carrier-noise
ratio is lowered below the improvement threshold. On the other hand,
with impulse noise such as ignition, where the pulses are short and
relatively infrequent, carrier-noise ratios below the improvement
threshold will present an output signal which is depressed by the noise
impulses, but which is quite usable due to the small percentage of time
that the impulse exists.

The curves of I'ig. 6, which take into account the frequency modu-
lation transmitter gain, utilize (27) and (28) to obtain the frequency
modulation improvements at the high carrier-noise ratios. These
curves assume a carrier at the frequency modulation receiver inputs
which is twice the strength of that present at the amplitude modulation
receiver input. The frequency modulation improvements are therefore
increased by six decibels and the improvement thresholds oscur at
signal-noise ratios in the amplitude receiver which are six decibels be-
low the corresponding ratios for the case where the transmitter gain
is not taken into account.

Further conclusions of the theory are as follows: For the high car-
rier-noise ratios, the application of modulation does not increase the
root-mean-square value of the noise above its unmodulated value. Also,
in the case of the low deviation ratio receivers, the root-mean-square
value of the noise will be slightly reduced as the modulation is applied.

EXPERIMENT

In the experimental work it was desired to obtain a set of data
from which curves could be plotted showing the frequency modulation
characteristics in the same manner as the theoretical curves of Fig. 5.
To do this it was necessary to have an amplitude modulation reference
system and frequency modulation receivers with deviation ratios of
unity and greater than unity. Equal carrier voltages and noise spec-
tra could then be fed to these receivers and the output signal-noise
ratios measured while the carrier-noise ratio was varied. Since it was
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not convenient to measure the carrier-noise ratio at intermediate fre-
quency, the output signal-noise ratios of the amplitude modulation
receiver were measured instead and were plotted as abscissas in place
of the carrier-noise ratios. This gives an abscissa scale which is practi-
cally the same as that which would be obtained by plotting carrier-
noise ratios. The validity of this last statement was checked by meas-
uring the linearity with which the output signal-noise ratio of the
amplitude modulation receiver varied from high to low values as the
carrier-noise ratio was varied by attenuating the carrier in known
amounts in the presence of a constant noise. At the very low root-
mean-square ratios the inclusion of the beats between the individual
noise frequencies in the spectrum increases the apparent value of the
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Fig. 7—Block diagram of experimental setup.

root-mean-square resultant of the noise voltages about two or three
decibels. Thus, except for this small error at the low root-mean-square
carrier-noise ratios, the amplitude modulation signal-noise ratio can
be assumed equal to the carrier-noise ratio.

The block diagram of Fig. 7 shows the arrangement of apparatus
used in obtaining the experimental data. The frequency modulated
oscillator employed a circuit which was similar to that used in the pre-
viously mentioned propagation tests.! The modulated amplifier con-
sisted of a signal generator which was capable of being amplitude
modulated, but whose master oscillator energy was supplied from the
frequency modulated oscillator. Thus a signal generator was available
which was capable of being either frequency or amplitude modulated.
A two-stage radio-frequency amplifier, tuned to the carrier frequency,
but with no signal at its input, was used as the source of fluctuation
noise. For the impulse noise measurements, the radio-frequency output
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of a square-wave multivibrator was fed to the input of this radio-
frequency amplifier.

In order to make available frequency modulation receivers with
different deviation ratios, a method was devised which made possible
the use of a single intermediate-frequency channel and detection sys-
tem for all receivers. The method consisted in the insertion of a low-
pass filter in the audio output of the receiver so as to reduce the width
of the audio channel and thereby increase the deviation ratio of the
receiver. This procedure is not that which might be normally followed
since to increase the deviation ratio, the audio channel would normally
be left constant and the intermediate-frequency channel increased.
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Fig. 8—Band-pass characteristic of receiver intermediate-frequency
amplifier, and characteristic of sloping filter.

However, since it is only the ratio between the intermediate- and audio-
frequency channels which governs the frequency modulation improve-
ment, such an expedient is permissible for the purpose of the experi-
ments.

The band-pass filter of the receiver intermediate-frequency ampli-
fier was adapted from broadcast components and gave an output which
was about one decibel down at 6500 cycles off from mid-band fre-
quency. (See I'ig. 8.) Hence maximum frequency deviation was limited
to 6500 cycles. The audio channel of the receiver cut off at 6500 cycles
and the low-pass filter cut off at 1600 cycles. Thus the following four
different types of receivers were available: Number one, a frequency
modulation receiver with a deviation ratio of unity which would re-
ceive a 6500-cycle modulation band. Number two, an amplitude modu-
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lation receiver which would receive a 6500-cycle modulation band.
Number three, a frequency modulation receiver with a deviation ratio
of about four (6500 1600) which would receive a 1600-cycle modula-
tion band. Number four,an amplitude modulation receiver which would
receive a 1600-cycle modulation band.

With these four receivers, a comparison between number two and
number one would produce a comparison between amplitude modula-
tion reception and frequency modulation reception with a deviation
ratio of unity. A comparison between receivers number four and num-
ber three would produce a comparison between amplitude modulation
reception and frequency modulation reception with a deviation ratio of
four. Thus both frequency modulation receivers had as a standard of
comparison an amplitude modulation receiver with an audio channel
equal to that of the frequency modulation receiver.

The limiter of the frequency modulation receiver consisted of four
stages of intermediate-frequency amplification arranged alternately to
amplify and limit. The sloping filter detectors utilized the same circuit
as used in the propagation tests! except that only one sloping filter was
used in conjunction with a flat-top circuit as described in the theoreti-
cal section of this paper. Thus a balanced detector type of receiver was
available which would also receive amplitude modulation by switching
off the frequency modulation detector and receiving the detected out-
put of the flat-top circuit. The characteristic of the sloping filter is
shown in Fig. 8.

The output of the detectors was fed to a switching system which
connected either to a low-pass filter and attenuator or directly to the
attenuator. The output of the attenuator passed to an audio-frequency
amplifier having an upper cut-off frequency of 6500 cycles. The indi-
cating instruments were connected to the amplifier output terminals.
For the root-mean-square fluctuation noise measurements, a copper-
oxide-rectifier type meter was used. A cathode-ray oscilloscope was
used for all peak voltage measurements.

In the procedure used to obtain the data, the carrier-noise ratio was
varied over a wide range of values and the receiver output signal-noise
ratios were measured at each value of carrier-noise ratio. To do this,
the output of the noise source was held constant while the carrier was

4 In the preliminary measurements, a thermocouple meter was connected in
parallel with the copper-oxide-rectifier meter in order to be sure that no particular
condition of the fluctuation noise wave form would cause the rectifier meter to
deviate from its property of reading root-mean-square values on this type of
noise. It was found that the rectifier type of instrument could be relied upon to
indicate correctly so that the remainder of the measurements of root-mean-

square fluctuation noise were made using the more convenient rectifier type of
instrument.
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varied by means of the signal generator attenuator. The output peak
signal-noise ratios were obtained by first measuring the peak voltage
of the tone output with the noise source shut off and then measuring
the peak voltage of the noise with the tone shut off. The mazimum
peak voltage of the noise was read for its peak voltage. The root-mean-
square signal-noise ratios were measured by reading the root-mean-
square voltage of the tone in the presence of the noise and then reading
the voltage of the noise alone. The signal was then separated from the
noise by equating the measured signal-plus-noise voltage to v/ 8>+ N?,
substituting the measured noise voltage for N, and solving for the sig-
nal, 8. In these measurements, a 1000-cycle tone was used to modulate
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Fig. 9—Measured peak signal-noise ratio characteristics for fluctuation noise.
Curve A =amplitude modulation receiver. Curve B =frequency modulation
receiver with deviation ratio equal to unity. Curve C =frequency modula-
tion receiver with deviation ratio equal to four.

at fifty per cent the amplitude modulator or to produce one-half fre-
quency deviation (3250 cycles) on the frequency modulator. The out-
put signal-noise ratios were corrected to a 100 per cent, or full modula-
tion, basis by multiplying them by two. The radio frequency used was
ten megacycles.

Fluctuation Noise Characteristics

The curves of Fig. 9 show the fluctuation noise characteristics, in
which peak signal-noise ratios were measured. These curves check the
theoretical curves of Fig. 5 as nearly as such measurements can be ex-
pected to check. With the deviation ratio of four (low-pass filter in), the
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theoretical strong-carrier improvement should be 4X1.73=6.9 or 16.8
decibels; the measured improvement from Fig. 9 is about 14 decibels.
With the deviation ratio of unity (low-pass filter out), the measured
improvement was about 3.5 decibels as compared to the 4.76-decibel
theoretical figure. The full frequency modulation improvement is seen
to be obtained down to carrier-noise ratios about two or three decibels
above the improvement threshold (equality of peak carrier and noise).
The fact that the frequency modulation improvement threshold occurs
at a higher carrier-noise ratio in the case of the receiver with a devia-
tion ratio of four than in the case of the receiver with a deviation ratio
of unity, also checks the theoretical predictions. In this case of fluctua-
tion noise, the improvement threshold for the recciver with the devia-
tion ratio of four should oceur at a carrier-noise ratio in the amplitude
modulation intermediate-frequency channel which was twice the corre-
sponding ratio for the receiver with a deviation ratio of unity. The
curves show these two points to be about seven decibels apart or within
one decibel of the theoretical figure of six decibels.

The data for the curves of Fig. 9 were obtained by measuring the
peak value of the noise alone and signal alone and taking the ratio of
these two values as the signal-noise ratio. Henee the signal depressing
effect, occurring for carrier-noise ratios below the improvement thresh-
old, does not show up on the curves. In order to obtain an approxi-
mate idea as to the order of magnitude of this effect, observations were
made in which the carrier-noise ratio was lowered below the improve-
ment threshold while the tone modulation output (100 per cent modu-
lation in the case of the amplitude modulation observation and full
frequency deviation in the case of the frequency modulation observa-
tion) was being monitored by ear and oscilloscope observation. It was
found that the fluctuating nature of the instantaneous peak voltage
of the fluctuation noise had considerable bearing upon the effects ob-
served. Due to the fact that the instantaneous value of the peak volt-
age is sometimes far below the maximum instantancous value, fre-
quency modulation improvement is obtained to reduce still further the
peak voltage of these intervals of noise having instantancous peak volt-
ages lower than the maximum value. This effect seems to produce a
signal at the output of the frequency modulation receiver which sounds
“cleaner,” but which has the same maximum peak voltage character-
istics as the corresponding amplitude modulation receiver. Thus, as far
as maximum peak voltage of the noise is concerned, the frequency
modulation receiver produces about the same output as the amplitude
modulation receiver for carrier-noise ratios below the improvement
threshold. The reduction of the peak voltage of the noise during the
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intervals of lower instantaneous peak value reduces the energy content
of the noise in the output; hence some idea of the magnitude of this
effect can be obtained from the root-mean-square characteristics of the
noise.

The curves of Fig. 10 are similar to those of Fig. 9 except that the
root-mean-square signal-noise ratios are plotted as ordinates. Since the
crest factor of the signal is three decibels and that of fluctuation noise
is about thirteen decibels (as later curves will show), the root-mean-
square signal-noise ratios are ten decibels higher than the correspond-
ing peak ratios. It can be seen that the root-mean-square characteris-

[ ‘ 1 ] BESERNRE

8553 - — = 1 .|
[ z NI 1
[ ) ﬁ,‘a 4 4 .‘ ﬁ
wmn| % i T
- <‘0 -
5 |
! 7, N § ] J
.q’ -
| = |
o |
fIE| |
I ERw
o
ul g K1
S}
} ]
R BT A o e T A P i i 1 ﬂ

Fig. 10—Measured root-mean-square signal-noise ratio characteristics for fluc-

tuation noise. Curve 4 =amplitude modulation receiver. Curve B =fre-

uency modulation receiver with deviation ratio equal to unity. Curve
=frequency modulation receiver with deviation ratio equal to four.

tics differ from the peak characteristics in the range of carrier-noise
ratios below the improvement threshold; above the improvement
threshold, the characteristics are similar.

Since the root-mean-square and peak signal-noise ratios display
different characteristics below the improvement threshold, it is quite
evident that the crest factor of the noise changes as the carrier-noise
ratio is lowered below this point. The crest factor can be obtained from
the curves of Fig. 9 and 10 as follows: By adding three decibels to the
ordinates of Fig. 10 they will be converted to peak signal to root-mean-
square noise ratios. Hence by subtracting from these ratios the corre-
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sponding ordinates of Fig. 9, the crest factor of the noise is obtained.
The results of such a procedure are shown in Fig. 11.

In the case of the frequency modulation receiver with a deviation
ratio of four, Fig. 11 shows that the crest factor increases by about 14.5
decibels at the improvement threshold. Hence the frequency modula-
tion improvement, which is about fourteen decibels by measurement
and sixteen by calculation, is counteracted by an increase in crest fac-
tor. This same situation exists in the case of the receiver with a devia-
tion ratio of unity. Here the increase in crest factor is about four deci-
bels; the measured frequency modulation improvement is about 3.5
decibels and the calculated value 4.76 decibels.
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Fig. 11—Crest factor characteristics of frequency and amplitude modulation
receivers. Curve A =amplitude modulation receiver with 6500-cycle audio
channel. Curve B=frequency modulation receiver with deviation ratio
equal to unity. Curve C =frequency modulation receiver with deviation
ratio equal to four.

Curve A of Fig. 11 shows the crest factor characteristics of the
amplitude modulation receiver. It is seen that this crest factor is about
equal to that for frequency modulation above the improvement thresh-
old. The average value of the crest factor for both amplitude and fre-
quency modulation in this region is thirteen decibels or about 4.5 to
or». This value checks previous measurements of crest factor where a
slide-back vacuum tube voltmeter was used in place of an oscilloscope
to measure the peak voltage and a thermocouple was used to measure
the root-mean-square values.
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The point where the crest factor of the noise increases, which occurs
at the frequency modulation improvement threshold, has a rather dis-
tinctive sound to the ear. When fluctuation noise is being observed,
as this point is approached the quality of the hiss takes on a more
intermittent character, somewhat like that of ignition. This point has
been termed by the author the “sputter point,” and since it coincides
with the improvement threshold it is a good indicator for locating the
improvement threshold. It is caused by the fact that the fluctuation
noise voltage has a highly variable instantaneous peak voltage so that
there are certain intervals during which the instantaneous peak voltage
of the noise is higher than it is during other intervals. Consequently,
as the maximum peak value of the noise approaches the peak value
of the signal, the higher instantaneous peaks will have their crest fac-
tor increased to a greater degree than the lower instantaneous peaks.
Fig. 12 shows oscillograms taken on the fluctuation noise output of the

Fig. 12—Wave form of the fluctuation noise output at unity carrier-noise ratio
in the frequency modulation receiver. F =frequency modulation receiver.
A =amplitude modulation receiver.

frequency and amplitude modulation receivers with the 1600-cycle low-
pass filter in the audio circuit and with the signal-noise ratio adjusted
to the sputter point. These oscillograms also tend to show how the
frequency modulation signal would sound “cleaner” than the amplitude
modulation signal when the carrier-noise ratio is below the improve-
ment threshold.

Data were also taken to show the fluctuation noise characteristics
as frequency modulation is applied. These data were taken by inserting
low-pass or high-pass filters in the audio system and then applying a
modulation frequency to the frequency modulated oscillator which
would fall outside the pass band of the filters. The low-pass filter cut
off at 1600 cycles so that modulating frequencies higher than 1600
cycles were applied. The output of the filter contained only noise in
the range from zero to 1600 cycles and the change of noise versus fre-
quency deviation of the applied modulation could be measured. The
high-pass filter also cut off at 1600 cycles so that measurements of the
noise in the range from 1600 to 6500 cycles were made while applying
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modulation frequencies below 1600 cycles. In the case of the high-pass
filter, the harmonics of the modulating frequencies appeared at the
filter output in addition to the noise. Consequently, a separate meas-
urement of the harmonics in the absence of the noise was made so that
the noise could be separated from the harmonies by the quadrature
relations. The results with the low-pass filter are shown in Fig. 13. The
results with the high-pass filter are shown in Fig. 14.

The curves of Fig. 13 are representative of a system with a devia-
tion ratio of four. They point out the fact that when the peak carrier-
noise ratio in the frequency modulation intermediate-frequency channel
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Fig. 13—Variation of frequency modulation receiver output noise as frequency
modulation is applieg. 1600-cycle low-pass filter in audio output. Modula-
tion frequency: for curve X =6000 cycles, ¥ =3000 cycles, and Z =2000
cycles. C/N =peak carrier-noise ratio in the output of intermediate-fre-
quency channel.

is greater than unity, the root-mean-square noise is substantially un-
changed due to the application of modulation. The one curve for a
carrier-noise ratio less than unity shows a gradual increase of the
noise, which would effect a decrease of the signal-noise ratio as the
modulation is applied; this increase in the noise is displayed to a
greater extent on the lower modulation frequency of 2000 cycles than
on the higher modulation frequencies of 3000 and 6000 cycles.

Fig. 14 is approximately representative of a receiver with a devia-
tion ratio of unity. This is because the range of noise frequencies from
zero to 1600 cycles, which were eliminated by the high-pass filter, were
a small part of the total range extending out to 6500 cycles. At the
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highest carrier-noise ratio, the noise is decreased as the modulation is
applied. This is in accordance with the deductions of the theory in the
section Effect of Application of Modulation. As the carrier-noise ratio
is lowered this tendency is eliminated.

Data similar to that for Fig. 13, with the low-pass filter in the audio
circuit, were taken measuring the output peak voltage of the noise.
The characteristics obtained were identical to those obtained with
root-mean-square measurements.

Since the harmonics of the tone present in the output of the high-
pass filter could not readily be separated from the noise for the peak
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Fig. 14—Variation of freguency modulation receiver output noise as frequency
modulation is applied. 1600-cycle high-pass filter in audio output. Modula-
tion frequency = 1000 cycles.

voltage measurements, the high-pass filter data were taken by root-
mean-square measurements only.

Measurements were also made to determine how much the audio
selectivity reduced the degree of signal depression present at the out-
put of the detector of the frequency modulation receiver. The carrier-
noise ratio was set so that the maximum peak voltage of the fluctuation
noise was equal to the peak voltage of the carrier. At this carrier-noise
ratio the maximum noise peaks depressed the signal down to zero at
the output of the detector. At the output of the 1600-cycle low-pass
filter, the maximum noise peaks depressed the signal five decibels.
Thus, without the audio selectivity, the signal was depressed by an
amount equal to its total amplitude; with the audio selectivity, the
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signal was depressed to five decibels below full amplitude or down to an
amplitude of 56 per cent. Hence the reduction of the depth of the sig-
nal depression was from a 100 per cent depression to a depression of
(100 —56) =44 per cent or a reduction of about seven decibels. The
theoretical reduction of the fluctuation noise in the absence of the
modulation would be equal to the square root of the ratio of band
widths or six decibels. Thus the reduction of the signal depression is,
for all practical purposes, the same as the reduction in the peak voltage
of the noise alone.

Impulse Noise Measurements

The first measurements on impulse noise were made using an auto-
mobile ignition system driven by an electric motor. However the
output from this generator proved to be unsteady and did not allow a
reasonable measurement accuracy. Consequently a square-wave multi-
vibrator was set up. This type of impulse noise generator proved to
be even more stable than the fluctuation noise source and allowed ac-
curate data to be obtained. On the other hand, the output of the re-
ceiver being fed by this noise generator was not as steady as would be
expected. In the absence of the carrier the output was steady, but as
the carrier was introduced the output peak voltage started to fluctuate.
Apparently the phase relation between the components of the noise
spectrum and the carrier varies in such a manner as to form a resultant
wave which varies between amplitude modulation and phase or fre-
quency modulation. Hence the output of a receiver which is adjusted
to receive either type of modulation alone will fluctuate depending
upon the probability considerations of the phase of combination of the
carrier and noise voltages.

The preliminary impulse noise measurements were made on an
amplitude modulation receiver by comparing the peak voltage ratio
between the two available band widths of 6500 and 1600 cycles. The
6500-cycle channel was fed to one set of oscilloscope plates and the
1600-cycle channel to the other. Thus, when the peak voltages at the
outputs of the two channels were equal the oscilloscope diagram took
a symmetrical shape somewhat like a plus sign. The two channel levels
were equalized by means of a tone. Hence, when the noise voltage was
substituted for the tone, the amount of attenuation that had to be
inserted in the wider band to produce a symmetrical diagram on the
oscilloscope was taken as the ratio of the peak voltages of the two band
widths. In this manner a series of readings was taken which definitely
proved that the peak voltage ratio of the two band widths was propor-
tional to the band width ratio. These readings were taken on both the
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ignition system noise generator and the multivibrator generator. As a
check, readings on fluctuation noise were also taken which showed that
the peak voltage of fluctuation noise varies as the square root of the
band width.

The final measurements on impulse noise were made using the same
procedure followed for the fluctuation noise measurements of Fig. 9.
Only peak voltage measurements were made on this type of noise. The
curves are shown in Fig. 15. It can be seen that the peak voltage char-
acteristics of impulse noise are similar to those of fluctuation noise
except for the location of the improvement threshold. For the receiver
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Fig. 15—Measured peak signal-noise ratio characteristics of impulse noise.
Curve A =amplitude modulation receiver. Curve B =frequency modula-
tion receiver with deviation ratio of unity. Curve C ={requency modulation
receiver with deviation ratio of four.

with a deviation ratio of four, the improvement threshold occurs at a
carrier-noise ratio slightly above sixteen decibels as compared with
slightly above eight decibels for fluctuation noise. The difference be-
tween the improvement thresholds for the two frequency modulation
receivers is about fourteen decibels; the corresponding theoretical fig-
ure, which is equal to the ratio of the two deviation ratios, is twelve
decibels. The theoretical difference between the strong-carrier fre-
quency modulation improvements for impulse and fluctuation noises,
as indicated by the difference between the factors two and the square
root of three respectively, is too small to be measurable with such varia-
ble quantities as these noise voltages.
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Since the signal-noise ratios for the curves of Fig. 15 were obtained
by measuring the noise and signal in the absence of each other, the
signal-depressing effect of the noise does not show up. However, in the
case of impulse noise, these curves are more representative of the actual
situation existing, because the noise depresses the signal for only a
small percentage of the time. In the listening and oscilloscope observa-
tions conducted with carrier-noise ratios below the improvement
threshold, it was observed that at unity carrier-noise ratio the noise
peaks depressed the amplitude of the signal to zero at the output of
the detector. When the low-pass filter was inserted in the audio circuit,
the impulse noise peaks depressed the signal about 2.5 decibels or re-
duced the amplitude from 100 per cent to 75 per cent. The effective sig-
nal-noise ratio is then increased from unity to 100/(100—75) =4 or 12

% N N
Pt P4 he

C/n=20 C/n=2 C/n=1.26 C/n=1
Fig. 16—Over-all transmission oscillograms of the frequency and amplitude
modulation receivers. 1600-cycle low-pass filter in audio output. Top row =

amplitude modulation, bottom row =frequency modulation. C'/n =ratio be-
tween the carrier and the variable-frequency heterodyning voltages.

S
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decibels. This is equal to the theoretical reduction in peak voltage of
impulse noise which would be effected by this four-to-one band width
ratio. It is then evident that the reduction of the depth of the signal
depression caused by the impulse noise is of the same magnitude as the
reduction of the peak voltage of the noise alone.

Over-all Transmissions

The oscillograms of Fig. 16 show the over-all transmissions of the
amplitude and frequency modulation receivers at various carrier-noise
ratios. These oscillograms were taken by tuning the receiver to a car-
rier, and then, to simulate the noise, manually tuning a heterodyning
signal across the intermediate-frequency channel. The audio beat out-
put of the receiver was applied through the low-pass filter to the verti-
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cal plates of the oscilloscope. A bias proportional to the frequency
change of the heterodyning voltage was applied to the other set of
oscilloscope plates. C'onsequently the spectra obtained are those which
would be produced by the combination of a single noise component of
variable frequency and the carrier. At the higher carrier-noise ratios,
the spectrum is rectangular for amplitude modulation and triangular
for frequency modulation. The dip in the middle of the amplitude
modulation spectrum is where the audio output is near zero beat. As
the carrier-noise ratio is decreased, the frequency modulation spectrum
deviates from its triangular shape and the wave form of the recciver
output has increased harmonic content at the lower audio frequencies
where the audio selectivity does not eliminate the harmonies.

The amplitude modulation spectra of Fig. 16 also show the pres-
ence of added harmonic distortion on the lower modulation frequencies
and lower carrier-noise ratios. However, the effect is so small that it is
of little consequence.

The spectra of Fig. 16 allow a better understanding of the situation
which is theoretically portrayed by (7) of the theory.

Ezxperimental Conclusions

It can be concluded that the experimental data in general confirm
the theory and point out the following additional information:

The improvement threshold starts at a carrier-noise ratio about
three or four decibels above equality of peak carrier and noise in the
frequency modulation intermediate-frequency channel. Hence the full
frequency modulation improvement may be obtained down to a peak
carrier-noise ratio in the frequency modulation receiver of three or four
decibels.

The root-mean-square fluctuation noise characteristics differ from
the peak fluctuation noise characteristics for carrier-noise ratios below
the improvement threshold. The improvement threshold starts at
about the same peak carrier-noise ratio, but the improvement does not
fall off as sharply as it does for peak signal-noise ratios. Thus, for car-
rier-noise ratios below the improvement threshold the energy content
of the frequency modulation noise is reduced, but the peak character-
istics are approximately the same as those of the amplitude modulation
receiver. The characteristics are not exactly the same due to the fre-
quency limiting which allows the noise peaks to depress the signal, but
does not allow them to rise above the signal.

The crest factor of the fluctuation noise at the outputs of the fre-
quency and amplitude modulation receivers is about thirteen decibels
or 4.5 to one for the strong-carrier condition. The crest factor of ampli-
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tude modulation fluctuation noise remains fairly constant regardless
of the carrier-noise ratio. At equality of peak carrier and peak noise in
the frequency modulation intermediate-frequency channel, the crest
factor of the noise in the output of the frequency modulation receiver
rises to a value which counteracts the peak signal-noise ratio improve-
ment over amplitude modulation; the improvement threshold mani-
fests itself in this manner.

At the improvement threshold, the application of the audio selec-
tivity reduces the signal depression due to a noise peak by the same
ratio that it reduces the noise in the absence of the signal. Thus the
depth of a noise depression in the signal is reduced by a ratio equal to
the square root of the deviation ratio in the case of fluctuation noise,
and equal to the deviation ratio in the case of impulse noise.

GENERAL CONCLUSIONS

The theory and experimental data point out the following conclu-
sions:

A frequency modulation system offers a signal-noise ratio improve-
ment over an equivalent amplitude modulation system when the
carrier-noise ratio is high enough. For fluctuation noise this improve-
ment is equal to the square root of three times the deviation ratio for
both peak and root-mean-square values. For impulse noise the corre-
sponding peak signal-noise ratio improvement is equal to twice the
deviation ratio. When the carrier-noise ratio is about three or four
decibels above equality of peak carrier and peak noise in the frequency
modulation intermediate-frequency channel, the peak improvement
for either type of noise starts to decrease and becomes zero at a carrier-
noise ratio about equal to unity. Below this “improvement threshold,”
the peak characteristics of the frequency modulation receiver are ap-
proximately the same as those of the equivalent amplitude modulation
receiver. The root-mean-square characteristics of the frequency modu-
lation noise show a reduction of the energy content of the noise for
carrier-noise ratios below the improvement threshold; this is evidenced
by the fact that the improvement threshold is not as sharp for root-
mean-square values as for peak values.

At the lower carrier-noise ratios, frequency modulation systems
with lower deviation ratios have an advantage over systems with
higher deviation ratios. Since the high deviation ratio system has a
wider intermediate-frequency channel, more noise is accepted by that
channel so that the improvement threshold occurs at a higher carrier
level in the high deviation ratio system than in the low. Hence the
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low deviation ratio systems retain their frequency modulation improve-
ment down to lower carrier levels.

The peak voltage of fluctuation noise varies with band width in the
same manner as the root-mean-square voltage, namely, as the square
root of the band width. The peak voltage of impulse noise varies di-
rectly as the band width. In frequency modulation systems with a
deviation ratio greater than unity, this difference in the variation with
band width makes the unprovement threshold occur at a higher carrier
level with impulse noise than with fluctuation noise. Hence frequency
modulation systems with higher deviation ratios are more susceptible
to impulse noise interference.

Because of a phenomenon called “frequency limiting” the peak fre-
quency deviations of the noise or the noise-plus-signal are limited so
that the peak value cannot rise above the maximum peak value of the
signal at the output of the detector. The application of audio selectivity
reduces this maximum value of the noise so that fluctuation noise can-
not rise to a value higher than the maximum value of the signal divided
by the square root of the deviation ratio; the corresponding value of
impulse noise cannot rise to a value higher than the maximum peak
voltage of the signal divided by the deviation ratio. Inherent with this
limiting effect is a signal-depressing effect which causes the fluctuation
noise gradually to smother the signal as the carrier-noise ratio is lowered
below the improvement threshold. However in the case of impulse
noise, the signal depression is not as troublesome, and a noise-suppres-
sion effect is created which is similar to that effected in the recent cir-
cuits for suppressing impulse noise which is stronger than the carrier
in an amplitude modulation system. When the deviation ratio is
greater than unity, this frequency limiting is more effective than
the corresponding amplitude modulation noise-suppression circuits;
this is caused by the audio selectivity reducing the maximum peak
value of the noise so that it is less than the peak value of the signal.

For carrier-noise ratios greater than unity, the application of fre-
quency modulation to the carrier does not increase the noise above its
value in the absence of applied frequency modulation.

At the transmitter, a four-to-one power gain is obtained by the use
of class C radio-frequency amplification for frequency modulation in-
stead of the customary class B amplification as is used for low level
amplitude modulation. Therefore, for the same transmitter power in-
put, a frequency modulation system will produce at its receiver a car-
rier which is twice as strong as that produced at the receiver of an
amplitude modulation system. This results in two effects: first, the
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frequency modulation improvement is doubled for carrier-noise ratios
above the improvement threshold; second, when the improvement
threshold occurs in the frequency modulation receiver, the carrier-
noise ratio existing in the amplitude modulation receiver is one half
of what it would have been without the transmitter power gain.
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Variation of Bandwidth with Modulation Index
in Frequency Modulation
MURLAN S. CORRINGTONt

Summary—Equations are derived for the carrier and side-
frequency amplitudes which are obtained when a carrier wave is
frequency-modulated by a complex audio signal. The bandwidth
occupied by such a frequency-modulated wave is defined as the
distance between the two frequencies beyond which none of the
side frequencies is greater than 1 per cent of the carrier amplitude
obtained when the modulation is removed.

Curves are given to show the amount this bandwidth exceeds
the extremes of deviation for a range of mcdulation indexes frem
0.1 to 10,000, for sinusoidal, square, rectangular, and triangular
modulation. For more precise defnitions of bandwidth, curves are
also given for side-frequency amplitude limits of 0.1 per cent and
0.01 per cent of the carrier-wave amplitude. For complex modulat'on
the total bandwidth can be estimated by computing the bandwidth
that would be required by each audio-frequency component, if it
were on separately, and adding the results.

INTRODUCTION
]:[F A CARRIER wave is frequency-modulated with

a sinusoidal audio voltage, an infinite number of

side frequencics is produced. The carrier amplitude
is reduced when the modulating voltage is applied, and
may even become zero. If the deviation is increased,
additional side frequencies are procuced in both side-
bands, and the distribution of the intensities of the
previous ones is changed. For a single audio tone, the
distance between side frequencies is always equal to the
audio frequency. When two or more modulating tones
are used simultaneously, side frequencies are produced
which are separated from the carrier by all possible com-
bination frequencies which can be obtained from sums
and differences of harmonics of the modulating fre-
quencies.!* Thus, if there are two audio tones of fre-
quencies u, and p,, the side frequencies are separated
from the carrier by +ru; +sus where r and s are posi-
tive integers or zero.

Although, theoretically, an infinite number of side
frequencies is produced, in practice the ones scparated
from the carrier by a frequency greater than the devia-
tion decrease raridly toward zero. so the bandwidth al-
ways exceeds the total frequency excursion, but never-
theless is limited. For large modulation indexes and a
sinusoidal modulating voltage, the bandwidth ap-
proaches, and is only slightly greater than, the total fre-
quency excursion.

* Decimal classification: R14812. Original manuscript received by
the lnt;titute, May 27, 1946; revised manuscript received, February
5, 1947,

t+ RCA Victor Division, Radio Corporation of America, Camden,

I Murray G. Crosby, “Carrier and side-frequency relations with
multitone frequency or phase modulation,” RCA Rev., vol. 3, pp.
103-106; July, 1938.

* M. Kulp, “Spektra und Kl'rrfaktoren frequenz- und ampli-
tuden-modulierter Schwingungen,” Part 1. Elek. Nach.-Tech., vol.
19, pp. 72-84; May, 1942,

To show how the bandwidth changes with modula-
tion index, exact mathematical expressions for the
spectrum will now be obtained.

THE SPECTRUM OF A CARRIER WAVE WHICH 1S
FREQUENCY-MODULATED WITH A
SINUSOIDAL SIGNAL

When a carrier wave is frequency-modulated with a
single audio tone, the equation for the voltage is
D
e = E sin (wt + — sin Zﬂ'ut) (1)
where g
E =amplitude of the wave
w=angular frequencv of the carrier, radians
per second
D =deviation, cycles per second
p=audio frequency, cycles per second
t=time in scconds
D /u=modulation index.
This expression can be expanded in a spectrum con-
sisting of a carrier and side frequencies, in accord with
the result?

e=E i Ja(D/u) sin (wt + 2xnput)

@)

where J,(D/u) is a Bessel function of the first kind of
order #n and argument D/u.
Graphs of the Bessel Functions

To plot the spectrum of a frequency-modulated wave
for a given modulation index D/pu, use a table of Bessel

Fig. 1—Graph of J.(10).

functions?® to obtain the amplitudes of the carrier and
the side frequencics in the uprer sideband. The odd-
order side frequencies in the lower sideband will have

3 A. Bloch, “Modulation theory,” Jour. 1.E.E., (London), Part
111, vel. 91, pp. 3142; March, 1944,

¢ E. Jahnke and F. Emde, “Tables of functions with formulae and
curves,” Dover Publications, New York, N. Y., 1943, p. 171,

¢ August Hund, “Frequency Modulation,” McGraw-Hill Book
Co., New York, N. Y., 1942; Table VI, p. 352.
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signs opposite to those in the upper sideband, and the
even-order side frequencies will have the same sign.
Fig. 1 is a graph of J.(10). If the ordinates are drawn
for each integer, as shown by the dotted lines, the side
frequencies in the upper sideband will be proportional
to these ordinates and the carrier will be proportional to
the ordinate at n=0.

If the modulation index is increased to 1000, the
part of the curve for n nearly equal to the modulation
index is similar, but is reduced in amplitude.® Fig. 2
shows the variation of the side frequencies near the

© 10

Fig. 2—Graph of J,(1000).

upper edge of the band. The curve oscillates with
gradually increasing amplitude and slowly increasing
period all the way from the origin to the last maximum,
which is also the absolute maximum, and then decreases
rapidly toward zero. The maximum energy occurs at a
point in the band just inside the frequencies which cor-
respond to the ends of the swings. When the deviation
increases and the modulating frequency remains con-
stant, the total energy of the spectrum is spread over a
greater bandwidth, and the average amplitude of the
side frequencies must decrease uniformly to maintain

constant total energy in the modulated carrier wave.
The absolute maximum value of the Bessel function,
for positive values of m, is shown by Fig. 3. For a given
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Fig. 3—Absolute maximum value of Bessel function Ja(m).

modulation index, this maximum occurs for a value of
the order # slightly less than the modulation index m.
For example, for a modulation index of 1000 the

¢ Murlan S. Corrington, “Tables of Bessel functions J,(1000),”
Jour. Math. Phys. (M.1.T.), vol. 24, pp. 144-147; November, 1945.

PROCEEDINGS OF THE I.R.E.

October

maximum occurs at #=991.91 and equals 0.06756. If
the modulation index is 10, the maximum occurs at
n=28.23 and equals 0.3210. The curve of Fig. 3 shows
this maximum value for a range of modulation indexes
from 10 to 10,000. It was computed from the formulas
of Meissel? which state that the Bessel function J,.(k)
reaches its absolute maximum

0.0727 6309 8182

0.6748 8509 6430
+

J,.(k) = —
vk k
0.0199 5975 0328
= + 3
vk
for the value
_ 0.0606 4998 7910
n = kb — 0.8086 1651 7466wk — =
vk
0.0316 7351 0263
- _ . 4)

k

A family of curves for modulation indexes from one
to twenty is shown by Fig. 4. The vertical scale repre-
sents the amplitude of the given side frequency for each
modulation index. The curve of Fig. 1 can be obtained
by cutting a section through the surface for a modula-
tion index of 10. Contour line A is for the constant value
of the Bessel function J.(D/u)=0.01. Similarly, the
contour B corresponds to J.(D/u)=0.001, and contour
C is drawn for J,.(D/u)=0.0001.

Curve D is shown for the order of the Bessel function
equal to the argument. If the bandwidth of a fre-
quency-modulated carrier wave were just equal to twice
the deviation, the side frequencies would not extend
beyond curve D. It is evident that for a given modula-
tion index the bandwidth ecxtends beyond curve D
(say te curve A), but that the intensities of the side
frequencies beyond curve D are decreasing rapidly.

Curve E is drawn along the top of the first crest and
gives the absolute maximum value of the envelope of
the side frequencies for each modulation index. This
curve is also given by Fig. 3. The curves F, G, H, 1, J,
and K show where the surface goes through zero, i.e.,
the zeros of the Bessel functions.

Definition of Banduidth

Theoretically, there is an infinite number of side fre-
quencies in the spectrum of a frequency-medulated car-
rier wave, but the amplitudes decrease very rapidly be-
yond the last maximum. Point A on Fig. 1 corresponds to
the value J,(10) =0.01 and will be defined as the edge
of the band. Point B is shown for J,(10)=0.001, and
point C for J,(10) =0.0001. These latter two points can
be used for a more precise definition of bandwidth, but
point A is to be taken as the usual limit for practical
purposes.

T E. Meissel, “Beitrag zur Theorie der Bessel'schen Functionen,”
Astronom. Nach., vol. 128, cols. 435—438; 1891.
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Fig. 4—Side-frequency amplitudes.

The curves of Fig. 5 show the variation of the band-
width as the modulation index is changed.?
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Fig. S—Variation of bandwidth with modulation index.

Example: Let the deviation be £ 50 kilocycles and the
audio frequency be S kilocycles. Find the bandwidth.
The modulation index is 50/5=10. From curve A
of Fig. 5, the increase in bandwidth is approxi-
mately 0.42 or 42 per cent, so the bandwidth is ap-

proximately 2(50)(140.42) =142 kilocycles.

8 A rather simple method for computing the argument for
Ja(x) =0.01, 0.001, 0.0001 is to use the approximate formula

tanh a
J,(vsech a) = 3

exp {v(tanh a+} tanh? a—a) | Kin (-:— tanh? a)

givenin G. N. Watson, “A treatise on the theory of Bessel functions,”
The Macmillan Company, New York, N. Y., Second Edition, 1944,
p. 250, where Kin(x) 1s a modified Bessel function of the second kind
of order § and argument x. A series of values of a was chosen and
the corresponding Bessel functions computed. These values were
plotted on semilog paper and the arguments corresponding to the
ordinates 0.01, 0.001, and 0.0001 were read off. The curves of Fig. 5
were obtained directly from these readings.

Bandwidth Required for Complex Modulation

If several modulating tones are present simultane-
cusly, the carrier wave can be expressed as

S D.
e = Esin {wt + > — sin Qmut + e.)} (5)

=1 Hs

where E is the amplitude of the wave, w is the carrier
angular frequency, D, is the deviation corresponding to
the audio frequency p,, ¢ is the time, and ¢, is the phase
angle corresponding to u,. This modulated carrier
wave can be represented by a spectrum?®*-!!

e=E i { fI]k,(m.)} sin (wt+ ZS: k.0,>

k gum—oo =1 =1
a/l‘:

In the case of two-tone modulation this becomes!

(6)

where

m, = and 6, = 2nud + e.

E sin {wt + D]/p.l sin 21I'[J.1! + Dz/[.l.z sin 21!'[121}

=E i i Jm(D1/81)Tn(D2/p2) sin (w + 2xmp,

+ 2rnpg)t. (7)

This result shows that the spectrum is now much
more complicated than for a single modulating tone,

*E. C. Cherry and R. S. Rivlin, “Non-linear distortion, with
garticular reference to the theory of frequency modulated waves,
art 1,” Phil. Mag., vol. 32, pp. 265-281; October, 1941.
19 A, S. Gladwin, “Energy distribution in the spectrum of a fre-
uency modulated wave, Part 1,” Phil. Mag., vol. 35, pp. 787-802;
ember, 1944,
it K. R. Sturley, “Frequency modulation,” Jour. I.E.E. (London),
vol. 92, Part I1I, pp. 197~218, September, 1945.
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and that side frequencies will be produced at spacings
from the carrier given by all the possible combinations
+ mu1 + nu,. The amplitude of each side frequency will
be proportional to the product of the two Bessel func-
tions. Just as the maximum deviation occurs when D,
and D; are in phase, the maximum bandwidth is given
approximately by the sum of the two bandwidths that
would be obtained with the two modulating tones used
one at a time,

The graph of Fig. 6 shows the spectrum obtained
when two tones are present simultanceously, in accord
with (7). The side frequencies are no longer symmetrical

De—i ‘;5'- ors

——Dye Oy -

e D) b

-

Fig. 6—Spectrum for complex modulation.

about the carrier and, when they are separated from the
carrier by a frequency greater than D,+D,, decrease
rapidly toward zero. The upper sideband contains 57.9
per cent of the power, the lower sideband 42.0 per cent,
and the carrier 0.1 per cent.

General Method for Computing Side-Frequency Ampli-
tudes

If the modulating signal is given, the variations of the
phase angle will be proportional to the integral of the
signal. This integration can be done dircctly, or by
numerical integration, and the constant of integration
should be chosen so the average value of the phase angle,
over a complete cycle, is zero. If the phase angle is S(¢)
the frequency-modulated carrier wave can be expressed
as

¢ = Esin {wt + S()}

= E sin wt cos S(f) + E cos wt sin S{¢). (8)
Expand in the Fourier series
cos S(t) = 3. [a.. sin n8 + b, cos nf} ©)
n=0
sin S(¢) = Y, {ca sin 0 + d, cos nf} (10)

where 8=2wut and p is the repetition rate of the signal
in cycles per second. This expansion can be done by di-
rect integration of the integrals for the Fourier coeffici-
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ents or by one of the numerical mcthods for harmonic
analyeis, 1213

Then

e = Esinwt Y {a, sin n9 + b, cos n8}
nal

+ E cos wt Y, {ca sin n8 + d,, cos n8}

ne=0

= Ei {%(a,. + d,) cos (w — 2mnp)t

n=0

— L(a, — dy) cos (w + 2wnu)t
4+ 1(ba — c,) sin (0 — 2wnp)t
+ 3(ba + cn) sin (w + 27np)t} (11)

which gives the side-frequency amplitudes directly.

The results of numerical computation can be checked
by taking the sum of the squares of the carrier and each
of the side-frcquency amplitudes; they should add up
to E%

THE SPECTRUM OF A CARRIER WAVE WHICH IS
FREQUENCY-MODULATED WITH A
RECTANGULAR SIGNAL

When the signal is a rectangular or square wave, as in
frequency-modulated telegraphy, or in televisior video
and synchronizing signals, the carrier wave can be
analyzed into a spectrum in a similar manner. If the

£

- -3
t |

|
L

5
e Tir*
¥ L—ﬁ—-l olf--l Time

Fig. 7—Modulating signal.

Fig. 8—Variation of phase angle.

modulating signal is as shown by Fig. 7, the phase angle
S(t) will be 27 times the integral of this curve, as shown
by Fig. 8, where m=D/u. The equation for the fre-
quency-medulated wave becomes

¢ = Esin {wt + S}

= E sin wt cos S(¢) + E cos wt sin S(¢). (12)

Since cos S(f) is symmetrical about the origin, it can
be expanded in a cosine series. Similarly, sin S{) is

12 C. Runge and H. Konig, “Vorlesungen Uber Numerisches
Rechnen,” Julius Springer, Berlin, 1924, pp. 211-231.

13 R, P. G. Denman, “36 and 72 ordinate schedules for general
harmonic analysis,” Electronics, vol. 15, pp. 44-47, September, 1942,
1n addition to the corrections listed in vol. 16, pp. 214-215, April,
1943, change the correction in column one, p. 215, from “Column
for Biy and By, hine for a=20°, for ds, read 4s,” to read . .. for
As, read —A,”
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skew symmetric about the origin and can be expanded in
a sine series. From Fig. 8,

cos S(f) = cos mb 0<0=<rx
mx(x — 6)
= co§ ——m—— xS0~
1—=z
= 3 b, cos 2wnut (13)
n=0
where
by = —f cos mé cos n9do
+ — f cos (x — 6) cos nd8  (14)
-z
by = sin mmx. (15)
mx
Similarly,
sin S(¢) = sin m# 020 nx
mx(xr — )
=sin ——— xS0~
1—=
= Z ¢ sin 2wnut (16)
n=0
where
= —f sin m0 sin n0do
—_— f sm (1r — 6) sin n8d9. an

When these results are substituted into (11), the
spectrum is given by

E
50359 m

r—w T(m — n)(mx — nx + n)
-sin (w 4 2xnp)t (18)

sin wx(m — n)

where
E =amplitude of the wave
m =modulation index=D/u
D =maximum frequency deviation, cycles per
second
p=repetition rate, cycles per second
x =fraction of the time the frequency is at the
extreme deviation D
w=angular frequency of the carrier, radians per
second
t=time in seconds.
When n =0, the carrier amplitude is given by
E

—— sin mxx sin wf.
mx

(19)

Carrier =

The side frequencies adjacent to the carrier are given
by =11 and are separated from the carrier by an

10
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amount equal to the audio frequency. They are given by:

First upper side frequency

mE
— B -1 2 2
1r(m—1)(mx D sin 7x(m—1) sin (w+27u)t. (20)
First lower side frequency
- mE in xx(m+1) sin (0—2mp)r. (21
= D (meta—1) sin wx(m sin (w—2=xu)t. (21)

The other side frequencies can be determined by as-
signing appropriate values to # in (18).

The indeterminate cases must be evaluated sepa-
rately:

Case I m=n, 3$(b.tc.)=2x2 (22)
Case II —=—n, $(b.+c)= ! sin wx(m—n)
w(m—n)
+(=)"(1—-x) (23)
Case III  m=—n, 3(bo—c.)==x (24)
Case IV el =n, 1(bn—ca) =——1-—— sin wx(m—+n)
1—x w(m+n)
+(-)"(1-=x). (25)

The case of square-wave modulation is obtained by
setting x=3}. This gives the result

e= 2.

n—w T(m*—n?)

2E

2mE x
sin (m—n) ol sin (w4 27nu)t

. 1!' .
=:m_ sinm 7 sin wt
2mE T . .
+m cos T {sm (w—2mu)t—sin (w+21r;t)l}
2mE . ommw o o
—m sin h {sm (w—4mu)t+sin (w+41r;4)t}
_;(mi:"—ETQ) cos %1:- {Sin (w—6mu)t—sin (w+61rp)t}
e, (26)

This result, for x =}, agrees with that previously ob-
tained by van der Pol."

The limits for the amplitudes of the side frequencies
can be determined from the coefficients of (18). Thus,
if m=D/u=35, and if x=1, the limit of the amplitudes
becomes

m

Amplitude limit =
x(m — n)(mx — nx + n)

0
x5 — n)(5 + 3n)

27)

¥ Balth. van der Pol.,, “Frequency modulation,” Proc. L.R.E,,
vol. 18, pp. 1194-1205; July, 1930.
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This curve is shown by Fig. 9. Actually, most of the
side-frequency amplitudes will be less than this be-
cause of the first sinusoidal term of (18). As shown by

Fig. 9—Limits for side-frequency amplitudes.

Fig. 10, the amplitudes oscillate within the limits of
the curve of Fig. 9. It may be easily seen that most of the

i

1

X v 14

LB

Fig. 10—Spectrum for rectangular modulation.

energy of the spectrum is concentrated about the fre-
quencies that correspond to the two limits of the devia-
tion.

Bandwidth Required for Rectangular Modulation

Equation 18 shows that there is an infinite number of
side frequencies in the spectrum of a frequency-modu-

e
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Pig. 11—~Variation of bandwidth with modulation index.

lated wave with rectangular modulation. As shown by
Figs. 9 and 10, the amplitudes of these side frequencies
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decrease uniformly beyond the limits of the deviations.
If the edges of the band are defined as the points cor-
responding to a limiting amplitude of 0.01E, the band-
width can be computed directly from (18). For the
case of square-wave modulation, x=0.5, and the in-
crease in bandwidth with decreasing modulation index
will be as shown by Fig. 11. If a more strict definition
of bandwidth is required, curve B shows the width for
the limiting amplitude 0.001E. Curve A is an accurate
enough limit for most practical cases.

wohEASt W Ban0 wiotw o LY QMoK
s 8

8§ B§E & ese ¢

1

1

|
a3

e

Fig. 12—Variation of bandwidth with modulation index.

If the maximum deviation is for one-fourth the time,
x=0.25, the curves of Fig. 12 show the corresponding
limits of the bandwidth. Other sets of curves, for other
values of x, can be computed from (18).

It will be noted that the band does not end as
abruptly with rectangular modulation as it did with
sinusoidal modulation. The curves of Figs. 11 and 12
are much farther apart than the corresponding curves
of Fig. 5.

THE SPECTRUM OF A CARRIER WAVE WHICH IS FRE-
QUENCY-MODULATED WITH A TRIANGULAR SIGNAL

When a uniformly spaced series of parallel bars, each
one unit wide, is scanned at a uniform rate with a

PicTuRE

ArenTune = ELEMENT

Fig. 13—Scanning of picture element.

rectangular aperture of unit width, as shown by Fig. 13,
the resulting signal is proportional to the area of the bar
covered by the aperture. The signal will have a tri-

103



1947

angular wave form, as shown by Fig. 14. During the
time the aperture is between the bars, the output will
be constant. As the aperture starts to cover a bar, the

DeviaTion

\; 14
5 —

|
i

Fig. 14—Modulating signal.

output increases linearly until the aperture covers the
entire bar. As the aperture moves on, the signal de-
creases linearly until it reaches the previous constant
value, and remains constant until the next bar is
reached. If this wave form is used to modulate the fre-
quency of a carrier wave, the variation of the phase

st
T y(2x) maf

B
H 2

Fig. 15—Variation of phase angle.

angle will be 27 times the integral of this curve of Fig.
14, as shown by Fig. 15. The equation for this fre-
quency-modulated wave becomes

e = Esin {wt + S(¥)}
= E sin wt cos S(¢) + E cos wi sin S(£)
D {wx(Z — x)0 — 62

50 = _u— rx(2 — xr

D {x(')r = 0)}
B m 2—=x
When S(¢) is expanded in a Fourier series' and (11)
is used, the

(28)

} 0=<60=<rx (29)

xS0~ (30)

18 The integrals can be evaluated by the following process:

f ™ cos (af? + B8)d6 = f ™ cos {a(8 + B/2a) — §Y/4a}do
[ []
= cos g fon cos {a(8 + B/2a)*}do

+ sin 4’;‘: fo"sin {a(6 + B/2e)} db.

Let
- d!
Va0 +B8/2a) = £ /5 and +add = + —.
24/v
Then
Tz R E " cospdp
fo cos {a(6 + B/2a)?}do / o Y~
where
Bl 1
v.=sgnﬂ4:; v,=sgn1z-

The same transformation can be used on the second integral.
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amplitude of the nth side frequency

_ 1 ﬂz 72 ﬁz
= Vira °°‘°’4a[sg" Y C{Ta} ~senf C{E}]

1 v A
t i [Sg“ v S{E} Sl 3{4_0:} ]

1
= ; sin (xyx + ¢) 31)
and the
amplitude of carrier
=l (]
= - cos —|C C{—
V2xa €08 4a 4 = 4o
v R
Zis s
+ 27a s 4a 4 - 4o
+ % sin (xyz + ¢ (32)
where
B m mx +
a—wx(2—x) 7—2—x "
— mmx
B=n—m €= o x— a

sgn 3 means the algebraic sign of 8, and the C and S
functions are the Fresnel integrals

1 *cos tdt 1 O

Cz) = vt Vi = 7]; Joye()dt (33)
1 *sin tdt 1 0

Sz = vl b = —E—fo Jya(t)at. (34)

These integrals are tabulated over a considerable
range.!8.17

The vertical lines of Fig. 16 show the spectrum for
triangular modulation with a modulation index of 10.
The dotted line is the Bessel function J,(10); it gives
the amplitudes of the side frequencies for the corre-
sponding sine-wave signal. During triangular modula-

16 See Table V, pp. 744-745, of footnote reference 8. Tables of
C(x) and S(x), x=0.02(0.02)1.00; 7D, and x=0.5(0.5)50.0; 6D. For
list of errors, see J. W. Wrench, Jr., “Mathematical tables—Errata,”
Mathematical Tables and other Aids to Computation, vol. 1, pp.
366-367; January, 1945,

1779, Airey, Sec'y., “Fresnel's Integrals, S(x) and C(x),”
British Association for the Advancement of Science, Report of the
Ninetv-fourth Meeting, 1926, pp. 273-275. Tables of C(x) and S(x),
x2=0.0(0.1)20.0; 6D.
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tion, x=1, the frequency varies linearly from one ex-
treme of the frequency excursion to the other, while for

Fig. 16—Spectrum for triangular modulation.

sinusoidal modulation the frequency is near the ex-
tremes of frequency a greater portion of the time. As
might be expected, more of the energy in the spectrum
is near the ends of the swing for sine-wave modulation
than for triangular modulation.

Bandwidth Required for Triangular Modulation

If the bandwidth is defined as the extremes of fre-
quency beyond which none of the side-frequency ampli-
tudes are greater than 1 per cent of the carrier ampli-
tude that would be obtained if the modulation were
removed, the variation of bandwidth with modulation
index can be computed from the equations for the side-
frequency amplitudes. Curve A of Fig. 17 shows how
the bandwidth increases as the refpetition rate is in-
creased. For a more precise definition of bandwidth,
either curve B or curve C can be used.
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Fig. 17—Variation of bandwidth with modulation index.

If x is reduced to 0.1, the signal becomes u series of
triangular pulses with blank spaces between. Most of
the sideband energy will occur near the frequency which
the carrier wave has betwcen pulses, but the pulses
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will cause energy to be distributed on both sides of this
frequency. Fig. 18 shows the spectrum for a modula-

‘||I|Illlll
L :

.10

X= 0.1

Fig. 18—Spectrum for triangular pulse modulation.

tion index of 10. The amplitudes decrease much more
slowly than in the case of triangular or sinusoidal modu-
lation.

CONCLUSIONS

When a carrier wave is modulated in frequency, an
infinite number of side frequencies is produced. As the
modulation index is changed, the amplitudes of the
side frequencies change and the carrier is likewise re-
duced and may even become zero. Although the band-
width is theoretically infinite, in practice the side fre-
quencies gradually decrease in amplitude for frequencies
beyond the extremes of the total frequency excursions.
The bandwidth can be defined as the extremes of
frequency beyond which none of the side-frequency
amplitudes are greater than 1 per cent of the carrier
voltage obtained when the modulation is removed.

The bandwidth so defined always exceeds the total
frequency excursion, but is nevertheless limited. For
large modulation indexes, i.e., the deviation much
greater than the repetition rate, the bandwidth ap-
proaches the actual variation in frequency and is only
slightly greater. For small modulation indexes, the
bandwidth may be several times the actual frequency
excursion. Curves are given to show the bandwidth for
modulation indexes from 0.1 to 10,000 for sinusoidal,
square, rectangular, and triangular modulation. For a
more precise definition of bandwidth, curves are also
given for amplitude limits of 0.001E and 0.0001E.

When several modulating tones are on simul-
taneously, the side frequencics are prodvced at fre-
quencies separated from the carrier by all combination
frequencies that can be obtained by taking sums and
differences of all the harmonics of the tone frequencies.
The same curves can be used to determine the band-
width when several audio tones are used simultaneously,
since the bandwidth will be equal approximately to the
sum of the bandwidths for each tone separately.
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Reprinted from BSTJ, Vol. 27, No. 3, pp. 109-157, Jan. 1948

Statistical Properties of a Sine Wave Plus Random Noise
By S. O. RICE
INTRODUCTION

N SOME technical problems we are concerned with a current which
consists of a sinusoidal component plus a random noise component. A
number of statistical properties of such a current are given here. The present
paper may be regarded as an extension of Section 3.10 of an earlier paper,?
‘“Mathematical Analysis of Random Noise”, where some of the simpler
properties of a sine wave plus random notse are discussed.
The current in which we are interested may be written as

I =CQcosqt+ Iy

3.4
= Rcos (gt + 6) 34

where Q and ¢ are constants, ¢ is time, and Iy is a random (in the sense of
Section 2.8 of Reference A) noise current. When the second expression in-
volving the envelope R and the phase angle 6 is used, the power spectrum of
Iy is assumed to be confined to a relatively narrow band in the neighborhood
of the sine wave frequency f, = ¢/(2x). This makes R and  relatively
slowly (usually) varying functions of time.

In Section 1, the probability density and cumulative distribution of I are
discussed. In Section 2, the upward ‘“‘crossings” of I (i.e., the expected
number of times, per second, I increases through a given value I,), are
examined.

The probability density and the cumulative distribution of R are given in
Section 3.10 of Reference A. The crossings of R are examined in Section 4
of the present paper.

The statistical properties of ¢, the time derivative of the phase angle 6,
are of interest because the instantaneous frequency of I may be defined to
be f + &/(2x). The probability density of & is investigated in Section 5
and the crossings of ¢’ in Section 6. ¢’ is a function of time which behaves
somewhat like a noise current and may accordingly be considered to consist
of an infinite number of sinusoidal components. The problem of determin-
ing the “power spectrum” W(f) of #, i.e., the distribution of the mean
square value of the components as a function of frequency, is attacked in

'B.S.T.J. 23 (1944), 282-332 and 24 (1945), 46-156. This paper will be called
“Reference A",
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Sections 7 and 8. The correlation function of & is expressed in terms of
exponential integrals in Section 7, the power spectrum of I being assumed
symmetrical and centered on f,. In Section 8, values of W(f) are obtained
for the special case in which the power spectrum of I is centered on fo and is
of the normal-law type.

It is believed that some of the material presented here may find a use in
the study of the effect of noise in frequency modulation systems. For
example, the curves in Section 8 yield information regarding the noise power
spectrum in the output of a primitive type of system. Also, the procedure
employed to obtain the expression (5.7) for 8’ may be used to show that if

Qcos{(4/wo) cos wot + gt} + Iv = Rcos (gt + 6)
the sinusoidal component of d6/dt is?
—A4 (1 — &™) sin wy!

where p is the ratio 0%/ (2 1%). This illustrates the “crowding effect” of the
noise. The statistical analysis associated with R and 6 of equations (3.4)
(when the sine wave is absent) is similar to that used in the examination of
the current returned to the sending end of a transmission line by reflections
from many small irregularities distributed along the line. This suggests
another application of the results.
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questions studied here. In particular, I wish to thank Mr. H. E. Curtis for
his suggestions regarding this subject. ~As in Reference A, all of the compu-
tations for the curves and tables have been performed by Miss M. Darville.
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tion to this paper.

1. PROBABILITY DISTRIBUTION OF A SINE WAVE PLUs Ranpom NOISE

A current consisting of a sine wave plus random noise may be represented
as

I = Qcos gt + In (1.1)

where  and q are constants, ¢ is the time, and I» is a random noise current.
The frequency, in cycles per second, of the sine wave is f; = g/(27). Inall

2 The first person to obtain this result was, I believe, W. R. Young who gave it’in an
unpublished memorandum written early in 1945. He took the output of a frequency
modulation limiter and discriminator to be proportional to either the signal frequency ot
to the instantaneous frequency (assumed to be distributed uniformly over the input band)
of 1 according to whether () is greater or less than the envelope of /Iy . His memorandum
also contains results which agree well with several obtained in this paper.

107



our work we denote the power spectrum of Iy by w(f) and its correlation
functionby ¢(r). The mean square value of I is denoted by y,.

The study of the probability distribution of I is essentially a study of the
integral®

(D = - \1/% /; '«o[l _\%005 0] do (1.2)

where

2x

and p(1) is the probability density of 7, i.e. p()dI is the probability that a
value of current selected at random will lie in the interval I, I 4 dI. An-
other expression for p(/) is given by equation (3.10-6) of Reference A,
namely

o(x) = \%—— e (1.3)

_ 1 e —s2l—yos2/2
0 = 5 | e Jo(Qs) d (1.4)

where J4(Q2) denotes the Bessel function of order zero.
The substitutions

I
=Tt VE )
enable us to write (1.2) as
P = Vip =1 [Toy ~acosyan, (o)

where p1(y) denotes the probability density of y. This is the expression
actually studied. Curves showing p,(y) and the cumulative distribution
function

_[ p(h)dl, = /‘” pi(yn)dy
° o (1.7)
= %_./o‘ ¢—1(y — a cos 8) do,
where
o) = [ o) =} + b o 6//D) (1.8

3 W. R. Bennett, “Response of a Linear Rectifier to Signal and Noise,” Jour. Acous.
Soc. Amer. Vol. 15 (1944), 164-172,and B.S.T.J. Vol. 23 (1944), 97-113.

3

108



are shown in Figs. 1 and 2. The curves for s = 10and 6 = /10 were com-
puted by Simpson’s rule from (1.6) and (1.7), and the curves fora = 1
were computed from the series (1.10) given below. Since both, ¢(x) and
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Fig. 1—Probability density of sine wave plus noise.

I=Qcosgt+In,a= 0/Vvo,y = I/V Vo, Ve = tms Iy
ply)dl/ /%o = probability total current lies between I and I + dI
y(1I + a%/2)~2 = I/(tms I). Curves are symmetrical about y = 0.

¢_1(x) are tabulated* functions the integrals in (1.6) and (1.7) are well
suited to numerical evaluation.

4 o(x) is given directly and ¢—,(x) may be readily obtained from W.P.A., “Tables of
Probability Functions,” Vol. I, New York (1942). The functions ¢™(¥) are tabulated

ir; Tsable V of “Probability ahd its Engineering Uses” by T. C. Fry (D. Van Nostrand Co.,
1928).
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The form assumed by p,(y) as the parameter ¢ becomes large is examined
in the latter portion (from equation (1.12) onwards) of the section.

Series which converge for all values of @ but which are especially suited
for calculation when ¢ < 1 may be obtained by inserting the Taylor’s series
(in powers of x) for ¢(y + %) and ¢_1(y + 2), x = —a cos 6, in (1.6) and
(1.7) and integrating termwise. When we introduce the notation*

(m) da ' —1’12
1.9
e (y) = d_¢(y) \/ﬁ P (1.9)
99.99
™ 99.95 /
v / /
£ oo / Z
g ' a=00 10 10 p
3 99.5 ,L V_:/ —<
4 99 £ / }’;
§ 98 / ’/ ,’// °
: )
Z e ~
z e
3 9% ] /
]
2 0 W od;
x 10 =" =
8 80 ’/ 1
$0 — |
0O 02 04 06 08 10 12 L4 16 1.8 20 22 24 26
1/(RMS TOTAL CURRENT)
Fig. 2—Cumulative distribution of sine wave plus noise.
Ordinate = 100 ‘[ #1(n) dy, . See Fig. 1 for notation.
-
we obtain

o) = 3 L (‘—2') "™ ()

neo nin!

v 2n
,/:., h(mdy = eo(y) + Z nln|<q> ‘p(h—n()’)

nml

(1.10)

The second equation of (1.10) may be shown to be valid by breaking the

interval (—

®, y) into (— =, 0) and (0, y). In the first part,

_[- pi(v) dy = ¢4(0)
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since both sides have the value 1/2. In the second, term by term integra-
tion is valid since the series integrated are uniformly convergent as may be
seen from the inequality

i n! /2 2 1/4 ;N 2 o
ol < (B)(Z) 140w + oo,

in which we suppose that y remains finite as # — . This may be obtained
by using the known behavior of Hermite polynomials of large order.®

When Q > rms I, so that a is very large the distribution approaches that
of a sine wave, namely

0, ly| > e
Pl(y) ~ 2 27 —1/2
(a —y) /7, Iyl <ea (1.12)
v 1 1 .
‘[ pl(yl)dyl~2+—arcsm2, ly| <ea
«Jd=-00 Ly a

In order to study the manner in which the limiting expressions (1.12) are
approached it is convenient to make the change of variable

x =1y — acoséb, do = [a* — (y — x)312 dx
z=x—9ytea
in (1.6). We obtain

1 yta
po) =L [ el - 6 - DN e
Ve (1.13)

2a
= 11r-/o. oz +y — a)[z(2a — 2)] ™ da.

An asymptotic (as @ becomes large) expression for p1(y) suitable for the
middle portion of the distribution where @ — | y | >> 1 may be obtained from
the first integral in (1.13). Since the principal contributions to the value of
the integral come from the region around x = O we are led to expand the
radical in powers of x and integrate termwise. Legendre polynomials enter
naturally since they are sometimes defined as the coefficients in such an
expansion. Replacing the limits of integration y + a and y — a by +
and — o, respectively and integrating termwise gives

-1/2 _
oy~ @7 [ S 12 (z"y,)n”mn(it”’)]

_ @ —y)“”[ 3+ 1 335 + 300 + 3) ]
T l+2(a’— 7 | 8(at — ) -+

5 A suitable asymptotic formula is given in Orthogonal Polynomials, by G. Szegs,
Am. Math. Soc. Colloquium, Pub., Vol. 23, (1939), p. 195.

(1.14)

6
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where ¢ = y%/(a* — »?) and Ps.( ) denotes the Legendre polynomial of
order 2n. We have written this as an asymptotic expansion because it
obviously is one when ¥, and hence ¢, is zero in which case

1.35---(2n — 1)

24.-..2n

When y is near @ or is greater than g, a suitable asymptotic expansion may
be obtained from the second integral in (1.13) by expanding (28 — z)~!/2
in powers of z/(2a) and integrating termwise. The upper limit of integra-

tion, 2a, may be replaced by « since ¢(z + y — @) may be assumed to be
negligibly small when z exceeds 2a. We thus obtain

n+1/2
piy) ~ = Q)" (20) f oz +y — )" dsz

,.-o n!

_ely —a Z 3)n (_1_>"+mf =D a2 g
o

L3 neo ! 2a

P2n(0) = (_)"

(1.15)

where we have used the notation
(@)o =1, @n=al@a+1) .-+ (@a+n—1).

The integrals occurring in (1.15) are related 1o the parabolic cylinder
function® D,(x). Their properties may be obtained from the known
properties of these functions or may be obtained by working directly with
the integrals.

Suppose now that a is very large so that only the leading term in the series
(1.15) for p1(y) need be retained.

Then

p1(y) ~ a2 F(y — a) (1.16)
where

F(s) = 7' 27 f oz + 5)z" dz (1.17)
0

By writing out ¢(z 4 s), expanding exp (—2zs) in a power series, and inte-
grating termwise we see that

¢ 1
—5/4 oo ris; + 3
P = 223 G+ (=sv/3)!

T =0 (!

(1.18)
= @75 o(s/V2)Ki(s'/4)
where K denotes a modified Bessel function.” The relation (1.18) may also
¢ Whittaker and Watson, “Modern Analysis,” 4th ed. (1927), 347-351.

7 A table of Ki(x) is given by H. Carsten and N. McKerrow, Phil. Mag. S7, Vol. 35
(1944). 812-818.




be obtained from pair 923.1 of “Fourier Integrals for Practical Applica-
tions,” by G. A. Campbell and R. M. Foster.!

A curve showing F(y — a) plotted as a function of y — a is given in Fig. 3.
It was obtained from the relation

F(s) = 2V (—s//2)

where
{ ]
x(x) = f e gy
o
0.24
0.22 // ‘\
0.20 A \
.18 \

0.08
0.06 \
0.04 |-
0.02 N
. 0—4 -3 -2 -1 o ' 2 3

y-a
Fig. 3—Probability density of sine wave plus noise.

When rms Iy << Qand [ is near Q, p1(y) ~a"13F(y —a),y —a = (I - Q)/(rms Iy).
See Fig. 1 for notation.

This function has been tabulated by Hartree and Johnston.’

The probability that I exceeds Q, or that y exceeds a, is, integrating the
second of expressions (1.13),

[ iy =L [ e | w0 e

An asymptotic expansion may be obtained by expanding (2¢ — z)'%as in
the derivation of (1.15) but we shall be content with the leading term.

8 Bell Telephone System Monograph B-584.
¥ Monchester Lis. and Phil. Soc. Memoirs, v. 83, 183-188, Aug., 1939.
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Using
j; g dzf o(x) dz = -/; o(x) dxf 5 dg = 25721 (3)
I 0

we obtain
f p dy ~ 27 (e = 018507 (119)

For use in computations we list the following values
') = 3.62561, I'(3) = 1.22542, ') = 0.90640
2. ExPECTED NUMBER OF CROSSINGS OF I PER SECOND

In this section, we shall study two questions. First, what is the proba-
bility P(I;, #)dt of I increasing through the value I, (i.e. of I passing
through the value I, with positive slope) during the infinitesimal interval
t1, 11+ d1? Second, what is the expected number N(J,) of times per second
I increases through the value 7,. When I, is zero, 2N(0) is the expected
number of zeros per second, and when I, is large N(I;) is approximately
equal to the expected number of maxima lying above the value I, in an
interval one second long.

We start on the first question by considering the random function

z=F(al)a‘l:"°aN;I)

where the a’s are random variables. The probability that the random curve
obtained by plotting z as a function of ¢ increases through the value z = z,
in the interval ¢, ¢; + dt is"

& [ ap(ei, n; 1) dn 2.1)

where p(¢, n; £1) denotes the probability density of the random variables

£=F(al;ah"' )aN;tl)

-[%]
Y 0t Jtmy, .

In our case z becomes the current I defined by equation (1.1). The
method used to obtain equation (3.3-9) of Reference A may also be used to
show that the quantity p(I,, n, #,) (which now appears in (2.1)) is given by

N
pUi 0) = Tohely ~ acos gielx + bsingr)  (22)

19 This result is a straightforward generalization of expression (3.3-5) in Section 3.3 of
Reference A where references to related results by M. Kac are given. A formula equiva-
lent to (2.1) has also been given by Mr. H. Bondi in an unpublished paper written in 1944.
He applies his formula to the problem studied in Section 4.

9
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where ¢( ) denotes the normal law function defined by equation (1.3) and

= [or ey, m=lg/E -2
8 A » 0 - ¢0 1 y '\/I’_O H

Ve SV PTVRTN
Equation (3.3-11) of Reference A shows that Ny is the expected number of
zeros per second which Iy would have if it were to flow alone.

Let P(I, t,)d! be the probability that I will increase through the value I3
during the interval £y, ¢, + d¢. Then (2.1) and (2.2) give

(2.3)

P(Il; tl) = '/t; "7?(11,7]:‘1) d’l

- (2.4)
= xNoe(y — a cos gh) j; zo(x + b sin gt)) dx.
The integral in (2.4) is of the form
_[ xrolx + v) dx = o(v) — vf o(x) dx
= —% + ¢(v) + v_/; o(x) dx
(2.5)

= —v + ¢(1) + vo.(v)

2 g (110 0
;T 0O ‘F’( 22’ 22>

where © replaces b sin g¢, and 1F denotes a confluent hypergeometric func-
tion.

The distribution of the crossings at various portions of the cycle (of the
sine wave) may be obtained by giving special values to g¢, in (2.4).

The expected number of times I increases through the value I, in one
second is

T
N(I) = Limit 2 f P, 1) db
T—va0 T 0
(2.6)

bsin®

= N, '[;'(p(y — acosb) |:<p(b sin 8) 4+ b sin 0‘/; o(x) dx] do

where we have used (2.4) and the second equation of (2.5). The integrand
in (2.6) is composed of tabulated functions and is of a form suited to nu-

merical integration. Expanding¢(y — a cos ) in (2.6) as in the derivation

10
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of (1.10), replacing the quantity within the brackets by the series shown in
the last equation of (2.5) ,and integrating termwise leads to

0 (2n) 2n
vy = N/ SO (N m (<hn 1 -8) e
am0 nln! \2 2
The series (2.7) converges for all values of @, y,and b. This follows from the
inequality (1.11) which may be applied to ¢ (), and from the fact that
the \F is less than exp (6?/2) as may be seen by comparing corresponding
terms in their expansions.
The expected number of zeros, per second, of I is 2.V (0) where we have set
I,, and hence y, equal to zero. In this case the integral in (2.6) may be
simplified somewhat and we obtain

2
2N(0) = N, [e-" 1) + 2 e (‘? , a)] (2.8)
2a a
where (8) is the Bessel function of order zero and imaginary argument and
_az+b2 ﬂ=a2—bz
T4 4

063 = jo' C e Io(ku) du,

The integral Ie(k, x) is tabulated in Appendix I.
I have been unable to obtain a simple derivation of (2.8). It was orig-
inally obtained from the following integral

N, = l"f d6 o(y — a cos 6) f xo(x + bsin 6y de  (2.9)
2 - 0

which may be derived from the second equation of (2.4) and the first of
(2.6). Setting I'1and y equal to zero and writing out the ¢’s gives

) = Yo f @ [ de
21' —x 0
x exp [—34(x" + 2bx sin 6 + @® cos’ 8 + b* sin® ).
Equation (2.8) was obtained by applying the method of Appendix III to
this expression.
3. DEFINITIONS AND SIMPLE PROPERTIES OF R AND O

The remaining portion of this paper is concerned with the envelope R and
the corresponding phase angle 8. These quantities are introduced and some
of their simpler properties discussed in this section.

Suppose that the frequency band associated with Iy is relatively narrow

n
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and contains the sine wave frequency f,. The noise current may be re-
solved into two components, one “in phase” and the other “in quadrature”
with Q cos gf.  Using the representation (2.8-6) of reference 4 and proceed-
ing as in Section 3.7 of that paper:

Iy = i Cn €OS (Wnt — ¢n) 3.1)

nm=l
M
= Z} ¢n oS [(wa — @)t — ¢n + ¢f]
= TI,cos gt — I,sin gt 3.2)

where

M
I. = 2 cacos [(wn — @)t — @al
nm=l

u 3.3)
1, = Z a sin [(wn — @)t — o4}

Rl

Wn = 21fn, fn = nbf, ¢ = 2w(fa)Af

w(f) denotes the power spectrum of Iy and the ¢,’s are random variables
distributed uniformly over the interval (0, 2r).
The total current I may be written as

I=Qcosqt+ In
= (Q + I.)cos gt — I,sin gt
= R cos 6 cos g¢ — R sin 0 sin gt
= Rcos (gt + 6)

(3.4)

where we have introduced the envelope function R and the phase angle 8
by means of

Rcos0=0Q+ 1.

(3.5
Rsing =1, )

Since I, and I, are functions of ¢ whose variations are relatively slow in
comparison with those of cos gf, the same is true of R and (usually) 6.

A graphical illustration of equations (3.4) and (3.5) which is often used is
shown in Fig. 4.

In accordance with the usual convention used in alternating current
theory, the vector OQ is supposed to be rotating about the origin O with
angular velocity g. If Iy happened to have the frequency g/2m, its vector
representation Q7 would be fixed relative to OQ. In general, however, the

12
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length and inclination of QT will change due to the random fluctuations of
Iy. Thus the point T will wander around on the plane of the figure. If
rms I is much less than , T will be close to the point Q) most of the time.
In this case

R=[Q+ 1)+ Li2~Q+ 1,

a1
0=tal ° ~ !

"0+1.70 (3.6)
@ 4L _1
d dtQ  Q

and a number of statistical properties of R and 6 may be obtained from the
corresponding properties of noise alone when we note that I, I,, and I,
behave like noise currents whose power spectra are concentrated in the
lower portion of the frequency spectrum.

-

0S=Q+Ic=RcOS @
QT =1y

0

Fig. 4—Graphical representation of I = Qcos ¢t + Iy .

By squaring both sides of equations (3.1) and (3.3) and then averaging
with respect to ¢ and the ¢,’s we may show that I, I,, and Iy all have the
same rms value, namely %'2.

It may be seen from (3.3) that the power spectra of 7. and I, are both

given by
w(fe+ f) + w(fe — /) 3.7)
where it is assumled that 0 < f K f,. Likewise the power spectrum of the
time derivative I, of I, is
d’flu(fo + ) + w(fe — N (3.8)

This follows from the representation of I, obtained by differentiating the
expression (3.3) for I, with respect to ¢, the procedure being the same as in
the derivation of equation (7.2) in Section 7. The power spectra shownin
Table 1 were computed from equations (3.7) and (3.8).

The correlation function for 1., and hence also for I,, is, from equations
(A2-1) and (A2-3) of Appendix II,

T+ 1) =g = f w(f) cos 2a(f — fr df
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where the bar denotes an average with respect to ¢ and g is a function of 7.
From (A2-3) the correlation function for I, is —g” where the double prime
on g denotes the second derivative with respect to 7.

Attention is sometimes fixed upon the variation in distance between suc-
cessive zerosof I. The time between two successive zerosof I at, say, o and
is the time taken for gt + 6, as appearing in R cos (g¢ 4+ 0), to increase by =.
This assumes that the envelope R does not vanish in the interval. For the
moment we write 8 as 8(¢) in order to indicate its dependence on the time /.
Then ¢, and ¢ must satisfy the relation

qll + 0(11) - qto - 0(10) = (39)
Since 8(¢) is a relatively slowly varying function we write

8(ty) — 0(t) = (1 — 1) (te) + (4 — )26"(t)/2 + ---

TaBLE 1
POWER SPECTRAOF Iy, I, ], ,AND I,

In l ITcandl,

H

8xf0, for 0 < f < B/2

w(f) --;foﬂ=2 Yo/B for fg — 8/2 < f | 2wo for O <f < B/2

w(f) = 0 elsewhere 0 elsewhere 0 elsewhere
fo = mid-band frequency | ‘
w(f)gwoa.po/ﬂforf,-ﬁ<f<j,’wofor0<f<B | 4fwofor0 < f <8
w(f) = O elsewhere 0 elsewhere | 0 elsewhere
fo = top frequency |
- o _pn 8N ey
) _ —(1=1q)¥ (26?) Yo st (2e?) OXJ Vo 12/ (202)
wf) = \/Zr : oV2x ¢ | oV 2x ¢

where the primes denote differentiation with respect to . When this is
placed in (3.9) and terms of order (¢, — £0)? neglected, we obtain

1 s
—_ —_— l .
=) " x + 0 (o) (3.10)
which relates the interval between successive zeros to ¢'.
The expression on the right hand side of (3.10) may be defined as the in-
stantaneous frequency:

1 do

I f = =2
nstantaneous frequency = f; + o 3 (3.11)

This definition is suggested when cos 2xft is compared with cos (gt + 6)
and also by (3.10) when we note that the period of the instantaneous fre-

14
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quency is approximately equal to twice the distance between two successive
zeros which is 2(f; — o).
The probability density of R is'!

R R+0
% exp [ - 2—%—] 1o(RQ/0) (3.12)

where Iy (RQ/¥ ) denotes the Bessel function of order zero with imaginary
argument. In Section 3.10 of Reference A, it is shown that the average
value of R" is*

R = (2y)""r (g + 1) F (—%’; 1; —p>, (3.13)

where p = Q%/(2¥y), of which special cases are
R =" mpo/2)" (1 + 0)1o(p/2) + pIi(p/2)]
R = Q*+ 2y,

Curves showing the distribution of R are also given there.

(3.14)

4. ExPECTED NUMBER OF CROSSINGS OF R PER SECOND

Here we shall obtain expressions for the expected number Nz of times,
per second, the envelope passes through the value R with positive slope.
When R is large, N is approximately equal to the expected number of
maxima of the envelope per second exceeding R and when R is small Ny is
approximately equal to the expected number of minima less than R. For
the special case in which the noise band is symmetrical and is centered on
the sine wave frequency f, N'x is given by the relatively simple expression
(4.8).

The probability that the envelope passes through the value R during the
interval ¢, ¢ 4+ dt with positive slope is, from (2.1),

dt _{ R'p(R, R, 1) dR' 4.1)

where p(R, R’, t) denotes the probability density of R and its time derivative
R', tbeing regarded as a parameter.

An expression for p(R, R', 1) may be obtained from the probability density
of I, 1, 1.,1I,. From our representation of a noise current and the central
limit theorem it may be shown (as is done for similar cases in Part III of
Reference A) that the probability distribution of these four variables is

11 In equation (60-A) of an unpublished appendix to his paper appearing in the B.S.T.J.
Vol. 12 (1933), 35-75, Ray S. Hoyt gives an integral, obtained by integrating (3.12) with
respect to R, for the cumulative distribution of K.

*The correlation function for the envelope of a signal plus noise, together with associated

probability densities of the envelope and phase, is given by D. Middleton in a paper
appearing soon in the Quart. Jl. of Appl. Math.
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normal in four dimensions. If the variables be taken in the order given
above the moment matrix is, from equations (A2-2) of Appendix II,

bg O 0 5
M=
0 by —b O 4.2)
0 —-bt b5 O
bl 0 0 b2

where the b’s are defined by the integrals in equations (A2-1). The inverse
matrix is

1 bz 0 0 _bl

M'== , B = bobs — b} (4.3)
Bl 0 b 5 O
0 b b O
—b 0 0 b

which may be readily verified by matrix multiplication, and the determinant
| M | is B®. The normal distribution may be written down at once when
use is made of the formulas given in Section 2.9 of Reference A. The sub-
stitutions

I.= Rcos b — Q, I. = R'cos § — Rsin 0 ¢ a4)
I, = Rsin 4, I. = R'sin § + Rcos 6 ¢ )
dl dl dl.dl, = R'dRdR'd6dd
enable us to write
b(le + 1) + boI" + 1Y)
—2by(I I, — I,1.) = by(R? — 2QRcos 6 + Q2)
+54(R? + R*%)
—2b,R?0' + 2b,Q(R’sin 6 + R& cos 6).
Consequently the probability density of R, R/, 8, ' is
p(R, R, 0,0) = R exp {—l (62(R* — 2QRcos 6 + Q%)
4x°B 2B 5)

+ b(R” + R%6'* — 26, R’ + 2b,Q(R'sin 8 + R6'cos o)]}

In this expression R ranges from 0 to «, 8 from —= to x, and R’ and ¢
from —® to + . The probability density for R and R’ is obtained by

16



integrating (4.5) with respect to 8 and ¢ over their respective ranges. The
integration with respect to &' may be performed at once giving

(R, R', 1) = R(Z")_m [ i

4.6)
exp{ 7B, [B(R® — 2RQcos 8 + Q%) + (boR’ + b,Qsin 0)2]}

From (4.1) and (4.6) it follows that the expected number N of times per
second the envelope passes through R with positive slope is

R(zw)—lﬁ r )
— O d 1dR’
Ng \/BTm ‘/:' 0./; R'dR

.7
exr){ 355, (B(R* — 2RQcos 6 + Q) + (bR’ + b,Qsin 6) ]}

When the power spectrum w(f) of the noise current I'y is symmetrical about
the sine wave frequency f,, b, is zero and B is equal to deb:. In this case the
integrations in (4.7) may be performed. We obtain

B by 1/2 (RQ) (_Rz-i-Q

Ny = (2—1-r> —Io B exp 2,
_(\" [ Probability density of
~ \2r envelope at the value R

(4.8)

where the second line is obtained from expression (3.12). As will be seen
from its definition (A2-1), b, is equal to the mean square value ¢ of Iy
(and also of I. and I,).

Introducing the notation

v= Rb'"* = R/rms Iy
et _ 4.9
a = Ab Q/rms Iy,

which is the same as that of equations (3.10-15) of Reference A except that
there P denotes the amplitude of the sine wave and plays the same role as
Q does here, enables us to write (4.8) as

b " —(v24a?)/2 l—bz vz
Nz = [21r—bo] vlo(av)e GUH = Lm] ?(0). (4.10)

The function p(v) is plotted as a function of v for various values of ¢ in Fig.
6, Section 3.10, of Reference A.
It is interesting to note that

(b2/bo)!?/7 = Expected number of zeros per second of I, (orof ,) (4.11)

17




This relation, which is true even if the noise band is not symmetrical about
f 4, follows from equation (3.3-11) of Reference A.

When Q >> rms Iy and f, is not at the center of the noise band it is easier
to obtain the asymptotic form of N from the approximation (3.6),

R~Q+Ic,

instead of the double integral (4.7). When Q0> > rms Iy and R is in the
neighborhood of Q (as it is most of the time in this case), N g is approximately
equal to the expected number of times I, increases through the value I, =
R — Q in one second. Thus, regarding 7. as a random noise current we
have from expression (3.3-14) of Reference A

N~ ¢ "al® 5 [1/2 the expected number of zeros per second of I ]
and when we use equation (4.11) we obtain

Ng ~ 1 (bz/bo)”ze’_m' QN _ R (172/bo)1/26_('—"),l2 (4.12)
n 2%

TaBLE 2
w(f) = wo = bo/B OVER A BAND OF WIDTH 8

| by . Nr
1. Band extends from f; — 8/2 to x*8%h,/3 . (x/6))28p(v) = 0.724 8p(v)
f.+8/2 ‘
2. Same as 1 and in addition Q = 0 « | (x/6)\/28vev2/2

3. Same as 1 and in addition “ B

= 2/2
Q>>msly ‘Nz\/:}e (v—a)

4x8%he/3 ~L_¢—(v—ﬂ)’/2
V3

4. Band extends from f, to fo + 8 |
andQ >> rmsly

Table 2 lists the forms assumed by (4.10) and (4.12) when the power spec-
trum w(f) of the noise current I is constant over a frequency band of width 8.
The quantity b in the expressions for b, represents the mean square value
Of IN.

In the general case where the band of noise is not centered on f, and
where R is not large enough to make (4.12) valid we are obliged to return to
the double integral (4.7). Some simplification is possible, but not as much
as could be desired. Introducing the notation

a = RQ/b,, v = b 1Q(Bbo)™17
x = (boR' + b1Qsin 0)(Bbo)~!/

18



enables us to write (4.7) as
Nz = (27r)-ll2(R/bo)(B/bo)ll2e—(k’+q’)l(2bo)

r © (4.13)
f dg (x — v sin 8)e"**""" dx

ysin 8

Part of the integrand may be integrated with respect to xand the remaining
portion integrated by parts with respect to 6. The double integral in the
second line of (4.13) then becomes

f'eﬂcoso—(‘v sin 8)2/2 de + f' l:fﬂ° 5 -x2/2 dx] d[,ya—-lea cos 0]
-F .- ¥ 8in @

f (1 + v°a™" cos g)ecos? (rain 02 g

] (4.14)
= ya'le ’("”""’—2)'2[ (v cos 0 + oz/‘y)e("C°°’+"'/")1'2 dé

= 2r i (f}' ("‘ %)n [7a(@) + ¥'a Lap(a)].

n=0

The series is obtained by expanding exp [— (v sin 6)?/2] in the second
equation in powers of sin § and integrating termwise.

5. ProBABILITY DENSITY OF ?T(:

As was pointed out in Section 3 the time derivative ¢ of the phase angle
6 associated with the envelope is closely related to the instantaneous fre-
quency. The probability density p(6’) of 6’ may be expressed in terms of
modified Bessel functions as shown by equation (5.4). Curves for p(6’) are
given when the sine wave frequency f, lies at the middle of a symmetrical
band of noise. Although the expressions for p(¢’) are rather complicated,
those for the averages 8 and | ¢’ | given by equations (5.7) and (5.16) are
relatively simple.

The probability density p(8") may be obtained by integrating the expres-
sion (4.5) for p(R, R, 9, 6') with respect to R, R’, 8. The integration with
respect to R’, the limits being — « and + =, gives the probability density
for R, 6,6':

R2 21!' 1/2

p(R,6,0) = (ﬁ) exp [—aR® + 2bR cos 8 + ¢ sin’8
(5.1)

—b:0*/(2B))]
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where

B = bobs — b} b= Q(b, — 5,6')/(2B)
6 = (b — 26,0 + bo82)/(2B) ¢ = Q%1/(2Bbo) = bio/B  (5.2)
p = Q% (2bo) v = b/a

and by, by, by are given in Appendix I1.
Integrating with respect to R gives the probability density for 6, ¢'.
Expanding exp (2bR cos 6) in powers of R and integrating termwise,

ﬁww__Lciyymwwm
*77 7 16wa \ab,B

e + 1 (bcosd\"

ne0 n
241
o+

(5.3)

When we integrate 8 from —x to » to obtain p(8') the terms for which »
is odd disappear and we have to deal with the series, writingy for */a,

> 2mm-l'- 1 (v cos’ )™ = (2y cos’ 8 + 1) exp (v cos® 6)
m=0 H

Thus, the probability density of ¢ is

12 T
P(o,) - 161 a(abiB) f (27 C0520 + 1) ecain'0+-1col’0—b,bopla de
T 0. -r

- L) Tor () + (5] oo

emft’—“ﬁﬂ

by — 2b,6'
P b — 200 + b
cty _bhw _ _pb =200 + 2"
2 B 2 by — 250" + b8
It will be noted that for large values of | 6’ | the probability density of 8’
varies as | ¢ [, Although this makes the mean square value of ¢ infinite,
the average values 6" and | 6" | of @ and | ' | still exist. In order to obtain
@' it is convenient to return to (4.5) and write

From (5.2)

y—¢=
(5.5)

r L 400 )
7= f do fo iR [ ar’ f 0’ 9'p(R, R, 0, 8') (5.6)

20



The integration with respect to 8’ may be performed by setting Ré’ equal to
x and using

[+”x e gy = B/a)(x/a)"? P

The integral in R’ reduces to a similar integral except that the factor x in
the integrand is absent. Performing these two integrations and using the
definition of B leads to

_ yb o
7= [ do[ dR(R ~Qcos)
2rbo - Jo

exp [— i})—O(R2 — 20R cos 6 + Q’)]

We may integrate at once with respect to R. When this is done cos 6 dis-
appears and the integration with respect to  becomes easy. Thus

6 = (b1/bo) exp [~ 0%/ (2bo)] = (br/bo)e™" (5.7

When the noise power spectrum is equal to w, in the band extending from
fo — B/2 to fo + B/2 and is zero outside the band, by = 2x(fo — fo)bo.
Hence, from (3.11),
ave. instantaneous frequency = f, + 6’/(2r)

= fo+ (fo — fo)(1 — &)

In the remainder of this section we assume the power spectrum of the
noise current to be symmetrical about the sine wave frequency f,. In this
case b, and ¢ are zero, B is equal to beb; and (5.4) becomes

P(o') = %(bo/bz)”z(l + 22)-3/28—V+V/2
[(y + DI(y/2) + y1.(y/2)] (5.9)

(5.8)

= $(bo/b2)'*(1 + zz)"”e"an(%; 1 3’)

where ,F, denotes a confluent hypergeometric function!? and
22 = bo8'%/b,, Y= (¥)s=0 = p/(1 + %) (5.10)

When the noise power spectrum is constant in the band extending from
fo— B/2tof,+ B/2 (see Table 2, Section 4)

(ba/bo)t/? = 371128x, z = 3126’/ (Br) (5.11)

2 The relation used above follows from equation (66) (with misprint corrected) of W. R.
Bennett’s paper cited in connection with equation (1.2).
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VALUE AT 8'=0
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Fig. 5—Probability density of time derivative of phase angle.

$(0’) d¢ = probability that the value of d8/d! at an instant selected at random lies be-
tween 6 and & 4 d6’. The power spectrum of Iy is constant in band of width
B centered on f, and is zero outside this band.
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Fig. 6—Cumulative distribution of time derivative of phase angle.
Notation explained in Fig. S.
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The probability density p(8) of & and its cumulative distribution, ob-
tained by numberical integration, are shown in Figs. 5 and 6.

The probability that 6’ exceeds a given 6; is equal to the probability that
z exceeds z,, where_z, denotes (bo/bs)1/261, and both probabilities are equal to

o

[ a+nm [j 1501 + z’)“] ds (5.12)
2y

The probability that 8’ > 6; becomes ¢*/(42) as 8 — .

When Q > rms Iy the leading term in the asymptotic expansion of the
1F1in (5.9) gives

PO ~ o= b (5.13)
when it is assumed that 22 < 1. This expression holds only for the central
portion of the curve for p(¢'). Far out on the curve, p(¢') still varies as
6. Equation (5.13) may be obtained directly by using the approximation
(3.6) that @ is nearly equal to 1,/Q and noticing that b; is the mean square
value of I..

If the sine wave is absent, p is zero and

p(0) = 3(bo/b2)'(1 + 21)732 (5.14)
which is consistent with the results given between equations (3.4-10) and
(3.4-11) of Reference A. In this case (5.12) becomes

% — B 4 ) (5.15)
Although the standard deviation of ¢’ is infinite an idea of the spread of
the distribution may be obtained from the average value of | 8 |. Setting
b1 equal to zero in (4.5) in order to obtain the case in which the noise band is
symmetrical about the sine-wave frequency leads to
71 = g | % [
/ —_ d ’ d 14 l
(81 = 375, | dR o) dR 6'6' R

exp 1 [—(R — 20R cos 0 + Q%) /by — (R” + R0")/by)

The integrals in R’, 8’ cause no difficulty and the integral in 8 is proportional
to the Bessel function I,((QR/be). When the resulting integral in R is
evaluated® we obtain

[07] = (8a/bo) % "I o(p/2) (5.16)
where p = Q%/(2by).
13 See, for example, G. N. Watson, “Theory of Bessel Functions,” Cambridge (1944),
p. 394, equation (5).
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When p is zero equation (5.16) agrees with a result given in Section 3.4 of
reference A, namely, for an ideal band pass filter

avelr—n| __h—/s

1 N ‘\/z(fb + fa)

where 7 is the interval between two successive zeros and r, is its average
value. 7 isequalto{; — ¢ of our equation (3.10) from which it follows that

(r=m)/nn=—-¥/q (5.17)

da
6. ExPECTED NUMBER OF CROSSINGS OF § AND T PER SECOND

After a brief study of the expected number of times per second the phase
angle 6 increases through 0 and through » (where it is assumed that —» <
6 < =) expressions are obtained for the expected number Ny of times per
second the time derivative of 8 increases through the value .

The point T shown in Fig. 4 of Section 3 wanders around, as time goes by,
in the plane of the figure. How many times may we expect it to cross some
preassigned section of the line OQ in one second? To answer this problem
we note that, from expression (2.1), the probability that 6 increases through
zero during the interval ¢, ¢ + d¢ with the envelope lying between R and
R+ dRis

dt dR fo &5(R, 0, ¢') do’ (6.1)

where the probability density in the integrand is obtained by setting 8 equal
to zeroin equation (5.1). The expected number of such crossings per second

is

(21)-—312 (bo B)-ll! deRe—bg(R—Q)’IUB)

o (6.2)

f d0’ & exp [—bo R*0"*/(2B) + b, R(R — Q)¢'/B]
o

which may be evaluated in terms of error functions or the function ¢_,(x)
defined by equation (1.8). For the special case in which the power spec-
trum of the noise current Iy is symmetrical about the sine wave frequency,
b, is zero and (6.2) yields

(27) b b} 2~ BN B0 g (6.3)

From equation (6.1) onwards we have tacitly assumed that the range of ¢
is given by — 7 < 8 < » because setting 8 equal to any multiple of 2 in our
equations leads to the same result as setting § equal to zero. This is due to
6 occurring only in cos 6 and sin §. When 8 increases through the value «,
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as it does when the point T crosses, in the downward direction, the extension
of the line OQ lying to the left of the point O in Fig. 4, we imagine the value
of 6 to change discontinuously to the value — .

The expected number of times per second 8 increases through » may be
obtained from (6.2) and, in the symmetrical case, from (6.3) by changing the
sign of Q since this produces the same effect as changing 6 from 0 to = in
P(R, 6, 0).

The expected number of crossings per second when R lies between two
assigned values may be obtained by integrating the above equations. For
example, the number of times per second 6 increases through zero with R
between Q and R, is, from (6.3) for the symmetrical case,

(4x)2(be/bo)' " exf [(2b0)™/% | Ry — Q] (6.4)

where we have used the absolute value sign to indicate that R, may be either
less than or greater than Q and

erf x = 2277 f e dt (6.5)
0
Expressions for b, and &, are given by equations (A2-1) of Appendix II.
The mean square value of Iy is by, and when the power spectrum of Iy is
constant over a band of width 8, by = x?8%,/3.
In much the same way it may be shown that the expected number of times
per second 6 increases through » with R between 0 and R is

(4x)72(bs/bo)* {erf [(2b0)*2(R1 + Q)] — erf [(2b0)77Q]}  (6.6)

A check on these equations may be obtained by noting that the expected
number of zeros per second of ,, given by equation (4.11), is equal to twice
the number of times 8 increases through zero plus twice the number of times
6 increases through . Setting R, equal to zero in (6.4), to infinity in both
(6.4) and (6.6), and adding the three quantities obtained gives half of (4.11),
as it should.

Now we shall consider the crossings of . The equations in the first part
of the analysis are quite similar to those encountered in Section 3.8 of
Reference A where the maxima of R, for noise alone, are discussed. We
start by introducing the variables x,, x3, - - - x¢ where

2y =1I.= Rcos § — Q, 2= I, = Rsin 8 6.7)
and the remaining 2’s are defined in terms of the derivatives of I.and I, and

are given by the equations just below (3.8—4) of Reference A.
Here we shall consider the noise band to be symmetrical about the sine
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wave frequency f, so that b, and b; are zero. Then from equations (3.8-3)
and (3.8-4) of Reference A the probability density of 1, xs, « « - xsis

-S_r-%);—D exp ("‘2—15 (bu(al + 27) + 2b2(x1 23 + 2420)
(6.8)
+ (D/bo)(x3 + 25) + bolxs + x%)})

where D = bobs — b; and the b,’s are given by equations (A2-1). Replac-
ing the x’s by their expressions in terms of R and 6, similar to those just
above equation (3.8-3) of Reference A, shows that the probability density
for R, R, R",4,¢,08" is

R3
8m b, D
+ (D/by)(R’* + R6'*) 4 2b,(RR” — R*¢?) (6.9)
+ bo(R"? — 2RR"9? + 4R™*6* 4+ 4RR'¢’8” + R0 + R%*"?)

p(R, R, R",6,¢,0") = exp (—2—;) [b(R* — 2RQ cos 8 + Q%)

— 2bsQ(R” cos @ — R§? cos 6 — 2R'6' sin @ — RE” sin 0)])

It must be remembered that (6.9) applies only to the symmetrical case in
which &, and b; are zero.

Integrating R’ and R” in (6.9) from —x to « gives the probability
density of R, 6, ¢, 8"’. The integration with respect to R” is simplified by
changing to the variable R” — R#2. The result is

p(R, 0,8,07) = RQ2m)~(bebD)™ (1 4+ )72

_L 2 2 2 /2
exp( 2 [R 2RQcos 6 + Q° + by R°6*/b, (6.10)

+

(Qby sin 6 + boRo")’:D
(1 4+ w)D

where ¥ = 4b2b00l2/ D. The expected number of times per second the time
derivative of § increases through the value ¢ is

Ny = f d8 f dR f 8" 6" p(R, 6, ', 0"')
- 0 0

= r_z(bzé/bo)llzf a'of rdrf xdx (6.11)
—r 0 0

exp [—v7? + 2racos 6 — o? — 8(x + asin 6)?]
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where we have set

r = R(Zbo)—”2 x = fboo”/bz
a = QQb) ™ = p? vy=14+ b0 =142 (6.12)
P
(1 + »)D

r being regarded as a constant when the variable of integration is changed
from 6” to x.

The double integral in 6 and x occurring in (6.11) is of the same form as
(A3-1) of Appendix III and hence may be transformed into (A3-3). Here
a=ra,c= —dd c+ b = 0. The diameter of the path of integration C
may be chosen so large that the order of integration may be interchanged
and the integration with respect to r performed. The result is again an
integral of the form (A3-3) in which > = 0. When this is reduced to (A3-6)
it becomes

No» = e~ (2my) 7103 " (bod) 112 [~ 21 o(8p/2)

6.13
+ (1 4+ 7)1 + v8/2)7%" " Te {v8(2 + )7, p/v +8p/2}] (o1

where we have used Te(—k, x) = Ie(k, x) which follows from the definition
(A1-1) given in Appendix I.
When there is no sine wave present, p is zero and (6.13) becomes

b
1 bz 1/2 /‘/g‘ - 32 + 40'2
Ny (—) = LI 6.14)

T 2my \bed ’n <1 +§00,,>
2

This gives a partial check on some of the above analysis since (6.14) may be
obtained immediately by setting o equal to zero in (6.11). Another check
may be obtained by letting p — = and using le(k, <) = (1 — k)12
(6.13) becomes

Ny ~ (2x)i(by/bo) 2e=**" (6.15)

which agrees with the result obtained from 8 ~ I,/(.
For the case in which the power spectrum w(f) of the noise is equal to the
constant value w, over the frequency band extending from f, — 8/2 to

fa+8/2,
bo = Bwo, by = mBwe/3 = 7Bbo/3, b = wBwe/5 = 7B%be/5 (6.16)
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These lead to
3= (bo/bo)10’ = 326/ (x8)  D/b; = bibo/bs — 1 = 9/5 — 1 = 4/5

5

—4B2A/D = g2 _
u =4 b3z /D = 5z 8 4_—(1+5z’)

(6.17)

y=1+2

and the coefficient in (6.13) may be simplified by means of

1 bz 1/2 _ B (1 + 522)1/2
27y (Eo—s) 142\ 15 ()

From (6.14) we see that (6.18) is equal to Ny- when noise alone is present
(and is of constant strength in the band of width 8). The curves of N,/8
versus z shown in Fig. 7 were obtained by setting (6.17) and (6.18) in (6.13).
Ny /B approaches ¢ */(z A/3) as z — .

When the wandering point T of Fig. 4 passes close to the point O, 8
changes rapidly by approximately = and produces a pulse in ¢. In dis-
cussions of frequency modulation ¢’ is sometimes regarded as a noise voltage
which is applied to a low pass filter. Although the closer T comes to O
the higher the pulse, the area under the pulse will be of the order of x and
the response of the low pass filter may be calculated approximately.

That the pulses in § arise in the manner assumed above may be checked
as follows. We choose a point relatively far out on the curve for p = § in
Fig. 7, say 3 = /36'/(Bx) = 1.6 or 8’ = 2.98. The number of pulses per
second having peaks higher than 2.98 is roughly Ny = .0098, and half of
these have peaks greater than ¢’ = 3.88 which is obtained from Fig. 7 for
N, = .00458. From Fig. 6 we see that 6’ exceeds 2.98 about .0018 of the
time. Thus the average width at the height 2.98 of the class of pulses
whose peaks exceed this value is .0018/(.0098) = .2/8 seconds. This figure
is to be checked by the width obtained from the assumption that the typical
pulse arises when T moves along a straight line with speed v and passes
within a distance & of 0. We take tan 8 = 9/b = af so that
¢ = a/(1 + o??). From this expression for 8" it follows that a pulse of
peak height 3.88 (the median height) has a width of .3/8 seconds at §' =
2.98. This agreement seems to be fairly good in view of the roughness of
our work. A similar comparison may be made for p = 0 by using the
limiting forms of (5.15) and (6.18). Here it is possible to compute the
average width instead of estimating it from the median peak value. Exact
agreement is obtained, both methods leading to an average width of =/(4¢")
seconds at height 6'.
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Neo = expected number of times per second d8/d! increases through the valued. p, 8,
and the power spectrum of /y are the same as in Fig. 5.
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do
7. CORRELATION FUNCTION FOR 7

In this section we shall compute the correlation function Q(r) of 6'(s).
We are primarily interested in @(r) because it is, according to a fundamental
result due to Wiener, the Fourier transform!* of the power spectrum W (f)
of ().

We shall first consider the case in which the sine wave power is very large
compared with the noise power so that, from (3.6), 8 is approximately
I./Q and ¢ approximately I ./O. Then using (A2-3) and (A2-1)

Q) = ¢OIE+ 7) = QLWL+ 7)

= 7.1
= —g"Q7"= 41FQQ_2_£ w(f)(f = fo)* cos 2m(f — fo)7df D
When w(f) is effectively zero outside a relatively narrow band in the neigh-
borhood of f,, as it is in the cases with which we shall deal, (7.1) leads to the
relation (divide the interval (0, «) into (0, f,) and (f,, ), introduce new
variables of integration f; = f, — f, fo = f — f,in the respective intervals,
replace the upper limit f, of the first integral by «, combine the integrals,
and compare with (2.1-6) of Reference A)
Power spectrum of #'() = W ({)

= 4L (o + /) + w(fe — N (7.2)

This form is closely related to results customarily used in frequency modula-
tion studies. It should be remembered that in (7.2) it is assumed that
0<fK, qand rms Iy K Q.

Additional terms in the approximation for £(r) may be obtained by
expanding

Il

§ = arc tan 0+ 1.

in descending powers of (), multiplying two such series (one for time ¢ and
the other for time ¢ 4+ 7) together, and averaging over ¢. If I, I,; and
I, 1,3 denote the values of 1., I, at times { and ¢ + 7 respectively, the
average values of the products of the I’s may be obtained by expanding the
characteristic function (obtainable from equation (7.5) given below by
setting z5 = 2z¢ = 27 = 23 = 0) of the four random variables Iy, I 1, I 2, I s2.
This method is explained in Section 4.10 of Reference A. When w(f) is
symmetrical about f, it is found that

14 The form which we shall use is given by equation (2.1-5) of Reference A.
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N T
7 & —
9(7) = 0,6, = — F0102 (7-3)
=_g1__2_ 7 72 __8_ 2.1 2p"2 ..
ot Q4(gg + g") Q,(gg+gg)+

From the exact expression for £2(r) obtained below it is seen that the last
equation in (7.3) is really asymptotic in character and the series does not
converge. We infer that this is also true for the first equation of (7.3).

We shall now obtain the exact expression for the correlation function Q(r)
of 6'(¢) when fis at the center of a symmetrical band of noise. At first sight
it would appear that the easiest procedure is to calculate the correlation
function for 6(¢) and then obtain Q(r) by differentiating twice. However,
difficulties present themselves in getting # outside the range —=, 7 since 8
enters the expressions only as the argument of trigonometrical functions.
Because I could not see any way to overcome this difficulty I was forced to
deal with ¢’ directly. Unfortunately this increases the complexity since
now the distribution of the time derivatives of 7. and I, also must be con-
sidered.

We have

tan0=—£— sec20=1+( e >2
Q+1I’ Q-+ I

’

g o ©Q+IL— LI _©Q+ 1)L — LI
sec? 0(Q + 1.)* Q@+1)r+10n

and the value of & (£)8'(t 4 7) is the eight-fold integral

U v ’ '
Q(T) = d[d LIRS f dlﬂp(lcl, "',1,2)
) ’ ! 7 ’ (74)
Q4+ Iy — Tnly % Q+ Il — I2lee
(Q + In)? + I (Q + I.)* + I,
where p(I .y, - -+, I.5) is an eight-dimensional normal probability density.

As before, the subscripts 1 and 2 refer to times ¢ and ¢ + 7, respectively.
The most direct way of evaluating the integral (7.4) is to insert the expres-
sion for p(I.y, - -+, I.;) and then proceed with the integration. Indeed,
this method was used the first time the integral (7.4) was evaluated. Later
it was found that the algebra could be simplified by representing p(Z.,, - - - ,
I.3) as the Fourier transform of its characteristic function. The second
procedure will be followed here.
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The characteristic function for 7.y, 1.2, L4, I, Gn i s is, from
(A2-2) and (A2-3) of Appendix IT and Section 2.9 of Reference A,

ave. exp ilzil o1 + 2ol 2 + 2l o1 + 2l 2 + 2oy + salia + zln + 2l
= exp (— 3) [bo(z} + 7 + 25 + 20) + baaf + 26 + 21 + 23)
+2b1(2121 + 2228 — 325 — 2426) (7.5)
+2g(z122 + 2320) + 2¢'(2126 — 2225 + 2328 — 2427)
—2g" (2528 + z128) + 2h(2124 — 22 23)
+ 20 (3138 + 2027 — 2926 — 2425) — 20" (2538 — 2e77)].

Since we have included b,, &, &', ” this holds when f, is not necessarily at
the center of the noise band. However, henceforth we return to our assump-
tion that f, is placed at the center of a symmetrical noise band and take
bi, b, K, B” to be zero.

The probability density of Iy, - -« I, which is to be placed in (7.4) is
the eight-fold integral

, o0 +w
P, I =0 [ [ da 0o

exp [—iz I — «+- — izal,s] X [ch.f]
where “¢h.f.”” denotes the characteristic function obtained by setting &1,

h, B, k" equal to zero on the right hand side of (7.5)
The integral (7.4) for Q(r) may be written as

Qr)=J1—Jo— Js+ Ju 7.7
where J, is the 16-fold integral

4o +eo , A +o0 +0
.’1 =j d],;l"'/ d102(21|’) dzl---f dZs

exp [—izyJoy — -+ — izg I3) (7.8)
@+ 1)Q + 1Dl
(Q + Ia)* + IA(Q + I2)? + 1]
and J,, J;, J are obtained from J, by replacing the product (Q + I.y)
’ !’ ’ ’
© + Il by (Q + IedIndaliy, LidinQ + I)la, Tndalalc
respectively.
The integration with respect to I3 and I, in (7.8) may be performed at
once. WereplaceQ + I.1and I,:by xand y, respectively, and use

+w +w o
x —izz—ify __ —2mz
_[‘ dxj:n dyx’-l—y’e ~Frg (7.9)

X [ch.f.]
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The integration with respect to 1.2 and I,» may be performed in a similar
manner. In this way we obtain a 12-fold integral.
The integrations with respect to the I"’s may be performed by using

1 +o0 +o .
= dl [ e f(2) dz = f(0)
1 +e0 ) ~+o0 ) df( ) (7~10)
—iel — —A _Z
The result is the four-fold integral
. +o +00 2 Zz(g" — g,22324)
Ji=(Qm)7" dz - d
1= 007 [ dn Le @+ D)+ ) (7.11)

exp [— (bo/2)(5} + 32 + 25 + 32) — g(z:22 + z30) + 0z + ).

In the same way J,, J3, Jy may be reduced to the integrals obtained from
(7.11) by replacing z12(g” — g'*zs2) by —g’sizi, —g"s323 and zga(g” —
—g'"%1%2), respectively. When the J’s are combined in accordance with
(7.7) we obtain an integral which may be obtained from (7.11) by replacing
z122(8” — g'%zsu) by

8" (3122 + 2320) + (2120 — 297)? (7.12)

The terms z; + z5 and 23 + z; in the denominator may be represented as
infinite integrals. Interchanging the order of integration and expressing
(7.12) in terms of partial derivatives of an exponential function leads to the
six-fold integral

T 62] +wo +oo

— -2 ” ” _ ng
Q(r) = (4x) ‘/o. du_{ d‘v[ g ag+ g s dz, dz,

exp [—(bo + #)(zl + 23)/2 — (bo + v)(z2 + 2)/2 (7.13)
— 81z + 232) — alaim — 2m) + i0( + 2)]

where the subscript @ = 0 indicates that a is to be set equal to zero after
the differentiations are performed.
When the four-fold integral in the 2’s is evaluated (7.13) becomes

® ® , 0 n &
Q(r) =£ du‘/; dv[—g é-é+g a—a-z]a_o
35 &0 [~ 02 — 2 + u +0)/(2D)] (1.14)
= [ n [ ™ - g2 - 2 + QYp) ~ £°Qale /4D
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where
= (bo+ w)(bo+ ) — g — o, F=Q2by— 2¢+ u + v)/(2Dv)

and D, denotes the value of D obtained by setting = 0. When differen-
tiating with respect to « it is helpful to note that

D) _ o) (2 + 502 52

and that only /(D) = df/dD need be obtained since dD/da vanishes when
a =-0.

In order to reduce the double integral to a single integral we make the
change of variables

Q'(bo + u — )
2{(bo + u)(bo + v) — £
= Qb+ v—9/@Ds), F=r+s
a(r, s)/d(u, v) = —rs/Dy,  4srDo = Q[Q* — 2g(r + 9)]
The limits of integration for  and s are obtained by noting that the points
(0, 0), (», 0), (», ©), (0, ») in the (x, v) plane go into (Q%/(2bo + 2g),
0¥/ (260 + 2g)), (Q%/(2b0), 0), (0, 0) (0, 0?/(2bo)), respectively, in the (r, s)
plane. It may be verified that the region of integration in the (7, s) plane
is the interior of the quadrilateral obtained by joining the above points by
straight lines. Equation (7.14) may now be written as
12 _ 1 . _ 2 — 12 2
mﬂiu$g )2 = 2 %+QM)g(N%fﬂWM
QQ* — 2(r + 9)]

2

r= Qb+ u — g)/(2Dy) =
(7.15)

2 12 (7]6)
8 — 88 , _ &
2g? 2¢*

where y; and y; are the dimensionless quantities

_ [ [2°Q2 =2 =254 0/8) ey,
”‘ff oo -+

=[] &5t

= 2¢02 {y2+ ff e dr ds}. (7.17)

Since the integrands are functions of 4 s alone we are led to apply the
transformation

” f(r + s) dr ds _fo uf(u) du+f “(2'3 )f(u) du (7.18)

Y2

It is seen that
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where A is the area enclosed by the quadrilateral whose vertices are at the
points (r, s) given by (0, 0), (0, a), (8, B), (, 0) and it is assumed that 8 and
a are positive. # is a new variable and is not the one introduced in (7.13).

Setting a = (°/(2b) and 8 = (*/(2bo + 2g), using (7.18), and introduc-
ing the notation

p = Q'/(2bo), k= g/bo
2
R 0] 2 (7.19)
= 2 = k, A = = T
Q/(20) = o/ [l iy
permits us to write
’ -
ff e Cdrds = f ue * du +[ o — w) ™d
0 p AN—p
4 (7.20)
-1 e " pe_x
A—p AX—0p
and (7.17) yields
=P, e — Ltk spiamn
wefno 14 Iy - p e Gy

where we have expressed A in terms of g and &.
The double integral defining y, may be treated in the same way as (7.20):

T dr ds _ ue " du p(A — w)e™ du
r2 = ffi——r—s oE—u+[(xk—P)ZE—_“~)

Writingu = ¢ — (¢ — w)and\ — u =X — {+ (¢ — ) in the two numera-
tors leads to

P —u P
Yo = E ¢ du - f e " du
0

o £ — u
A
E[E-— )\—pf GG

where we have used p(A — £)/(\ — p) = —¢ to simplify the coefficient of
the third integral. When the second and fourth integrals are evaluated,
their contribution to y; is found to be equal to the terms independent of y,
on the right of (7.21). Hence, comparison of equations (7.21) and (7.22)
shows that

(7.22)

(7.23)

e du ‘/‘* e “du
h = -

o £ — u 0 £ —u
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The integrals in (7.23) may be evaluated in terms of the exponential inte-
gral Ei(x) defined by, for x real,

Ei(x) = f edi/t =C + }log, o + E:'”
— o0 nwl .
~ e ) nl/a™
ne=(
where C = .577 - - - is Euler’s constant and Cauchy’s principal va'ue of the

integral is to be taken when x > 0. Weset /= £ — uand obtain
" {Ei[p/k] — 2Eilp(1 — B)/R) + Ei [’H]}
where we have again expressed £ and X in terms of p and .

A power series for y; which converges when —1/3 < k£ < 1 may be ob-
tained by expanding the denominators of the integrands in (7.23) in powers
of u/¢ and integrating termwise:
= £t — 27 + 7

+ 1 — 201 4 p/10)e™ + (1 + NM1De™ (7.24)
+ 2191 — 2(1 + p/11 4 p/20e™ + (1 + A/11 4+ A/21e]
+ PN
The following special values may be obtained from the equation given
above. Whenp = 0
= e — p2
RS Sl S (7.25)
=0
This result may also be obtained by evaluating the integral obtained when
weset Q = 0,3, = r;cos 61, 23 = 71 5in 81, 23 = 72 COS 02, 2¢ = r3 sin 0,
in (7.11) and (7.12).

Neark = 1,
y1 = €”’|Ei(p) — C — log. p(1 — )]
- (7.26)
ye= py1 — 1 + (1 + p)e”*
Neark = 0,
n = k(1 — ¢*)/p, ¥ =n (1.27)
except when p = 0 in which case y, is approximately &2,
When p is large
R, O1E 21K 3R
y1~—+—T+_l_ +—"’+'
P o I P
(7.28)

1k 218
p~—lHEIn~— 4+ +
p p

except near £ = 1 where both y; and y; have logarithmic infinities. The
asymptotic expansion (7.3) for @(r), which was obtained by the first method
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of this section, may be checked by inserting (7.28) in the expression (7.16)
for Q(7) in terms of ¥, and y,.

Values of y, and y, tabulated as functions of & for various values of p are
given in Table 3. Negative values of £ have not been considered since they

TABLE 3
VALUES OF y; AND y3 USED IN COMPUTATION OF CORRELATION FUNCTION OF d6/d!
r) = OWOE + 1) = 187 — 31) — gg"nl/(2g)

G ) o fo w(f) cos 2x(f — f)rdf, k = g(r)/g0)

Values of »n Values of
k , 4
o | s | 1 | 2 | s S |2 | s
0 0 | ol ol o | o | o | o | o | o
.1 -01005| 03526 .04224| .03854  .02000 .03171/ .04147| .03936| .02051
.2 04082/ 08043 .09003 .07979 .04105 .06550| .08654| .08275 .04283
.3 .09431) 1379 | .1452 | .1246 | .06292 .1022 | .1363 | .1315 | .06702
| { | |
4 1744 | 2110 | 2102 | .1740 | .08586 .1432 | -1926 | .1870 | .09384
.5 .2877 | .3056  .2886 | .2296 | .1101 | .1914 | .2579 | .2515 | .1238
.6 | L4463 | .4278 | .3860 | .2942 | .1358 | .2481 | .3368 | .3280 | .1576
7 .6733 | -5953 | .5129 | .3721 | .1636 | .3220 | .4379 | .4269 | .1975
.8 | 1.0216 | .8416 | .6914 | .4729 | .1941 | .4275 | .5803 l .5602 | .2461
-84 | 1.2228 | 9798 | .7888 | .5242 | .2075 | .4866 | .6593 | .6318 | .2693
.88 | 1.4890 | 1.1590 | .9127 | .5866 | .2219 | .5641 | .7619 | .7226 | .2964
.90 | 1.6607 | 1.2742 | .9898 ( .6241 ‘ .2296 | .6138 .8260! L7752 | L3114
92 | 1.8734 | 1.4144 ; 1.0834 | .6686 | .2378 | .6753 | .9058 | .8486 | .3204
.94 [ 2.1507 | 1.5948 | 1.2024 | .7217 | .2466 | .7550 /1.0093 | .9333 ' .3498
96 | 2.5459 | 1.8486 | 1.3668 | .7939 | .2566 | .8711 |1.1558 |1.0546 | .3752
.97 | 2.8285 | 2.0251 l 1.4815 | .8414 | .2623 | .9474 |1.2605 |1.1366 | .3849
|

.98 | 3.2289 | 2.2762 | 1.6405 | .9073 | .2690 (1.0704 |1.4081 |1.2548; .4119
.99 | 3.9170 | 2.7080 | 1.9066 {1.0127 | .2778 (1.2773 |1.6610 |1.4505 | .4429
.995 | 4.6072 | 3.1341 | 2.1721 [1.1125 | .2846 |1.4838 [1.9175 |1.6416 | .4705
.997 | 5.1175 | 3.4445 | 2.3622 |1.1866 .2889 (1.6367 (2.1048 |1.7859 .4893

are not required for the case in which Iy has a normal law power spectrum,
the case discussed in the next section,
do
dt
The problem of computing the power spectrum W (f) of #(t) appears to
beadifficult one.* Inordertoobtainananswer without an excessive amount
of work we have had to do two things which are rather restrictive. First,
we confine our attention to the case in which the power spectrum w(f) of

8. POWER SPECTRUM OF — WHEN I, HAS NORMAL LAwW POWER SPECTRUM

*Since the above was written the general f. m. problem has been studied by D. Middle-
ton. He generalizes our (7.11) and (7.12), introduccs polar coordinates, expands the
integrand in powers of g, and integrates termwise. W (f) then follows somewhat as in
a.m. theory.
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Iy is of the normal law type (our method could be applied to other types
but g’ and g” would be more complicated functions of 7 and Table 3 would
have to be extended to negative values of &, if they should occur). Second,
we resort to numerical integration to obtain a portion of I¥'(f). Because
of the second item our results are either tabulated or are given as curves,
shown in Figs. 8 and 9, except when Q = 0 (noise only) in which case the
power spectrum of ¢’ is given by the series (8.7).
The power spectrum of Iy is assumed to be

, — Yo —(f—f ¥ (20)
w(f) = a\/Zre (8.1)
The mean square value of Iy is equal to that of a noise current whose power
spectrum has the constant value of Yo/ (¢1/2x) over a band of width f, — fa
= o0v/2x = 62.507. The value of w(f) is one quarter of its mid-band value
at the points f — f, = +0v/2log, 4 = £01.665 (the 6 db points) and the
distance between these points is 3.330¢. Integration of (8.1) shows that the
mean square value of Iy is ¥, in accordance with our customary notation.
The mid-band value of w(f) is o/ (6V/2%).

Assuming f, > ¢ and evaluating the integrals (A2-1) of Appendix II
defining 4, and g gives

= 2 —u?
bo — wo’ g= l//oe 2(xor) — V/Oe u?/2

1y i — — ” - _ 201 — 42
£/g= -l = 21!'01;, g'/g = —(2mo)(1 — ) (8.2)

8878 — —(2mo),, k=glbo=e""

g2

where we have set
u = 2mar, w = 2mo (8.3)

and the primes on g and % denote differentiation with respect to 7. The cor-
relation function is »ccordingly, from (7.16).

Q1) = 2x%e?(y1 — uPy) (8.4)

If 6'(¢) be regarded as a noise current its power spectrum is
W(f) = 4 f Q(r) cos 2xfr dr (8.5)
o

When noise alone is present, p is zero and (7.25) yields

Q(r) = —2n%tlog, (1 — &) = —2a%?log, {1 — ¢™)  (8.6)
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In this case the power spectrum is, from (8.3), (8.5), and (8.6),

Wi(f) = —41ra'f cos(uf/s) log (1 — ¢™**) du
0
. (8.7)
- 20”3/2 Z n—a/?e—/’I((nv’)

n=l

the series being obtained by expanding the logarithm and integrating term--
wise. When this equation was used for computation it was found conven-
ient to apply the Euler summation formula to sum the terms in the series
beyond the (N — 1)st. Writing & for f2/(4¢?), the series in (8.7) becomes

1730280  2=302g=b/2 - ... (N — 1)~3/2g~b/(N-1)

1/2 1 -3/ /|1 1 3 b
+ (x/8)"" erf [(b/N)"’} + N2 [5 = o (— 3 + ﬁ) (8.8)

1 105 , 105 21 8 B
+m—m< ?+7N‘77v‘z+zw>+"']

When b is zero the sum'® of the series is 2.61237 - -- . The values for p=0
in Table 4 were computed by takipg N = 12 in (8.8). As b— % the domi-
nant term in (8.8) is seen to be the one containing erf (choose N so that
b= N32). Henceasf— «

Wa(f) ~ dx%?/f. (8.9)

When both noise and the sine wave are present it is convenient to split the
power spectrum into three parts. The first part, I¥,(f), is proportional to
Wx(f), the power spectrum with noise alone. The second part Wy(f) is
proportional to the form W(f) assumes when rms Iy < Q and the third
part W;(f) is of the nature of a correction term.  This procedure is suggested
when we subtract the leading terms in the expressions (7.26) and (7.27)
(corresponding to k = 1 and £ = 0, respectively) from y1.. Likewise we
subtract the leading term in y,, (7.27), at £ = 0 but do not bother to do so
at the end £ = 1 because #?y, approaches zero there. We therefore write

y1— @y = [y1+ e flog (1 — &) — k(1 — e")%/p — uy,
+ wk(1 — ¢")/p] —e log (1 — k) + (1 — u)k(1 — &™)?/p

_ g’ (2wo)”?
bop

(8.10)

= Z(u) — ¢ "log (1 — &) (1 -7t

1 “Theory and Application of Infinite Series,” Knopp, (1928), page 561.
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where Z(x) denotes the function enclosed by the brackets in the first equa-
tion and the expressions for g”/g and k in (8.2) have been used in the replace-
ment of (1 — #?)k.

TABLE 4

VaLues oF W;(f)/(4x%)

/A -
= p=0 ; 0.5 1.0 | 2.0 5.0
0 0 —.03517 | —.03801 | —.02444 —.001948
1 0 — 103003 —.0319 | —.01830 — 001814
2 0 —.01717 — 01486 1 — 003304 -004052
3 0 —.002436 .004014 .01252 .008225
4 0 -008757 -01730 02244 | 101027
6 0 -01478 .02157 02167 | -007665
8 0 .01018 .01366 01237 003505
10 0 -005768 -007378 -006201 1001437
12 0 1004027 1004463 | .003552 | .0006439
VaLues of W(f)/(4x%)
o | 7369 .4118 ‘ .2322 07529 ,003017
1 ‘ -7098 -4294 12672 1134 [02342
2 16439 -4516 l 13231 1784 105828
3 .5542 .4225 3225 | .1947 .06852
4 4623 | 13496 | 2654 | 11580 101590
6 3195 | 2178 | 11508 107554 101540
8 2390 | 1553 | .1019 | .04506 005325
10 ‘1908 | 1215 l 07768 | 103206 1002726
12 .1595 | .1003 .06306 | 02511 .001719

Inserting (8.10) in the expression (8.4) for 2(r) and taking the Fourier
transform (8.5) leads to

W(f) = Wi() + W) + Wa())

W!(f) = e—pWN(f)
—_p P 2 pw
Wy(f) =— '2_(_1_1)_,,,)_0—),/; g'’ cos 2xfr dr

; (2xf) oy

Wi()) = dno fo " 204) cos (uf/o) du

(8.11)
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In these equations Wy(f) is obtained from (8.7), and W,(f) by two-fold
integration by parts to reduce g” to g then evaluating the integral obtained

0.75
__Q2 _ AVERAGE SINE-WAVE POWER
p= 2yo~  AVERAGE NOISE POWER
0.70
0.65

0.60 \
0.55 \
0.50

0.45 \

0.40 \

0.35 N ]

NDAERN
- \

N,
N

w(f)/(am2a)

0.20 /0\

\\
N,
\ 1 \\<L ~
N Y
N
~~—

™~0
0.5 // Mo ~ _ ™o |
0
0.10 [—A Q. B
g 5 \ T ——— 0
0.05 A e ""—-\
|6-DECIBEL —O~—t—t—
o 1POINT o—t_ | = .
0 1 2 3 4 5 6
f/o

Fig. 8—Power spectrum of d8/dt.
Power spectrum of Iy is assumed to be
VeV 2r)Vexp [ (f — £/ 2a?)].

In this expression fis a frequency near f,. Thefin W(f) and in the abscissa is a much
lower frequency. W(f) = power spectrum of 8 = d8/df, ¢ being regarded as a random
noise current. Dimensions of W (f)df same as (d8/d!)? or (radians)?/sec.2.

by substituting the expression (8.2) for g. That W(f) approaches Wy(f)
as p — « follows when expression (8.11) for Wy(f) is compared with the
limiting form (8.13) given below.
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Instead of dealing with W(/) it is more convenient to deal with (4x%)~"!
W (f) which is the sum of the three components

e &
') W) = go7p T

2 \—1 _ ( __C—P)z f ’ —1%1(20%)
(') " Wa(f) = 2 (,;) € (8.12)

(%) Wi(f) = }r fo Z(u) cos (uf/c) du

0.08

0.07

o

o

-
]

/AN

\

/AN

\ e
\

w(f)/(aT20)
o o
g &
—
A
-
A

o

(=

w
%

0.02
[ LIMITING FORM
WITH p =5

0.01 1 —
S oeciner \\ =
|POINT S

[} 1 '
0 1 2 3 4 5 6

f/o
Fig. 9—Approach of W(J) to limiting form.
As p — o, W(f) — dx%s (0V/2x) (f/a)? exp [ — f2/(2a%)).

The integral involving Z(x) has been computed by Simpson’s rule, y, and
¥, being obtained from Table 3, with the results shown in the first section
of Table 4. The value of W(f) may be computed directly, and IW,(f) may
be obtained from Wx(f). The values of these two functions together with
those of 13 (f) enable us to compute the values of (4x%)~'IW(f) given in
Table 4 and plotted in Fig. 8.

Since, as is shown by (8.9), Wx(f) varies as 1/f for large values of f, the
areas under the curves of Fig. 8 become infinite. This agrees with the fact
that the mean square value of ¢ is infinite.

The values of (4x% )11V (0) for p equal to 0, .5, 1, 2, and 5 are .7369, 4118,
2322, .07529, and .003017 respectively. When these values are plotted on
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semi-log paper they tend to lie on a straight line whose slope suggests that
1(0) decreases as e * when p becomes large.

The limiting form assumed by I'(f) as p — « is given by equation (7.2).
When the normal law expression (8.1) assumed in this section for the power
spectrum of Iy is put in (7.2) we find that

s (1N _paen

=z (l) &1
Fig. 9 shows that for p = 35 the limiting form (8.13) agrees quite well with
the exact form computed above.

Both (7.2) and (8.13) show that, for small values of f, the power spectrum
of ¢ varies as f* when p >> 1. This is in accord with Crosby’s* result
that the voltage spectrum of the random noise in the output of a frequency
modulation receiver is triangular when the carrier to noise ratio is large.
When this ratio becomes small he finds that the spectrum becomes rec-
tangular. Fig. 8 shows this effect in that the areas under the curves between
the ordinates at f = 0 and f = \e (where A is some number, generally less
than unity, depending on the ratio of the widths of the i.f. and audio bands)
become rectangles, approximately, as p decreases.

APPENDIX I

THE INTEGRAL Ie (&, x)
The integral'®

) = f eIo(ku) du, (A1-1)
0
where Io(ku) denotes the Bessel function of imaginary argument and order
zero, occurs in Sections 2 and 6. The following special cases are of interest.
Ie(0, ) =1 — ¢ =
Ie(1, x) = xe~{lo(x) + I:(x)] (A1-2)

1
b =) = Ji—®

The second of these relations is due to Bennett.!?

* M. G. Crosby, ““Frequency Modulation Noise Characteristics,” Proc. I. R. E. Vol. 25
(1937), 472-514. " See also J. R. Carson and T. C. Fry, “ Variable Electric Circuit Theory
Wi;h Application to the Theory of Frequency Modulation,” B.S.T.J. Vol. 16 (1937),
513-540.

18 The notation was chosen to agree with that used by Bateman and Archibald (Guide
to Tables of Bessel Functions appearing in “Math. Tables and Aids to Comp.”, Vol. 1
(1944) pp. 205-308) to discuss integrals used by Schwarz (page 248).

71t is given in equation (62) of the reference cited in connection with our equation
(1.2) in Section 1.
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The values in the table given below were computed by Simpson’s rule for
numerical integration. The work was checked at several points by using

Ie(k, x) — io (k/2)2n ’(_3!';_)!!,4»

where

xz x2n .
A,.—l—[1+x+2—!--- +(2”)!]e

When # is so large that Ie(k, x) is nearly equal to Ie(k, ) we have

ek, ) ~ (1 — )™ — [28(1 — BT/ [ et

where f; = v/x(1 — k). However, this was not found to be especially useful
in checking the values given in the table.

z
TaBLE OF le(k, x) = f e~vo(ku) du
0

o | 2 4 6 | 8 | o [ 10
0| o | o 0 0 0 0
.2 .1813 .1813 1814 | .1815 | .1816 .1818
4 13297 13208 ‘3303 | 3311 | .3322 13337
6 14512 4517 4530 | 4554 | .4586 14629
8 5507 | 5516 '5545 | .5593 | .5661 15749
1.0 .6321 .6337 6386 | .6468 | .6584 6736
2 | 6988 7012 7086 | .7209 | .7386 | | 17620
4 17534 17567 7669 | .7841 | .8089 8422
6 -7981 8025 8157 | .8383 | .8712 9157
8 -8347 -8401 ‘8566 | .8850 | .9267 19839
2.0 .8647 8712 8910 | .9255 | .9766 1.0476
2 8892 -8068 9201 | .9607 | 1.0217 1.1075
4 -9003 9179 9446 | .9916 | 1.0627 1.1642
6 10257 19354 9655 | 1.0186 | 1.1001 1.2183
8 19392 10499 0831 | 1.0424 | 1.1345 1.2699
3.0 0502 9618 9982 | 1.0635 | 1.1661 1.3195
2 10502 9718 | 1.0110 | 1.0822 | 1.1953 1.3672
4 9666 | 9800 | 1.0220 | 1.0988 | 1.2223 1.4132
6 0727 ‘9868 | 1.0314 | 1.1136 | 1.2475 1.4578
8 | 9776 ‘9925 | 1.0394 | 1.1268 | 1.2708 1.5010
4.0 9817 9971 | 1.0463 | 1.1386 | 1.2926 1.5430
2 ‘9830 | 1.0010 | 1.0522 | 1.1492 | 1.3130 1.5839
4 ‘9877 | 1.0043 | 1.0574 | 1.1587 | 1.3320 1.6237
6 | o899 | 1.0070 | 1.0619 | 1.1672 | 1.3499 1.6625
'8 | 9918 | 1.0092 | 1.0657 |1.1749 | 1.3666 1.7005
5.0 | .9933 | 1.0111 | 1.0690 | 1.1818 | 1.3823 1.7376
5.4 | 19955 | 1.0140 | 1.0743 | 1.1937 | 1.4110 1.8095
m
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TABLE—Continued

k
z - _— —
0 | 2| 4 | 6 | 8 9 1.0
| | |
5.8 L9970 1.0160 1.0783 I 1.2034 1.4364 1.8786
6.2 .9980 1.0174 1.0814 1.2114 1.4590 1.9452
6.6 .9986 1.0183 | 1.0837 1.2180 1.4792 2.0097
7.0 .9991 1.0190 1.0854 ( 1.2234 | 1.4972 2.0722
7.4 .9994 1.0195 1.0867 1.2278 | 1.5134 2.1328
7.8 .9996 1.0198 1.0876 | 1.2375 | 1.5279 2.1917
8.2 .9997 1.0201 1.0885 1.2346 1.5409 2.2491
8.6 .9998 1.0202 1.0891 | 1.2371 | 1.5526 2.3050
9.0 .9999 1.0203 ' 1.0896 1.2393 1.5631 2.3597
10.0 1.0000 1.0205 1.0902 | 1.2431 | 1.5852 1.9207 2.4910
11.0 1.0000 1.0206 1.0907 1.2456 1.6024 1.9668 [ 2.6157
12.0 1.0000 1.0206 1.0909 1.2471 1.6158 2.0066 | 2.7347
13.0 1.0000 1.0206 1.0910 1.2482 1.6263 | 2.0411 | 2.8487
14.0 1.0000 1.0206 1.0910 1.2488 1.6346 | 2.0711 2.9584
15.0 1.0000 1.0206 1.0911 1.2492 1.6412 | 2.0973 l 3.0641
w 1.0000 | 1.0206 | 1.0911 |1.2500 | 1.6667 |2.2942 |
k
z S
86 | 90 | 96 | 1.0

15.0 1.8773 2.0973 2.5810 3.0641

16.0 1.8899 2.1201 2.6371 [ 3.1663

17.0 1.9006 2.1403 2.6894 3.2653

18.0 1.9095 2.1579 2.7381 3.3614

19.0 1.9171 2.1737 2.7837 [ 3.4548

20.0 1.9235 2.1870 2.8263 3.5457

0 1.9597 | 2.2942 ' 3.5714 o

APPENDIX II

SECOND MOMENTS ASSOCIATED WITH I. AND I,

The in-phase and quadrature components of the noise current Iy

L.(2) i cn €08 [(wa — @)t — @n)

ne=l

u (3.3)
In(’) = g Cn Sin [(“’n - q)t - ‘Pﬂ]

are closely related to the envelope R and phase angle 6 of the total current,
this relationship being being shown by the equations (3.4) and (3.5). I.(¢)
and 7,(¢) and their time derivatives may be regarded as random variables.
In much of our work we have to deal with the probability distribution of
these random variables. By virtue of the representation (3.3) and the
central limit theorem™ this distribution is normal in the several variables.
The coefficients in the quadratic form occurring in the exponent are deter-

18 Section 2.10 of Reference A.
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mined by the second moments of the variables.'” Here we state these
moments. Some of the moments have already been given in Sections 3.7
and 3.8 of Reference A. For the sake of completeness we shall also give
them here. The new results given below are derived in much the same way
as those given in Reference A.

Let
b= o [ (G = 100
by = .é 'w(f) df =
. (A2-1)
g = j; w(f) cos 2x(f — f)rdf

h = [c‘w(f) sin 2x(f — fJ)rdf
o

and let g’, g”, i, h” denote the first and second derivatives of g and b with
respect to 7. For example,

g =—2r fom w(f)(f — fo) sin 2x(f — f)7 df

Incidentally, in many of our cases w(f) is assumed to be symmetrical abou
fo. This introduces considerable simplification because by, bs, bs, <+ »
h, K, k", reduce to zero.

The following table gives values of b,’s and g for two cases of frequent
occurrence

Ideal band pass filter Normal law filter
centered.on f, centered on fo, f( > ¢
W) e st T
bo wo(fe — fa) Yo
b2 wwo(fo — f2)'/3 4nta’yo
by mwo(fo — fa)®/5 48miotdo
g (1) "o sin w(fs — fa)7 Yoe N

If we write I, 1., I, for 1.(t), I.(t), I. (), where the primes denote differ-

19 Section 2.9 of Reference A.
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entiation with respect to ¢, and do the same for 7,(¢t) and its derivatives we
have, from Section 3.8 of Reference A,

Il =-11 =&, II =II =0
=1l=b, IT =0 (A2-2)

When we deal with moments in which the arguments of the two variables
are separated by an interval 7 as in (see the last of equations (3.7-11) of
Reference A)

I.(DI(¢t+ 1) = h,

it is convenient to denote the argument ¢ by the subscript 1 and the argu-
ment { + 7 by 2. Then our example becomes

Iodp=h
We shall need the following moments of this type.
IclIc2=I|lIa2=g, I = —Inlya="h

Tally = I,.1., = —'I:lld = Il = g (A2-3)

Iul: = Iczl:l = —I:J.z = —I:zlu =K
Inla=TInlh=—g",  Taln= —Ial, = —K
It should be remembered that in these equations the primes on the I’s

denote differentiation with respect to ¢ while thé primes on g and 4 denote
differentiation with respect to 7.

APPENDIX I

EVALUATION OF A MULTIPLE INTEGRAL

Several multiple integrals encountered during the preparation of this
paper were initially evaluated by the following procedure. The integral
was first converted into a multiple series by expanding a portion of the inte-
grand and integrating termwise. It was found possible to sum these series
when one of the factorials in the denominator was represented as a contour
integral. This reduced the multiple integral to a contour integral and some-
times the latter could be evaluated.
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We shall illustrate this procedure by examining the integral
I = f daf dr % exp [—x’+ 26 cos 0 + 2bxsino+csin’o] ‘A3-1)
— % 0

Expanding that part of the exponential which contains the trigonometrical
terms and integrating termwise gives

e ex A+ m+ B
! _.,;,?.:o,.o w0+ m+n)T(m+3)

where we have used

2T(n + Hnl = v/ =(2n)!

We next make the substitution
1 1 ¢ dt

C+m+n)t  2mdc menn (A3-2)

where the path of integration C is a circle chosen large enough to ensure the
convergence of the series obtained when the order of summation and integra-
tion is changed. The summations may now be performed:

7l = _21_1/ dt et+¢2/¢ Z pm el (1 - d—l)—m—uz
(4 me(
(A3-3)
— _1_ ‘_1/2 (t "Af)m eH—a’/t dt
20de t—c¢c— b

C encloses the pole at ¢ + 5 and the branch point at ¢ as well as the origin.

When a? is zero the integral may be reduced still further. Let ¢ be com-
plex and b such that the point ¢ + & does not lie on the line joining 0 to c.
Deform C until it consists of an isolated loop about ¢ + 4? and a loop about
0 and ¢, the latter consisting of small circles about 0 and ¢ joined by two
straight portions running along the line joining O to ¢. The contributions
of the small circles about 0 and ¢ vanish in the limit. Along the portion
starting at 0 and running to ¢, arg (¢ — ¢) = —= + arg ¢, and along the por-
tion starting at ¢ and running to O, arg (¢ — ¢) = x + arg ¢. On both
portions arg ¢ = arg ¢. Bearing this in mind and setting ¢ = ¢ sin? ¢ on the
two portions gives

in?
C052 oecl nl¢

b’+ccos’_0

/2
Toco = wb(c + 8™ + 2¢ £ (A34)

The integral may be expressed in terms of the function

Te(k, x) = j: e “ Io(ku) du
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by noting that

v —a—fcosv T 1
e 1 -
dv = f d — f t{a+Bcos v)
.l: a+ Bcosy i A v[a+ﬁcosv b © @

= xa® — BV — & fl ¢~ Io(80) dt (A3-5)
0
= x(a? — B2 — (x/a)le(B/a, a)
Thus
Tamo = 7 Io(c/2) + (xb’/a)e H Ie (5‘; a) (A3-6)
where
a =8+ c/2 (A3-7)
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Theory of Frequency-Modulation Noise”

F. L. H. M. STUMPERS}

Summary—The energy spectrum of frequency-modulation noise
is computed for different ratios of gignal to noise. Numerical values
are given for some simple filter amplitude characteristics. The theory
is based on the Fourier concept of noise and treated in three steps:
no signal, signal without modulation, and modulated signal. The re-
sult is given in the form of a series, and it is shown that this develop-
ment is convergent. The suppression of the modulation by noise is
also discussed.

I. INTRODUCTION

INCE THE PAPER by Armstrong' drew atten-
S tion to the possibilities of frequency modulation
with regard to the reduction of noise, a considera-
ble amount of work has been published in this field. So
far as is known, however, the theoretical treatment of
noise and signal has been confined to the case in which
the noise energy is small compared to the signal energy.
In this paper we will try to give a rigorous treatment
valid for all signal-to-noise energy ratios. The theory is
developed by methods which Frinz?? and Rice! applied
to similar problems and which are based on the Fourier
spectrum of the noise. An interesting idea of Mann® has
been used for the counting of the number of zeros.
Usually the instantaneous frequency of a frequency-
modulated signal is defined as the derivative of the
phase with respect to the time. (For this definition, see
van der Pol.%) In this section an alternative definition is
given, which is more suitable for our further computa-
tions. It will be shown that, for a normal frequency-
modulated signal, it gives the same result as the usual
definition. Using this starting point, we further deduce
a mathematical expression for the energy spectrum, and
give a first example of its application. We shall confine
ourselves to signals consisting of high-frequency com-
ponents in such a way that all important components lie
within a relatively narrow band we+Aw where Aw<wo.
For a sinusoidal signal cos wet, the angular frequency
is equal to the number of zeros in a time interval of «

* Decimal classification: R148.2. Original manuscript received by
the Institute, August 8, 1947; revised manuscript received, March 11,
1948.

t Natuurkundig Laboratorium der N. V. Philips Gloeilampen-
fabrieken, Eindhoven, the Netherlands.

1 E. H. Armstrong, “A method of reducing disturbances in radio-
signalling by a method of frequency-modulation,” Proc. I.LR.E.,
vol. 24, pp. 689-740; May, 1936.

t K. Frinz, “Beitrige zur Berechnung des Verhiltnisses von Sig-
nalspannung zu Rauschspannung am Ausgang von Empfingern,”
El;k. Nazch. Tech., vol. 17, pp. 215-230; 1940, Also, vol. 19, pp. 285~
287; 1942.

1 K. Frinzand T. Vellat, “Der Einfluss von Trigern auf das Rau-
schen hinter Amplitudenbegrenzern und linearen Gleichrichtern,”
Elek. Nach. Tech., vol. 20, pp. 183-189; 1943.

4 S. 0. Rice, “Mathematical analysis of random noise,” Bell Sys.
Tech. Jour., vol. 33, pp. 282-332; July, 1944, Also vol. 34, pp. 46—
156; January, 1945.

s P. A. Mann, “Der Zeitablauf von Rauschspannungen,” Elek,
Nach. Tech., vol. 20, pp. 232-237; 1943.

¢ Balth. van der Pol, “The fundamental principles of frequency-
modulation,” Jour. 1.E.E., part III, vol. 93, pp. 153-158; 1946.

seconds. Now we choose a time interval 7, large com-
pared to m/we but small compared to 7/2Aw:

weT > T, 2Awr KL . (1)

The instantaneous frequency is defined at the time £ as the
ratio of the number of zeros between t—7/2 and t+7/2
to 7/, or as the mean density of the zeros averaged over
the time interval 7/7.

As an example, let us take the signal

cos {wot + f(1)}.

If this function has consecutive zeros at t=1{; and =4,
then

wolts — 12) + f(ty) — f(ts) = =

If we assume that f’(¢f) changes slowly compared to
cos wef, then we can replace f(&) —f(t2) by (ti—18) f'(t),
and thus obtain:

h—tr = x/{wo + f'()}.

7 being defined in such a way that f'(¢) is practicalty con-
stant during a time interval 7, the number of zeros
within the time 7 is 7 {wo+f’(f) } /7. The definition of the
instantaneous frequency above thus gives the result:

wilt) = a0 + 10). )

This, as we have stated, is the same result as is ob-
tained on the basis of the usual definition.

The counting of the number of zeros of a function
v(t) within an interval 7 is best done with the help of
§-functions such as are used in the operational calculus,
The §-function is defined by:

3(x) = 0,
6(x) = @,

f“a(x)dx = 1.

It is plausible to consider the integral

totr/2
f 8{v(t)}v' ()at.

o—7/2

x # 0,

x =0,

If v(t) has a simple zero in a certain interval, the abso-
lute value of the integral over that interval is 1. In the
subsequent interval, which also is assumed to contain
only one simple zero, the sign of the result will be dif-
ferent. The reason is that, when we introduce v(¢) as a
new variable in the integral, this variable of integration
runs from a negative to a positive value in one interval,
and in the opposite direction in the next.

Therefore we modify our procedure so as to count
only those zeros passed through with a positive slope.
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The 1nstantaneous frequency is then

T2
wilte) = — ()Y U(v)dt 3)
T to—7/2
in which
U(x) = 0, x <0,
Ux) = 3, x=0,
U(x) =1, x> 0.

The result is a function of 7, but as long as 7 is subjected
to the inequalities (1), the variation with 7 will be unim-
portant.

The use of & functions in the integrals can be avoided
when we use the Stieltjes integral. In this way (3) is
written:

21|. tot+7/2

wi(to) = T
tg—r/2

U(')dU(v). (3a)

In a frequency-modulation receiver, a device is used
which, when a signal is applied to it, gives an output
voltage proportional to the instantaneous frequency of
that signal. This device is the frequency detector, or dis-
criminator. In general, the instantaneous frequency will
not be constant. We can make a registration of it during
a certain time. A Fourier analysis of that registration
will give a spectrum of components at different frequen-
cies. It is in this spectrum of the detected signal that we
are now interested.

When we choose a time interval of 27 seconds for the
Fourier analysis we have the formulas:

wit) = 22 fme™

2r
fu = (21 f wili)e imdL, (@)
0
Let us consider a zero o of v(¢), where the function has a
positive slope whereas fo is not too near to 0 or 2m. Its
contribution to the integral (4) is then

tot+r/2 )
r“‘f e imtdt = 2(mr)~! sin (mr/2)e"tmh,
tg—r1/2
In this result, 2(m7)~! sin (mr/2) approximates 1 for
small values of 7. We have chosen 7 /2Aw. Therefore,
for all frequencies smaller than Aw we may replace
2(mr)~sin (m7/2) by 1. Accordingly, for these frequen-
cies we may use

i f Y Sy U)e s, )
0
Using the Laplace transform, we get
8(v) = (2m)! M—' : e“vdu, ¢ >0 (6a)
SUW) = — (20)! ”” ewu-tdu, ¢>0.  (6b)
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The path of integration can also be taken from —  to
« along the real axis with a small indentation below the
origin.

3 + 4
—_ (41r2)-1f e—imldtf dulf d“2u2~2eiu1v+iu3v’

This formula gives the spectral composition of the in-
stantaneous frequency. If the frequency detector gives
a potential difference of 1 volt over a resistance of 1 ohm
for a frequency deviation of 1 radian per second, the
same formula applies to the output of the frequency de-
tector. We shall calculate the distribution of the energy,
dissipated in that resistance, over the spectrum. The
result is the energy spectrum of the output. In practical
cases there will be a proportionality factor, which is
omitted in our calculations. The energy corresponding
to a certain frequency m is given by 2f.f.* if m#0, or
by fofo* for the dc term. fn* is the complex conjugate of
fm. Hence,

In =

2fmfm* = (Swl)—lf e—imfldtlf eiml:dt2

e

+o0
ffff “2—2u‘—-26iun(ll)+l'u:v'(l1)+iu,v(lz)+-‘u‘v'(tg)
—o0

du 1dugdu;du4.

(™

As a first example, we shall apply this formula to a
frequency-modulated signal cos (we+mo sin pt).
(mo=Aw/p). In this case,

gine(rtiurs’ () = exp { iy cos (wof + mo sin pty)

— dua(wo + Aw cos pty) sin (wefy + mo sin pty) }

We develop this form into a series:

0 2-k
Z N {(iul — uga)eiuou+i mosinpty
ke=0

+ (iul + uzn)e—iunll—imo ainpll} k

in which #%2, = us(we+Aw cos pty).

Since, in (7), we have to integrate the last result with
¢—imt,, where m<wo we are only interested in those terms
in the binomial development that have no ¢ wef, in the
exponent. Thus the series reduces to

w0 2—2k

> k'k!

k=0

(1412 + 1‘232) k.

This is the well-known development of the Bessel func-
tion of order zero. A relation between Bessel functions

gives
Jo{1:? + u2*(wo + Aw cos )

= i (_' 1) "']m(ux)fz,,.{ug(wo + Aw cos Ph) } .
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Now we perform the integration with respect to %, and
Ug:

+-o0
Jz,,.(ul)dul = 2

—x

f uz“zjg,,.{u;(wo + Aw cos pty) }duz

= (wo + Aw cos ptr){(2m — 1)"' — (2m + 1)1},

(The last integral reduces to an easier type by one par-
tial integration.) For m =0 the singularity at the origin
is avoided by the small indentation. The result of the in-
tegration with respect to u, and u, is, therefore,

(wo+ Awcos pt){ =4+ =1+ H+4G-H+ - J
= — 21r(w0 =+ Aw cos Ptl)

In the same way, the integrations with respect to u; and
u, yield

— 2m(wy + Aw cos gts),

and, in total,

2fmfm* = (sz)“‘f f g imtigtimiz(yy 4+ Aw cos phy)

(wo + Aw cos Plz)dtldlz

Only for m=0 and m=p do we get a result different
from zero. The dc energy is

fofo’.l = woz.

For the frequency p, the energy is
. Aw?

2f,fp* = T :

These results are in complete agreement with the cus-
tomary definition of instantaneous frequency. We have
chosen this simple problem because the way in which it
is solved will again be used in the more complicated
problems further on. Its aim is also to give the reader
confidence in the following computations, where the re-
sult is less obvious.

11. FREQUENCY-MODULATION NoOiSE WITHOUT
SIGNAL

In this section we will first recall some properties of a
noise spectrum, and then apply (7) to a noise band. As is
usual in noise problems, an averaging procedure will be
necessary.

By means of a filter we select a certain band of fre-
quencies from a normal noise source, and apply these
components as an input signal to an ideal frequency de-
tector. As a first example, we shall take a filter with a
rectangular amplitude-versus-frequency characteristic.
This filter is not realizable but, as the phase characteris-
tic is not important for these computations, it can be
approximated. Later on we shall consider a filter with a
gaussian amplitude-versus-frequency characteristic.
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If we register the noise from a normal noise source
during a time interval (— T, T), we can make a Fourier
analysis:

v(l) = D ancos nwl/T — b, sin nnt/T. (8)
When such a Fourier ana'ysis is made a great many
times consecutively, each time over an interval of the

same length, the Fourier components will show a gaus-
sian probability distribution:

W (an)da, = (xC)~12eo"ICda,
W (ba)db, = (xC)~12e~0a"1Cdb,,.

(9a)
(9b)

The value of a, in one particular Fourier analysis is in-
dependent of the value of the other coefficients. This
subject is treated extensively by Frinz and Rice.

‘The number of noise lines in a band of 2Aw radians
will be 2AwT /7. As it makes the formulas simpler, we
shall choose T'= 2. If we made another choice, the for-
mulas (4) to (7) which are also based on a time interval
27, would need an appropriate modification. The choice
of 2 is, however, quite arbitrary, and, whenever we find
it advisable to increase the number of lines in a part of
the spectrum, we shall do so.

The average energy per component is

= (/2.

The effective voltage corresponding to a noise band ex-
tending from we—Aw to wo+Aw is

Do = (3C)112,

As the number of lines in the band increases proportion-
ally to the length of the considered time interval, the
average amplitude has to be reduced so as to keep the
average power constant.

When we introduce the v(¢) of (8) in (7), the result will
be a function of the 4Aw variables a, and b,. As is usual
in noise computations, the average of the result of (7)
over all a's and &'s is used to obtain the effective energy
spectrum after detection. Thus,

W=2fff"'fd"“"”'db“"

Waw, * - - bxg)fmfmlan, - - - bxy)
Ns = wg + Aw.

Ny = wp — dw;

The integration does not lead to great difficulties {see
Appendix I). After introduction of a new variable s=#
—wp, we obtain

fofo* = wo? + Aw?/3. (13a)

The dc corresponding to the central frequency is usu-
ally suppressed by balanced detection. For the fre-
quency m we obtain the energy in the form of an inte-

gral:
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2fmfm*

= (2m)! Z k—xN—zkf'e—im{(Z einv)zk—l(z s% %)
k=1 -

— (3 eir)ze2( Y sei)tldy (N = 24w). (13b)

The summation over s has to be taken over all integers
satisfying

— Aw £ 5 £ Aw.
To get the energy in a part of the spectrum, the results
for all frequencies m in this part are totaled. Now we are
free to increase the number of lines by enlargement of
the intervals 27T, which we have so far chosen 27T = 2.

In this way a continuous energy distribution Eo(u) will
be approximated, and the sum

N—lz eiav

can be replaced by the integral

1/2
f e vdu.
—1/2

Instead of s/N we have introduced the continuous vari-
able #. In the same way,

Aw 1/2
N-1 3 steir = N’f u?e™odu.

—Aw —1/2

Equation (13b) can now be written:

Eo(w) = 2 4 (k) 'A0hau(u) (14)
kw1
where ha (%) is given by the relation
+o0
f hzk(u)e"“"du
172 1/2 1
— {f eiuvdu} 2k-1 { f u!giuvdu
—1/2 —1/2 f
1/2 2k-2 1/2 2
- {f e‘“'du} {f ue""”} . (15)
—1/2 —1/2

The values of hg(u) can be derived directly from this
integral, but a shorter computation will be treated in the
next section. There we shall also see that, for k large,

how() =~ (12)"1(5k — 3)~12x=112(15)M2g-16u2 Gk-3)  (16)

The series in (14) is convergent, since for large k the gen-
eral term behaves as k%2, We have calculated the values
for E¢(u) as shown in Table 1.

Let a filter with a symmetrical, but otherwise arbi-
trary, amplitude characteristic be used, the calculations
being slightly modified. If now the characteristic is
given by f(w)e*®, the input signal will be:

() = Z f(n) {a,. cos (nt + ¢,) — b sin (nt + ¢,)}

f(w) be normalized in such a way that its maximum

(8a)
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TABLE I

Noise energy and noise voltage as a function of the frequency
(# =w/2Aw). Energy ‘)er unit bandwidth. No carrier wave
present. Rectangular filter amplitude characteristic.

2u=w/Aw Eo(u) vo(u) = { Eo(u) J
0 1.2241 Aw? 1.1064 Aw
0.1 1.1274 1.0634
0.2 | 1.0381 1.0189
0.3 0.9557 0.9776
0.4 0.8799 0.9380
0.5 0.8101 0.9001
0.6 0.7462 0.8638
0.7 0.6881 0.8295
0.8 0.6354 0.7971
0.9 0.5877 0.7666
1.0 0.5445 0.7379

value is 1, and the bandwidth 2Aw of the filter be defined
by
+o0
[H(w)dw = 2Aw.

—®

Then (13a) does not change.
As before, we introduce a new variable u=w/2Aw.
The function F(u) is so defined that F(u)=f*w—wo);
then
+oo
F(u)du = 1.

—o0

(18)
Instead of (14), we obtain (see Appendix I)
Eo(u) = Z

k=1

4(k)~'(Aw)*  Ha(u)

in which Hau(u) is now given by

f Ha(w)e™ du

- { f F(u)e"'“’du}“—l{ f F(u)u'-'e"""du}
~ { f F(u)e"""du}“_z{ f uF(u)e"“"du}’. (152)

When F(u) is given, all further functions can be found
successively by direct integration. Here, too, the opera-
tional calculus may furnish a shorter method of calcula-
tion, as is shown in the next section.

As an example, take a gaussian amplitude characteris-
tic. The normalized squared amplitude characteristic is
given by F(x) =e~*". Then, as is shown in the next sec-
tion,

TABLE II

Noise energy and noise voltage (per unit bandwidth) as a function
of the frequency (# =w/24w). No carrier wave. Gaussian
amplitude characteristic.

Eo(w)

Y ofbw | Votw) = {Eo(w)} 2
0 f 1.17594 Aw? 1.08441 Aw
0.2 ‘ 1.15719 1.07573
0.4 1.10377 1.05061
0.6 1.02373 1.01180
0.8 0.92702 ‘ 0.96282
1 | 0.82527 | 0.90844
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How(u) = 273212y 1g-wul/2k

(18)

Table Il shows the result. For filters with a nonsym-
metrical amplitude characteristic, the computation
leads to longer formulas, as shown in Appendix I. For
this case we have not computed a numerical example.

1I1. Some DisTRIBUTION FUNCTIONS

In our computations of the energy spectra some func-
tions occur regularly, and we shall treat them together
in this section. At first let us consider the problem of
finding the product distribution when the two functions
Jrand f, are given.

+oo +o +o0
Si{w)e*rdu [ (w)evrdw =

—o —a —o

Sfa(x)et=*dx. (19)

This can be done directly by considering the product as
a double integral and by the introduction of x=u+w as
a new variable in this integral. The Laplace transforms,
when known, are of much help. Let f,,1(p) be the image
of fi(u):
foa(p) & fi(w),
which shorthand notation stands for:
+e0
foalp) = p fi(we rudu.

Then, upon introducing p = —4v in (19), we get at once

Jos = 27 Ypufpe

Thus, for the rectangular distribution, the product func-
tions are found by

12 k 4o
{ f e"""du} = Sfe(u)etdu (20a)
—~1/2 —w
fitw =1, —3=susi
=0, — o <u< — 43 t<u< .

f1(u) = e?/? — e P/2 = 2 sinh p/2
fulw) = pimHerl? — e=pI)* = p=K(2 sinh p/2)*.

Therefore,

k —_y) k-1
fulw) = z,( k>(“+ B2 e k2=,
=0 (k—1)!
For the definition of U, see (3).

A function is computed from its Laplace transform by
means of the inversion integral (Bromwich); for in-
stance,

(20b)

etiw

ful) = i)t f PV x(B)emdp.

c—tw0

For large k the integrand of this integral (here to be
taken along the imaginary axis) has its maximum for
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»=0, and can be approximated by its development for
small p.
plok(erlt — g Ik ?ep’kl24.
The result is an approximation of fi(u) for large k:
f(1) = 612k 1V 2g=1/2g-6u/k,

@1

We arrive at another type of distribution function by
differentiation of (20a):

12 k-1 1/2 +oo
{f e"“'du} {f ue"‘"du} =f c(w)e du
—-1/2 —12 =
ck(u) = ufi(u)/k.

A third type, of which we have already met examples,
is

112 k-1 1/2 ey
{f e"""du} {f u’e"“"du} =f ar(u)e™*du
-1/2 —1/2 —a

@) =w, —}sus}
a, (1) = 0, —wo <u< -4,
a1(w) = 471p7%(p? — 4p + 8)erl?
— 471p=2(p? 4 4p + 8)e I
ax(w) = 471p 4 {(p? — 4p + 8)er
- (P4 4p + 8)e—p/2}(ey/2 — g Pl2)k-t,

This gives, for instance,

l<u< w,

a(u) =3+ 3w+ dut oy, —1Sus0
= — 3ud 4 Ju® — fu + &, 0sus1
= 0, —o < u<l —1, 1 <u< o,

Approximation of the inversion integral leads to the re-
sult:

a,‘(u) = ap_k(p) P 1_P26(5k+4)p’/120

ax(w) = (12)'(30)V/2(Sk + 4)~ V2 1/zg-30w% Bkt0),

klarge. (22)

Another function worth consideration is

1/2 2 +wo
{f ue"""du} =f ba(u)ei+vdu
—1/2 —o
172 k-2 1/2 2
{ f e"'"’du} { f ue“"’du}
-1/2 —1/2

+00
= f br(u)e du

bl(u) = 0.

k=2

The Laplace transform gives in this case:
bi(u) = 4-1p~1-k{(2 — p)e??
-+ P)e—p/2}2(cp/2 ) L

Again the originals are easily found; for instance,
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bo(u) = 3u® — tu — o, —1=4=0 and, instead of bi(u), we get
- _ 1y —
= — du* + tu — 4y, 0=su=x1 Bi(u) = Jhosi2e- T E(2y2 — kyx) (23a)
= 0, —wow < u< -1, 1 <u< o, k=23 -, By(u) = 0.
For large k we get the approximation: Here,
bi(u) = — (72)"1(30)32(m)"Y*(5k — 4)73/2 .
{1 — 60u/(5k — 4)}edoulise-0 (23) f Ar(w)e du

The function hi(%#) which we have used in the second
section is defined by hx(%) = ax(u) — bi(u). Therefore,

ha(w) = p7k{er — (97 + 2) + e} (el — P oD,
For ha(u), the result is

hao(uw) = §(u + 1)3, —12u450

=301 — w)? 0=sust

=0, — o <u< -1, 1< u< o,
For large &,

hi(w) = hpa(p) = 11,”(51;-«):»’/120
he(u) = (12)=1(30)1/2(5k — 6)=1/2g=112=304/(54=6)  (24)

The approximate formulas are already fairly good for
low values of k; for instance,

ho(u) = 0.0667 (exact)
he(u) = 0.0512 (exact)

0.0688 (approx.)
0.0526 (approx.)

By differentiating the equation (20a) twice, we arrive
at a relation between the functions:

khk(u) B kzbk(‘u) + u’fk(u).

The functions fi(%) in particular have been treated fre-
quently since De Moivre.” All these functions have a
place in the theory of averages. One may compare
Maurer’s® paper, where some asymptotic formulas are
derived in a more precise way. So far the rectangular
distribution has been our starting point, but the com-
putation can be made for another type as well. The
gaussian frequency distribution is attractive because it
gives simple results. Moreover, we have already pointed
out that a gaussian amplitude-versus-frequency char-
acteristic may be better approximated by real condi-
tions than a rectangular one.

Corresponding to the original distribution Fi(%)
=e—', we get, in the same way as before,

+o0 k 4w
{f e—ru’-{-iuvdu} = Fk(u)eiuvdu

Filu) = k=M% 1k, (21a)
Analogous to a:(u), we get
Ap(s) = k8% "6 {202 + k(k — 1)/x} (22a)

k=1,2,3,---,

. 7 A. De Moivre, “Mensura sortis,” 1711; “Miscellanea analytica,”
1730.

8 L. Maurer, “Ueber die Mittelwerthe der Funktionen einer reel-
len Variabelen,” Math. Ann., vol. 47, pp. 263-280; 1896.

4o k-1 +o0
= {f F,(u)e"‘"du} {f u"’F;(u)e"""du}.

In the same way, k(%) is replaced by

1
Hi(u) = ” ktizgmwullx (24a)
T

k= 2, 3, ctt IIl(u) = A 1(1&).

All these functions have simple Laplace transforms, and
are therefore easily found by this method.

IV. FREQUENCY-MODULATION NOISE IN THE PRESENCE
OF A NONMODULATED CARRIER WAVE

When an unmodulated carrier-wave is present, to-
gether with a rectangular noise spectrum symmetrically
around it, the input signal is given by:

wo+Aw
v(f) = cos wef + ., (@ cos nt — b, sin nt)

wo—Aw

(25)

This function is substituted 1n (7) and the average is
taken in the same way as in (12). Some comments on the
integration are given in Appendix I1I.

The dc energy is now

fofo* = wo? + 3(Aw)2etINC 29)

1/NC is the quotient of signal energy and noise energy
at the input of the frequency detector (N =2Aw). After
introduction of the continuous variable # in the same
way as in Section 2, the energy spectrum is given by:

©

Ei(#)74(8w)? = D r e ¥¥C F2(—r + 1,1, 1/ NC) b2y (1)

ol

k=1 r=0 14

e—ZINC
(k—r)2(k—2r)((NC)*~2
Fi(—r+1, k—2r+1, 17NC) { khi(u)+ (k— 27)2bi(1) }. (30)

In this expression ,F; is the confluent hypergeometric
function, and Ax(u) and bi(%) are the functions defined in
Section 3. For the calculation we begin with the term
for k=1 and add the terms for the higher values of %
until they are sufficiently small. The convergence of the
development is shown in Appendix II. The first term in
the development of E;(u) is

4(8w)INC(1 — e YNC)2py,(u)

= 4(Aw)?NC(1 — e UNC)%2, 0 S u <
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As we are interested in the energy spectrum, only non-
negative values of # are important. For small values of
NC the first term gives a good approximation of the en-
ergy. Then the effective noise voltage is 2Awu(NC)'/2
This gives the well-known triangular noise spectrum
which is already given by the simplified analysis.

The second term in the development of E;(u) is

4802 [ NC hy(u) + N2C2{1 — (1 4 1/NC)e-t/¥C}2
- { ha(u) + 2ba(u) }].
The third term is
4A02[2N3C3 {1 — (1 4 1/NC + 172N C?)e VINC}2
< {ha(1) + 3bs(w)} + (2NC)1e=2N¢ {3hs(1) + ba(w) } ].

For small values of NC the terms containing N*C*
form an asymptotic expansion (asymptotic for NC—0).
We were led to this development when trying to get a
more precise estimate from the same starting point as
the simplified analysis.? However, for the calculation of
the output noise for larger ratios of input noise energy
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terms of the development (30). For very large values
of NC it is seen that the terms of the development (14)
are predominant, thus afirming the result of Section 2.

With the help of (30) we have calculated the energy
spectrum by adding up the terms up to k=10, or 2r =10,
and making a graphical estimate for the remainder. In
the following table the effective noise voltage { Ei(u)}!/2
is given for #=0, 0.1, 0.2, 0.3, 0.4, and 0.5 (correspond-
ing to frequencies 0, 0.2Aw, 0.4Aw, 0.6Aw, 0.8Aw, and
Aw). It is seen that for NC=0.1 the deviation from the
triangular spectrum is still very small. For this value of
NC, the output noise still grows linearly with the input

TABLE III

Effective noise voltage as a function of frequency and input noise-to-
signal energy ratio. Rectangular amplitude characteristic.

to signal energy, one has to take into account the full

A" Filter characteristic

1

dw
11

— -

fréquenc,

1

ojamto- ALY

signal |[———— —_————————

ratio NC| u=0 | u=01 | u=0.2 ' =03 | u=04 | u=0S5
0.01 | 0 | 0.0200 | 0.0400 | 0.0600 A 0.0800  0.1000
0.1 [ 0 0.06485 0.1294 [ 0.1935 | 0.2574 | 0.3208
0.2 0.04032 0.1014  0.1900 | 0.2802 4 0.3702 | 0.4594
0.5 ‘ 0.2763 | 0.2988 0.3679 ! 0.4564 | 0.5658 @ 0.6750
1 0.5275 | 0.5191 | 0.5500  0.5933  0.6739 | 0.7616
2 |0.7071 0.6664 | 0.6500 | 0.6582  0.6882  0.7377
5 0.8836 | 0.8143 | 0.7593 | 0.7207  0.6991 | 0.6930
10 0.7630

1.0260 | 0.9512 | 0.8868 | 0.8336

1 0.7920

:

!

|
1

1

L 7A 1
|
L
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8

Errective noise Voltage
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oo

| |
03 04 06 08 10
Output noise frequency

Fig. 1—Spectrum of effective noise voltage after detection. Parameter
is input noise-to-signal energy ratio (NC). Rectangular ampli-
tude-versus-frequency characteristic of the filter. Remark the
triangular spectrum for NC=0.01 and 0.1. The rms voltage of
the noise in a small band of B cps is (B/2aw)V* times the value
given by the curve.

=)

124w

*F. L. H. M. Stumpers, “Eenige onderzoekingen over trillingen
et frequentiemodulatie,” (in Dutch), diss. Delft, pp. 38-46; 1946.
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Fig. 2—Output noise energy as a function of input noise-to-signal
energy ratio. If bandwidth is 10 times af bandwidth. Rectangular
amplitude characteristic. Owing to the slow convergence of the
series, the values for NC =5 and 10 are less accurate.

noise. (Strict linearity would give 0.3162 instead of
0.3208). There is already a marked deviation from the
triangular spectrum for NC=0.2. All results are shown
graphically in Fig. 1.
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For radio reception only the audible noise is impor-
tant. The ratio of the audio-frequency bandwidth to the
intermediate-frequency bandwidth can vary between
0.1 and 1. The noise energy is computed by integration
of the noise energy Ei(x) between appropriate bound-
aries. For a ratio of 0.1 one has to take into account the
noise between 0 and 0.1Aw (or 0=<4<0.05). Figs. 2 and
3 show the energy of the output noise as a function of
the ratio of input noise to signal. Typical is the strong
increase of the noise above NC=0.1 in the curves for
Aw/w, =35, or 10, as compared to the curve for Aw/w,= 1.
This effect was found experimentally by Guy and Mor-
ris.!* The influence of pre-emphasis can be calculated by
mutltiplying the energy distribution after detection by
(14 R2C%?~'. This we have done for an audio-fre-

TABLE 1V

Effective noise voltage (per unit frequency) as a function of
frequency and input noise-to-signal ratio. Gaussian
amplitude characteristic.

e {Ex(w) }3/80
u=0 | lu—OZIu—03|u—04iu—05
001 | 0 |o.0 1969' 0.03756 0.05209 0.06222| 0.06752
0.1 | 0.004684 0.06369 0.1214 | 0.1686 | 0.2009 | 0.2200
0.2 | 0.06681 | 0.1129 | 0.1865 | 0.2513 | 0.2083 | 0.3253
0.5 | 0.3486 | 0.3706 | 0.4223 | 0.4800 | 0.5278 | 0.5554
1 | 0.5932 | 0.6054 | 0.6363 | 0.6724 | 0.7008 | 0.7137
2 |0.7999 | 0.8050 | 0.8176 | 0.8311 | 0.8380 | 0.8334
5 l 0.9579 | 0.9577 0.9563  0.9513 0.9399 ' 0.9203
10 1.0183 | 1.0160 | 1.0090 | 0.9963 | 0.9772 | 0.9578
Aw'/2
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Fig. 3—Output noise energy as a function of input noise-to-signal
energy ratio. If bandwidth is 5, 2, or 1 times af bandwidth.
Rectangular filter characteristic.

19 R. F. Guy and R. M. Morris, “N.B.C. frequency modulation
field test,” RCA Rev., vol. 5, pp. 190-225; October, 1940.
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quency bandwidth of 15,000 cps and an RC time of
75.107% seconds. The result is shown in Figs. 4 and S.
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Fig. 4—Output noise energy as a function of input noise-to-signal
ratio, when pre-emphasis is applied with an RC time constant
of 75.10% seconds. Analogous to Fig. 2.
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Fig. 5—-Qutput noise energy as a function of input noise-to-signal
energy ratio. Pre-emphasis applied. RC time constant, 75.10~¢
seconds. Analogous to Fig. 3.
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So far, the filter amplitude characteristic has been ideal-
ized to a rectangular form. As in Section 2, we shall con-
sider now a gaussian amplitude characteristic, which

ENSEEEEEEEEERENEE
AzFfUE‘(. raclerystic N B
i [ 1]
"H T 1l i
0 054w Aw 154w
dw
1
$oao
]
%08
L4
E
Eab‘
a5
04
03]
oA —1
ol _
v 001
] |
0 02 04 06 08 10 12 14 64w
Output noise frequency

Fig. 6—Spectrum of eflective noise voltage (per unit frequency band-
width) after detection. Parameter is input noise-to-signal ratio
(NC). Gaussian amplitude-versus-frequency characteristic of the
filter. See also Fig. 1.
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Fig. 7—Output noise energy of a receiver with an ideal frequency
detector as a function of input-noise-to-signal energy ratio (NC).
Gaussian amplitude characteristic of the filter. If bandwidth
(energetically defined) 10 times af bandwidth,
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provides a better approximation of actual conditions.
All calculations are similar to those already given, and
we have only to replace the functions hi(u) by Hi(u),
ar(u) by Ai(u), be(u) by Bi(u), etc., in the final result.
Compare (21a) to (24a). The effective noise voltage is
given as a function of the frequency and the input noise-
to-signal ratio in Table IV.

The results are shown in Fig. 6. Comparison with
Fig. 1 makes it clear that the general behavior does not
change, although there are minor deviations. In Figs. 7
and 8 the energy of the noise is drawn as a function of
the i put noise-to-signal ratio in the same way as in
Figs. 2 and 3, but now for a gaussian amplitude char-
acteristic.
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Fig. 8—Analogous to Fig. 7, but if bandwidth 5, 2, or 1
times the af bandwidth.

V. NoISE IN THE PRESENCE OF A FREQUENCY-
MODULATED SIGNAL. SUPPRESSION OF THE
MODULATION BY NOISE

When a frequency-modulated signal is amplified in a
receiver, there may be some distortion of the modula-
tion due to insufficient bandwidth or to a nonlinear
phase characteristic. In the following calculations we
shall leave this effect out of account and assume that
the signal passes the filter undistorted.

With a rectangular amplitude characteristic of the
filter, the input-signal is given by

v(t) = cos (wet + my sin pt)

wotAw

+ D (an cos nt — by sin ni)

wo—Aw

3D

my = Dwr/P.
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It is necessary to substitute this function »(¢) in (7) and
to take the average, as in (12). Some remarks on the
integration are given in Appendix I11. Use is made of
the following abbreviations:

1 E—r\ e?nc
*= (k-r)f(k—iﬁi( v )(_NC—)’T’—
Tu{(k — 2rym} = Jo,
Fi(—r+1,E—2r+1,1/NC) = X
Fol—r, k—2r4+1,1/NC) =Y

% — mp/2Aw = U,

The noise energy is then given by

Ey(u)/400? = Y r1e?INC Fi(—7 4+ 1,1, 1/ NC) hoo(1)
re=1l

o8 1/20k-1) 4o

TS YD ] ST PYNOR

ka1 re=0
+ (k — 2r)%(um)}
+ 2k X {RX — 2(k — )Y }mp(28w) T m?ttmfi(t4m)
+a(k—2r)"{ kX — 2(k — )Y } 2m?p*(280) 2T m2fx(t4m) ]

Mmm—o0

+ 3 §(NC)=2-¥¥C,F\}(—r + 1, 2, 1/ NC)

ra=0

(801)2(280) 2 { far(ur) + famen) ). (33)

Jmn is the Bessel function of order m and argument
(k—2r)m,. The functions hi(x), bi(u), fi(u) are dis-
cussed in Section II1. We have not yet used fo(%) = 8(u)
(this is the same é-function as used in Section 1).

In calculating the spectrum from (33), one has to
start with the terms of the lowest order. Here the last
term of (33) gives the only term of order zero. It gives
a result different from zero only if ¥ =p/2Aw; that is,
only for the frequency p. The energy for that frequency
is

$(NC)~%2%¢ \F¥(1, 2, 1) NC)(Aw))?
= %(Aw1)2(1 — e—l/NC)2.

|

i ! L ! 1

!
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Fig. 9—Suppression of the modulation by noise. Ordinate: amplitude
of the modulation. Abscissa: noise-to-signal energy ratio.
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Whereas, in general, E;(4) gives the energy per unit
bandwidth, here the energy is concentrated in a single
line (this is the meaning of the 8-function). It is the
energy of the modulation. If no noise is present, the
amplitude of the modulation is Aw,. In the presence of
noise this amplitude is modified to Aw; (1 —e~'/NC) where
1/NC is the ratio of signal energy to noise energy (if).
(Sec Fig. 9). Thus (33) takes into account the suppression
of the modulation by noise.
The first-order term in (33) gives:

4(Aw)INC(1 — e VNCYy? 4 4(Awy)?(NC)~le2/NC,

For small values of NC, this is a fair approximation for
the output noise. Then the sweep of the modulation has
no effect on the noise energy. We see from this term,
however, that, when the noise energy is not small com-
pared to the signal energy, the sweep of the modulation
affects the noise after detection. This effect was found
experimentally by Guy and Morris,' and is fully de-
scribed by (33). When, instead of the result for a rec-
tangular filter, one wishes to know the result for another
symmetrical filter, one has only to substitute the ap-
propriate functions for hi(u), b«(u), fi(u). For a gaussian
amplitude characteristic, these functions have been dis-
cussed in Section I11. As the amount of work involved in
numerical calculations of the noise by means of (33) is
considerable, a numerical example is omitted.

All of the above calculations refer to the noise ener-
gies inherent in the system of frequency modulation.
They will give an increasingly better approximation of
the practical results as the frequency detector more
nearly approaches the ideal.

APPENDIX M

Starting from (12), we integrate first with respect to
an. This integral has the form

(1rC)-1/2f+wexp {—a,.”/C+ ian(uy cos nty — nus sin niy
+ s cos nty — nuy sin nts) }da,,
exp { —(C/4)(u1 cos nty — nus sin nty
+ 3 cos nty — nuy sin nty)?}.
In the same way, the integration over b, gives
exp {—C/4(u1 sin nly + nuy cos nty
+ us sin nty + nu, cos nty)?}.
Multiplying all probability integrals, we get
exp [—(C/4) 2 {“12 + 122 + u3? + nu?
4 2(uius 4+ nuauy) cos nv + 2n(us — tgus) sin nv} ] (16)

. 1In the Appendixes a more specified outline of the calculations
is given, but for space considerations much ordinary algebra has been
left to the reader.
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where the summation has to be taken over all n satisfy-
ing
wo— Aw £ 5 £ wy + Aw
and
v =1 — I

Let us introduce new variables B2=wo, Bi=uwo,
s=n—uwy, and make a series development of that part
of the exponential form which contains cos (wev+sv)
and sin (wev+sv):

© Aw
3 (= /) /D[ X {2as cos (wow + sv)
kmn s—Auw
+ 2y, sin (w0 + sv)} ]*.
Here
o, = iz + BB4(1 4 s/wo)%;

¥e = (184 — Bartz)(1 + s/wo).

This form can also be written:

i (=C/Hx17kY | E“ {(a. — fvy,)efeortiov

=0 -
+ (o, + iv.)e iwon—iav} Jk_

As in Section I, we are only interested in such values of
m in (7) and (12) which are small compared to ws.
Therefore, as in the example treated in Section I, we
use the binomial formula and retain only those terms
which contain no we. The result is

2 (C/HM (kY D (a — iy)e
A (e + ive i}k,

Now we develop the integrand with respect to s/wo and
stop at (s/wo)?. The result can be integrated straight-
forwardly. The following types of integrals occur
(y=NC/4, N=2Aw):

(17a)

40
ff e“’(""*"”)(uﬁ + u22)kuz—2du1d“z = 0, if k £ 0
= —2rifk=0

+ow
_ 1, .2
ff e~ v(u'+us )(ulz + uf) ""ul"'uz'zdulduz
]

= —(k_l)!"r‘y—k’ kg 1
+o0
ff e Yt (4, 0 ?) -1y du,
=(k—Dmy* k21
40
ff e vt unt) (3, b g,?) kg = 2y duy
= =32k = Diryh, k2L

This leads directly to (13a) and (13b). The introduction
of (8a) (symmetrical amplitude characteristic) modifies
(16) into
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exp [— C/4 Y f2(n) (w2 + nua® + s’ + nPus?
+ 2(u103 + ntaus) cos nv 4 2n (w1, — usus) sin nv} ). (16a)
The phase characteristic does not influence the calcula-
tions. On account of the symmetry in the characteristic,
we only have to introduce an extra factor f(s) in both
sums of (17a). After changing to the new variable #,
this leads directly to (15a). In case the amplitude char-
acteristic is not symmetrical, the change in (17a) is
greater. Instead of (17a), we now get:
2 C/HP R T f5) (e = ivaeielt

’ { Z f4($)(ea + i‘Y.)C”“"} 4
After introduction of the new variable #, the analogue of
form (15a) is, then,

+w 1
f Hou(u)e™ du =—I{fF(u)e"‘"’dufu’F(—u)e"“”du

+ fF(—u)e"‘"dufu’F(u)e"""du

— 2f “F(“)e"""duf“F(—u)e-'-wdu}
.{fL‘(u)ei”d"fF("u)e‘uvdu}k"

In this expression all integrals are from — o« to «.

ArprENnDIX 11

Equation (25) is substituted in (7) and the average is
taken as in (12). The integration over a, and b. goes
exactly in the same way as in Appendix I. As in (16),
the result is a function of t2—t,=v. When we introduce
new variables ¢, and v, instead of #; and #, the integra-
tion over f, gives the result:

1/(47%) f dve=inrTo{ 102 + ugtwo® + us? + uilwo®
+ 2(urns + tatso?) €OS NY

+ 2(uyn4 — %ous)wo Sin nv} /23 (26)

The Bessel function can also be written

+o0
Z (_. 1)«]q(ul2 + ufwo’)”’l.,(ua’ + u‘2w02)1l2€iq(nv+¢) (27)

where ¢ is defined by
U1U3 + ugmwo’

(1?4 tha2wo?) 2 (ug? + uiZwe)!?

cos ¢ =

and

(1ot — w1tts)wo

sing = ———— - .
(1412 + u22w02)llﬁ(u32 + u‘2w02)ll2

Introduce new variables as in Appendix I, and expand
into a series that part of the exponent which contains
cos (wov+sv) and sin (ww+sv). This gives the same re-
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sult as in (17). Binomial development of the terms of
this sum results in the double sum:
kil io(C/J')"{(k = D (= dv)er )
A (e + dy)eie)rgith-na,
Now we have to integrate the product of (27) and (28)
and
@Ar3)7teim exp {—(C/4) 2 (wa? + Bra? + s + Bua?) )
in which
B2a = B2l + s/wo);

As m is small compared to ws, we have to choose
q+k—2r=0. g=2r—k. Again we expand into a series
with respect to s/we, and stop at (s/wp)?. We introduce
the continuous variable # and we use the functions in-
troduced in Section I11. The result is

(28)

Bia = Bu(1 + s/w0).

@ k

> X {2u(w) — 8k — ryrbiw)} {(k — 1)t} 1yk,

k=l re=0
ff dxdyT o—ar(2)J k_ar(y) x¥1 yr=lg 17D,
[}

Here v =NC/4. These integrals are of the type called
by Watson!? “Weber’s first exponential integral.” Their
computation leads to equation (30).

To show the convergence of the development, we re-
turn to a single sum. The part of the formula con-
taining bx(%) is modified into

0

2 — 8bu(u)(k)(2y) E(2r)

2r «© ©
f d\bf dxf dyJo{(x* + y* — 2xy cos y)1/?}
0 0 0

- (cos ¥) k-2 (z’+y’)xk—1yk—1_

This series is even convergent when J, is replaced by 1
when the rest of the integrand is positive, and by —1
when the rest is negative. For % large, the general term
of the series behaves as b, or is smaller, and converges
to zero at least with k~%2 The part of the formula con-
taining fi(u) is still faster convergent.

" G. N. Watson, “A Treatise on the Theory of Besselfunctions,”
second edition, p. 393; Cambridge, 1944.

PROCEEDINGS OF THE I.R.E.

September

ArPENDIX 111

After the introduction of (31) in (7), the averaging
has to be done as in (12). The first steps in the com-
putation are the averaging over all a,, b,, and the re-
moval of all terms containing cos wet. IFurther, we in-
troduce new variables as in Appendix II. If, now,

G(B2, Ba, ¥) = u:® 4+ Ba® + w3 + B4
+ 2(1® + B2 (u3® 4+ B84%)'/2 cos ¢,

the result of these first steps can be written in the form:

2fmfm* = (81r‘)“w02f dtlfdve""""

. fffj exp — (C/4G) Y (Ba, Baar ¥a)

-Jo[{G(Bzs, Bav, ¥b) } 112|852, 2d1e1dBadusdBs. (32)

In this formula we have used the following abbrevia-
tions:

B2s = B2(1 + 5/wo);
Aan
B2p = 132(1 + — cos ph);

wo

Bia = Bi(1 + s5/wo);

Awl
Bus ﬂ.(l + —cos p(t; — v)>;
wo

Vo = wot + 5V — ¢a;
VYo = wev — my sin p(¢ — v) + my sin pl — ¢s;
Awy/p

my
s+ BBl .
(u2® + 8222 (us® + B2
13184 — 3P
(1;12 + 322)1/2(u;2 + 342)]/2 ;
¢a = ¢(B2a, Bua); ob = d(Bas, Bas).

As before, we take the terms in the exponent containing
wov and expand into a series. We also use the series of
(27) for Jo, and take the terms together in such a way
that wev disappears from the result (g=2r —%).

This time we are interested in terms up to (s/wo)?,
(sAwi/we?), and (Awi2/w,?).

The integrals are of the same type as in Appendix 11.
The result of the integration is given in (33).

cos ¢(Bz, B4) =

Sin ¢(ﬂ21 ﬂl)

CRO=7D

166



PAPER NO. 6

Reprinted from RCA Rev., Vol. 7, No. 4, pp. 522-560, Dec. 1946

FREQUENCY MODULATION DISTORTION
CAUSED BY COMMON- AND ADJACENT-
CHANNEL INTERFERENCE*#

By
MUuURLAN S. CORRINGTON
Home Instruments Department, RCA Viclor Division,
Camden, N, J.

Summary—During frequency-modulated radio broadcasting the signal is liable
to be budly distorted whenever mullipath transmission occurs or when any other inter-
fering signul is present on the same or an adjacent channel. During hot weather, or
before a storm, long-distance reception has been observed from frequency modulation
broadcast stations on the 42-50 megacycle band. When such a distant station was in the
same channel as a desired station, il somelimes happened thal for short intervals the
undesired station became stronger than the desired one. When this happened there was
a small amount of noise and the programs suddenly changed. This interchange often
lasted for several seconds but sometimes was limited to a word or two or a few notes
of music.

Formulas are given for computling the amplitudes of the harmonics and cross-
modulation frequencies produced by the interference. These enable the calculation of
the effect of a de-emphasis network following the discriminator, of a low-pass audio
filter, and of nonlinear phase shift in the amplifiers.

INTRODUCTION

radio broadcasting offers certain advantages in noise reduction
when compared with the usual amplitude-modulation systems.
Many papers describe and discuss frequency modulation systems and
their noise-suppressing properties.:-¢ Extensive field tests showed? that

* Decimal Classification: R143.2 X R430.

1 Bdwin H. Armstrong, ‘“A Method of Reducing Disturbances in Radio Sig-
naling by a System of Frequency Modulation,” Proc. I.R.E., Vol. 24, No. 5,
pp. 689-740; May, 1936.

2 Murray G. Crosby, “Frequency Modulation Noise Characteristics,” Proc.
I.R.E.. Vol. 25, No. 4, pp. 472-514; April, 1937.

3 H. Roder, “Noise in Frequency Modulation,” Electronics, Vol. 10, No. 5,
pp. 22-25, 60, 62, 64; May, 1937.

+E. H. Plump, *‘Stirverminderung durch Frequenzmodulation,” Hochfre-
quenztechnik und Elektroakustik, Vol. 52, pp. 73-80; September, 1933.

5 Stanford Goldman, ““F-M Noise and Interference,” Electronics, Vol. 14,
No. 8, pp. 37-42; August, 1941.

¢ Harold A. Wheeler, “Common-Channel Interference Between Two Fre-
quency-Modulated Signals,” Proc. I.R.E., Vol. 30, No. 1, pp. 34-50; January,
1942,

FOR several years it has been evident that frequency-modulated
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when frequency modulation was used there was less interference produced
by two stations operating at the same frequency than for the correspond-
ing case of amplitude modulation, and that less power was required to
cover a given area. It was also found that when the ratio of the carrier
voltage to the noise voltage is high, the signal-to-noise ratio improvement
due to frequency modulation is considerable. As the interfering noise
voltage is increased with respect to the desired carrier-wave voltage,
the improved noise suppression is obtained as long as the desired signal
is several times as strong as the noise.

When a definite carrier-to-noise voltage ratio is reached (a ratio of 2 or 3
for wide-band frequency modulation) the amount of distortion in the
audio output increases rapidly. When the noise voltage exceeds the signal
voltage during all parts of the audio cycle, the noise eliminates the desired
signal. This means that when frequency modulation is used the signal is
either good or bad; there is only a small range for the ratio of carrier
voltage to noise voltage that gives a noisy, but tolerable, signal.

Multipath transmission occurs when two or more interfering signals
come from the same transmitter, but one is delayed with respect to the
others because of a longer transmission path. Considerable distortion has
been observed when multipath transmission occurs in frequency-modu-
lated broadcasting and fairly complete discussions of this problem are
available.1%-12 If the second wave comes from a different station than
the desired wave, the result is common- or adjacent-channel interference
according to whether the two carrier frequencies are nearly the same or
are separated by the width of one channel.

There is not much information available on the amount of interference
to be expected in the new frequency modulation band. The effects to be
described were observed on the old 42-50 megacycle band and on the
30-42 megacycle police bands. The frequency of occurrence and the
magnitude of these effects will not be known for the new 88-108 mega-
cycle band until a reasonable number of transmitters with normal power
and antenna gains are in operation. If such interference does occur, the
analysis given here will be applicable.

7 Herbert J. Reich, “Interference Suppression in A-M and F-M,” Communi-
cations, Vol. 22, No. 8, pp. 7, 16, 19, 20; August, 1942.

® Robert N. Johnson, *“Interference in F-M Receivers,” Electronics, Vol. 18,
No. 9, pp. 129-131; September, 1945.

*I. R. Weir, “Field Tests of Frequency- and Amplitude-Modulation With
Ultra-High-Frequency Waves,” Gen. Elec. Rev., Vol. 42, Nos. 5 and 6, pp. 188-
191, May, 1939; pp. 270-273, June, 1939.

» Murray G. Crosby, ‘“Observations of Frequency-Modulation Propagation
on 26 Megacycles,” Proc. I.R.E., Vol. 29, No. 7, pp. 398-403; July, 1941.

11'A. D. Mayo and Charles W. Sumner, “F.M. Distortion in Mountainous
Terrain,” Q.S.T., Vol. 28, No. 3, pp. 34-36; March, 1944.

12 Murlan 8. Corrington, “Frequency-Modulation Distortion Caused by
Multipath Transmission,” Proc. I.R.E., Vol. 33, No. 12, pp. 878-891; Dec., 1945.

¥ 8. T. Meyers, “Nonlinearity in frequency-modulation radio systems due
to multipath propagation,” Proc. I.R.E., Vol. 34, No. 5, pp. 256-265; May, 1946.
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Sometimes during hot weather, or before a storm, long-distance trans-
mission has been observed from frequency modulation broadcast stations.
During the summer of 1944, station WSM-FM in Nashville, Tenn. was
heard often in Camden, New Jersey. During July it was very strong
and free of noise for nine evenings in succession and it was heard several
other evenings. Occasionally, long-distance reception from stations in all
directions was observed. On July 7, 1944 nearly all the mid-western
stations and several from other directions could be received in Camden,
for about 2% hours with a standard commercial receiver and indoors
antenna. The following list of stations received was compiled that even-

ing:

Call Station Megacycles
WWZR Zenith Radio Corp., Chicago 45.1
WGNB WGN, Inec., Chicago 45.9
WBBM-FM Columbia Broadcasting System, Chicago 46.7
WDLM Moody Bible Institute, Chicago 47.5
WSBF South Bend Tribune, South Bend, Ind. 471
WMLL Evansville on the Air, Evansville, Indiana 44.5
WENA Evening News Assn., Detroit 44.5
WMFM The Journal Company, Milwaukee, Wisconsin 45.4
WSM-FM  National Life & Accident Ins. Co.,

Nashville, Tenn. 44.7
WMIT Gordon Gray. Winston-Salem, N. C. 44.1
WMTW Yankee Network, Mt. Washington, N. H. 43.9
W2XMN Edwin H. Armstrong, New York 43.1
WHNF Marcus Loew Booking Agency, New York 46.3
WBAM Bamberger Broadcasting Service, New York 471
WABC-FM Columbia Broadcasting System, New York 46.7
WABF Metropolitan Television, Inc., New York 47.5

WIP-FM Pennsylvania Broadcasting Co., Philadelphia  44.9

Some interesting common-channel phenomena were observed. Stations
WENA, Detroit, and WMLL, Evansville, were of nearly equal strength.
First one, and then the other was received; they changed about every
fifteen seconds. There would be a slight amount of noise and the programs
would suddenly be interchanged. This continued for about one-half hour.
Sometimes the carrier-wave voltage levels dropped below the level at
which the limiter in the receiver operated and both programs could be
heard simultaneously.

Stations WSBF, South Bend, and WBAM, New York, were also in a
common channel. WSBF was stronger and was clear most of the time;
WBAM would come in with sudden bursts of a word or two or a bit of
music as station WSBF faded rapidly. These bursts occurred at intervals
of about ten seconds.
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Some of the state police frequency-modulation systems have reported
serious skip interference on numerous occasions. In Missouri, on the
talk-back frequency of 39.78 megacyecles, the interfering signals are usually
those of the New Jersey State Police and the North Carolina Highway
Patrol Cars, although cars of the Ohio State Patrol and those of Rhode
Island occasionally cause interference. The signal strengths of the un-
desired stations are greatest during May, June, and July and range
from weak to strong. The strong signals are of sufficient intensity to
swamp out the local cars and may be received for an hour or two or for
the whole day, from about two hours after sunrise to an hour or so after
sunset.

The Florida State Patrol have reported considerable interference on
frequency modulation from stationsin California, New Jersey, Connecticut,
and Massachusetts, and they have made car-to-car contacts with Pitts-
field, Massachusetts. The Michigan State Police reported that signals
from the Alubama State Patrol stations were received by their patrol cars
with signal levels at the input to the receiver as high as 300 microvolts,
and these stations in Alabama have taken control of their receivers
throughout Michigan for hours at a time.

The Indiana State Police have had their cars blocked out by stations
in Virginia and Oklahoma for all cars more than three miles from the trans-
mitter. During the hunt for escaped German war prisoners near Carlisle,
Indiana, on June 10th, the interference was so bad they had considerable
difficulty maintaining contact with their cars. On June 22nd, during a
man-hunt and road blockade following a hank holdup at San Pierce,
Indiana, cars were completely blocked out at various times by cars in
Virginia and Massachusetts. Further disruption of service was caused
many afternoons by the second harmonic of short-wave broadcast stations
in Massachusetts and New York.

Recent obhservations by the Federal Communications Commission
show that such bursts or sudden increases in strength of signals received
beyond the line of sight occur regularly.!+!5 The long-distance transmis-
sion that occurs during such bursts can be interpreted as reflections from
media of height comparable to the E layer, but lying at each side of the
great-circle plane. It is assumed that when meteors pass through the
upper atmosphere, the air is ionized and this causes the bursts.

If a local station is on the same channel as a distant one which is being
received in bursts, interference may be expected to occur for intervals as

14 “Measurement of V-H-F Bursts,” Elecfronics, Vol. 18, No. 1, p. 105;
January, 1945.

5 K. A. Norton and E. W, Allen, Jr., “Very-High-Frequency and Ultra-
High-Frequency Signal Ranges as Limited by Noise and Co-Channel Interfer-
ence,” Proc. I.R.E., Vol. 33, No. 1, p. 58; January, 1945,
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long as several seconds. This might even cause the program to change
suddenly from one station to the other during these short intervals.

ANALYSIS OF FUNDAMENTAL CASE

The most elementary case of frequency modulation interference is that
produced when two unmodulated radio-frequency carriers, having nearly
the same frequency, are added together. This gives the usual heterodyne
envelope as the two voltages beat together. In addition there is a varia-
tion in the phase of the resultant which is equivalent to frequency modu-
lation. If the difference in frequency of the two carriers is now varied
sinusoidally by changing the frequency of one, keeping the two amplitudes
constant, the result is common-channel interference or adjacent-channel
interference, depending upon the way the one frequency is varied. It is
thus evident that, if the most elementary case is properly analyzed, the
frequency modulation interference is merely a generalization of the
results.

Heterodyne Envelope

As shown in Appendix I, if two radio-frequency carriers e, sin wf and
e. sin (w 4+ 2m)t are added, the heterodyne envelope is given by

Envelope = ¢,V/1 + x2 + 2 cos 27yt (€8]
where

e, = amplitude of first carrier

¢. = amplitude of second carrier

xr = e:/¢,

o = angular frequency of first carrier, radians per second
« = difference in frequency, cvcles per second

This is the voltage that will be obtained if the resultant signal is sent
through a linear rectifier and filtered. Figure 1 shows the variation of the
envelope over one beat-note cycle as the ratio of the amplitudes of the
two signals, x, is changed. For small values of x the envelope is approxi-
mately,

Envelope = e,(1 + x cos 2rut) r«1 (2)

As the ratio x is increased gradually, the higher harmonics increase in
amplitude; so the peaks become broader and the hole in the carrier be-
comes deeper and narrower. In thelimit, as £ —1, the envelope becomes
a series of rectified cosine waves, or:

Envelope = 2¢, | cos muf | x=1 3)

Average Value of Envelope. If the resultant heterodyne voltage is sent
through a linear rectifier, the direct-current voltage across the rectifier
output increases gradually as x is increased. Figure 2 shows that this
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voltage increases 27.3 per cent when x changes from zero to one. As shown
in Appendix I, this voltage is given by:

2(1 + x)e, E; 2\/x—$

Average voltage = 1tz

(4)

where E 3%; is a complete elliptic integral of the second kind with

2vx
14+

modulus

Root-Mean-Square Value of Envelope. If a square-law rectifier instead of a
linear rectifier is used, the root-mean-square value of the rectified envelope
can be read with an average-reading direct-current voltmeter. The root-
mean-square voltage will increase more rapidly with x than the average

b
NG~
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* .)-;u./vvy

‘z/
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L HARMOMS ———
e — ‘v} HARMONIG
P———

e — e
2t — o0z 03 04 05 06 07 o8 o3 10

Fig. 1—The heterodyne envelope. Fig. 2—Harmonic content of the
heterodyne envelope.

voltage, as shown by Figure 2. The voltage is given by:
Root-mean-square voltage = ¢ \/1 + x? (5)
and it increases 41.4 per cent when x increases from zero to one.

Fourier-Series Analysis of Envelope. If the heterodyne envelope is rectified
with a linear rectifier, and the radio frequency is filtered out, the resultant
audio signal (shown by Figure 1) can be expanded in a Fourier series.
The coefficients of this series are given in Appendix I and the zero-fre-
quency component is the same as the average value which is shown by
Figure 2. The fundamental component increases almost linearly with
increasing x to a maximum value of 24 of the corresponding direct current
voltage. The second harmonic increases slowly until it equals 20 per cent
of the fundamental when z = 1, and the third harmonic has a maximum
value of 8.6 per cent of the fundamental.

172



528 RCA REVIEW

Phase-Angle Variations

The two signals e, sin wt and e, sin (» + 27p)t are in phase when t = 0.
Since the frequency of the second signal is higher than the frequency of the
first signal, this means that a vector representing e. will rotate with respect
to one representing e.. If ¢, is a vector rotating at » radians per second,
then e, will rotate at w + 2ru radians per second.

Figure 3 shows the variation of the phase angle ¢ which the resultant,
R, of e, and e. makes at any given instant with the vector e.. When
{ = 0, the two vectors are in phase and ¢ = 0. At a later time 2muf =
90 degrees, so e. and e, are at right angles and tan ; = e./e. = I. When
2mut = 180 degrees, : is again zero. This process gives the variations in
¢ shown by Figure 4. The maximum value of ¢ is equal tosin™ x, as shown

/”—r\\\ /"T\\\
/, ez \\ // ] \\
) I ] \
I R | i >
\\ A A [\ /’ .
N & s N & g
et L5k | .~ .
2wut = o° 2wut = 90° )
=
LT
l/ \\
! \
{ 1
l\ 1]
\\\ e' ’// S
~}- Fig. 4—Phase-angle variations.
2wut 2 180° 2wut = 270°
Fig. 3—Variations of the phase angle. /’T‘\\
i AN
! \
! 1
/’T‘\\ |
4 I e, /
/ | \ Y
\ - ]
\\\\ e' // . % X
E ] ]
\: ’// sin ¢ I
Fig. 6—Variations of ¢. Fig. 5—Maximum value of ¢.

by Figure 5. As z approaches one, the angle ¢ varies more and more
rapidly near 2mut = 180 degrees. When ¢: = ¢, or z = 1, ¢ increases
linearly from zero to 90 degrees as e, turns through 180 degrees.

As shown by Figure 6, ¢ is then an inscribed angle, and since an
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inscribed angle is measured by one-half its intercepted arc, ¢ increases
linearly when e: turns uniformly. As e. approaches cancellation of ¢,, R
is an infinitesimal vector and ;— + 90 degrees. As e, swings past can-
cellation, the direction of R suddenly reverses so ; = —90 degrees; i. e.,
there is an instantaneous change of 3 equal to 180 degrees. Beyond that
point ¢ increases linearly toward 0 degrees, as shown by Figure 4.

Instantaneous Frequency

The output from a linear discriminator is proportional to the instan-
taneous frequency, where the instantaneous frequency is defined by:!
1d . .
f = 5= 5~ (argument of sine function). (6)
27 dt

QUTPUT

Fig. 7 —Audio output, x < 1.

For a balanced linear discriminator, tuned to frequency w, the output
is proportional to the deviation in frequency from the center frequency o.
As shown in Appendix I, the output is given by

o

utput « == e
Outp cos Zmut + 1/x N

cos 2l + &

i )

Obviously this output is proportional to the slope of the curves of
Figure 4, since it represents the first derivative with respect to time.
The curves of Figure 7 show the wave form in the audio output from

16 J, R. Carson, ‘““Notes on the Theory of Modulation,” Proc. I.R.E., Vol.
10, No. 2, p. 57; February, 1922.
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a frequency modulation receiver, with perfect limiting and linear phase
shift in the tuned circuits. As x approaches one, the output becomes more
and more like an impulse, until at x = 1, the output has the constant value
one-half except when 2mut = 7; here the output becomes infinite. The area
between the line one-half unit above the time axis and the curve for the
instantaneous frequency over one cycle is constant for all values of z and
equals — 7. This means that as x —1 the output is constant except at
27yt = w and at that point is an impulse equal to 7. times a unit-impulse
function.

When z becomes greater than one, the polarity of the impulse changes,
but the shape is the same, as shown by Figure 8.

n —
0 e 32 qm
gnpf —

Fig. 8—Audio output, x > 1.

Average Value of Instantaneous Frequency. If the discriminator is tuned
to the frequency w, the average audio output is zero when x < 1. As
shown in Appendix I, the average output is proportional to w. when z >1.
The curves of Figure 8 show this shift in average value when e becomes
stronger than e, and takes control.

Root-Mean-Square Value of Instantaneous Frequency. 1f the audio output
from the diseriminator is measured with an root-mean-square meter, the
readings will vary as shown by Figure 9. The output increases uniformly
from zero when x = 0 until it rapidly approaches infinity when z = 1.
When & > 1 the output decreases uniformly to one as x becomes large.
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As shown in Appendix I:
T
Root-mean-square output « —————— when r<1
VeI =z
2 _
= \/2:1:_1_ when »>1.
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Fig. 10—Peak-to-peak audio output.
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Peuk-to-Peak Value of Instantaneous Frequency. The output when
2mul = 7 minus the output at 2mut = 0 gives the peak-to-peak value of
the instantaneous frequency. This is given by:
LT
Output (r) — Output (0) = | (10
The curves of Figure 10 show how the peak-to-peak output varies as r
increases. When r = 1, the peak-to-peak output becomes infinite, and
it decreases uniformly beyond this point.

Harmonic Analysis of Instantaneous Frequency. 1f the harmonic content
of the audio output is calculated by means of a Fourier-series analysis,
the result can be expressed as:
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Fig. 11—Harmonic content of audio output.

Output « — . l_ll (= r)" cos n(2mut). 1)

This means that the nth harmonic amplitude is proportional to pz".
Figure 11 shows the increase of the harmonic amplitudes with increasing
¢ for the first five harmonies. For small values of x, the higher harmonics
are much smaller than the fundamental; but as xr approaches one, the
higher harmonics increase rapidly, until at z = 1 all harmoniecs are equal.

Effect of Limited Band Width. If the audio output from the discriminator
is sent through a low-pass filter, having approximately linear phase-shift,
the resultant wave form will depend upon how many harmonics are passed
by the filter. In Figure 12, the case of x = 0.9 is shown for various low-
pass filters. The case n = 1 means that only one harmonic, the funda-
mental, is passed by the filter. If two harmonics are passed, n = 2, the
center begins to dip more because both harmonics are in phase at that
point. The cases for n = 3 and n = 5 are also shown. The effect, there-
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Fig. 12—Effect of low-pass filter.

fore, of limited band width is to reduce the output at 2rut = 7 and to
cause the resulting wave to oscillate about the curve that would be ob-
tained with unlimited band width. For the case when n = 5, the peak
outputisreduced from 9.0 to 3.69,0r the output becomes 41 per cent of that
for unlimited band width. The curves of Figure 13 show the effect of limited
band width. The variable on the axis of abscissas shows the number of
harmonics passed by the low-pass filter, and the other axis shows the
percent of peak amplitude compared to that for unlimited band width.
Thus, if = 0.9 and 10 harmonics are passed by the filter, the peak output
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Fig. 13—Effect of limited band width.
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will be approximately 65 per cent of what it would be if all harmonics were
passed. If x = 0.5, it is evident that five or six harmonics will give nearly
undistorted output.

As shown by Appendix I, this ratio of the peak output to the corre-
sponding peak for unlimited band width is equal to 1 — x* where n is the
number of harmonics passed.

COMMON- AND ADJACENT-CHANNEL INTERFERENCE

The simplest case of frequency modulation interference (that of two

OutpuTt
o
[+

-08
-1.0
o3
- 1.4

-6

Fig. 14—Variation of distortion as interfering signal becomes stronger.

unmodulated carriers of slightly different frequency) has already been
discussed. If now the amplitudes of the two waves are kept constant, but
the frequency of one carrier is changed, the problem becomes one of
common- or adjacent-channel interference depending upon what range of
frequencies the swings of the modulated carrier cover. If the deviations
of the one wave are about a mean frequency which coincides with the
frequency of the second carrier, the result is common-channel interference.
If the mean frequencies are separated by the width of one channel, the
result will be adjacent-channel interference.
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Common-Channel Interference, Inlerfering Signal Unmodulated. If a
frequency-modulated signal and an unmodulated carrier produce the
beat-note interference, the output from a frequency-modulation receiver
with limiter will be as shown by Figure 14. This shows the wave form for
the various ratios of the interfering signal voltage x. When x = 0 (i.e., no
interference) the output is an undistorted cosine wave, as shown by the
dotted line. As the interference increases, the peaks and dips increase in
size, until finally, in the limit, they become very narrow pulses superim-
posed on a cosine wave of one-half the amplitude obtained with no inter-
ference.

As x becomes greater than one, the interfering signal takes control and

1.4
1L2r
1O
o8|
06
oaf

Output

-0
-L2F
-1.4+

Fig. 15—Variation of distortion as interfering signal becomes stronger.

the modulation of the desired signal is suppressed. Figure 15 shows how
the peaks and dips in output decrease when z increases from one to in-
finity. The envelope of the carrier amplitude corresponding to Figures
14 and 15 is shown by Figure 16. There is one cancellation or hole in the
carrier amplitude corresponding to each peak or dip in the output, since
the rapid phase change which occurs at cancellation produces the large
frequency deviation. If the limiter is not able to maintain 3 constant
voltage input to the discriminator, the amplitude variations of the carrier
will cause a reduction in the peaks in the output.

Envelope of Beut-note Pattern. As shown in Appendix II, the beat-note
produced in the output of a receiver with a perfect limiter during common-
channel interference is a series of peaks and dips which are limited by the
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Fig. 16—Heterodyne envelope.
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Fig. 17—Common-channel interference.
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This will be true for all modulation indexes D/u. The effect of increas-
ing the modulation index is to produce more peaks and dips in output with
no change in the limits. Figure 17 shows these two limits as dotted lines,
for x = 0.5, and modulation indexes of 5 and 10. The output that would
be obtained with no interference is also shown as a cosine wave of unit
amplitude. Figure 18 shows how the number of peaks increases when the
modulation index increases to 30. The limiting curves are the same as
before. The two signals have the common center frequency at 2rut = 90

Fig. 18—Common-channel interference.

degrees and 270 degrees so they do not beat together there. As the mod-
ulated signal deviates toward the end of the swing, the frequency differ-
ence is large, and the peaks come more and more rapidly.

LEffect of Detuning Interfering Signal. 1f the interfering signal is detuned
by an amount equal to one-half the deviation of the desired signal, the
effect is to move the frequency at which zero beat occurs to that point.
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Figure 19 shows how the beat-note then becomes unsymmetrical. At one
end of the swing the two signals have nearly the same frequency and the
beats come slowly. At the other end of the swing there is a considerable
frequency difference and the beats are very much more rapid. The peaks
and dips are limited by the two curves:

. o P 8 _&
Envelope = 1T cos 2mal + S 7+ 1 (12)
D a X
, - = g
and T cos 2mul + 5 71 (13)
0.
'-1-30
§ X=05
S az=wD
o

/

"/z§'o°' T T

/g

1
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-20} \ ’
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Fig. 19—Common-channel interference, interfering signal detuned.

Fourier-Scries Analysis of Distorted Output. 1f the desired frequency-
modulated signal is:

) .
¢, = E,sin (0t + —i—sm 2wpl) 14)

and the interference is an unmodulated r-f carrier of angular frequency
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w + «, and phase angle 0, or:
e. = E.sin }(w + a)t + 0} (15)

then, as shown in Appendix II, the envelope of the resultant carrier is
given by: ]
Envelope = E, V1 + 1% + 2z cos B (16)

where: B8 = ,l:)sin 2l — al — 0

and the audio output is given by:

2wt —
Output = D cos 2mul — Z) sCf;: +7ri+/‘x o/2r
— 1 )

cos B+ x

When this is expanded in a Fourier series to determine the harmonic
and cross-modulation distortion, the audio output is given by:

Output = D cos 2wl

+ X Y (=0 ; = & % Jr(mD/w) cos (rz — nat — ni) (18)
n=1 r=—o n 2w

where = 2wpf, and z<l1.

This shows that the effect of the interfering signal is to produce cross
modulation between the desired signal modulated with audio frequency
o and the interfering unmodulated carrier of angular frequency o + «.
The amplitude of each cross-modulation frequency can he computed with
the help of a table of Bessel functions of the first kind.

When « = 0, (i.e., common-channel interference) the output becomes:

Output = D cos 2mut

+ 24 Sl 2r - 1) C@r -1, D/g; x, B) cos {(2r — 1) (2mut)}

r=

+ 2 ‘Jl (2r) S(@r, D/ju; x, b) sin {(2r) (2mut)} (19)

where the C- and S-functions are defined as follows:

Cm,n;z, 0= X (ki Jm(sn) cos s
= (20)
S(m, n; r, H) = s (——Lr Jo(sn) sin s0 21)
sm] S
w2 =1
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To find the amplitudes of the various harmonics produced during
common-channel interference, compute the value of the desired C— or S —
function from equations 20 and 21, and multiply by the proper factor,
which is shown by the above equation 19 for the audio output. A special
table of Bessel functions has been prepared for this purpose.®”

The effect of a de-emphasis network following the discriminator, and
of a low-pass audio filter, can be determined by computing the amplitude
of each harmonic that falls within the working range, correcting each one
for amplitude and phase changes in the audio amplifier and filters, and
then recombining them by superposition.

If the signal-noise ratio is defined as the desired audio output with
no interfering carrier present, divided by the peak noise (i.e., the maxi-
mum departure from the desired audio output when no interference is
present), then, as shown by Figures 17 and 18, the signal-noise ratio is
independent of the modulation index, but depends only on the ratio of the
two voltages, . This assumes a perfect limiter, adequate band width in
the amplifiers and discriminator, and linear-phase-shift circuits.

If a de-emphasis network and a low-pass audio filter are used, many of
the harmonies will be attentuated or removed, and the nonlinear phase
shift will prevent the remaining harmonies from coming into phase all at
the same time. The peaks of noise are therefore reduced considerably.
When the modulation index, D /4, is large, the noise beat-note peaks come
very rapidly. This means that the harmonies will be of high order and
they will be reduced or removed by the audio selectivity. This accounts
for the observed noise reduction with wide-band frequency modulation
and shows that it is very important to use a de-emphasis network and low-
pass filter.

Common-Channel Interference, Both Signals Modulated. The preceding
cases have described the interference produced by an unmodulated carrier
on the same channel as the desired signal, and the effect of detuning the
interfering carrier. This section is a discussion of the case when both the
desired and undesired signals are modulated sinusoidally, and of the
resultant distortion, which is even more complicated.

In order to illustrate this form of interference, assume the following

conditions:

Dy oay = 10, Dyya =5, Dy = 4D;, gy = 22, v = By B,y

For example, Dy = 60 ke, wy = 6 ke, D = 15 ke, u = 3 ke, £ = 0.5 and
0.9 could be one set of numerical values.

" Murlan 8. Corrington and William Miehle, “Tables of Bessel Functions
J. ) for Large Arguments,” Jour. Math. Phys., Vol. 24, No. 1, pp. 30-50:

Feb., 1945.
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The beat-note envelope produced in this case is shown by Figure 20.
The characteristic peaks and holes in the resultant carrier amplitude are
present, but some of them are modified in shape because the two audio
frequencies are present simultaneously.

Near 40 degrees and again near 130 degrees the two voltages start to
go out-of-phase, but the two vectors then begin to reverse themselves
and only a small decrease in amplitude occurs.

If this signal is sent through a receiver with a perfect limiter and linear
discriminator, the resultant audio output will be as shown by Figure 21.
Two cycles of the desired signal are shown as a dotted curve. This corre-
sponds to one cycle of the undesired signal. As z increases toward one, the
beat-note interference increases in amplitude until in the limit as x —1,
the pulses become very narrow and long. If x becomes greater than one,

20
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Fig. 20—Heterodyne envelope.

the polarity of the pulses is reversed (as shown by Figure 22) and this
undesired signal gains control. When x hecomes very large, only the
undesired signal is received, as shown by the dotted cosine wave of unit
amplitude.

The equations for the envclope and the beat-note interference are
derived in Appendix III. If D, and D. are the two deviations and ., and
u: are the corresponding audio frequencies, the envelope of the carrier is:

Envelope = E\ v1 + &% + 22 cos {D /w1 sin 2rud — D/, sin 2myuat}
(22)

and the audio output from a receiver with limiter and bhalanced discrimi-
nator is:
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OuTPUT

Fig. 21—Beat-note interference, x < 1.
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Fig. 22—Beat-note interference, x > 1.
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The audio output is composed of a beat-note pattern which is limited
by the two envelopes:

D.
cos 2rud + al

Envelope = T T+ -

cos 2.t (25)

1

and cos 2wyt +

1 -7 r

er cos 2wt (26)

This effect is shown by Figure 23 for the set of values given. In case
of imperfect limiting, limited band width, or nonlinear phase shift in the
amplifiers, these peaks will not be so long and narrow; the two envelopes
shown represent the limits of the distortion.
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P Output
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Fig. 23—FEnvelope of beat-note pattern.

The effect of low-pass filters or other audio selectivity can be de-
termined from a study of the harmonic content of the distortion. As
shown in Appendix III, the audio output can be expressed as a Fourier
series which gives the cross modulation terms produced and their ampli-
tudes.

Thus: Output « D, cos 2wyl

©
\ \
—

r -0 5=

(ro., — swe) C(r. Dfy; 8, Do fiaa: 0, 0) cos (ra — sg8)  (27)

an

where o = 27y, 8 = 2mu.l and the generalized C-function is defined as:

Ck, l; m, n: z, 0) = ‘\:1 (:sﬁ—)' J o(s1) Jm(sn) cos s0. (28)
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The amplitude of any desired combination tone can be determined by
choosing the appropriate values of r and s and by computing the desired
C-function. Since the C-function eannot exceed unity for a given com-
bination tone, it is evident that if D >y, or . the distortion will be re-
duced with increasing modulation index.

CONCLUSIONS

Frequency-modulated radio broadcasting offers the advantage of im-
proved noise reduction when compared with the usual amplitude-modula-
tion systems. There is less interference hetween stations operating on
the same frequency than for the corresponding case of amplitude mod-
ulation, and less power is required to cover a given area.

A difficulty arose occasionally in the 42-50 megacycle frequency
modulation band because long-distance transmission could be observed
from frequency modulation broadcast stations during hot weather or
before a storm. It sometimes happened that such an interfering station
became stronger than a desired station in the same channel for short
intervals. When this happened there was a small amount of noise and
the programs suddenly were interchanged. This change often lasted for
several seconds but sometimes was limited to a word or two or a few notes
of music. If the proposed new frequency modulation stations are all
completed, this interference may occur again. When the interfering sta-
tion has nearly the same carrier frequency as the desired station this effect
is called common-channel interference. If the two carrier frequencies are
separated by the width of one channel the result is called adjacent-channel
interference.

The simplest case of frequency modulation interference occurs when
two modulated carriers, having nearly the same frequency, beat together
to produce a resultant signal. As the two voltages alternately reinforce
and cancel each other, the result is a heterodyne envelope consisting of
a series of broad peaks and sharp dips. Kach time the two interfering
voltages cancel each other to produce a hole in the envelope, there is a
rapid phase shift of the resultant voltage. Since the audio output from a
frequency-modulation receiver is proportional to the rate of change of
the phase of this resultant, the rapid phase shift produces a distorted audio
output, which becomes more and more like an impulse as the interfering
carrier voltage becomes nearly equal to the desired carrier voltage.

When the two amplitudes of the interfering voltages are kept constant
but the frequency of one is changed, the result is common- or adjacent-
channel interference depending upon what range of frequencies the swings
of the modulated carrier cover. The beat-note produced by this inter-
ference consists of a series of sharp peaks and dips of noise and is super-
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imposed on the desired audio output. When the mondulation index is
increased, these peaks occur more and more rapidly, and the harmonics
produced are redistributed to higher and higher orders. If the receiver
has sufficient band width, a perfect limiter, and a wide-band audio sys-
tem, the signal-noise ratio does not depend on the modulation index, but
is determined solely by the ratio of the desired signal voltage to the
undesired signal voltage.

Formulas are given for computing the amplitudes of the harmonics
and cross-modulation frequencies produced by the interference. The
effect of a de-emphasis network following the discriminator, of a low-pass
audio filter, and of nonlinear phase-shift can be determined by computing
the amplitude of each harmonic that falls within the working range.
Each such harmonic is then corrected for amplitude and phase changes in
the audio amplifier and filters, and they are then recombined by super-
position to obtain the filtered audio output.

When the modulation index is large, the heat-notes of the noise come
very rapidly, and since this means that the harmonics are then of high
order, most of the distortion will be removed by the audio selectivity.
This accounts for the observed noise reduction with wide-band frequency
modulation and shows that it is very important that a de-emphasis net-
work and low-pass filter be used to obtain maximum performance. In
order to obtain the maximum signal-noise ratio, it is necessary to use
some means for removing the variations in the amplitude of the resultant
signal so that the discriminator responds to the variations in the instan-
taneous frequency, but is not affected by amplitude variations.

APPENDIX I.
ANALYSIS OF FUNDAMENTAL CASE

Let the two interfering signals be e, sin ot and e. sin (w + 2mp)t
The resultant voltage is then:

eisin wt + e; sin (v + 2mu)t

=eV1 + x? + 2z cos 2mud sin (wf + 9) (29)
x sin 2myf
where e./e, = z and tan ¢ = 1+ z cos 2mil’
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The instantaneous frequency hecomes:

1 d X 1 d x sin 2wt
= — = (l + 3) = - e
I et T Vo T ey g B + o cos 2mut
® r cos 21@{ + x*

T v 1+ x% + 2z cos 2mul

ST
21 " ocos2mul + 1/x

“cos 2mul + x +1 (30)

This is valid for all values of x.

For a balanced linear discriminator, the audio output is proportional
to:

Output cos 21r—p.t ':;lﬁ'. an
cos 27yl + ’
When x«1, this is, approximately,
Output « wx cos 2wuf (32)
The instantaneous frequency can be written:
o l cos 2mul +$ 33)

This means that as x goes from less than one to greater than one (i.e.,
if z is changed to 1/x) there is an apparent change in frequency equal to o
and a reversal in polarity of the modulation. This means that e¢. becomes
stronger than e, and takes control.

Average Vollage of Rectified Envelope

The average voltage of the carrier envelope is:

™

Average voltage =71r~ el\/l 4 x? + 2x cos Hh df
0

2143 e ”/2\/' 4
= = /0 l—msm’ada

2(1 + x)e, E% f\@}
+x

(34)

T
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where E', 2vz

T x; is a complete elliptic integral of the second kind with

modulus 2
1+=x

Root-Mean-Square Voltage of Rectified Envelope

The Root-Mean-Square voltage of the rectified carrier envelope is:

]
r
Root-Mean-Square voltage = e.\/ ! / (1 + &2+ 2xr cos ) db
™
1]

1 - Bl
= e, (14 2204 2rsin 6
™ 0

=e V14 (35)
Fourier-Series Analysis of Envelope
The envelope of the carrier is given by:
Envelope = ¢, V1 + 22 + 2z cos 21_r{1.t' where r £1. (36)
Consider the expression:

V14 22+ 2z cos B = (1 + 2e®)}(1 + zetB)

_ 1ogs 1D e 1D B) e 1D GB) B) |, e
'%“‘2” 2@ "¢ T aa)y () *C 2@) (6) @) ¢ +2
oo 1) e, XD B) o e 1) B)B) e
xg1+2xe 2(4)1‘8 +2(4)(6)xe 2(4)(6)(8)re +§

(37

by the usual binomial series expansion.!®

Multiply these factors together, term by term, then:
\/1+x2+2xcos3=ao+a|cosB+a2cos2[3+... (38)
where:
xrt s xt 25x8

a°=1+’4—+-6—4+2—5§+_—16384+”' (3%
rt  xt Hd 35x8 .
DBl == e e o (40

18 Fidwin P. Adams, SMITHSONIAN MATHEMATICAL FORMULAE
AND TABLES OF ELLIPTIC FUNCTIONS, Smithsonian Institution, Wash-
ington, D. C., 1939, p. 117.
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o ;1 ¥ 5zt Tat 10510 ‘
=T 4 T 128 512 16384 ‘ &)
_x ; ot Tet 21 16500 ‘ ®
@ =3 16 ~ 128 1024 16381 &2
a__g; 7@ 2lxt 33x¢ 429 .
‘ 64 20 320 1280 32768 % (43)
1(3)...(2n—])$:r"3 -1 1
= 2 — L D D A i — — — = ———
an=2(=1) ; n! -1 T T 1) 2

S103) ... (2k - 3) ... (2n+ 2k -
LS @R Cut D @ntd) . @+ Aﬂ_?L)T“é )

T kK 22k m+1) m+2) ... (n+k

This expression for a, was previously obtained by Vigoureux!® and
Moullin??

In the limit as z — 1:

Envelope = V2 e; V/1 + cos 2mut = 2, |cos mu|

=&31+gcos 0——-2—_c0520
T 15

3
2 2
+3—5c0s30-—a3cos40— %

ey o § 1 conn)
Cox a1 @n)r- 1

where 6 = 2wpl. (45)

Calculation of Average Value of Instantaneous Frequency

Consider the integral:

g
o, 224+ xcos ¢
o & el -
w£1+xz+21cos sde (46)
q 11 2dt
Make the transformation: cos ¢ = T d:z ﬂl_-i-—t’

19 F, M. Colebrook, “A Note on the Frequency Analysis of the Heterodyne
Envelope. Its Relation to Problems of Interference.” Wireless Engineer & Ex-
perimental Wireless, Vol. 9, p. 200, April, 1932.

20 . B. Moullin, “The Detection by a Straight Line Rectifier of Modulated
and Heterodyne Signals,” Wireless Engineer & Experimental Wireless, Vol. 9,
pp. 378-383; July, 1932.
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Then.
I =@/ 1+ -Q1Q-x2 dt
T Jo (W4 x4+ (1—x) 1412
] ]
B (r? - 1);)./ ) _dt n ;J./ dt
L Jo 1+x)+ A -2yt 7 Jo 142
-1 T w T
R 32(1~xz)2+;(é)=°“he”<l
= w whenx > 1. 47)

The average value of the instantaneous frequency therefore equals
zero when <1 and is proportional to o. when z>1.

Calculation of the Root-Mean-Square Value of Instantaneous Frequency
Consider the integral:

m
pod /; Htaos e g,
T x Joll 4+ 22+ 2rcos e) (48)
— 12
Make the transformation: cos ¢ = L =0 2 dt

i Ty
Then:

0

_2__30’/§(1+ac)-(1_—}')!2%z dt
Tor Jol@ o+ (-2 1482

o

_ -2+t / _oat
- m ol + 12+ (1 — z)ete)s

+@:ﬁﬂ+ﬂ/ _ﬂﬂ“M_+1/dt
2 o (1+x)2 4+ (1 — x)u?} 2 Jol + t2 (49)

Consider the integral:

/ d L[ ¢ T, 1 dt
ola?+bu}2  2azlar+ b * Sar

o a?+ by?

__1_/ .l___l_[tn—l_b.lw L h
50 Jo @it o 2am | PY & o " daw When <l (50)

. Ls
-—mwhenx>l. (51)
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Therefore I becomes:

- ”2340 s ot
= 12)7r(1"+ I')iz(l + }m% + 2%3%%
=7_,»(»1:f~;) + ‘% + 1 __,(ir_z—ﬂ) when & < 1, (52)
= 2(11__2:;) when x> 1. (53)

The root-mean-square voltage is proportional to:

p.\/1=—¢—whenx<1 (54
v2(1 — z?%
2r2 -1

= \/W——_l)p.when z>1. (55)

Calculation of the Area of One Cycle of the Instantaneous Frequency

The area bounded by one cycle of the variation of the instantaneous
frequency and a line one-half unit above the time axis, as shown by
Figure 7, will now be computed. From equation 2 the instantaneous

frequency is given by:

« 1 d _asin Dt

S = o v 3 @ B L v cos 2ral (36)
Area — 2 ‘/032—17-”% tan-! r:_.—jcm?::;[ww -~ i% d(2mut)
us 0
. 2;¢|:tan ‘I%i—nzgs— 0 ;:l:-- -y 567

for all values of .

Fourier-Series Analysis of Instantaneous Frequency

The audio output is proportional to:

x cos 2wl 4 r* 1 d + sin 2wl .
L : an-!: ——-—— (28)
1 4 x* 4 2rcos 2l 2w dl 1 + r cos 2mrul
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£ sin 3

1+ xcosp
ksina = «sin g8 (59)
kcosa =1+ xrcosp (60)
k= 1+ 2+ 2r cos B (61)

k xsin B
a
I+ x cos B

Fig. 24—Determination of k.

Multiply equation 59 by i and add equation 60.

Then:

or:

Since:

502

1+ xcos B+ irsin g =k (cos a + i sin a) (62)
1+ ce'® = ke, Take logarithms of both sides. Then:

log (1 + x e = log k + ia.

.2 3 )
log(1+1~)_x—‘,,+§-—€-+... ~ 1<z<1

2 3
log (1 + ce®) = re'®— 2 g6 4 L8
2 3

log k + ix = r(cos 8 + 1 sin B) — % (cos 28 + 1 sin 20)

+”‘§ (cos 38 + i sin 38) — ... (63)

Equate imaginary terms:

2 3

a=rsing- T sin26+ T sin3p— ... (64)
Differentiate:
1 da ’
- =4 (rcos 3 — r?cos 23 + ricos 33 — ...) (65)
2w dt
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The audio output is therefore proportional to:

Output «— @ }:‘1(— x)" cos ng - 1<r Sl (66)
When g =0, e, ur
tput e — 2. X (—x)" =
Output « ‘J'n=l( x) 11 67
When 8=, Outputa —u X o = :’xl (68)
n=1 ;=

Effect of Limited Band Width

To show the effect of a limited band width, consider the geometrical
progression:

S =- 3 néll‘" (69)

By ordinary long division:

"o 1
E o =14p+pt ..+ (70)
80,
-1
§=-wzsT—q (1)

The ratio of the partial sum to the output at 8 = = equals 1 — ",

APPENDIX II.
COMMON- AND ADJACENT-CHANNEL INTERFERENCE

In order to show the effect of common- and adjacent-channel inter-
ference, let the desired frequency-modulated signal be:

¢, = E1sin (wl + ? sin 2mwyt) (72)

and let the interference be an unmodulated radio-frequency carrier at
angular frequency w + «, and phase angle 6, or

e = Eusin {(0 + a)t + 6} (73)

197



FM DISTORTION 553

Then:

0L+ ¢ = En\/1+x’-i:2xctgﬂsin ;mt+ fsin 2l — ¢E (74)

where x = E./E\, 3 = ugsin 2mul — at — 6

rsin g

and tan 9= m

The instantaneous frequency becomes:

(3] 1 d x 8in 6

- g . — J— Sl =

oy D c08 tm — o A T e B
(')+Dc032't e sk oy ;Dcos"'l 3%
27 T+ 2+ 2r cos 8 o=

D cos 2mul — a/2n
cos B+ 1/r
cos ﬁ'+ xr +1 (75)

[
= ,)—)-i-l)cos:hrgt—-
o’

Envelope of Beatnote Pattern
The beatnote produced in the output of a receiver with a perfect limiter
is given by:
D 2mul — /2
Output = D cos 2rut — p cos 2wyl — a/2x
= ——+1 (76)

where: 8 = 2“. sin 2rpt — of — 0. The two envelopes of the maxima and

minima of the beat-note patterr are obtained by setting 8 = 2nr or
(2n + 1)7 where n is an integer. This gives the two envelopes:

[24
Envelope = 1_+_lccos 21r,l.t+21rx+l an
and:
08 2mut 4 — > 78)
l—xcsw' 2rxr—-1 (

Fourier-Series Analysis of Instantaneous Frequency

In accordance with the analysis of Appendix I, equation 65;

198



554 RCA REVIEW

d -
— tan-! LoD p ~ 2 (- )" cos ng ‘;—‘:

at 1 + x cos B n=l ()

D .
When: B = o sin 2rpt — of — 0 and € = 2mput
the instantaneous frequency is:

f= 2‘" + D cos ¢ + Z(-— x)"cosn%%sin e — at - OHI)cos e — 3%

27
(80)
Let: v+ = D/g, then

f=§+Dcose
™

+ 1‘ % (—.’E) "gl)(b L C-—lt) _ az ;CMY sin 5—mal—ln.+ c—lny sin 5+mal+1n02
nwl ™

=T+Dcosa
O

+ 1 )1 (_ 17)" 3D c((;—-ual—nO) c;n‘f ain ¢ + D ct(u+nal+n.) e-lny sin €
4

i D e—l(z+uat+u®) elwr sin ¢ + D e-((c—nat—n’) e—m\' sin €

_ ;ﬁr g-inat+n®) Sy win v _ % eitnat+1h o —tny ginu% (81)

Using the identities:
e'% sin e 2 Ji (&) ethe (82)

k= -

and Jx(— z) = J () where J ;(x) is a Bessel function of the first kind of
order k and argument , the instantaneous frequency becomes:

f=£+Dcose
2r

4 2‘ ( 30 cl(c-—-nal—n.) E Jk("Y) et
ne=l k=~
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+ Dl tnatan 5 g e
r=—x
+ D e tetmat+a0 30 7, (ny) e®*
k=—0
FDe st S g g
b= —x

— & g tnat + 150 i Jk(ny) e
T k= —m

_ & imat+no 3 ihe

=£+Dcos 3
2r

+% 21(— )" th 7 Ji(ny) et @+ De—nat —no)

+ D i J_x(ny) &+ Do+ nat + o)
k= —on

L

+D 2 Jk(”‘{) et {®—De—nat —ne}
k

=—0

+ D Z J._;,(ny) & —De+nat+no)
k=—uw

_,ﬁ i Jk(n'f) el[h—nal-—n.)
L

==

o 0
—_— J_ e((h+nal+n0)%
m k-z—oo k(nY)

Make the substitutions:

k+4+1=rinterm 1 k—1=—rinterm4
k+1=—rinterm 2 k = rinterm 5
k-~ 1=rinterm 3 k = — rin term 6

Then:

f-—('—)+Dcose
2r
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1 & &
+ - X (- 2)" %I) AN [J,.., () +J o4 (n-,/):\c""‘"""")

4 fne=l r= -

+D X [Jemi ) () ] et

¥ § J . (ny) [e((ru—vnzt—n0)+c-¢(r¢—rut-nO) ]z (84)

Tr=—w0

Apply the relation:
2r
Jr—l(nY) + J'+l(nY) = E Jr(nY) (85)

Then:

[0}

f 01r+Dcos¢

=

-

+ 2 (= )" %D & LJ,(ny) cos (r¢ — nat — nb)
neml re—w NY

a0

3 J.(ny) cos (re — nat — n0)$ (86)

rm—

a
™

= —‘1+ D cos 2mpt
2w

= ™ ar o« nD
£y 3 (—I)"g7 - 2;% J(—;—) cos (rrut — nat — n8)  (87)

Nel r=—0w
where: r<1.

This shows that the effect of the interfering signal is to produce cross
modulation hetween the desired audio signal of frequency i and the differ-
ence angular frequency a. The amplitude of each frequency can be com-
puted from this equation. When « = 0, i.e., common-channel interfer-
ence, this reduces to:

(0]
f=§;r+D00821rp.t

3 3 T nD . .
+ 2 Y (-1 I (—p.—) ;cos 2mrud cos n6 + sin 2wt sin nOE

n=1 r = —®

= ('—)+Dc0521ru.t
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+ 2u i, (2r-1)C@r - 1,%;x, 0) cos { (2r — 1) (2mut)}

+ 2u ﬁl 2r) S(r, l—:; x, 0) sin {(2r) (2=ui)}

where the C- and S- functions are defined as follows:

C(m, n; z, 6) = i -(—_—:;)—' J.(ms) cos 30
(= 2)*

s

S(m, n; z, 0) = 21 J 2(ms) sin 86
=

< 1.

APPENDIX III.

CoOMMON-CHANNEL INTERFERENCE, BOTH SIGNALS MODULATED

657

(88)

(89)

(90)

When two frequency-modulated signals with a common carrier fre-
quency produce interference, the effect is similar to that which occurs
when one wave is not modulated. The exact relations can be obtained in

the following way:

E, sin (ot + Ii—' sin 2w t)

1

Let: €

and: e: = E, sin (ot + %—' sin 27y, t)

be the two interfering waves. Then:

e+ e=V E + E* + 2E,E, cos § sin (ol + %sin 21t — @)
1

1 !
where:  tan ¢ = &V,
1+ xcosy
D, . D, .
and: § = — sin 2xpal — — sin 2wyt
3 [°%
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The instantaneous frequency becomes:

f = ;;'—t"r'f’ D, cos 27!"1. - D, cos 2(%‘:2-%—_’/:08 27!").1!
i ) (94)

cos Yy + x
Envelope of Beat-note Pattern
The beat-note produced in the output of a receiver with a perfect
limiter and balanced discriminator is given by:
D, cos 2mp.at — D cos 2myat

COSLY) 7+-1/':c'+ 1 (95)
cosy + x

Output = D cos 2rd —

The two envelopes of the maxima and minima of the beat-note pattern
are obtained by setting ¢ = 2nr or & = (2n + 1)m, where = is an integer.
This gives the result?

Dl D:x
el = 21 e
Envelope T+ cos 2l + ol co8 2t (96)
and:
Dl D?-r [0
1 _ pcos 2“'1+r— ] cos 2t 97)

Fourier-Series Analysis of Instantaneous Frequency

The distortion present in the instantaneous frequency is given by

d _, zsiny - dy
7t - Y = ) (= n N 23
dt tan 1+ xrcosvy ,.-1( z)" cos ny d (98)
Consider the expression:
LAY, )
cos ny o = 27 cos ny (D cos 2mpat — D, cos 2m.t) (99)
Make the substitutions:
D,
= 2mual =n =
44 T Y n W
D.
B = 2mpal d=mn—
e

Then the first term becomes:
D, cos a cos {v sin a — & sin B}

- %‘;eia 4 e—laz 3(,17 sinap—sin B 4 =17 sin « e sin 9%

- 94—'3@“}_‘ J () e X J_,(8) et
gm —0

7= —a0
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+e™ X J(y)evt X J_, (8) vt

re—g

et X J(y) e }:__)J,(a) et

@ ©

+et N UL mer X e el

= — -—

- 3 E [J’(..,)e((r-{-l)a_i_‘]r(_y) ‘,4(7—1):] Z_w J ,(5) e«s

rm —a
©

+ i [J-,(*() Srthe L J_(v) e“"”‘l z . J4(8) e“’az (100)

rm=—c -—

Make the following substitutions:

r + 1 = k in the first expression in the first bracket

r — 1 = k in the second expression in the first bracket

r + 1 = — kin the first expression in the second bracket

r — 1 = — kin the second expression in the second bracket

and apply the identity:
2k
i (y) + Jeqa(y) = = J (). (101)

This gives:
D, cos a cos {y sin @ — § sin B}

Dy % o y
LA o s sm]es S e e

R [Jl 1(‘.’)+Jx+|(‘r')] et X J,(5)p"5$
= —0 gm —00

= ! ).: ’-J.(‘_’) e Z J, (5) e- 8
9
k= —00 Y Sm —®

O

+ 2 Frimen Sy, (8¢}
k= — $= —00
-0, ¥ ¥ ;I (v) J4 (8) cos (ra — 8B) (102)

T -0 pm—

By the same process:

D: cos B cos {y sin a — & sin B}

=D, ¥ ZQ% Jo (v) Js (8) cos (ra — 88) (103)

Tom —00 gum —
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These two results give the expression:

cosny P mor ¥ X 3'1;)‘—sf{)‘EJ,(y)J,(a)cos(ra—sa)

dt gm =00 §g= =00 {

Zr 3 i (ror — su2) Jr (7) Js () cos (rae — 3B) (104)

The audio output from a balanced discriminator thus becomes:

Output « D, cos 2yl

© hod = Y N N
DI = (=) (ra. — Swa) J, (nl).) Je (nl)’) cos (ra— sB)
nel rm—-® gm -2 n s o

X o D
=Dicos 2muit + = 2 (g — su) C(r, ¢‘;s’ Lh,
r L] [

- g —

z, 0)

cos (ra — sB) (106)

where the generalized C-function is defined as follows:
Clh, im,miz, 8) = S -7 45 ) Jnom) cos 26, (106)

a = 2mmt and B = 2mwyuat.
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CHAPTER 25

Noise in FM Receivers

S. O. Rice, Bell Telephone Laboratorics,
Murray Hill, New Jersey

ABSTRACT

This chapter is concerned with the noise in the output of an FM recciver
when the input contains both signal and Gaussian noise. For large values of
p, defined as the carrier-to-noise power ratio at the input, the output noise is
small. As p is reduced, individual snaps or clicks are heard in the output.
As p is reduced still further, these clicks merge into a crackling or sputtering
noise. Here expressions are given for the expected number of clicks per second.
These results are used to obtain approximate expressions for the output signal-
to-noise ratio which hold in the breaking region.

1. INTRODUCTION

This chapter is concerned with the noise in the output of an idealized I M
recciver when the input has the form

Q cos [2nfet + ¢ ()] + In(8) = R() cos [2nft + (1) + 6(0)). (1

The amplitude @ and the carrier frequency f, are given constants, and Iy ) is
a narrow-band Gaussian noise current whose power spectrum is w(f). Through-
out the chapter w(f) is taken to be symmetrical about f.

The current Iy (t) represents the noise accepted by the receiver. Its power
spectrum is different from 0 only over the radio-frequency band required to
transmit the I'M signal. In actual receivers this is also the intermediate fre-
quency band. We refer to the band specified by w(f) as the “input band.”

The signal is ¢’(t), the time derivative of the phase angle ¢(f). It is meas-
ured in radians per second. The output of the frequency detector or dis-
criminator is assumed to be the derivative ¢'(f) + 6’(f). The output of the
receiver-is obtained by applying ¢’(t) + 6’(t) to a low-pass filter which passes
the signal ¢'(t) but removes the high-frequency components of the noise 6'(0).
We assume that this output filter is ideal and cuts off at frequency f, (a for
“audio”’).
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396 SIGNAL DETECTION

The average carrier power is Q2/2, the average input noise power is / ®
and their ratio is

QZ
oT3 ()

p= (2)

When p— « and certain simplifying assumptions are made, the ratio So/N,
of the average signal power to the average noise power at the receiver output
(subscript o for “output’’) is customarily taken to be

Se . (BY .
fv:'3"(z‘f;)’ @)

a result due essentially to Crosby [1]. Here the <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>