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THE INSTITUTION'S 1963 CONVENTION 

NEARLY two hundred engineers, representative of a broad cross-section of British Industry, took 

part in the Convention on "Electronics and Productivity" at the University of Southampton 
last month. Organized as the Institution's principal contribution to National Productivity Year, the 
main theme of the Convention was to show some of the ways in which electronics can be applied 
throughout industry to increase productivity. In his opening address (printed in the May issue of the 

Proceedings) the Chairman of the Convention Committee, Mr. J. L. Thompson (Senior Vice President), 
stressed the collaboration which must exist between the electronics industry and users when he said 

"Industry—management, union and employees—must accept these contributions and put them to 
use. Furthermore, Industry must demand solutions to the problems as yet unsolved and the new 
problems that will arise as productivity continues to expand". 

The thirty-two papers presented during the Convention were described in the synopses which were 
published in the February and March issues of The Radio and Electronic Engineer, where they will 
appear in final form, with reports of discussions, during the next six months. Many useful points were 

brought out during the discussions, notably on reliability considerations and on means of ensuring 
that equipment is designed with its eventual environment clearly in mind. 

In spite of the inescapable fact that much electronic equipment intended for industrial applications 

is relatively large and immovable, several authors brought equipment described in their papers to the 
Convention for demonstration. Other practical aspects of the theme of the Convention were looked 

after by the courtesy of the heads of several Departments of the University's Faculty of Engineering 
who arranged tours of their laboratories; in addition a party of delegates were guests of the Esso 
Petroleum Company at their Fawley Refinery. 

The Convention was concluded by a Banquet in the Guildhall, Southampton, at which the principal 
guests were The Worshipful The Mayor of Southampton, Councillor E. K. Lyons, J.P., and the Deputy 

Vice Chancellor of the University, Professor A. Phillips, 0.B.E., M.A., Ph.D. Proposing the Toast of 
"The Town and the University of Southampton", Mr. J. L. Thompson recalled previous Institution 
Conventions in Southampton and spoke of the growth of the University, in particular its establishment 
of a chair in Electronics. He reminded those present of the importance of reliability in electronic 

equipment developed for industrial applications and stressed the importance of expanding and co-
ordinating research. 

Professor Phillips welcomed the Institution's collaboration with the University of Southampton and 

praised its work in encouraging research in the Universities. His comments on the Institution's Re-
search Report aptly pointed a moral which was drawn several times during the Convention but which 

is perhaps not sufficiently widely realized—that adequate research effort must support the introduction 
of electronic aids to increased productivity. 
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INSTITUTION NOTICES 

Symposium on "Berkeley and Bradwell Nuclear Power 
Stations" 

The Nuclear Energy Group of the Institution of 
Mechanical Engineers, in collaboration with The 
British Nuclear Energy Society, is holding a Sympo-
sium on "Berkeley and Bradwell Nuclear Power 
Stations" at 1 Birdcage Walk, London, S.W.1, on 
27th June 1963. In addition to the two general papers 
on the Power Stations there will be three others 
covering "Commissioning Programmes and Pro-
cedures", "Nuclear Fuel Management" and "Opera-
tional Performance". 

The British Institution of Radio Engineers is a 
constituent society of the British Nuclear Energy 
Society. Preliminary programmes and registration 
forms can be obtained from 9 Bedford Square, 
London, W.C.1. 

British Conference on Automation and Computation 

The Second International Congress on Automatic 
Control, organized by the International Federation of 
Automatic Control, will be held in Basle, Switzerland 
from 27th August to 4th September 1963. This 
Congress takes place on the invitation of the Swiss 
Association for Automatic Control. 

At the second I.F.A.C. Congress (the first was held 
in Moscow in 1960) current theories of higher auto-
matics will be discussed in 25 sessions. In addition 26 
sessions will be devoted to control devices and their 
applications. These sessions will be divided into four 
groups run simultaneously and altogether 156 papers 
will be presented. 

An International Exhibition of Industrial Electronics 
will be held in Basle from 2nd September to 7th Sep-
tember. In connection with this exhibition there will be 
a presentation of papers on electronics. 

The complete programme and registration forms 
may be obtained from the British Conference on 
Automation and Computation, c/o The Institution of 
Electrical Engineers, Savoy Place, London, W.C.2. 

Quality and Reliability Principles and Practices 

As a contribution to National Productivity Year 
the National Council for Quality and Reliability has 
organized a residential course at the College of 
Aeronautics, Cranfield, Bedfordshire on 14th-26th 
July 1963. 

The National Council, on which the major engineer-
ing and managerial institutions are represented con-
sider that previous courses of this kind have often 
emphasized only the statistical aspects of quality 
control. This course has been prepared in such a 
manner that all branches and grades, from planning to 
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engineering inspection and senior management, may 
achieve maximum practical benefit. 

Accommodation for the course, which is limited to 
thirty, is included in the fee of £65. Full details and 
application forms may be obtained from the Honorary 
Secretary, National Council for Quality and Reliability, 
Vintry House, Queen Street Place, London, E.C.4. 

European Organization for Civil Aviation Electronics 

At an international meeting held in Lucerne, 
Switzerland, on 24th April, 1963, some thirty Euro-
pean manufacturers of civil aviation electronic 
equipment decided to form an association to be known 
as the European Organization for Civil Aviation 
Electronics (EUROCAE). Representatives of European 
airlines and aviation administrations also attended the 
meeting and indicated their intention of participating 
in the technical work of EUROCAE. 

The aims of EUROCAE stated in the Memorandum of 
Understanding accepted by the representatives of the 
Companies concerned are: 

To advance the application of electronics to civil 
aviation. 

To study in Europe on an international level technical 
problems facing users and manufacturers of electronic 
equipment for civil aviation and all related questions. 

To contribute at national and international levels to 
the solution of technical problems confronting Euro-
pean manufacturers and users of electronic equipment 
for civil aviation. 

To advise and assist international bodies in the estab-
lishment of international standards. 

To study other appropriate technical or operational 
subjects as decided from time to time. 

The work of EUROCAE will be controlled by a Steer-
ing Committee which will develop the policy and 
guide the technical work. Initially, Working Groups 
on All-Weather Operations, Engineering Design of 
Equipment and Installations, Airborne Weather 
Radar, and Airborne Search and Rescue Equipment 
are to be formed. Monsieur P. Lizon, managing 
director of Le Matériel Téléphonique in France, was 
elected as the first President of EUROCAE and Dr. 
B. J. O'Kane, manager of the Aeronautical Division 
of Marconi's Wireless Telegraph Company in England, 
was elected Chairman of the Steering Committee. 

Correction 

The following correction should be made to the paper 
"An Instructional Aid for Digital Computer Logic", 
published in the April issue of The Radio and Electronic 
Engineer: 

Pages 338-9: Fig. 4 and Fig. 5. The circuits of these 
two illustrations should be interchanged. 
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Cryotrons and Cryotron Circuits —A Review 

By 

P. A. WALKER, Ph.D. t 

Summary: The characteristics of crossed-film and in-line cryotrons are 
described and their dependence upon film thickness, operating temperature 
is discussed. Factors affecting current gain and time-constant are con-
sidered. General aspects of cryotron circuits are described, 'particular 
attention being paid to cycle time considerations. It is shown how cryo-
trons may be used in simple logic circuits. Three cryotron storage loops 
are discussed and it is shown how they may be used in word-organized 
memories. The advantages of associative memories are pointed out and it 
is shown how they may be realized by the use of cryotrons, i.e. by com-
bining the logic and memory circuits previously described. The technical 
feasibility of the use of cryotrons is considered and an attempt is made to 
assess the outstanding technical problems. 

1. Introduction 

Since the original description of the wire-wound 
cryotron by Buck' in 1956, much has been said and 
written about their potential usefulness as computer 
components. The modern concept of the cryotron as a 
multi-layer thin-film sandwich has many advantages 
over its predecessor. In addition to having a much 
lower inductance and hence faster switching speed it 
also has a small physical size and is compatible with 
batch fabrication techniques. These last considerations 
become important when one considers the cycle time 
and manufacturing cost of a very large, high-speed 
cryotron memory. 

Buck showed how the two stable states of a super-
conductor, i.e. the superconducting and resistive, 
could be controlled by current flowing through a 
second, independent conductor, and used to represent 
the 0 and 1 of binary logic. Although the cryotrons 
he made were very slow by present standards, he was, 
nevertheless, able to show their great potential as 
circuit elements. The purpose of the present review is 
to show the great versatility of the cryotron as a circuit 
element, and in particular to consider its usefulness as 
a computer component. No mention will be made of 
ring oscillator circuits', inverter circuits3 or the use of 
cryotrons as linear amplifiers'. 

A good review of the early work on cryotrons has 
been given by Young' and this serves as a useful 
introduction to the subject. A short introduction has 
also been given by Rhoderick6. More detailed aspects 
of cryotrons and simple cryotron circuits are contained 
in the proceedings of the 1960 Washington Symposium 
on Superconducting Computer Techniques which 
have been published in the September 1960 issue of 
Solid State Electronics. Recently Lock' has discussed 
thin film cryotrons in a review of superconducting 
switching devices. 

t International Computers & Tabulators (Engineering) Ltd., 
Stevenage, Hertfordshire. 
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2. Cryotrons 

In its original form, the wire-wound cryotron used 
a niobium control wire wound round a tantalum gate 
wire. Due to the great difficulty of preparing thin 
films of these materials with good superconducting 
properties, it has been necessary to replace them in the 
thin film cryotron by lead and tin respectively. 

A typical crossed-film cryotron configuration is 
shown diagrammatically in Fig. 1. The tin gate film is 
crossed orthogonally by a lead control film and insu-
lated from it by a suitable dielectric film such as silicon 

lead control film 

insulation 

insulation 

substrate lead ground plan• 

1, 

(a) Crossed film cryotron. 

c ICC 

(b) Ideal cryotron characteristic. 

Fig. 1. 
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monoxide. At the operating temperature of the device, 
say 3-6° K, both the tin and lead films are below their 
superconducting transition temperatures (3.740 K and 
7.2° K respectively). Current through the control 
film generates a magnetic field that may be used to 
switch the tin gate film from the superconducting to 
the normal resistive state. 

The magnetic field acting on the tin gate film is 
actually the vector sum of the fields due to the current 
/, in the control and a current /9 in the gate film. The 
superconducting ground plane below the cryotron 
localizes the magnetic field due to the control current. 
Taking into account the doubling effect between the 
film and ground plane, the magnetic field due to a 
current I in a film of width W is given by 

H = 0.4 

If the subscripts g and c refer to the gate and control 
films, then the total field acting on the gate film is 
given by 

= o•air, JUL, )2+( ie 

and the film will switch when 1-1, > 1-/cf, the critical 
field of the gate film. If 4, and I represent the currents 
required to switch the gate film when the control and 
gate currents respectively are zero, c.f. Fig. 1(b), then 
the current gain G of the cryotron may be defined as 

G = /gecc = A W9I Wc 

where A is the cryotron efficiency. 

Assuming Silsbee's hypothesis that the critical 
current of a superconductor generates a magnetic 
field equal to the critical value one would expect the 
cryotron efficiency A to be unity. For thin films, how-
ever, this hypothesis breaks down and in general 

/ <HW. 04n Solving London's equations for the 
.  

critical field of a film and using an expression for the 
critical current suggested by littler', an equation may 
be obtained for the cryotron efficiency which is of 
the form 

A = C tanh —t(1 — —21 tanh --t 
21 t 21 

where t is the film thickness, À is the magnetic field 
penetration depth and C is a quality parameter 
determined by film purity and homogeneity. The 
temperature variation of the penetration depth is 
given by 

1 = 4 (1 

where 20 is the penetration depth at absolute zero. 
Assuming a value of 10 = 540 A for the tin gate film, 
the cryotron efficiency varies with film thickness and 
temperature as shown in Fig. 2(a). Although the cryo-
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Fig. 2. (a) Cryotron efficiency vs film thickness and temperature 

(b) Optimum film thickness for minimum LIRG2. 

tron efficiency is less than unity, current gain greater 
than one may be obtained by having a crossing ratio 
itlit greater than unity. 

The time-constant of a cryotron circuit is determined 
by the LIR ratio, where the inductance L is that of the 
entire circuit being considered, and the resistance R 
is that introduced into the cryotron gate. For con-
venience we consider the inductance L to be the sum of 
the inductance L1 of the cryotron and the inductance 
L2 of the rest of the circuit. Since L1 is the inductance 
between the control and gate films, the intrinsic 
cryotron time-constant becomes 

21 = LIM = 8nd' (Higl Wc)2 x 10- 9 seconds 

where pi, is the effective resistivity of the gate film and 
d' is the effective separation between the gate and con-
trol films. If d is the insulation thickness and /I, and 

are the penetration depths in the gate and control 
films then 

d' = d+19+2, 

In terms of current gain G, the time-constant becomes 

= 8nd'tg/p, (G/A)2 x 10- 9 seconds 

and we see that for a given film thickness and resistivity, 
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current gain must be sacrificed for switching speed in 
cryotron design. As shown in Fig. 2(b), there is an 
optimum film thickness which gives the minimum 
time-constant for a given gain. 

The second contribution to the time-constant arises 
from the inductance of the interconnecting films. The 
resistance involved is still that of the cryotron gate 
and the time-constant is given by 

T2 = L2/R = 4ird' t,11p,W,x 10-9 seconds 

assuming the interconnecting films are of width W, 
and length 1. To minimize the time-constant it is thus 
necessary to use short, wide interconnecting films 
having a small separation d from the ground plane. 

To estimate the magnitudes of these time-constants 
consider a cryotron having the following dimensions 

Wc = 0.1 mm W, = 0.5 mm t = 4000 A 

d = 4,000 A p, = 5 x 10 -7 ohm-cm 

T = 3.5° K 

From the equations given above, the cryotron time-
constant for a current gain of 3 would be 2 x 10' 
seconds. Assuming the interconnecting lines are the 
same width as the gate film, the time-constant of the 
interconnections would be 4x 10-9 s/cm. As an 
example of what may be achieved in practice, Cohen2 
has reported on a ring oscillator using cryotrons with a 
current gain G = 3 and a time-constant T = 20 x 10-9 
seconds. 

The minimum ground plane to film separation that 
can be used is determined by the technology of pre-
paring pinhole-free dielectric films. Silicon monoxide 
is the dielectric material most frequently used for 
cryotron insulation and at present the thinnest film 
to be deposited pinhole-free is approximately 4000 A 
thick. With the development of new and improved 
technologies and materials it seems reasonable to 
suppose that a factor of ten reduction in insulation 
thickness may be possible. This, of course, would 
lead to a decrease in the time-constant of cryotron 
circuits. 

A further way of reducing the cryotron time-con-
stant would be to use a gate film of higher resistivity 
pip i.e. to use alloys. To be useful as a cryotron gate, 
the alloy must be prepared in thin film form and must 
have good superconducting properties. In general, 
superconducting alloys have higher critical fields and 
broader magnetic field transitions than the pure 
metals. It is only possible, therefore, to use specially 
prepared dilute alloys and to obtain resistivity 
increases of a factor of five or so. 

Power dissipation in the cryotron is a further factor 
which must be borne in mind particularly when 
considering the use of high resistivity films. The 
temperature rise resulting from this power dissipation 
is a complex function of the time-constant of the 
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cryotron circuit and the thermal conductance between 
the gate film and the helium bath. It may be kept to a 
minimum by using low resistivity films, high con-
ductivity substrates and an operating temperature near 
the critical temperature T, so that the currents involved 
are small. From the systems point of view, this power 
dissipation limits the maximum allowable cryotron 
packing density for a given pulse repetition frequency 
and duty cycle. Sobol9 has recently considered this 
problem and concludes that cryotron packing density 
may be increased by using small area gate films, a low 
duty-factor and by designing circuits having wide 
temperature tolerances. For a cryotron having a 
0.010 in wide gate and 0.001 in wide control film, 
and allowing for a temperature rise of 0.06° K, 
Sobol shows that a packing density of 720 per square 
inch is possible when the pulse repetition frequency is 
100 Mc/s and the duty cycle is 0.1. Any increase in 
gate resistivity and hence of power dissipation will 
reduce the allowable packing density or duty cycle. 

The discussion so far has referred to the crossed-
film cryotron in which the control and gate films are 
orthogonal. In the "in-line" cryotron, the control and 
gate films are parallel as shown diagramatically in 
Fig. 3. Young' has discussed the characteristics of 
the in-line cryotron which in the idealized case have 
the form shown in Fig. 3(b). Since the crossing ratio 
IV,/ W, = 1, the current gain of the in-line cryotron 
equals the cryotron efficiency which is less than unity. 
The usefulness of the in-line cryotron arises from the 
fact that its resistance is directly proportional to its 
length, so it can be used for matching to output lines 

lnod control film 

tnsolorron 

tin note film 

insulation 

le•d ground plant, 

substrate 

(a) In-line cryotron. 

fields parallel fields onii-parollel 

(b) Ideal characteristic. 

Fig. 3. 
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etc. The time-constant of this form of cryotron is in-
dependent of current gain and is given by 

= LIR = 87rd'tglp, x 10 -9 seconds 

For d 4000 A, t = 4000 A and pri = 5 X 10-7 
ohm cm, z = 10-10 seconds. Provided the reduced 
gain is acceptable, the use of the in-line cryotron 
would be expected to reduce considerably the switching 
time of a cryotron circuit. By suitable biasing, it has 
been suggested that the in-line cryotron may be 
operated at a point on its characteristics such that the 
incremental current gain A4/3.4 is greater than unity. 
Under these conditions it may be possible to realize 
simultaneously the advantages of high speed and 
current gain. 

o=7.7 

-X -1-Y 

(a) Cryotron AND/OR combination. 

(b) Cryotron 4-position switch. 

Fig. 4. 

ooput 
XY 

00 

10 

Cl 

Most of the equations derived above refer to the 
behaviour of ideal superconducting films. In actual 
fact, the films as prepared in a vacuum coating plant 
are far from ideal in that they contain a large amount 
of impurity absorbed during the deposition. The films 
also have a large built-in stress which originates (a) 
from the difference in the thermal expansion of the 
film and substrate, and (b) from the presence of 
impurities in the film. These effects all tend to change 
slightly the superconducting parameters of the film. 

The most significant departure from ideal behaviour, 
however, is a consequence of the sloping edges of the 
film which are caused by penumbra effects through 
the fabrication mask used to define the geometry of 
the film. Since the critical field of a superconducting 
film increases as the film thickness decreases, there is a 
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change of critical field across the film edges. This 
results in a broad magnetic field transition and a 
cryotron with low efficiency A. Removal of the film 
edges by mechanical or chemical means sharpens the 
magnetic field transition' and a similar effect may be 
obtained by depositing the film in a vacuum of 10-8 
mm Hg. 

3. Logic Applications 
At first sight the cryotron appears to be very similar 

to a high-speed relay in so far that the control and gate 
circuits are independent and change in resistance is 
used to control the current flowing through the gate. 
There is one very significant difference however. In a 
relay the resistance introduced is infinite whereas in the 
cryotron only a low resistance is introduced into the 
gate. This means that current will flow through a 
cryotron when it is in the resistive state unless an 
alternative superconducting path is provided. 

From a logical point of view, the cryotron should 
be regarded as an inversion, i.e. a "Boolean" NOT gate. 
Thus in Fig. 4(a), an output at Q represents the AND 
combination while output at Z represents the inclusive 
OR. 

An example of the use of cryotrons in simple logical 
circuits is the four-position switch shown in Fig. 4(b). 
More complex logic circuits have been designed. For 
instance, Haynes' describes the binary adder shown 
in Fig. 5 which employs only 14 cryotrons compared 
to the 42 required in an earlier design of Buckl. 
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Fig. 5. Binary full adder. 
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4. Storage Circuits 

These may be of two types, either flip-flop loops or 
storage loops. In the flip-flop loop (Fig. 6(a)) current I 
is directed to flow in the left- or right-hand branches 
of the loop according to the instructions given to the 
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IA.0 > 1cc 

12 lo 
1, - 

1w - 0 

12 = lo 

Ir. 0 

rw=0 

10=0 

-I, = 12= Iltored 

10 - 1,4.11 

o 

•ead 

(a) Flip-flop loop. 

(b) Cryotron storage loop. 

Fig. 6. 

write cryotrons. Once the current has been directed 
into one of the branches, it will continue to flow down 
the branch although the write pulse is removed. As 
long as the branch remains superconducting there will 
be no energy dissipation in the branch so no redistribu-
tion of currents. Read cryotrons in the branches will 
detect whether a "0" or " 1" is stored. This form of 
loop is extensively used in the associative storage 
circuits described later. It is also used in the shift 
register shown in Fig. 7. 

The mode of operation of the shift register is as 
follows: Information is stored in loops I, II, III etc., a 
0 or 1 being represented by current flowing along the 
left- or right-hand branches of the loop. A second 
series of loops IA, IIA, IIIA etc. are used as dummy 
stores during the shifting operation. To move informa-
tion along the register, the "shift to A" lines are 
pulsed and the information is transferred into the 
A loops. On pulsing "shift from A" the information 
moves on into the next storage loop. Although this 
register requires 8 cryotrons per bit, it has the advan-
tage of simplicity of operation in so far that it requires 
only alternate pulsing of the "shift to A" and "shift 
from A" lines. 

Storage loops (Fig. 6(b)) differ from flip-flop loops 
in so far that there is only one write cryotron and one 
read cryotron. With no write pulse, current into the 
loop divides between the branches according to the 
ratio of inductances. On energizing the write cryotron 
W the current 4 is forced to flow down the opposite 
branch. On removing the write pulse, 4 will continue 
to flow through this branch as explained previously. 
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Fig. 7. Cryotron shift register. 
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Fig. 8. Three cryotron-per-bit shift register. 

On removing the drive current 4, a circulating current 
/stored is induced into the superconducting loop so as to 
maintain constant the magnetic flux through the loop. 
This persistent current will continue to flow as long as 
the loop remains superconducting, and is used to 
represent a "stored" 1. The presence of the circulating 
current is detected by the output cryotron R, the 
control of which forms part of the storage loop. 

Newhouse et al." use this form of storage cell as 
the basis of a three-cryotron-per-bit shift register. As 
shown in Fig. 8 each cryotron has two independent 
controls—one of which forms part of the previous 
storage loop. To move the stored information along 
requires the application of current pulses to six 
inputs in the correct sequence. The operating cycle is 
as follows. 

(ii) /2 on—R2 on, In off— /2 Off 

(iii) /3 on—R3 on, /c2 Off— /3 off 

(iv) New information into 1st stage. 

Sequence Leaving 

(i) Il on; 4, on—I11, off— /1 off Stored current 

Stored current 42 

Stored current 

By adding a third cryotron, Haynes' has obtained 
a three-cryotron-per-bit storage cell suitable for a 
word organized store (see Fig. 9). The storage loop 
abcd contains the write cryotron W, and the read 
cryotron R. In addition there is a read-select cryotron 
RS. To write into the cell the write-select and input 
lines are pulsed leaving a circulating current in the 
loop abcd. On pulsing the read-select and sense lines 
the sense current is forced to flow through the gate 
film of the appropriate read cryotron. If there is a 
circulating current in the loop being interrogated 
then the read cryotron will be resistive and no output 
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Fig. 9. Haynes' 3-cryotron-per-bit storage cell. 

current will appear. The stored information is 
preserved so non-destructive read-out is obtained. 

A considerable number of interesting systems are 
possible using this basic storage cell. These are 
described in full in the original paper and will only 
be listed here. 

By connecting the sense and input lines 
information may be transferred within store, 
i.e. from word N to word (N + 1). 

(ii) The addition of two more cryotrons per bit 
enables triple access to the store, i.e. simul-
taneous writing-in of one word and reading of 
two words. 

(iii) By suitable interconnection, right or left 
shifting along a word or to other location in 
store is possible. 

(iv) Counting within store is possible. 

(v) The provision of additional reset cryotrons 
(1 per bit) enables shift register operation to be 
obtained. 

The design principle used in the build-up of systems 
from the basic storage cell is to provide an alternative 
current path for the sense current for the case when a 
stored current, i.e. a 1 is sensed in the storage loop 
and the read cryotron R is resistive. This alternative 
path may form the input to a following storage cell 
and so transfer of information is obtained. 

The memory cell described above has been fabri-
cated in large planar arrays by I.B.M. 14. The reported 
size of the cell was 0-12 in x 0.13 in and the packing 
density obtained was 40 cells on a 1 in x 2# in substrate. 
Good reproducibility was claimed and the cycle time 
was 4 its. 

Slade of the A. D. Little Co. has recently proposed' 5 
an alternative triple access storage cell using 3 cryo-

(i) 
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trons per bit (Fig. 10). The storage loop abcd contains 
the enable cryotron E and controls for the read 
cryotrons R1 and R2. The interrogate lines 1 and 2 
form a second pair of controls for RI and R2. To 
write into the cell, the enable and write lines are 
pulsed and a persistent current is stored in the loop 
abcd of magnitude equal to 4/2 of cryotrons RI and 
R2. To read-out, the appropriate interrogate and read 
lines are pulsed, the current in the interrogate line 4 
causing an induced current 4/2 in the loop abcd. The 
response of the cell upon interrogation depends upon 
the sum of the cryotron control current as shown in 
Table I. When incorporated into a store this cell 
enables simultaneous reading of two words and writing 
in of a third. The physical size of the cell is 0.025 in x 
0.05 in, enabling a packing density of 600 per in' to be 
obtained. Although no cycle time has been given, it 
will be quite small ‘. 1 us or so, due to the small 
physical size and consequently inductance of the 
device. 

interrogate I 

read I 

read 2 

write 

Interro-bare . 

Fig. 10. Triple access storage cell. 

Table 1 
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5. Associative Stores 

Considerable economies are possible in computer 
programming by the use of associative stores. In 
conventional random access stores, each word has a 
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6; I bi 2 bi 3 bi 4 

write or interrogate inputs 

fixed address and the computer program must 
include these addresses. For large capacity stores, the 
address itself will be of considerable length, and the 
rapid extraction of words from within the store will 
require careful programming. 

In the associative store the words are inserted into 
the first vacant cell within the store, i.e. in a random 
order. The words are identified by a key which may 
be formed from a combination of bits within a word. 
To extract a word from the store, the appropriate key 
is presented to all the cells simultaneously and an 
indication of match is obtained. The matching word 
or words may then be read out as required. This 
recognition of the key by the cells within the store 
requires a logical "yes" or "no" decision. In other 
words, the storage cells must be capable of performing 
logic as well as storage. 

-41 
ourput 
voltoqe 

W- write cryotron 

R- read cryotron 

Fig. 11. A cryotron catalogue store. 

If the identification key can be varied, the associative 
store becomes extremely attractive. Suppose, for 
instance, each word contained information 
A +B+C+D+ E, then by changing the key it 
would be possible to extract all words with identical 
A, all those with identical B and so on. Alternatively, 
by changing the key systematically, it would be pos-
sible to extract words in a sorted sequence. 

Using existing techniques, the associative store is 
too costly to be seriously considered for present day 
computers. However, this is not the case with cryo-
trons. As has been previously shown, cryotrons may 
perform logic and storage functions, and are conse-
quently ideally suited to the associative store. The 
question of cost is dominated by the cost of the 
necessary helium refrigeration and this of course 
should be no higher than that required for any other 
form of superconducting store. It is reasonable to 
suppose therefore that we shall be able to choose 
between random access or associative superconducting 
stores purely on performance considerations. 

Although an associative store using 1800 wire-
wound cryotrons was built by A. D. Little Co. in 
1957, the first proposal for a thin film version was not 
made until 1960". Based on the cryotron storage 
loop previously described (see Fig. 6(b)), the catalogue 
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store (Fig. 11) was capable of recognizing words held 
in storage. Information is written into the cell by 
pulsing the input and enable lines, bipolar pulses 
being used to represent 1 and 0. To interrogate, the 
input lines are activated according to the word it is 
required to identify within the store. An output 
voltage is only observed when all the read gates of a 
particular word are resistive, i.e. when a positive 
interrogate pulse corresponds to a positive stored 
current etc. 

bill blt 2 bd bit n 

cell rn 

cell 

1 

cell 2 

cell I 

M rerprer 

Fig. 12. Block diagram of associative store. 

A more advanced associative store has been 
developed by A. J. Learn of the Space Technology 
Laboratory and has been described in papers by 
Davies" and Maguire'. A block diagram of the 
store is given in Fig. 12. Each cell consists of a control 
module and N data bits. The control module controls 
the writing, comparing and reading between the M 
register and the cell. A word to be stored is placed in 
the M register and simultaneously transmitted to all 
cells along vertical data lines. The first empty cell is 
selected by signals from the control module which 
then sends a signal along this cell causing the trans-
mitted data to be stored. To select a word the appro-
priate key is placed in the M register and transmitted 
to all cells together with enabling signals which 
constitute the key. Comparisons are performed in 
each cell, and when a match is obtained, a signal is 
sent from the appropriate control module to the M 
register. A returning signal from this register to the 
appropriate cell causes the word to be transferred out 
of the cell to the register. The read-out may be non-
destructive or destructive as required. 
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The cryotron store bit element is shown in Fig. 13(a). 
A 1 is represented by a stored current in the loop 
pqrs, a 0 by no stored current. To write into the loop, 
lines Vi Wj are pulsed, a circulating current being 
established in the manner shown in Fig. 6(b). The 
comparison current consists of line Ci and Ej. Current 
on Ej and Wj lines corresponds to the key in the M 
register. If a 1 is stored, the nett current on the line 
pq will be zero when /w = 1, i.e. cryotron 2 is super-
conducting. When there is mismatch 2 will be resistive. 
Thus line Ci will only be superconducting when there 
is match between words in the cell and M register. The 
function of the enable lines Ej is to select what part 
of word to use as key. Read-out of identified word is 
now obtained by pulsing Ri and Oj. If a 1 is stored 
then cryotron 5 will be resistive as well as cryotron 4 
and so there will be a voltage across the cell indicating 
a 1 stored. 

from 
control 

mod. le 

l'in 

Ri 

(D 

CD 

(D 

Ej wi oi 
from El eqister 

(a) Cryotron storage bit. 

(b) One stage of F(Ci) control module. 

Fig. 13. 

The control module interprets the signals on the Ci 
line and produces the appropriate Vi and Ri signals. 
Although full details of the control modules are given 
in the original paper only a small part, namely the 
F(Ci) network for turning on Ri corresponding to the 
first Ci that is on, is shown in Fig. 13(b). The vertical 
lines F, É and Pb pass through all the control modules, 
the horizontal lines Ci, Ci, Ri and Ri pass along the 
words through the memory bit elements. The sequence 
of operations is as follows—line Pb is pulsed to reset 
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the Ri's then F is pulsed. If Ci is off, cryotron 2 is 
resistive, cryotron 1 is superconducting and no 
current flows from F to É. When Ci is on cryotron 1 
is resistive, 2 is superconducting and current flows from 
F to F making cryotrons 3 resistive and directing 
current from Rito Ri. 

The complete control module uses 9 cryotrons and 
there are 5 cryotrons per storage bit element. It has 
been estimated, on the basis of the cryotron time-
constants, that the access time to the store would be 
approximately 300 ns. 

Descriptions have recently been given of two types 
of associative stores developed by I.B.M. Seeber" 
reported on an associative self-sorting store and more 
recently Seeber and Linguist" have reported on an 
associative store with ordered retrieval. In the self-
sorting store words enter in random order and are 
then placed in proper relationship to previously 
sorted words. The functions that such a store must be 
capable of performing are 

(i) comparison between word in entry register and 
words already in store to decide high-equal-low 
status, 

(ii) insertion of entry word between high and low 
words already in store, 

(iii) moving up of all high words to accommodate 
the new word. 

entry req stet 

echo exit register 

dummy regulen I 
(forward txll regtsrer) 

word register I 

dummy regtster 2 

word regimen 

dummy reqi stet 3 

dummy regule, 

word reviler W 

dummy register(Wel 
(backward eel, register) 

echo etto regIster 

Fig. 14. Self-sorting associative store—block diagram. 
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To enable the insertion of a new word into the store 
between words already there it is necessary to provide 
dummy registers between the main registers. 

A block diagram of the store is shown in Fig. 14. 
The comparison circuits from the entry register 
extend through all the word registers and indicate 
the status of word with respect to word in entry 
register. On first half of cycle the entry word is moved 
into dummy register appropriate to its position in 
memory and all words above selected dummy registers 
move up into higher dummy registers. On next half 
cycle a new word enters entry register and the words 
in the dummy registers move up into main registers. 
When the store fills up, words are passed out through 
an exit register which remembers the word just 
ejected. An alternative mode of operation is possible 
which allows inverted sorting and the ejection of words 
from the bottom of the store. 

The basic storage loop used is the flip-flop type 
described in Section 4. Comparison and shifting 
circuits are provided and the complete bit register 
with dummy register is shown in Fig. 15. A stored 1 
is represented by a current down the left-hand branch 
of the storage loop and 0 by the right-hand branch. 
Information may be written into the dummy register 
using the select and entry lines. Transfer of informa-
tion from the word register to the dummy register is 
achieved by activating the "dummy in" and the 
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Fig. 15. Self-sorting associative store—cryotron storage cell. 
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interrogate 

input 

output 

Fig. 16. Data tag storage cell for associative store. 

appropriate transfer lines depending upon whether the 
information is moving up or down the store. In a 
similar manner the information may be read out of 
the dummy and transferred to the word register. The 
selection of the appropriate dummy register for the 
insertion of an entry word is determined by the 
equal/low/high matching circuits. Assuming an equal 
comparison has been made on the previous bits in the 
W word register so that a current flows along the 
equal line, then if we compare a 0 in the entry register 
with a 1 stored in the W register the current will come 
out along the high line. This indication of the status 
of the word is used to control the insertion of the entry 
word into the store. Details of the cryotron circuits 
used in the entry and transfer systems are also given 
in the original paper. 

The associative store described by Seeber and Lin-
guist» has facilities for the ordered retrieval of infor-
mation held within the store. Starting with the left-
hand bit of the word key, a systematic search is made 
to determine the lowest ranking word within the store. 
Successively higher words are then identified one by 
one. The word registers consist of a series of data tag 
cells—one per bit, together with a vacancy bit at the 
front of the word and a register select control at the 
end. The mask register selects that portion of the word 
in the interrogation register that forms the word key. 
This key is then compared with words held in storage, 
and if equality is established the comparing current will 
flow out on the appropriate equal line. The particular 
word will then be read out or read in as the case may 
be. The vacancy bit register indicates whether word 
register is occupied or vacant. 

The basic data-tag cell of the store having write, 
read and comparison circuits is shown in Fig. 16. A 
flip-flop storage loop abcd is used, the current flow 
for a stored 1 and 0 being as indicated. The status 

395 



P. A. WALKER 

indication in this case is merely an equal/unequal 
decision. 

Performance figures of an experimental associative 
store have recently been given by Newhouse and 
Fruin21. The store had a capacity of 3 words of 3 bits 
and facilities for comparison, and read-out of the 
matching word. Eighty one crossed film cryotrons 
having crossing ratios of W9/ Wc .-- 30, were used and 
switching tests indicated that the loop time-constants 
were — 5 jis. Considerable reduction in time-constant 
would be expected by the use of smaller cryotrons, 
and it was suggested that a 300 000 bit store might 
have a 50 Lis comparison cycle time. 

6. Technical Feasibility 

The cryotron is unique among computer compo-
nents in so far that with this one component, one can, 
in principle, perform all the necessary logic and 
storage functions. In addition, the device is intrinsi-
cally cheap, small and capable of high speed and 
reliability. Before it becomes commercially attractive, 
however, these advantages have to be sufficient to 
offset the great disadvantage of the low temperature 
environment required. 

liow great a burden in this requirement of a low 
temperature environment? At the present moment, 
a closed-cycle helium refrigerator capable of providing 
1 watt of refrigeration at 4.2° K costs in the region of 
£20,000. It seems likely that it would be necessary 
to have two such refrigerators associated with each 
cryoelectric computer. One would be used for cooling 
while the other would be used in an emergency and 
during servicing. In a year or two's time when the 
demand for such cooling units has increased, it is 
likely that the refrigerator costs will have dropped to 
about £ 10,000 per unit or £20,000 per computer. 
This high outlay could only be carried by a computer 
of large size. For instance, it is thought that a cryo-
electric store only becomes economically attractive 
when its size is above 50 000 words or so. Of course 
economic considerations are not the only ones, since 
a user is generally prepared to pay for speed and size, 
both of which are offered by the cryoelectric devices. 

The question still remains as to whether the cryo-
electric computer is technically feasible. In an attempt 
to answer this question some of the outstanding 
problems will be considered, and indications given of 
their likely solution. 

6.1. Fabrication 

One of the major problems associated with the 
fabrication of these devices by vacuum-coating 
techniques is that of obtaining the required accuracy 
of pattern registration and line definition. On the 
materials side, trouble is being experienced with the 
dielectrics which must be thin, pinhole free and stable. 
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Most thin films prepared by vacuum-coating tech-
niques possess large built-in stresses which may, in 
certain circumstances be sufficient to cause cracking 
or buckling of the films. Dielectric films have been 
found to be particularly susceptible to this stress 
relief which may be triggered off by atmospheric 
moisture or mechanical shock. Much effort is being 
devoted to understanding these effects which appear 
to be one of the major keys to successful device 
fabrication. New technologies and materials are 
constantly being developed, and there is no reason to 
doubt that large-scale automatic production of these 
planar arrays will be possible in the near future. 

6.2. Heat Dissipation 

As shown by Sobo19, heat dissipation in the cryotron 
has a direct influence on the permitted packing 
density, pulse repetition frequency and duty cycle. It 
is not yet known how much of a restriction this will 
be, much work needs to be done both on the material, 
the device, and the systems side. 

6.3. Circuit Problems 

Due to the low impedance levels involved, the 
problem of terminating drive lines etc. becomes 
difficult and in complex circuits, unwanted reflections 
may prove troublesome. On the output side, for 
satisfactory signal transfer the output cryotrons must 
be matched to the transmission lines. In-line cryo-
trons, with their adjustable resistance are ideally 
suited to this purpose. 

All interconnections within a circuit must be kept as 
short as possible to minimize the time-constant and 
this consideration will have to be borne in mind by a 
systems designer. The problem of interconnections 
between planes of cryotrons is particularly difficult 
since the inductance of a short length of screened 
cable is several orders of magnitude greater than the 
inductance in a cryotron circuit. Techniques using 
transmission lines along the edge of the planes may 
have to be used. 

Few of these engineering and design problems have 
yet been tackled. They are obviously difficult ones— 
but we do not believe insoluble. 

6.4. Reliability 

From the reliability point of view one can reason-
ably expect a long life-time provided the cryoelectric 
assembly can withstand the initial thermal shock 
associated with cooling to low temperature. Subse-
quent warming to room temperature should be avoided 
if possible. 

The possibility of plane failure must be considered. 
Repair of a faulty section is out of the question while 
the replacement of a faulty plane would be technically 
very difficult. A more acceptable solution would be to 
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provide a number of spare circuits within the assembly 
and to switch these in as required. In the event of a 
major failure involving many circuits, it is probable 
that the whole assembly would be thrown away and 
replaced by a new one. 

7. Conclusions 

The cryotron circuits discussed above illustrate most 
forcibly the great versatility of the cryotron as a com-
puter component. It is difficult to comment on the 
switching speeds of these circuits since, as explained 
above, this is largely an L/R limitation and conse-
quently will largely depend upon the precise geometri-
cal configuration and dimensions of the circuit. Suffice 
it to say that the circuit speeds should be well into the 
submicrosecond region. With the possibility of an 
integrated logic and storage system, information 
path lengths, and consequently transit times will be 
considerably reduced, and this in turn will be reflected 
in a decrease in overall computing time. 

Many technical difficulties remain to be overcome 
before the full potentialities of these devices may be 
exploited. Although many of these problems are being 
tackled, much remains to be done, and a considerable 
effort is required to bring the cryoelectric computer 
into fruition. 
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Communications Developments 

The Commonwealth Telecommunications Board 

Mr. Dawson Donaldson, B.Sc., M.I.E.E., formerly 
Director General of the New Zealand Post Office, 
took up the post of Chairman of the Commonwealth 
Telecommunications Board on 1st December last. 
He succeeded Sir Ben Barnett, K.B.E., C.B., M.C., 
who had served in this capacity for over six years, 
having previously been Deputy Director General of 
the British Post Office. 

The Commonwealth Telecommunications Board 
was set up in 1949, as a result of the Commonwealth 
Telegraphs Agreement, 1948, "for the purpose of 
promoting the efficiency and development of the 
external telecommunications of the British Common-
wealth and Empire". The Board is composed of 
representatives of the Partner Governments with 
an independent Chairman. Its present members 
represent Britain, Canada, Australia, New Zealand, 
India, Ceylon, Malaya and Rhodesia and Nyasaland; 
there is also a member for Commonwealth territories 
not otherwise represented, and new members are due 
to be appointed by Cyprus, Nigeria and Ghana. 
Other independent Commonwealth territories have 
been invited to join the partnership and appoint 
members. 

The Secretary-General of the Board is Mr. William 
Stubbs, C.B.E., M.C. (Member) whose appointment 
to this post in 1961 was announced in the June 1961 
Journal. 

London's New Radio Tower 

The 580 ft high radio tower now under construction 
for the Post Office off Tottenham Court Road, has 
reached a height of 380 ft and is easily visible from the 
upper storey of the Institution's headquarters in 
Bedford Square which is about a quarter of a mile 
distant. The tower is being built by the Ministry of 
Public Building and Works and should go into 
service in January 1965. 

The tower will add an impressive new feature to 
London's skyline. It will carry aerials and equipment 
for new trunk and television microwave links and 
should be high enough to ensure unhindered line-of-
sight paths to avoid obstruction from the many tall 
buildings now going up or projected in the London 
area. 

A revolving public restaurant near its top, at a 
point about 520 ft above ground level, will give 
customers a remarkable panoramic view of London. 
It will make a complete revolution in about half an 
hour. There will also be public observation galleries. 

A constructional problem that had to be overcome 
is that the tower must be so rigid that even in the 
strongest winds the upper section, where the direc-
tional aerials for the television and telephone services 
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will be built, will not tilt more than one-third of a 
degree from the vertical. An internal hollow rein-
forced concrete shaft, tapering from 22 ft in diameter 
at the top to 35 ft at the bottom, provides the main 
stability of the tower. This shaft will contain the high 
speed lifts, the ventilation ducting and the service 
cables to the television and telephone equipment. 
The stability of the tower is assisted by a bridge deck, 
80 ft above ground, connecting with the main building 
—the extension to the Museum Telephone Exchange. 
From just above the main building sixteen floors 

providing accommodation for equipment will be built 
into the section between 115 ft and 355 ft above ground. 
The lower three floors provide accommodation for 
the high velocity ventilation plant. The remainder 
will house the microwave and associated apparatus. 
The floors are of reinforced concrete and are canti-
levered out from the main shaft. The outside covering 
of the tower will be glass-50 000 square ft. From 
355 ft to 477 ft above ground level there will be the 
section which provides the platforms for the main 
horn and dish-shaped aerials. The platforms are not 
enclosed so that there will be no interference with the 
transmission beams. 
The restaurant and observation floors will be be-

tween the heights of 477 ft and 548 ft. The main shaft 
will rise a further 31 ft in order to provide lift over-run 
motor rooms and control gear. Crowning the struc-
ture will be a latticed tower approximately 40 ft high 
designed to carry additional aerials and meteorological 
instruments. 

Construction work will start this summer on a 
similar tower-500 ft high but without restaurant and 
observation floors—in Birmingham, which is expected 
to come into operation towards the end of 1965. Its 
capacity will be 150 000 telephone channels and 40 
television channels. A model is on show at the Royal 
Academy's Summer Exhibition. 

Data Transmission in Technical Publications 

The technical publications group of an American 
missile manufacturer, the Martin Company in 
Denver, uses high-speed data transmission techniques 
to transmit changes in technical manuals over 
telephone lines at 1000 words per minute. The changes 
are received on 8-channel paper tape in form for 
printing on lithographic matrixes. This permits rapid 
off-set reproduction and prompt distribution of the 
changes to all holders of the manuals. This new rapid 
communications system has made it possible to trans-
mit changes in technical and operating data, from 
engineering through publications and into manuals, 
in a few hours. It is stated that similar terminals, 
developed by the Digitronics Corporation, are cur-
rently operating in over 100 installations in 40 cities 
in the United States, Canada and Great Britain. 
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An Investigation into the Acoustic Noise produced by the 

Ferrite Core used in Television Line Output Transformers 

By 

J. C. MAcKELLAR, 
(Associate Member) t 

Summary: Details are given of the measurement of the acoustic noise 
produced by a line output transformer and polar diagrams are shown of 
the sound pressure around the core. 

It is shown that in the region of the television line frequency, 10i25 kc/s, 
the core can resonate in a flexural mode giving extreme levels of noise. A 
detailed analysis is given of the radiation diagrams produced from a 
vibrating face of the core and from this information the relationship 
between flux density B and fundamental strain is found. Methods of 
clamping and glueing the core are suggested in order to reduce the noise 
from the core due to flexural resonance. 

Finally, attention is drawn to new materials developed in conjunction 
with this work, which produce very little magnetostrictive strain over the 
flux density range in which the core is operated. Measured results of flux 
density against fundamental strain are given for these materials and exist-
ing materials. 

List of Symbols 

a width of piston source (cm) 

b length of piston source (cm) 

c velocity of sound (cm/s) 

d separation of point sound sources (cm) 

E modulus of elasticity in tension or compression 

f frequency 

I second moment of area about neutral axis 

L effective length of beam (in) 

MB mass of beam (lb) 

Po 

Vo 

sound pressure (dynes/cm2) 

distance from vibrating surface (cm) 

density of air (g/cm2) 

wavelength (cm) 

maximum velocity of vibrating surface (cm/s) 

angular frequency 

distance from centre of piston along major axis 

I. Introduction 

Over a long period there have been complaints of 
the high-pitched whistle produced by a television 
receiver operating on the 405 line standard. At one 
time or another practically all the parts of the receiver 
handling the high energy needed for the horizontal 
deflection at 10.125 kc/s were suspect as sources of 
the noise. Various investigations carried out in differ-
ent industrial laboratories isolated the core of the 
horizontal (line) output transformer as the prime 
source. All agreed that the results obtained were 

Mullard Research Laboratories, Redhill, Surrey. 
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extremely confusing. Many people found ways of 
quietening the line transformer by cut-and-try methods 
but complaints continued sporadically. It was by no 
means clear whether the noise was generated by 
magnetostrictive movement of the core or by com-
pression and relaxation of the gapping material due 
to the halves of the core acting as electromagnets. 
Certainly no correlation could be found between the 
noise produced by transformers and the currently 
available magnetostrictive coefficient figures for the 
core material. 
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Fig. 1. Static strain curve. 

It was first established by static measurement that 
magnetostriction could be a contributing factor in 
determining the intensity of the noise produced by the 
core. A curve showing the strain produced by a given 
flux density for two FX 1412 U cores joined with 
synthetic resin glue is shown in Fig. 1. This curve was 
measured statically by means of a differential capacitor 
bridge. 
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G 

Fig. 2. Dimensions of U cores. 

_i, 
--1 

Table 1 

Dimensions of U cores FX 1412, FX 1442, FX 1452 
and experimental core. 

Type A B C D E F G 

FX 1412 60.3 31.8 15.89 38-1 5.07 19.05 4.76 

FX 1442 53.7 23.8 11.36 37.6 3.96 15.89 3.17 

FX 1452 56.7 29.4 13.75 37.0 6.56 17.8 3.56 

Exptl 
Core 49.5 28.4 15.9 27.5 6.5 160 4.7 

Dimensions in millimetres 

The next step was to measure the behaviour of the 
core operating as if in a line output transformer. 
Dynamic measurements of such small amplitudes are 
extremely difficult to make at frequencies in the order 
of 10 kc/s. For this reason it was decided to investigate 
the problem acoustically. 

It was first definitely established by preliminary 
experiments that the majority of this noise was 
associated with the core of the line output transformer, 
and for this reason this paper will be primarily con-
cerned with the ferrite core and the process by which 
excessive noise is generated. 

The three most widely used cores are types FX 1442, 
FX 1452 and FX 1412. A drawing of these cores is 
shown in Fig. 2. Table 1 gives the dimensions of each. 

The line output transformer is normally operated in 
the circuit shown in Fig. 3. Under these conditions 
the ferrite core is magnetically biased due to the mean 
current of V, flowing through N4_5 turns. The core 
is also taken through a magnetic cycle at line fre-
quency. 
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Calculations show from a number of designs that 
the core is magnetically biased to a flux density of 
1000 gauss, the alternating component has a peak to 
peak value of 2000 gauss. 

3. Experimental Measurement of Acoustic Noise 

The sound pressure at a certain distance from a 
television set when operated under normal conditions 
is made up of a large number of components due to 
multiple reflections. These reflections not only occur 
within the cabinet, but also within the room in which 
the set is being used. Since the frequency of the noise 
is relatively high the interference pattern set up will be 
very complex, making measurements under these 
conditions impossible. 

In order to study the acoustic radiation from the 
transformer without interference from multiple re-
flections an anechoic enclosure was used. 

3.1. Anechoic Enclosure Design 

The design of the anechoic chamber can be relatively 
simple because of the frequency being considered. The 
object when designing an echo-free enclosure is to 
prevent reflections from the walls. This was achieved 
by the use of a wedge-form of construction. "Tentest" 
boarding of ¡ in. thickness provided the most con-
venient material to be used for the wedges. 

If the enclosure is free from reflections the sound 
pressure from a simple point source, i.e. a source small 
compared with the wavelength at the frequency being 
considered, will drop by 6 dB each time the distance 
from the source is doubled. Any cyclic irregularities 
in this curve will indicate the presence of standing 
waves and thus give a direct indication of the per-
formance of the enclosure. Figure 4 shows two such 
curves taken at 10 and 7 kc/s. From these curves it 
can be seen that, although the enclosure is not entirely 
free from reflections at 10 kc/s, these are small and 
the performance of the enclosure within the fre-
quency range 7 to 10 kc/s and higher is adequate for 

Fig. 3. Basic line output circuit. 
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Fig. 4. Relative sound pressure distribution in 
anechoic enclosure. 

an investigation of this type. The overall size of the 
enclosure was 4 ft x 3 ft x 3 ft, thus enabling small 
assemblies to be measured. 

3.2. Auxiliary Equipment 

The threshold of hearing at 10 kc/s, according to 
measurements made at the National Physical Labora-
tory,' is 20 dB above 0.0002 dynes/cm' sound 
pressure. The apparatus should enable measurements 
to be made as near to this level as possible and should 
at the same time have a good frequency response at 
10 kc/s and above. The microphone should also be of 
small size to prevent disturbances of the sound field 
under measuring conditions. 

A block diagram showing the method of measure-
ment is shown in Fig. 5. The transformer was mounted 
on a rotatable shaft so that the polar distribution of 
sound pressure around the core could be measured. 

The magnetizing winding was fed from a sinusoidal 
voltage together with a d.c. polarizing current. This 
arrangement was adopted for the following reasons. 

D.C. 
SUPPLY 

Fig. 5. Block diagram of measuring apparatus. 

ANECHOIC ENCLOSURE 

SINE 
WAVE 

GENERATOR 

C 
AMPtIF R 
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SIN ECOS 
RESOLVER 

PARAPHASE 
C 

AMPUFIER 

CATHODE 
FOLLOWER 

BAND 
PASS 
FILTER 

MICROPHONE 
AMPLIFIER 

WAVE 
ANALYZER 

(a) The large voltage pulse produced during the 
flyback stroke in a normal time-base circuit can 
easily be detected directly by the measuring 
apparatus, thus giving false measurements. 

(b) Additional noise not associated with the ferrite 
core might be produced by electrostatic forces 
during the flyback stroke; this could also lead to 
inaccuracy when measuring the noise from the 
core itself. 

(c) It is necessary to investigate the frequency 
dependency of the noise. This would be difficult 
with an energy recovery time-base circuit at the 
same time keeping the flux swing constant. 

It was felt early in the investigation that a quicker 
and more direct display of the polar distribution would 
be more revealing and save considerably in the time 
spent taking radiation diagrams manually. With this 
facility in view a polar plotter was built. 

3.2.1. Polar plotter 

The most direct approach to plotting automatically 
the radiation diagram around the transformer is to 
display the sound pressure polar diagram directly on 
a long persistance display tube. The circuit which 
achieves this is shown in Fig. 6. The output voltage 
from the wave analyser, Vd, which is directly propor-
tional to sound pressure is applied to the first valve VI 
which is a cathode-coupled paraphase amplifier. The 
potentiometers RV1 and RV2 are included to enable 
the initial balance of the system to be adjusted; RV3 
is a sine and cosine resolver potentiometer which is 
geared by a 1: 1 ratio to the shaft on which the 
transformer under test is mounted. 

Under no-signal conditions, i.e. Vd, = 0 the points 
A, B and C are all at earth potential. When the shaft 
is rotated zero voltage is fed to the balanced d.c. 
amplifiers and only a spot is obtained on the display 
tube. This condition represents initial balance and is 
adjusted by RV1 and RV2. 

-300v 

Fig. 6. Circuit of d.c. paraphase amplifier. 
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Fig. 7. Typical line transformer core. 

When a voltage is applied to the grid of VI the 
points A and B go above and below earth respectively. 
The degree of unbalance is dependent on the ampli-
tude of Vda. 

The voltage developed across the sine and cosine 
receiver potentiometer RV3, due to the input voltage 
Vdc, is resolved into two components V cos O and V 
sin 0, O being determined by the angular position of 
the transformer. These two components are then fed 
to the balanced d.c. amplifiers and hence to the X and 
Y plates of the display tube. Rotation of the shaft 
on which the transformer is mounted results in the 
polar distribution of sound pressure around the 
transformer being displayed directly without any 
intermediate operations. 

This facility considerably helped to eliminate the 
long and tedious process of plotting polar diagrams 
manually. 

4. Analysis of Core Vibration 

Before considering the fundamental factors on 
which the intensity of the sound depends, it was 
decided to investigate the way in which the noise 
varies with frequency. The reason for this becomes 
obvious when the shape of the core is considered. 
Because the core is a relatively complex structure, it is 
conceivable that different modes of mechanical 
resonance could exist within the audible range. Any 
resonant effects could make correlation between sound 
pressure and the magnetic conditions under which the 
core is operated extremely difficult. 

The object of this part of the work was to determine 
the types of mechanical resonance which occur within 
the audible range, particularly at or near the television 
line frequency of 10125 kc/s. 

4.1. Radiation Diagram Analysis 

Because the dimensions of the core are comparable 
with the wavelength in air at the frequencies concerned, 
the polar diagram of sound pressure around the trans-
former will change appreciably with frequency. 
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To show this effect a simple analysis can be carried 
out by considering the transformer core in Fig. 7. If 
the radiation in the YZ plane is considered, then the 
two limbs, 1 and 3 can be considered as being equiva-
lent to two sound sources in antiphase. 

If these sources are represented by A and B in Fig. 8, 
then the far field polar diagram can be found as follows. 

Fig. 8. Simplified representation of a line 
transformer as a sound source. 

Consider a point p at a distance large compared with 
d so that rays from A and B can be considered as being 
parallel. 

From Fig. 9, path difference = d cos O. 

therefore phase difference = 2nd cos 0  

total phase difference = It 
2rtd cos 0 

If Pp is the sound pressure produced by A or B at 
point p considered separately, the resultant pressure 
P; due to the vector sum of the radiations from A and 
B will be 

P = 2P cos 
2 

The shape of the polar diagram will be given by 

(it nd cos 0) 
cos 

2 

(ir nd cos 0) 
(1) 

This function is plotted in Fig. 9 for different fre-
quencies. Photographs are also shown in Fig. 10 of 
the sound pressure polar diagram taken experimen-
tally from the polar diagram display for an FX 1412 
core in the Y Z plane. 

When a bar of material is stressed longitudinally a 
tensile strain is produced in the same direction. 
Similarly a compressive strain is also produced in 
every direction perpendicular to the initial stress. The 
ratio of lateral strain/longitudinal strain, known as 
Poisson's ratio, could be the cause of the side-lobes 
present in the photographs which are not accounted 
for in the above analysis. The integrated sound 
pressure produced by lateral vibrations of this type 
would result in a radiation along the Y axis. 

The above analysis, although over-simplified, does 
clearly show that in order to measure the relationship 
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between frequency and amplitude of vibration without 
very complicated measurements and calculations 
entering into the analysis, it is necessary to overcome 
the marked change in the polar distribution of sound 
pressure with frequency. 

For the above reason it was decided to measure the 
radiation from one face of the transformer core with-
out interference from other parts of the structure. 
This was achieved by acoustically screening all parts 
of thé core except the face from which the radiation 
was being measured. This was done by covering the 
core with fibre glass and acoustic tiling, the whole 
assembly was then mounted in a small box. The 

80 
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140 

210 150 

200 160 
190 no 170 7 kc/s 

surface from which the radiation was being measured 
was not screened. With this technique not only is it 
possible to simplify considerably the analysis of the 
radiation diagram, but more important, it is possible 
to determine the way in which the core is moving from 
the shape of the radiation pattern produced. 

4.2. Analysis of Radiation from Piston Source 

With the above arrangement of mounting, the 
radiation can be considered as being the same as that 
produced by a piston moving in an infinite baffle. 

The sound pressure P from a rectangular piston, all 
points of which are moving with the same amplitude 
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Fig. 9. Calculated radiation diagrams from simplified sound source. 
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Fig. 13. Sound pressure from piston source. 

11.0 

y is defined in a similar way only this time the YZ 
plane is considered. 

If only the radiation in the XZ plane is required 
then y in equation (3) will be ir/2 for all values of 2. 
Thus the radiation sound pressure reduces to 

sin (-1rb cos cx 
P ) jabcopovo expjco (t — R 
=  (4) 

2nR c) nb 
cos a 

The first term gives the instantaneous value of the 
sound pressure at time t, the second term gives the 
shape of the polar diagram in the XZ plane. This 
function is plotted in Fig. 12 for frequencies between 
7 kc/s and 16 kc/s. Also shown are photographs of 
the sound pressure distribution taken experimentally 
from limb 1 of an FX 1412 core, the two halves glued 
together with a synthetic resin glue. 

For these measurements the flux swing was 2000 
gauss peak to peak, and the d.c. component was 
maintained constant at 1000 gauss, thus simulating 
the actual flux conditions found in a conventional 
type of line transformer. 

A comparison of the two displays reveals some very 
interesting results. In the region of 10 kc/s there is a 
considerable discrepancy between the calculated and 
experimental results. Above and below this fre-
quency however, it can be concluded that the face of 
the core from which these photographs were taken is 
vibrating essentially in an extensional mode, i.e. the 
amplitude and phase along its length are constant. In 
the region of 10 kc/s this is not the case. The dis-
crepancy at this frequency suggests that the mode of 
vibration is no longer extensional but is considerably 
modified from this condition. 

Figure 13 shows the relationship between sound 
pressure and frequency, under the same flux conditions, 
taken along an axis normal to the limbs 1 and 2 of the 
core. These curves show that in the region where the 
photographs did not agree with the calculated results 
a severe resonance is present. 
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4.3. Nature of Core Vibration at Resonance 

4.3.1. Analysis of core vibration in the region of 
resonance 

The two curves in Fig. 13 show similar charac-
teristics. The asymmetry about resonance however is 
reversed in the radiation from the two faces. This 
suggests that the two sides of the core are not vibrating 
in exactly the same way. Before the shape of these 
two curves can be explained it is necessary to know 
the mode of vibration at resonance. The core was 
therefore mounted on rubber feet positioned at the 
extreme corners of the assembly in order to introduce 
as little damping as possible. Again the flux conditions 
were maintained the same as those previously used. 
In order to measure the amplitude of vibration a 
crystal pick-up, of the type normally used for record 
reproduction was used. Although it did not give very 
accurate results, this device was sufficiently precise to 
give an indication of the type of vibration at resonance. 
The pick-up was mounted in a micro-manipulator so 
that the length of each limb could be explored with a 
reasonable degree of accuracy. The results obtained 
from this experiment are shown in Fig. 14. 

The relative amplitude of vibration is plotted against 
distance along each limb of the core. From this it is 
clear that the core is resonant in a flexural mode with 
antinodes of vibration at the centre of each limb. By 
comparing the phase of the vibrations on limbs 1 and 
2 it was also apparent that the orthogonal limbs of 
the transformer core were moving in antiphase. This 
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Fig. 14. Amplitude of vibration along each limb of 
a transformer core. 
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means that if at a given instant in time limbs 1 and 3 
are moving outwards from the centre of the core, the 
limbs 2 and 4 are moving inwards. This can best be 
illustrated by means of the diagram shown in Fig. 15. 

From the knowledge that the core is vibrating in a 
flexural mode, a more accurate analysis can be made 
of the radiation diagrams at and near flexural reso-
nance. 

— 

Fig. 15. Mode of vibration at flexural resonance. 

Comparison between the calculated radiation dia-
gram for the extensional mode (Fig. 12(d)) and that 
obtained from the polar plotter at the same frequency, 
shows that due to flexure of the limb the side lobes are 
considerably reduced. This can be verified by a 
theoretical analysis, assuming the limb to be flexing. 

In equation (2) the velocity v, is assumed constant 
over the surface area of the piston, i.e. the piston is 
moving with constant amplitude and phase. If the 
piston is flexing along the X axis only, then the velocity 
will be a function of x. For the flexural mode let the 
velocity distribution along the x axis be given by 
vo = v cos RxIb. Thus, substituting this in eqn. (2), 

+6/2 

jwpov 7IX 
P = exp j . a) j cos —b x 

2irR 
—6/2 

+a/2 

x expj — (x cos a) dx expj — (y cos y) dy 
c c  

—a/2 

 (5) 
From Appendix 2, the resultant expression for P,, is 
given by 

(-1rb cos ot) 

P = j2abpovc exp jai (t — R) cos,Î.  X 
y 7r2R c 

1 — 4b2 cos2 a 
12 

sin (—Ira cos y) 2  
X  (6) 

ira 
-i-cosy 
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If the radiation pattern is required only in the XZ plane 
then y will be n/2 for all values of a. Thus the last 
term in eqn. (6) will tend to unity. 

The shape of the radiation pattern will be given by 

cos (—it cos ot) nb 

R. = 

— (2b —2 cos« ) 2 

This function is plotted in Fig. 12(d) for 9.9 kc/s, the 
frequency at which the core is in a flexural resonant 
mode. Comparison of this diagram with the photo-
graph of the sound pressure distribution at the same 
frequency confirms that the limb is vibrating in a 
flexural mode. The amplitude of vibration at this 
frequency is many times that of the extensional mode. 
However, a few hundred cycles away from resonance 
the amplitudes of the flexural and extensional vibra-
tions become of the same order, and the resultant 
motion of the face in this region will be the vector sum 
of these two types of vibration. 

4.4.2. Effect of flexural resonance on radiation dia-
gram distribution 

The asymmetry in the shape of the resonance curves 
shown in Fig. 13 can be explained by considering them 
in conjunction with the radiation diagrams at various 
frequencies. 

The phase of the extensional displacement relative 
to the driving force is substantially constant over the 
range for which the core is resonant in a flexural mode. 
This is the case because the extensional resonant 
frequency occurs outside the audible range, an approxi-
mate value for the lowest extensional resonant fre-
quency can be found by considering the total length 
of the U-core to be the same as the wavelength of 
sound in ferroxcube at the resonant frequency. With 
an FX 1412 the total length is 20 cm, which gives a 
value of 25 kc/s for the lowest extensional resonant 
frequency. Associated with the flexural resonant 
condition however, the phase of the displacement 
relative to the driving force undergoes a change of 
approximately ir radians in the region of resonance. 
This rate of change of phase will be a function of the 
mechanical Q of the system, the higher the Q the more 
rapid will this phase change be. 

The phase of the flexural displacement relative to 
the extensional displacement will thus be changing 
fairly rapidly in the region of flexural resonance. Since 
the orthogonal limbs of the core are in antiphase, 
(Fig. 15), the resultant displacement due to the 
vector sum of extensional and flexural vibrations will 
be different on limbs 1 and 2 of Fig. 7. If the two types 
of vibration are substantially in phase then no marked 
change will be apparent in the radiation diagram; 
the shape will change slightly due to the different 
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distribution along the length of the limb, but will 
always have a maximum of radiation along the normal 
to the vibrating surface. If however the two types of 
vibration are in antiphase then the radiation diagram 
can be considerably changed from that due either to 
the extensional or flexural vibrations. 

A 
E 

Flg. 16. Displacement of each transformer limb. 

This can best be explained by reference to Fig. 16. 
If the line AB is the normal position of the surface of 
the undeflected beam, then D C can be considered as 
the line of maximum displacement of the extensional 
vibration. The flexural vibration, if in antiphase, will 
result in a deflection of the beam as indicated by the 
line D E F C. Under these conditions it can be seen 
that the resultant displacement due to the two types 
of vibration will result in the points of zero displace-
ment occurring at E and F. If the displacement in the 
direction of the arrow is considered as being positive 
then the beam is vibrating in three distinct parts. 
Sections DE and FC have positive displacements, 
however, the centre section of the beam E F has a 
negative displacement. Under these conditions it is 
possible to get complete cancellation of the radiation 
along a normal to the surface. The photograph shown 
in Fig. 12(e) was taken at a frequency of 10.2 kc/s and 
clearly shows the minimum of radiation along the 
normal. This condition is critically dependent on 
frequency since both the amplitude and phase of the 
flexural displacement relative to the extensional dis-
placement are changing fairly rapidly in the region 
where this condition is satisfied. 

The minima in the sound pressure frequency curves 
of Fig. 13 are due to this effect. It will be noted that 
cancellation occurs along the normals on opposite 
sides of resonance for faces 1 and 2, as would be 
expected since the phase of the flexural vibrations on 
these two limbs are opposite. 

From the preceding analysis the sound pressure, 
frequency curves can be divided into four main 
sections. 

(a) Below the flexural resonant frequency the 
amplitude of vibration is almost entirely due to 
forced extensional vibrations. 

(b) At resonance the vibration changes from exten-
sional to flexural, the extensional mode being 
very much smaller in amplitude. 
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(c) On either side of resonance, since both the 
extensional and flexural vibrations are of the 
same order of amplitude, the resultant motion 
will be the vector sum of both. 

(d) Above resonance the vibrations are again 
extensional. 

5. Factors Influencing Frequency and Amplitude of 
Flexural Resonance 

From the previous analysis it is clear that the noise 
produced by the core of the line output transformer 
can be magnified many times due to flexural resonance. 
The main concern of the time-base engineer when 
designing the mechanical arrangement of the line 
transformer, are the steps to be taken to ensure that 
the resultant assembly is as quiet as possible. This 
involves a knowledge of the main factors on which the 
frequency and amplitude of resonance depends. In 
order to provide this information each of the main 
factors will be considered separately. 

5.1. Effect of Adhesive used in the Gap 

Since the mode of vibration at resonance results in 
an antinode of vibration at the centre of each limb, it is 
reasonable to suppose that the rigidity of the glue used 
would have a profound effect on the frequency of the 
flexural resonance. 

Figure 17 shows the effect of changing the rigidity 
of the glue used in the gap. In this experiment three 
FX 1412 U-cores were assembled, each with different 
glues. A rubber-based impact adhesive was used as 
the most pliable, cellulose acetate glue as a more rigid 
adhesive, and a synthetic resin was used as a very 
rigid glue. The effect of these three glues can easily be 
seen from the curves. 
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Fig. 17. Effect of gap adhesive on flexural resonance. 
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The results of this experiment show that as the 
rigidity of the adhesive used in the gap increases the 
resonant frequency also increases. The limit to this 
increase will be when the rigidity of the glue approaches 
that of the original material, at which point the 
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(a) Corner clamp. 

Fig. 18. Me hods of clamping transformer core. 

resonant frequency will approach that of a solid core. 
It is interesting to note that with a soft rubbery type 
of glue the resonant frequency is moved far away 
from 10.125 kc/s, and no magnification of sound is 
produced at line frequency. This is undoubtedly the 
cheapest and most effective way of preventing flexural 
resonance near 10125 kc/s. 

In order to check the repeatability of the above 
results several FX 1412 and modified FX 1412 cores 
with the gap at the end of the side limb were 
measured using synthetic resin and cellulose acetate 
glues on the same core. In this way it is possible to 
determine the percentage change in the frequency of 
flexural resonance between the two types of glue and 
core. 

Table 2 

Comparison of frequency of flexural resonance for 
two types of core and glue. 

(a) FX 1412 Cores 

Core No. 
synthetic cellulose 
resin (fo) acetate (fo) 

% reduction 

1 
2 

3 

10.1 kc/s 

10.2 kc/s 

9.8 kc/s 

8.9 kc/s 

8-75 kc/s 

8.7 kc/s 

11.9 

14.2 

12.25 

(b) Modified FX 1412 Cores 

Core No. 
synthetic cellulose 
resin (fo) acetate (fo) 

% reduction 

1 

2 

3 

12.0 kc/s 

11.9 kc/s 

12.0 kc/s 

11.7 kc/s 

11 -3 kc/s 

11.5 kc/s 

2.5 

5.05 

4.2 

The results obtained are given in Table 2 and 
indicate that the change in frequency is greater in the 
case of the FX 1412 than with the modified FX 1412 
core. This is to be expected since in the case of the 
FX 1412, the position of the gap coincides with an 
antinode of vibration at resonance. In the case of the 
modified core the gap is situated at a nodal point. 
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(b) Centre clamp. 

5.2. Effect of Different Types of Clamping on Flexural 
Resonance 

The normal method of clamping the line transformer 
is shown in Fig. 18(a). With this method, due to the 
bending of the clamps in the centre, little force is 
exerted at the mid-point of the transformer limb. The 
majority of the force is exerted at the corners. Figure 
19 shows the effect of clamping at the corners. Curve 
(1) is the sound pressure measured normally to the 
line of the transformer core without any form of 
clamping. Curve (2) shows the effect of clamping at 
the corners. It can be seen that with end-clamping the 
amplitude at resonance is considerably increased. 
Alternatively, if the clamping is exerted at the centre 
of the limb, as shown in Figure 18(b), then the ampli-
tude at resonance is very considerably decreased, 

200 
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— ENO CLAMPIIIG FIG .18a 

- NO CLAMPING 

CENTRE CLAMPING FIG. 188 
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-- ----- r •"" 
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Fig. 19. Effect of clamping on flexural resonance. 
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curve (3). These measurements were carried out with 
the peak value of flux density the same in each case, 
i.e. 2000 gauss. It is interesting to observe that the 
sound pressure away from resonance, say at 8 kc/s, 
is not the same under the three conditions of clamping. 
This is due to the fact that the type of clamping modi-
fies the radiation diagram and thus these values cannot 
be directly compared. In order to find the effect of 
clamping on the sound energy radiated from the core 
it would be necessary to integrate the sound pressure 
around a sphere surrounding the core and thus find a 
value for the total radiated sound energy. This 
measurement is extremely difficult since a very large 
number of measurements have to be made in order to 
obtain a reasonably accurate result. In order to 
observe the effect away from resonance radiation 
diagrams were plotted at 8 kc/s for the three conditions 
of clamping (Fig. 20). It can be seen that in each case 
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Fig. 20. Effect of clamping on polar distribution 
of radiation. 

the radiation patterns are different. With the clamping 
force at the end of the limb the side-lobes are reduced. 
The cause of this is probably due to flexing of the 
limb. It will also be seen from these radiation dia-
grams that with end-clamping the angle between the 
side-lobes and main lobes is greater, which would be 
accounted for by flexing of the core. The effect of 
flexure on the polar diagram can be seen by reference 
to Fig. 12(d). In the case of the piston source flexing, 
the side-lobes are considerably reduced. 

In order to calculate the flexural resonant frequency 
for the transformer core it is necessary to know the 
conditions existing at the corners. The resonant 
frequency of a beam in flexure is largely dependent on 
these conditions. The exact behaviour of the core at 
the corners is very complex since the cross-section at 
this point changes. However a simplified calculation 
can be done in order to illustrate the factors on which 
the resonant frequency depends. 

If the sides of the core are considered as a beam 

frequency is given by3 

1 "Ni  48.7 EI  

f = 2ir L3. 0.5 M B 

From this relationship it can be seen that the fre-
quency of flexural resonance is largely determined by 
the length of the beam. In order to verify the applica-
tion of this formula a solid core with a square cross-
section was made. Each limb had a cross-section 
measuring 0.515 in x 0.515 in the length was 2-53 in. 
The calculated value from the above equation is 12 kc/s. 
This value is of the same order as that found from 
measurement, i.e. 11.4 kc/s. 

From the above simplified analysis it can be stated 
that if the window size of the core is decreased without 
changing the cross-sectional area then the resonant 
frequency will be higher. If at the same time as 
decreasing the window size the second moment of 
area is also reduced then the resonant frequency may 
not change by a substantial amount. This is illustrated 
by the resonant frequency of the FX 1452 core which 
has a smaller window area but a higher resonant 
frequency. 

The resonant frequencies of several types of U-core 
were measured, in each case the cores were glued with 
a synthetic resin glue. The results are shown in the 
Table 3. Resonance curves for the three most popular 
cores are shown in Fig. 21, together with the resonance 
curve for an experimental core with a very much 
smaller window size. The dimensions are given in 
Table 1. 

FX1442 

FX1412 
FX1452 

EXPERIMENTAL 
CORE 

7 8 9 10 i 1' 12 13 14 15 

FREQUENCY, kc/s 

Fig. 21. Flexural resonance curves for different cores. 

Table 3 

Type 
No. 

FX FX FX FX FX Experimental Modified 
1412 1452 1442 1374 1036 core FX 1412 with 

end gap 

Fre-
quency10 10-6 9.5 12-5 12-7 

simply supported at each end, then the resonant  kc/s 

May 1963 

13-8 11-6 
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6. Relationship Between Amplitude of Vibration and 
Flux Density for Different Materials 

From eqn. (3) the peak value of sound pressure 
normal to the vibrating surface when the mode of 
vibration is extensional is given by: 

a bcvo po 

2R 
13,„, — 

(By putting a = y = 7r12) 

From this relationship the displacement of the 
vibrating surface corresponding to a given sound 
pressure can be found. 

The choice of frequency at which the sound pressure 
is measured is important since resonant conditions 
would considerably increase the sound pressure. Under 
these conditions the displacement would be a function 
of the external damping and not an intrinsic property 
of the material. For this reason the frequency selected 
for this measurement must be such that the core is not 
influenced by flexural resonance. At the same time 
the frequency cannot be very low because the per-
formance of the anechoic enclosure would influence 
the results. For the above reasons, since the resonant 
frequency for most types of core used at the present 
time is above 10 kc/s when a resin adhesive is used, 
the frequency selected for the measurement of dis-
placement was 8 kc/s. 

In order to assess the magnetostriction charac-
teristics of a core it is necessary to measure the dis-
placement of the vibrating core face as a function of 
the peak flux density. From eqn ( 10) it is possible to 
find the velocity of the vibrating surface from a 
measurement of sound pressure. If the fundamental 
component only of the sound pressure is measured 
and the flux density is unidirectional with the flux 
swing from zero up to the peak value, it is possible to 
plot fundamental strain against flux density for 
different core materials. For the prevention of noise 
the value of fundamental strain should be as small as 
possible. 

Figure 22 shows the measured results obtained on 
FX 1412 and FX 1452 samples in A2 material. Figure 
23 shows the results of a similar measurement on A9 
material. 

Static measurements carried out on experimental 
materials indicated that the amount of magneto-
striction was small in the range of flux densities used 
in line transformer U-cores. 

Several FX 1412 U-cores were made using the same 
chemical compositions and firing cycles as these 
materials. From a batch of 12 of each type, two sets 
of U-cores were assembled. The results obtained from 
measurements on these cores are shown in Fig. 24. 
Figure 25 shows the results obtained on the original 
samples, measured by static methods. 
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7. Results 

7.1 Results from Acoustic Measurements at 
Resonance 

The first part of this paper shows that a considerable 
increase in noise can be obtained when the core is 
resonant in a flexural mode. With the three cores 
shown in Fig. 21, i.e. FX 1412, FX 1442 and FX 1452, 
the measured increase in sound pressure level due to 
the magnification of resonance is shown by Table 4. 
The figures given are based on 0-002 dynes/cm2 
as the reference sound pressure, which is the threshold 
of audibility at 10 kc/s.' The calculations assume a 
flux swing of 2000 gauss and a steady component of 
1000 gauss. The material is A2. 

From the results shown in Table 4 it can be seen 
that the difference between the sound pressure level 
at resonance and under forced vibration is approxi-
mately 20 dB. This constitutes a considerable increase 
in noise and no doubt accounts for the complaints 
received about excessive noise produced by some 
television sets. From the curves shown in Fig. 17 it 
can be seen that effective methods are available to 
control the frequency of this flexural resonance. If a 
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Fig. 25. Static strain curves for materials with 
low magnetostriction. 

Table 4 

Sound pressure level at 39 cm from back limb of 
FX 1412, FX 1442 and FX 1452 core. 

Type of Core 
S.P.L. above 

0.002 dynes/cm' 
(forced) 

S.P.L. above 
0.002 dynes/cm 2 

(resonant) 

FX 1412 

FX 1442 

FX 1452 

24 dB 

27 dB 

23 dB 

45 dB 

56 dB 

43 dB 

very pliable type of glue is used as the adhesive for 
securing the two U-cores together, a considerable 
frequency shift is possible and this is controllable by 
the rigidity of the glue. An alternative method of 
preventing this resonance is by clamping the core in a 
particular way. Several types of clamping were tried, 
shown in Fig. 18 and the results obtained from 
measurements on these cores are shown in Fig. 19. 
The sound pressure level again relative to 0.002 
dynes/cm2 for each type of clamping at resonance was 
found to be as follows: 

May 1963 

(1) End clamping 55 dB 

(2) No clamping 44 dB 

(3) Centre clamping 18 dB 

These figures were again taken at 39 cm from the 
vibrating face. To some extent the results will be 
modified by the size and shape of the clamp used. 
This is evident from the change in shape of the 
radiation pattern from the vibrating surface. The type 
of vibration along the surface will also be a function of 
clamping and this will also change the radiation 
pattern. The above figures show that if the clamps are 
operating at the corners of the assembled line trans-
former, then a considerable increase in noise can be 
obtained. Under these conditions of clamping the 
core is readily excited in a flexural mode, and excessive 
noise would be produced. This method of clamping 
line transformers has been used extensively through-
out the industry with, in some cases, rather disastrous 
results. The most effective method of clamping seems 
to be the type shown in Fig. 18(b) where the clamping 
force is exerted near the centre of the back limb of the 
line transformer. In this experiment the packing 
material used was "Neoprene", although any plastic 
or similar material would be satisfactory. 

With this method of clamping the core, the reduction 
in sound pressure level over the end clamping system 
is 37 dB. 

7.2. Results of Dynamic Displacement Measurements 
on Different Materials 

By measurement of the fundamental amplitude of 
sound pressure at a given distance from the trans-
former core, it is possible, provided the type of 
vibration along the limb is known, to determine the 
equivalent peak to peak amplitude of vibration 
at the source, and hence the fundamental strain at this 
vibration amplitude. This gives a direct comparison 
between materials for the amount of noise produced 
at a given flux swing. This is a most important factor 
when selecting suitable materials for line output 
transformers. 

Reference to Fig. I will show that the static strain 
curves against flux density for ferrite materials are 
very non-linear. This means that in order to obtain 
a relationship between actual strain and flux density 
from an acoustical measurement the harmonic content 
of the acoustic noise would have to be analysed. If 
the fundamental frequency of measurement is, say, 
8 kc/s, this means that harmonics at 16 kc/s, 24 kc/s and 
possibly higher frequencies would have to be measured 
with a reasonable accuracy, and related in phase to 
the fundamental. Hence only fundamental strain 
curves are given in this paper. Comparison between 
the strain curves measured by static methods and 
those given in this paper show reasonable agreement. 
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It is interesting to observe that the new material A9 
has a turnover in the fundamental strain curves, 
(Fig. 23). This reduction in fundamental amplitude 
can be accounted for by the fact that the static strain 
curves have a similar changeover of direction of 
magneto-striction as in the case of the special cores 
358, 359 and 360. In the case of the new material, A9, 
this changeover is more pronounced. The effect of 
the changeover in the 358-360 materials results not in 
a decrease of noise at high inductions but a levelling 
of the curves in the region of 1000-2000 gauss. 

A comparison of materials is shown in Table 5. 
This is based on the peak-to-peak amplitude of vibra-
tion at 3000 gauss with 1500 gauss steady component 
when the core is vibrating in a forced condition. The 
sound pressure level shown in the last column of this 
table assumes that the size of the source is the same in 
each case. 

Table 5 

Fundamental strain and sound pressure levels for 
different core materials. 

Type of 
core 

Material 

FX 1452 A2 

FX 1452 A9 

FX 1412 358 

FX 1412 359 

FX 1412 360 

FX 1452 A6055 

Fundamental 
strain x 106 

S.P.L. above 
0.002 dynes/cm 2 39 cm 
from rectangular source 

1.6 cm x 6.5 cm 

0.88 

0.46 

0.12 

0.06 

0.08 

0.26 

37 dB 

31 dB 

19.5 dB 

13 dB 

16 dB 

26 dB 

It can be seen that the material used in the line 
transformer has a marked effect on the level of noise 
produced by this component. The figures for sound 
pressure level in the last column of Table 5 are taken 
at only 39 cm from the source. This means that the 
sound level, when the line transformer is mounted in a 
television cabinet, will be reduced from these figures. 
Comparison between the noise measured at a given 
point in a free sound field and that measured say from 
a line transformer mounted in a cabinet at the same 
distance will bear very little relation to each other. 
This is due to multiple reflection effects which take 
place within the cabinet and room. From the values 
shown in Table 5, however, a comparison can be 
obtained between materials and the effect of the choice 
of material on the level of sound produced. 

8. Conclusions 

It has been shown that the ferrite core used in the 
line output transformer of a television receiver can 
mechanically resonate in a flexural mode. The fre-
quency of this resonance is determined by two main 
factors, size of core and type of glue used in the gap. 
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With certain combinations of core size, clamping 
method, and type of glue, considerable magnification 
of the acoustic noise can be produced at 10.125 kc/s, 
the line frequency of the 405-line system. The variety 
of reports received from users of ferrite cores have 
shown that the level of noise can vary very con-
siderably. The reason for this could be explained by 
the shift in the resonant frequency due to tolerances 
in core size and variations in consistency of the adhe-
sive used. 

Increases in sound pressure levels, due to resonance, 
of 30 dB have been measured. From measurements 
made, two methods can be suggested, both of which 
result in a substantial change in the frequency of 
resonance, which will effectively prevent resonance 
occurring near 10 kc/s. The first solution involves 
changing the size of the core. From Fig. 21 it can be 
seen that by reducing the size of the core the resonant 
frequency can be raised quite considerably above 
10 kc/s. This change, however, could not be carried 
out purely for prevention of noise since the size of 
core is governed largely by other design requirements. 
The second solution which is both effective and cheap 
involves changing the rigidity of the glue used to 
cement the two U-cores together. By this method it is 
possible to change the resonant frequency by approxi-
mately 7 kc/s. The more rigid glue gives the higher 
resonant frequency. Since with a synthetic resin glue 
the resonant frequency of all the round leg U-cores 
falls in the range 9-5-10.5 kc/s, this type of adhesive 
is not recommended. 

It has been established that incorrect clamping 
methods can increase the magnification at resonance 
considerably, and that corner clamping of the trans-
former should not be used. The most satisfactory 
method of reducing the amplitude of vibration at 
resonance is by centre clamping as shown in Fig. 18(b). 
This results in a reduction of 37 dB over the corner 
clamped core. 

Finally it has been shown that the amplitude of 
sound pressure under conditions of forced vibration 
is determined by the type of material used. Measured 
results indicate that with a sinusoidal flux swing of 
3000 gauss peak to peak, the fundamental strain varies 
between 006 x 10-6 for the best material, experimental 
batch number R359, and 1.0 x 10 -6 for the standard 
A2 material. The difference in sound pressure level 
corresponding to this difference is 24 dB. Thus it is 
clear that in the development of future materials the 
magnetostriction properties should be carefully con-
sidered in conjunction with other requirements. 
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11. Appendix 1 

Derivation of sound pressure at any point p distance 
R from a rectangular piston of length b and breadth a 
when all parts of the piston are vibrating with the 
same amplitude and phase. 

+6/2 

= Sa [sin 
(n—a cos y) sin (n—b cos a) 
2 À 

na 
--cosy 7, COS 2 

Therefore the complete solution is 

P = 

(n 

jumbpovo . R\ sin 

2nR expjco t c j na 
A —, COSY 

sin ir-1b 1 À Cosa) 

x 
nb 
— cos ot 
A 

which is eqn. (3). 

The value of sound pressure along the normal to 
the surface (a = y = nI2) is 

wPov R 
Pp =i 2nR ° exp jco (t---c-) f dx x p = fa bpo vo expico it_ R\ 

Pn 
—6/2 R c j 

+a/2 which has the peak value 
CO 

x exp j -c(x cos a + y cos y) dy f  
abfpovo a bcpo Vo 

—a/2 PPn = R - AR 

This may be written in the form 
+6/2 + 0/2 

. co 
Pp=S f dx exp [j 7 xcosa [exp] j-c- y cos y] dy 

where 

—6/2 —a/2 

S - ie°P°v° 2nR expjco (t --R) 

+6/2 +a/2 

co 
Pp=S f exp [ j -cx cos a] dx f exp {j y cosy I dy 

—6/2 —a/2 

exp [ j *2 y cos yl + a/2 +6/2 

= S f exp [ j x cos a] dx 

—6/2 

co 
-c-: Cosy 

— a/2 

Evaluating the integral summation and putting 
= 27cf and À = clf, gives 

+6/2 

P,,=S f exp . 2nfx [ j —c cos al dx x 

—6/2 

exp [j n—a cos yl - exp [ - j 2 .na cos yi 
À  

x a 

May !%3 

(2j) a cosy 

which is eqn. ( 10). 

12. Appendix 2 

The pressure distribution in the flexural mode is, 
from eqn. (5), given by 

jcopo v j ( R) x P expco t -- 
° = 2n R 

+6/2 

x cos —b . exp [ j -c (x cos a)1 dx x 

—6/2 

/1 

+a/2 

X f exp [ j (y cos y)] dy 

—a/2 

12 

/I is of the form 

f cos MX 

which has the solution 

. enxdx 

ex (n cos nix + in sin mx) 

n2+ //12 
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Therefore: This integral is the same as that found in Appendix 1 
and is given by 

1, = 
ex p j-c cos a x j - cos a cos - b + -bsin -b 

7TX It  .0) CO 

7t2 CO2 
— COS2 

b c -6/2 

1 co co nx 
R2 CO2 expj- cos cc . x . j - cos cc cos -b + =  

c c 
b - -2- COS2 Ot 

C 

a ísin (71-a cos 7)1 2  

na 
- cos y 

Thus the final expression for the sound pressure Pi, at 
a distance r from the piston in the flexural mode is 
given by 

+6/2 
. CO It nx nb 

+ expj -c cos a . x . -b sin .7) ] - b/ 2 COS (— cos CC 
2 ) 2b ibtfpo v . R 

P'= 2nR exp jco(t x 
1  [n . co b c)r 4b2 , In 

1, = 2 b expj -c- cos a . -2 - 1 - — cos- Ct 22 n co2 
-i-2 — cos2 a 

( It . CO — — —b exp - j -c cos a . Di x a sin (7 cos y) 

na 
' cosy therefore  

nib  
11 - 2 [2 COS ((el•  COS a)] 

n CO2 2c 
- -2- cos2 a 

b c 

Now 2 =:clf, therefore 

n1 b  
1 - n2 4n2 2 [ (1—1b 2 COS COS 0)] 

1 
— 2 — —1 COS Ci 
b 2 

Now 
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[cos (11-b cos oc) 
2  2b 

4b2 , In 
- cos- Ct 

+a/2 

.12 = f expj -c (y cos y) dy 

which yields 

p 2a bpovc R)F e°s (7-eP,1  t cos a 
exp_go ) 

n2R 
1 - 4b2 cos2 a 

ix  sin (n-a cos y) 2  

na 
- cos y 

which is eqn. (6). 
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Stabilization of a Variable Quantity with 

Respect to a Single Valued Reference 

By 

D. M. MAKOW, 
Dr.Sc.Techn., Dipl.-Ing. 

Summary: A feedback system consisting of two interacting loops is 
studied, which stabilizes an output variable using a single valued refer-
ence. The deviation of the output quantity caused by an external dis-
turbance depends on the equality of the two loops, and can be made to 
approach zero by suitable adjustment of system parameters. 

Results of the theory were confirmed experimentally using a system of 
two variable frequency oscillators and a quartz crystal as a reference. 

1. Introduction 

Feedback control systems required to stabilize a 
variable value of the output in the presence of external 
disturbances use as a reference a quantity which can 
be varied. The value of the output corresponds then 
to the setting of the reference, and the feedback mini-
mizes the error between the two. For example, the 
required speed of a motor can be approached in the 
presence of load and supply voltage fluctuations using 
as a reference an output voltage of a potentiometer, 
set to a corresponding value. The stability of the 
potentiometer output voltage must be better than the 
stability required from the controlled output. 

A voltage source as a reference is convenient, be-
cause it can be easily varied. The error introduced by 
the potentiometer, however, may be excessive and its 
resolution inadequate in some applications. For 
example, the frequency stability and accuracy of 
setting required from a variable oscillator may exceed 
the resolution and stability of a potentiometer in the 
presence of disturbances. 

Very stable elements are found in nature which are 
suitable as references. These are, for example, some 
crystals (quartz) displaying well defined frequencies of 
electro-mechanical resonance, or gases and solids 
(ammonia or caesium) with properties of molecular 
resonance. These elements, however, are single 
valued and cannot be used for stabilization of a 
variable output. Continuously variable stable 
references are not available in nature, and the addi-
tional means used to provide continuously-variable 
properties usually degrade the overall stability. 

In this paper a feedback system is described and 
investigated, which permits stabilization of a variable 
quantity with respect to a single valued reference. 
The system provides two output quantities, obtained 
from similarly constructed elements of a two-loop 
feedback circuit. These quantities can be varied so 

t National Research Council, Radio and Electrical Engineering 
Division, Ottawa, Canada. 
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that when the value of the first is increased the value 
of the second is decreased so that their sum remains 
constant. The value of the reference equals then the 
sum and thus no error is fed back. External disturb-
ances will, however, tend to shift the values of the 
outputs in the same direction since the elements in the 
two forward paths of the system are of similar con-
struction. The sum of the outputs will differ then 
from the reference, and the feedback will tend to re-
establish the original condition. 

2. Theory 

2.1. The Stability of the Output Quantities C1 and C2 

The block diagram of the system is shown in Fig. 1. 
The output quantities are C1 and C2. They may be 
varied in such a manner that when C1 decreases C2 
increases so that the sum C3 = C1+ C2 obtained in 
the adder is constant. The sum C3 is subtracted from 
the reference Co, which is assumed to be very stable. 
The difference is applied to the 5-circuit, which 
generates the error voltage H. The latter is then 
superimposed on the two control voltages R, which 
determine the initial values of C1 and C2, and is 
applied to the iti and µ2 circuits to correct for any 
deviation of C1 and C2 from their initial settings. 

The µ and S circuits are essentially non-linear, but 
operate in a small region of their characteristic which 

DISTURBANCES 

INPUT R 

INPUT R 

DISTURBANCES 

OUTPUT Ci 

OUTPUT C, 

Fig. 1. Block diagram of the two-loop feedback system for 
stabilization of a variable quantity. 
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can be assumed linear for the purpose of analysis. It 
has been found necessary to define their transfer 
functions, µ and ô, not in the conventional manner, 
but as the ratio of the relative deviations of the out-
puts to the inputs. This makes it possible to obtain 
non-dimensional expressions for the transfer func-
tions and to include implicitly the operating points of 
the output quantity which is variable. 

The outputs are in general non-linear functions of 
the voltage E and of the transfer factors µ 

C1 = Fi(PI,E)} 

C2 = F2(p2, E) 

The above notation is useful as it does not restrict 
C to be zero when µ = 0 or E = 0, as the case would 
be, using a linear relationship. The deviation in C 
from its initial value caused by a deviation in µ and 
in E, as a result of an external disturbance (for 
example, changes in supply voltage, in temperature, 
etc.) is found by partial differentiation. 

AC1 API =1,1— Pi — 
C1 141 E 

AC2 Ap2 AE 
— V2 C2 /12 P2 E 

(1) 

(2) 

The factors y are the slopes of the C = f(µ) charac-
teristic at the operating point, multiplied by µ/C. They 
can be measured or obtained from available data of 
the system component. Similarly, the factors µ are 
the slopes of the C f(E) characteristic, multiplied 
by EIC. 

Cl 1 K  \ 
1+5(1111+K + 112 1+K) 

The voltage H is a function of ô and C3, and is 
zero when C3 = Co 

H = F(S, C3)  (3) 

Then the voltage E and its relative derivative are 

E = R— H = R—F(&C3) 

, AS AC3  — =-111 o  (4) 
E C3 

The factor Ili is the slope of the E = f(S) charac-
teristic, multiplied by SIE, and the factor (5 is the slope 
of the E = f(C3) characteristic multiplied by C3/E. 
Both refer to values at the operating point and can be 
measured or obtained from available data. 

Since C3 is the sum of C1 and C2 one finds 

where 

AC3 1 AC1 K  AC2 
= — 

C3 1+K C1 1+K C2 

,„ C2 
= — 
C1 

(5) 

(6) 

The effect of an external disturbance on system 
components is represented by the values 

àii Ati  
1, 2, and — • 

PI P2 Ô 

these will be different for different types of disturb-
ance. The resulting deviation in C1 and C2 is 
obtained by substituting (5) and (4) into (2) and 
solving the latter for 

AC1 AC 
and ---4 C . 

CI 2 

(It is assumed that R = constant or zero; the regulator 
case.) 

GI Apt K (5( _ iiiv2 AP2)]_ 

L pi 1+K 112 

PO AS P 

1+ (5 (11i + 112 1-IK-K) 

AC2. 1 1 AP2 1  ( AP2 API] 
C2 , 1 K \[V2 p2 + 1+K 3 0 1 v2 -P-2 -- 112v1 ) Pi 

"(ei 1+K +112 1+K) 

The relative deviation in the sum C3 is found from (5): 

Ac3  1  r  1 Api K  

C3 1+51 ..1 + 1 K  \ Ll+K + 1+K 

1+K e2 1+10 
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P2 111 AS 
1  

1+414 i+K + 1.421+K K ) ô 

1 

V2 à/22] (1.+K ± 14-K 142 » AS 
P2 1  

1+4 111 1+K + 112 1+1(K) 

(7) 

(8 

(9) 
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STABILIZATION OF A VARIABLE QUANTITY 

The following is of interest: 

Case I: When there is no feedback (o = 0) equa-
tions (7) and (8) reduce to 

AC, 
= V1 

API 

Pi 

AC2 All2 

V2 C2 P2 

(10) 

(11) 

APi  Case 2: For µ2v, — = 140,2 AP2 — and with feedback, 
Pi P2 

the reduction of the relative frequency deviation is 
inversely proportional to the sum of the gains in the 
two loops. 

Case 3: As seen from equations (7) and (8), a 
condition is possible when the large bracket ex-
pression equals zero. In such a case C1 and C2 are 
not influenced by changes in the µ portions of the 
system and theoretically perfect stability is possible. 
Inspection of these two equations will reveal, how-
ever, that the large bracket expressions cannot be 
made to equal zero for both equations simultaneously. 
If this were possible, the relative deviationAC3/C3 could 
be made also to equal zero, which is not the case as 
seen from (9). The sum C3 can be stabilized only by 
the factor of the loop gain, whereas C1 or C2 can 
exceed the stability of C3. This system provides, 
therefore, due to the combination of its balancing and 
feedback properties, a means of stabilization by a 
factor exceeding that possible in a conventional feed-
back circuit. 

The deviation in C1 or C2 caused by a deviation in 
the ô-circuit is not reduced by the feedback. The (5-
circuit is often passive and is made very stable; the 
value of ANS is therefore small and its effect on C1, C2 
and C3 usually negligible. 

2.2. Case 4: p2 VI Pi V2 Ae2 
AP1 

Pi P2 
Equations (7) and (8) show that the deviation in 

C, and C2 depends on the value of the large bracket 
expressions, which is determined by the properties of 
the two loops. It is desirable to rewrite the above 
equations in terms of quantities which can be easily 
measured. The following substitutions are made: 

1  
(5/11 (1+K)— G1 

45P2 (l+K) — G2 

G, and G2 are the open loop transfer functions of 
each loop. They are defined by the ratio of the incre-
mental deviations of the output to the input of one 
loop opened at one point, with conditions in the other 
loop remaining constant. Also, since ô is assumed 
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(12) 

(13) 

stable and AKIK small, it is 

and 

API AGI 

PI G1 

API AG2 

P2 G2 

(14) 

(15) 

Then equations (7) and (8) are given by (16) and (17) 

AC1  1 AG1 AG1 
(I + 71 G2)vi --G—i- = WI vi G I 

C1 (I + GI + G2) 
 (16) 

AC2 AG2 AG2 

C2 (1 + Gi+G2) (1+ y2 G ov2 = W2 V2 
mr2 kir2 

 (17) 

The factors Vi and y2, called the inequality factors, 
are defined by (18) and (19). They are a measure of 
the inequality between the two loops. 

AG1 AG2 AG1 „ 
G2 VI — KG1 V2 — = yi G2 VI — 

GI. G2 G1 

AG 1 AGI AG2 ,.„, 
Gv Gv 1 2 G2 k 2 1 --à7 = 72 V2 T i" 

It can be shown that the relationship between Vi and 
72 is given by (20) and Fig. 2, 

(1 —y1)(1 —y2)= 1  (20) 

The factors W1 and W2, called the reduction 
factors, express the improvement in stability of C 
due to feedback for a given disturbance. 

Fig. 2. Relationship between the inequality factors yi and Y2. 

The equation ( 16), W1 = f(y1) is shown in Fig. 3 
with the gain G as parameter, and assuming G1  
G2 = G. An identical function can be drawn for 
W2 = f(y2). It is seen that for yi = 0 the reduction 
factor W1 is inversely proportional to the gain factor 
G. Also when Vi = 0, Vi = 0 as seen from (20). 
Therefore, W2 is also inversely proportional to G at 
the same time. However, if yi # 0, y2 will have a 
value given by (20), and W1 will be different from 
W2. In particular, for y, = — 1/G2, a value of W, = 
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Fig. 3. The relationship between the reduction factor W1 and 
inequality factor yi for several values of loop gain G. 

is obtained. Then, the corresponding value of ,y2 = 
1 — 1/(1 — yi) leads to a reduction factor W2 greater 
than zero. The condition W, = 0 can be obtained at 
any value of G2 > 0, by suitable adjustment of yl, 
which fulfils the condition y, = — 1/G2. This would 
indicate that high loop gain is not essential in order to 
realize the value W, = 0. It is seen that for G = 0 the 
reduction factor W is always equal to unity and not 
dependent on y, which describes the condition when 
there is no feedback. 

High loop gain is, however, desirable for several 
reasons. First, as follows from the above, small 
values of W, and W2 can be obtained simultane-
ously for a given value of y or 72. when the loop gain 
is high. Second, when by appropriate choice of G, or 
G2, AC, /C, or AC2 /C2 was made zero, small deviations 
in G, and G2, which may take place after this condi-
tion has been established, will influence W, and W2 
to a considerably lesser extent when the loop gain is 
high. Third, satisfactory feedback correction can be 
obtained for amplitudes of disturbance, which at a 
low loop gain would have caused C3 = C1 + C2 to 
shift beyond the range of feedback correction and 
therefore to terminate the operation of the system. 

The inequality factors Vi and 72 describe also the 
effect of varying C, and C2 expressed by the factor K. 
Suppose that the loop gain G, or G2 was adjusted so 
that AC, /C, or AC2/C2 is equal to zero for a value of 
K=K,, at the centre of the range. Then, assuming that 
G1, G2, their relative derivatives and the factors y 
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are constant with the setting of C, and C2, it can be 
shown that ACl/C, and AC2/C2 at a value of K off 
centre the range, are given by 

AC  1  ri K + G Kyl 

Ci 1+Gi+G2L K, 2 Kcjj v 1 Gl 
AG 
G I = W1Kv i • • .(21) 

and 

AC2  1  
1— + Gi(1- 1(-1v2 AG2 

C2 1+Gi+G2 K K G2 

AG2 

= "2K V2 

The reduction factors W 1K and W2K are now func-
tions of the off-centre setting KIK,. 

3. Applications and Experimental Results 

3.1. A Variable Frequency Oscillator 

The principle of stabilization of a variable quantity, 
analysed above, has been applied to frequency 
stabilization of a variable oscillator. The and ii2 
circuits consist then of two oscillators 01 and 02 (see 
Fig. 4) associated with two reactance stages RI and 
R2. The input to RI and R2 is the voltage E and the 
outputs of 01 and 02 are the frequencies fi and f2 
respectively, which are equivalent to the output 
quantities C, and C2 in Fig. 1. The adder is a mixer 
M producing the sum f3 = f1+f2. The â circuit 
consists of a crystal filter and phase detector. The 
centre frequency of the crystal filter provides the 
reference fo and the phase detector generates an 
error voltage proportional to the magnitude and 
polarity of the frequency error f3 —fo. The grid-bias 
voltages of the reactance stages are the input voltages 
R shown in Fig. 1. 

The circuit of this oscillator was built for the pur-
pose of checking experimentally the relationships 
derived in the preceding sections. The ranges of the 
oscillators 01 and 02 are 47 to 50 kc/s and 53 to 
50 kc/s respectively. The tuning range of each 
oscillator was split into six ranges controlled with a 
selector switch. Each range is 500 c/s wide with some 
overlap and is tunable with a precision dial coupled 
to accurate variable capacitors which form a part of 
the resonant capacitance. The reactance stages are of 
conventional design. The outputs of the oscillators 
01 and 02, having the frequencies f, and f2 respec-
tively, are connected to the tuned mixer M where the 
sum frequency f3, approximately 100 kc/s, is obtained. 
The latter is applied to the crystal discriminator 
which consists of a crystal filter and a phase detector. 
The crystal filter employs a 100-kc/s quartz crystal in 
a bridge circuit which compensates the parallel 
capacitance of the crystal and thus eliminates its 
parallel resonance. The crystal acts then as a series 
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Fig. 4. Circuit diagram of the variable oscillator feedback system used for experimental analysis. 
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RELATIVE FREQUENCY DEVIATION 

PARTS IN ONE MILLION 

G, • 7 • COnillani AI Vg, • 70 Volts 40. 

D.sliobonce 0 6 V oeok IR oe. 30 

_ eerie wave 0 01 Ch . 

lee/ 

- 556 

THE REDUCTION FACTOR 

W, AND Wz 

05 

0 4 

(a) 

(b) 

06 -05 - OA - 03 -02 0 0, 02 03 04 05 06 07 OR Olt .0 

- 553 - 255- MI • 061 • 235 • li5 • 458 • 585 • 643 7, 

• 345 • 226 • 32 - .77 - 14 - 465 - 755 -IRS - 182 r, 

70 80 50 i00 110 120 CO tin, 154, Screen maw V,' 

70 65 60 55 50 at 38 35 30 Gaon Felon G, 

K 1,125 

Fig. 5. The calculated and measured values of the relative 
frequency deviation and the reduction factors WI and W2, as a 
function of the inequality factors yi and y2 respectively. Low 

loop gain case. 

resonant circuit having a Q of about 6300 and it 
introduces a negative phase shift at frequencies below 
its resonance frequency fo and a positive phase shift 
above. The voltage of the frequency A, shifted in 
phase according to whether f is larger or smaller 
than fo is applied to one input of the phase detector. 
The same voltage, but not shifted in phase, is applied 
directly to the second input of the phase detector. The 
phase detector generates then a d.c. voltage, which is 
proportional in magnitude and polarity to the phase 
difference of its two input voltages. This d.c. error 
voltage is then fed back to the grid circuits of the 
reactance stages. 

The two oscillators and the two reactance stages 
are designed to be almost identical. Therefore, any 
outside disturbance such as changes in temperature, 
humidity, CO2 content in the air, power supply 
variations or mechanical vibrations will shift the 
frequencies f1 and f2 in the same direction and almost 
by the same amount. The resulting error frequency in 
the sum f3, available as an error voltage H at the out-
put of the discriminator, is applied to the two reactance 
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stages and shifts the frequencies f1 and f2 to their 
original values. Tuning of fi and f2 to desired values 
is accomplished by shifting these frequencies in oppo-
site directions so that the sum f3 remains constant 
and no feedback correction takes place. 

3.2. Frequency Stability as a Function of the Inequality 
Factor y 

The relative frequency stability Afai and 11f2/f2 is 
expressed by equations (7) and (8) for a relative 
change Api/p, and Ap2fil2 in the pi and p2 circuits. In 
these equations the output variables C1 and C2 are 
identical with the output frequencies f1 and f2. The 
equations (16) and (17) describe the stability as a 
function of the inequality factor yi and 72. These 
factors, defined by (18) and ( 19), are functions of the 
loop gain G1 and G 2, of the relative derivatives of the 
latter, of the factors y1 and y2 and of the factor 
K = f2 /f1 which describes the relative frequency rela-
tionship of the two oscillators. The reduction factors 
W1 and W2 for a given disturbance, defined in ( 16) 
and (17), are then a function of yi and 72 respectively. 

RE, AT ivE FREQUENCY DEVIATION 

PARTS IN ONE MILLION 

G, • 34. Constant sit Vs, • 700011s 

Disturbere• 0 6V pe. to pH. 

. sown* ease 0 01 cis 
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40 36 32 
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Screen Voltage Sig, 

23 25 22 22 18 ir O Gam Factor G, 
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Fig. 6. The calculated and measured values of the relative 
frequency deviation and the reduction factors W1 and W2 as a 
function of the inequality factors Vi and y2 respectively. High 

loop gain case. 

Journal 



STABILIZATION OF A VARIABLE QUANTITY 

The reduction factors W, and W2 can be evaluated 
by measuring the deviation Afi/f, and Af2/f2 caused by 
a disturbance applied to both oscillators simultane-
ously, when the feedback line is connected, as well as 
the frequency deviation v, AG1/G, and v2 AG2/G2 for 
the same disturbance when the line is disconnected. The 
applied disturbance was in the form of a capacitance 
change across C, and C2. This was done by changing 
the output capacitance of the reactance stages with a 
0.6 volt peak to peak square voltage waveform, 
frequency 0.01 c/s, which was applied to suppressor 
electrodes of the reactance tubes RI and R2. The 
factors 7, and 72 have been varied most conveniently 
by changing G, whereas G2 was fixed at all times. 
The loop gain G, could then be set to several values 
by suitable adjustment of the screen voltage on the 
reactance stage RI. 

In Figs. 5 and 6 the values shown for Af,Ifi, f2,, If A., 2, 

y1 AG,IG, and v2 AG2/G2 as a function of y, were 
measured with an electronic counter. In Fig. 5 the gain 
factor G2 was fixed and equal to 7 for the screen volt-
age Vs2 = 0 volts, and in Fig. 6 G2 was equal to 34 at 
Vs2 = 70 volts. The higher gain in the latter case was 
obtained by increasing considerably the input signal 
to the phase detector. Also, the relative frequency devi-
ation Afif, and Af2/f2 as well as the reduction factors 
W, and W2 were calculated by means of equations 
(16) and ( 17) and were plotted on the same graphs, 
curves a and b respectively. The corresponding 
values for 72, G, and Vs„ are indicated on the 
abscissa. It is seen that in Figs. 5 and 6 a reasonably 
good agreement with the theoretically evaluated 
values has been obtained. 

In the vicinity of the points where the W, and W2 
curves cross the abscissa, the reduction factor is very 
small for a reasonable variation in the loop gain, as 
seen in Figs. 5 and 6. The crossover points them-
selves represent perfect stability. These points do not 
coincide for the W, and W2 curves and they are 
further apart for the low loop-gain curves than for 
the high loop gain. Also for „ or 72 = 0, W, and 
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Fig. 7. The relative frequency deviation across the tunable 
range of the oscillator 01 and 02 for a given disturbance. The 

values with feedback and without feedback are compared. 
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W2 are larger in the low loop-gain case. This behav-
iour is also apparent from the curves calculated from 
theory shown in the above figures. 

The possibility of obtaining a minimum deviation for 
or Af2/f2 in this system, by suitable adjustment 
or Vs2, is very convenient. A minimum 

Aofflif ysi l  

deviation can be obtained in this way for any type of 
a disturbance. For example the influence of supply 
voltage variations which affect the two oscillators 
unequally or the influence of non-equal temperature 
coefficients of the components of the two oscillators 
can be balanced in this way. 

3.3. Frequency Stability Across the Tunable Range of 
the Oscillators 

When the frequencies f, and f2 of the oscillators 
01 and 02 respectively are varied, the inequality 
factors 7, and 72 will be affected, as these factors are 
functions of the factor K=f2lf„ as seen in equations 
(18) and ( 19). Asa result, Af,/f, and Af2/f2, which are then 
functions of K, will be influenced to an extent given 
by equations (21) and (22). Thus, for example, if the 
system is compensated by means of Vs, so that 
Afdf, = 0 is obtained at 48.5 kc/s, which is the centre 
of the band 01, (K = = 1.06), the value for K = 
ICE at 47 kc/s, which is the edge of the band, is ICE = 
1.125. Then, the values of the reduction factors at 
the edge of the band can be computed from (21) and 
(22) and are found to be Wi5 = —0.028 and W25 = 
0.035 for G, = 34, G2 = 30, KE/K, = 1.06. The 
average values W 15 and W25 are then — 0014 and 
0.018 respectively. 

The corresponding experimental values across the 
range of the two oscillators are shown in Fig. 7. The 
above were obtained using a disturbance in the form 
of a 1.2 volt peak to peak square wave, applied in an 
identical manner as in the foregoing section. The 
system was balanced for best stability at the centre of 
the band of the oscillator 01 at about 48.5 kc/s. It is 
seen that there is little change in stability with feedback 
off the centre of the band. The average deviation with 
feedback is about 2 to 3 parts per million and that with-
out feedback 100 parts per million, which corresponds 
to an average reduction factor of about 0.02 to 0.03. 
This is close to the average values W1, and W25 
calculated above. The linear relationship as given by 
(21) and (22) has not been obtained, probably due to 
the fact that GI, G2 and their derivatives and the 
factors y are not constant with frequency. 

3.4. The Special Case y = 1 

The value of y = 1 represents the case when the 
disturbance is applied to one oscillator only, as seen 
from inspection of equations (18) and ( 19). This case 
was investigated experimentally by applying a dis-
turbance in the form of a 0.6 volt peak-to-peak square 
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Table 1 

The calculated and measured values of the relative frequency deviation and the reduction factors W, and W2 
for yi = 1 and y2 = 1 respectively 

G2 
AG, 
V — I'2 
in 10 -6 

,e.G2 
—i- 

in 10 -. 

A,iL 
/ 1 

(exp.) 
in 10 -6 

e2 
f2 

(exp.) 
in 10 -6 

ÍL 
fi 

(calc.) 
in 10 -• 

WGI 12 
(calc.) 
in 10 -6 

WI 
(exp.) 

W2 
(exp.) 

W1 
(cale.) 

W2 
(calc.) 

Disturbance 
applied to G1 28 28 —364 0 —21-6 17-6 —18-2 15-8 0-60 cc 0-50 co 

Disturbance 
applied to G2 28 28 0 —39-6 24-5 —24-5 21-9 —20-2 cc 0-62 cc, 0-51 

wave to the suppressor grid of one reactance stage 
only, whereas the suppressor grid of the other react-
ance stage was grounded, and vice versa. The 
measured and the calculated values of the frequency 
change y, AGI/G, or y2 AG2/G2 without feedback and 
the values Af,/f, or Af2/f2 with feedback as well as 
the corresponding reduction factors W are shown in 
Table 1. A reasonably good agreement has been ob-
tained between the experimental and calculated values. 

In the above experiment the disturbance was 
applied to one oscillator only, in the form of a capaci-
tance variation using the reactance stage. The same 
effect can be accomplished by shifting the dial settings 
on oscillator 01 while leaving the dial on oscillator 
02 unchanged. The corresponding shift in the fre-
quencies 11,12 and f3 =11 +f2 is plotted in Fig. 8. It 
is seen that Af, = 264 c/s, Af2 = — 247 c/s and eh = 
17 c/s. When the feedback was disconnected and the 
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experiment repeated the corresponding shifts were 
Af, = 558 c/s, Af2 = 0 and AA = 558 c/s. The frequen-
cies f, and 12 change in opposite direction so that f3 
remains almost constant and the shift Af, without 
feedback is approximately twice the corresponding 
shift with feedback. 

3.5. Frequency Stability with Changes in the Supply 
Voltages 

In the experiments described in the foregoing three 
sections the disturbance which was applied to the 
system was changing the capacitance of the tuned 
circuit. In actual operation of the system such a 
change can be caused by variations in temperature, 
humidity, power supply or by vibrations. The in-
fluence of power supply voltage variations on the 
frequency of oscillation was investigated. The screen 
voltages Vs, and Vs2 were adjusted to values such 
that the frequency deviation AA/f1 and Af2/f2 when the 
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feedback was connected were close to a minimum 
when the anode voltage on the whole system was 
changed by 10%. The values for the frequency 
deviation in the vicinity of such a minimum were 
found to be Afi = 6.4 x 10' and Af2/f2= 3.8 x 10-6. 
The corresponding values without feedback were 
found to be y1 AG,/G, = 185 x 10-6 and y2 AG2/G2 
90 x 10-6. The reduction factors are then: W1 = 
0.0346 and W2 = 0.0423. Without any further 
adjustment on the screen voltages the corresponding 
frequency deviations caused by a 10% change in the 
filament voltage were: 

Afi = 42-5 x 10-6 
fi 

= 43.2 x 10-6 

AG1  
=  G 550 x 10-6 

AG, 
12 = 340 x 10-6 

G2'.  

and the reduction factors were W1 = 0.0763 and 
W 2 = 0.127. It is seen that the reduction factors are 
larger here as the filament variations do not produce 
identical effect as anode voltage variations, and no 
adjustment on Ifs1 was carried out for this case. 

3.6. The Frequency Drift during the Warming-up Period 
of the System 

The ability of the system to correct for changes in 
temperature was studied by measuring the initial 
frequency drift when the equipment was switched on. 
This frequency drift is due mainly to the inductance 
of the resonant circuit, which changes its value during 
this period as a result of heating. In Fig. 9 the fre-
quency drift measured during the warming-up period 
is shown for the unstabilized (feedback off) and 
stabilized oscillator (feedback on). A series of drift 
curves is shown for the latter case each for a different 
gain value G1 and G 2 = constant. As G1 increases, 
the drift decreases, it reaches a minimum for G1 = 
46 and it reverses its direction for G1 > 46. This 
minimum represents the condition when Yi = — 1/G2 
for a given disturbance in temperature. It is seen that 
the total frequency drift is reduced in the curve (i) by 
a factor of about 25 and the period required to reach 
the desired frequency value is also reduced con-
siderably when the feedback is on. 

4. Conclusion 

The two-loop feedback system described stabilizes 
a continuously variable quantity with respect to a 
single valued reference. As a result of the balancing 
properties of the system, the degree of stabilization is 
determined not only by the loop gain, but also by the 
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gain relationship in the two loops. Theoretically, 
perfect stabilization can be obtained which is 
approached experimentally by suitable adjustment of 
the parameters. 

In certain applications, where the range of one 
variable output is adequate for the application under 
consideration, duplication of components for the two-
loop feedback is disadvantageous and must be 
weighed against the merits of this system. In other 
applications, where both outputs can be utilized, for 
example in variable oscillators, this need not be the 
case. 
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6. Appendix: Discussion of Feedback Stability 

The open loop transfer functions G1 and G2, as 
defined in equations (12) and ( 13) are functions of the 
complex frequency of disturbance s = a +jco. In the 
example discussed in section 3 these functions can be 
represented by third order systems with three poles 
and one zero. 

and 

1  
1 DU, (1+ K) (stD0+1) 

(5111   (23) 
(1+K) (stpi + 1)(stD2 +1)(st + 1) 

DU 2  K (1+ K) (sTD0+1) 

G2(5) = ue2 ( 1 + K) = (ern + 1)(sTD2 +1)(sr2+ 1) 
(24) 

where D is the magnitude of (5, and U, and U2 are 
the magnitudes of pi and p2 respectively. The values 
tl, t2,TD1 and 'I D2 are the lagging time-constants and 
"[Do the leading time-constant of these functions. The 
pi and 122 transfer functions are characterized by the 
T19 TM, Tin and T2, Too, tin time-constants respec-
tively and the ô function by TD I. The µ, and p2 
transfer functions were assumed here to differ only 
at the high-frequency end, that is ti r2. 

The overall transfer function GT(3) is then the sum of 
(23) and (24). Assuming that 

and 

U2 = eU, = eU 

1 pi I 

T2 Ti T 
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STABILIZATION OF A VARIABLE QUANTITY 

where e and q are respectively the inequalities in gain 
and time-constants by which the two functions differ 
from each other, it is 

-ID u TDO  s+ Rs -121) + (s 
1 

TD1TD2T t533T 

( 1 s + 1 s + s + -1\ is .4_ tii\ 

\ ( "cm/ ( \ • c t) 
 (25) 

The value e includes here the effect of setting C1 
and C2 to different values as expressed in equations 
(7) and (8) by the quantity K. 

The steady-state error E is a function of the factor e 

1 1  
E —  (26) 

1 + Gr(s)(,„ 1 +-IDU(1 + e) 

The effect of the factors e and q on feedback 
stability and on the response to a periodic and tran-
sient disturbance can be studied conveniently using 
the root locus diagram. The bracketed expression in 
the numerator of equation (25) can be replaced by a 
leading term s—s0 having a zero so given by 

1 + e 1 
S —  . 

1 T r 
— + e 
t/ 

(27) 

where F will be called the error factor. It is seen that 
F is mainly affected by q and when q = 1, F is not 
influenced by e and is equal to unity. 

In the root locus diagram shown in Fig. 10 the zeros 
and poles of the system are marked on the negative 
real axis and the root locus is found by methods 
described in the literature. The values of the poles 
and zeros correspond to those measured in an actual 
system discussed in Section 3.1. The root locus 
consists of a first portion on the real axis between 
— 1/rD, and — 1/rDI, a second portion on the real axis 
between — 1/r 02 and —1/r, a third portion on the real 
axis between — Fir and — 1/s and a curved portion 
asymptotically reaching ± oo. The zero s° = — FIr is 
always found between — 1/r and —n/r and its location, 
for a given ry, is a function of e. For e 4 1 (very small 
gain in one channel) so approaches —I/r; for e « 1, 
so approaches — 1/r. The location of the asymptote is 
given by the expression 

E pole values — E zero values 
 (28) 

where n = number of poles minus number of zeros. 
For e < 1 the asymptote moves to the left thus 
improving the stability margin and for e > 1 it moves 
to the right reducing the stability margin. When I 
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Fig. 10. The root locus diagram showing positions of the open 
and closed loop poles and zeros in the complex plane. 

approaches unity, so, — 1/r and — q/r coincide and the 
asymptote moves to the left crossing the real axis 
approximately in the centre between — 1/rD2 and — 1/r. 

From the root locus diagram one concludes that 
the system is unconditionally stable because the root 
locus does not cross the jco axis. However, an actual 
system will usually have additional open loop poles 
having values smaller than — 1/r, as a result of a further 
decrease of the gain response at higher frequencies. 
Therefore, the root locus will not continue asympto-
tically for higher jco values as indicated in Fig. 10, 
but it will curve to the right and cross the jo) axis at a 
value of the loop gain for which the system will 
become unstable. 

In Fig. 10 the closed loop poles have been evaluated 
for the gain value, 70. The closed loop poles which 
are given by the values s1,2 = —a + j co, 53 --= —a3 
and s4 = —(74 determine the damping and the 
oscillatory component of the response. The poles 
s3 and 54 should be as large as possible without 
causing excessive losses and the poles S1,2 should 
result in a value of the damping factor between 
0.4 and 1. 

Manuscript first received by the institution on 5th February 1962, 
and in final form on 21st June 1962. (Paper No. 811.) 

C The British Institution of Radio Engineers, 1963 
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Automatic Force Balance Check Weigher 

By 
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Presented at the Symposium on "Recent Developments in Industrial 
Electronics" in London on 2nd-4th April, 1962. 

Summary: The high speed check weigher was developed to replace the 
sampling methods previously employed. These methods were not 
absolutely positive in detecting underweight articles. Besides eliminating 
the manual labour employed, the check weigher with electrical output 
enables the average weight to be indicated continuously and in "real 
time". 

1. Introduction 

Control of weight is crucial in many industries— 
especially when the consumer product is packaged in 
standard containers. The law demands that most 
foods and other packaged goods should be sold by 
weight, and strict penalties can be incurred if errors 
in measurement are not discovered. Furthermore, 
significant material savings can be achieved by tighter 
weight control. It is obvious, therefore, that there has 
been a considerable incentive to weighing machine 
manufacturers to develop techniques for automatic 
check weighing. 

Modern production lines operate at speeds of 50-250 
containers per minute and, since the weighing 
operation must be synchronized with the filling and 
closing machines, automatic weighers must be capable 
of handling these articles at these speeds. The handling 
devices must not only be able to stand the wear and 
tear of high speed running, but must not damage or 
contaminate the cartons in any way. Moreover, the 
environment under which these machines must 
operate may include steam cleaning, corrosive atmo-
spheres and other hazards. Generally speaking, of 
course, maintenance is not possible except when the 
production line is halted—and skilled personnel are 
few and far between. 

2. Design Considerations 

Against this background the design considerations 
were mainly mechanical. Due to the wide variety of 
sizes and shapes of containers, it was at first considered 
that they should be allowed to pass through the machine 
without constraint. Early experiments showed that 
without built-in marshalling arrangements the articles 
could not be presented to the weigher with the neces-
sary precision for accurate measurement. Under 
variable operating conditions of temperature, humidity 
and moisture, and with inconsistent package dimen-
sions and shape, friction drive proved to be unreliable. 
It was decided, therefore, to design machines which 
controlled the container throughout its movement. 

t Elliott Brothers (London) Ltd., Lewisham, London, S.E.13. 
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Basically, two types of handling arrangements were 
developed—an in-line unit for rectangular packets, 
and a rotary unit for dealing with round cans. Detailed 
discussion of the second unit will follow. 

The design of the weighing mechanism preceded 
development of the mechanics, the original concept 
having been initiated in 1952 by a team of engineers in 
the Unilever group.: The required speed of weighing 
(approximately 100 ms weighing time at 200 cans/min) 
militated against a simple mechanical balance tech-
niques and it was decided to use a force balance 
method. Though the restoring force could have been 
provided by pneumatic or hydraulic means, the 
possibility of generating an electro-magnetic force by 
simple, controllable techniques led to the adoption 
of this principle. 

3. Weigher Development 

in the first design of weight transducer the weight of 
the container was supported almost entirely by the 
force balance coil (see Fig. 1). The position of the 
coil was detected by a capacitor which was part of one 
arm of a bridge circuit energized from a 20 kc/s 
oscillator. The output from the bridge circuit was 
amplified and rectified to produce the current which 
supplied the force coil. The load shaft on which the 
coil was mounted was supported by a pair of parallel 
diaphragm springs, and the servo stiffness (0.001 in/lb) 
was high enough to make the effect of the spring 
restraint negligible. Since this was an a.c. system there 
were no problems with amplifier drift. However, the 
high gain of the system made it very sensitive to 
vibration—and special anti-vibration mountings had 
to be designed. These filtered out most of the external 
noise, but had their own resonances. The large weight 
range (0-2 lb) and correspondingly limited electrical 
output (4 volts/ounce) resulted in a differential signal 
between accept and reject of only 120 mV. D.c. 
amplification of this error voltage was necessary in 

Patent 701325. 

§ A. L. Hendon and G. C. Chapman, "Weighing techniques for 
automation production lines", Trans. Soc. Instrum. Tech., 11, 
pp. 154-59, September 1959. 
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AUTOMATIC FORCE BALANCE CHECK WEIGHER 

INTERCHANGEABLE 
WEIGH PLATFORM 
STEM  (AS REQUIRED) 

FORCE 
BALANCE COIL 

PERMANENT 
MAGNET 

ANTIVIBRATION 
MOUNT 

BOT TOM  
DIAPHRAGM 

Fig. I. Cross-section of the check weigh head. 

order to operate the output relays—thus increasing 
complexity and cost. Furthermore, the servo required 
large power reserves in order to generate the required 
deceleration forces—resulting in a fairly large unit. 

The inherent technical difficulties mentioned above 
resulted in the adoption of a new design. This trans-
ducer, though developed on similar basic principles, 
utilized a partial mass-balance system. Since the 
electrical force balance system then had a much 
smaller load it was reduced in size—and the balanced 
arrangement resulted in a better signal/noise ratio. 
The mechanical system was developed round a para-
llel Roberval linkage, using cross spring pivots (see 
Fig. 2)—thus eliminating knife-edges or other types 
of friction bearing. Balance was achieved at the gross 
weight of the packet and some mechanical amplifica-

May 1963 

TOP 
DIAPHRAGM 

ANTIV IBRAT ION 
MOUNT 

CAPACITANCE 
TRANSDUCER 

tion of the deflection was designed into the position 
pick-off. This resulted in a mechanical advantage 
which, added to the increase in sensitivity resulting 
from the decreased servo range (+ 2 ounces), gave a 
five-fold increase in output signal over the previous 
design. Mechanical stops prevented overloads on the 
lever system and pivots—and limited the deflection to 
that within the linear range of the servo. The position 
pick-off was a differential capacitor, and a velocity 
pick-off (a small magnet attached to the moving 
system and operating as the core of a fixed coil) was 
also incorporated to facilitate damping. 

4. Servo Amplifier and Weight Discriminator 

The servo amplifier and discriminator circuits are 
shown in Fig. 3. Conventional techniques are used, 
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PROTECTIVE 
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Fig. 2(a). Schematic diagram of the check weigh head. 

but some interesting detail points should be noted. 
The 50 kc/s output signal from the transducer is 
detected by a special phase-sensitive detector. The 
d.c. output is mixed with the velocity signal in a simple 
resistive network and then passed to the power 
amplifier. This amplifier uses a novel push-pull 
circuit consisting of a pair of cathode-coupled cas-
cade stages. The force coil is connected (in series with 
a precision resistor) directly between the two anodes. 
The voltage across the resistor is an accurate measure 
of the difference in weight between the container and 
the counter balance weight. This voltage charges a 

WEIGHT 

INPUT" 

430 

WEIGHING HEAD 

Fig. 2(b). The check weigh head. 

"memory" capacitor via relay contacts. The time-
constants of the charging circuit are arranged to give 
the maximum noise filtering action consistent with 
speed of response and accuracy. As the error must not 

POSITION 
TRANSDUCER 

VELOCITY 
COIL 

HEAD 
AMPLIFIER 

OSCILLATOR PHASE SENSITIVE 
DETECTOR 

POSITION 
AMPLIFIER 

50 k cis 

FORCE 
BALANCE 
COIL 

VELOCITY 
AMPLIFIER 

CONTROL UNIT 

MIXER 

• 

DISCRIMINATOR 
1 

UNDERWEIGHT 

DISCRIMINATOR 
2 

OVERWEIGHT 

CrIRRENT 
AMPLIFIER 

 AWV.- 1 

3.3 K 'es..."SAMPLING 

RESISTANCE 

MEMORY 

Fig. 3. Servo amplifier and discriminator block diagram. 
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AUTOMATIC FORCE BALANCE CHECK WEIGHER 

exceed 0-1 %, the time-constant is limited to approxi-
mately 1/7 of the shortest weighing period—i.e. 
8-9 ms. This in turn implies a loop frequency res-
ponse which is flat to 20 c/s. The output of the servo 
amplifier was 20 volts/ounce, the deflection being 
0.001 in/ounce. Since the desired weighing accuracy 
(15 grains; 0.972 grammes) was equivalent to 600 mV, 
and the drift did not exceed 120 mV, the balanced 
system has proved to be satisfactory. The signal on 
the memory capacitor is passed to the discriminator 
circuits via a cathode follower. These decision circuits 
are simple Schmitt triggers, each driving a relay. Any 
number of these circuits can be provided. The power 
supply for the amplifier output stages and the trigger 
bias circuits is common and though the h.t. supply is 
stabilized it is not critical, and no special reference 
supply is required. The memory capacitor is discharged 
between each weighing cycle so that a reference level 
at zero volts is established. This level is equivalent to 
correct weight. 

The output contacts of the discriminator relays 
control the mechanical gating devices which route the 
container to the appropriate output channel. Further 
relays, gated by photo-electric detectors on the 
handling machine, inhibit the operation of the reject 
device when no container is present, and control the 
output sampling relay. 

5. Mechanical Design 

The handling mechanisms were designed to accept 
containers of one basic shape, but of varying dimen-
sions. The practical speed limit is determined by the 
container dimensions in the flow direction—and by the 
height/diameter ratios (see Fig. 4). 

As stated previously, it was decided to design 
mechanisms which index the container through the 
machine. Apart from the problems referred to 
earlier, the weighing accuracy would be improved if 
there was minimum vibration—and if the kinetic 
energy of the package was not transferred to the 
weighing element. It was assumed that the articles 
would arrive at random—and means had to be 
provided to queue them and then phase them into the 
weighing cycle. Further means had to be supplied for 
routing them to the appropriate output paths. 

As shown in Fig. 4, the containers are synchronized 
with the machine cycle by a mechanical stop and a 
star-wheel. The star-wheel indexes them serially into a 
rotating turret where they are gripped and carried 
round to the weighing station. At this point they are 
released on to a grid which lowers them onto the weigh 
platform. At the end of the weighing period the grid 

Fig. 4. Handling mechanism used with the check weigher. 

is raised, the container is gripped, and then carried to 
the appropriate output belt. The turret is driven by a 
special gearbox which generates a harmonic motion, 
thus providing smooth acceleration and deceleration 
forces. During the weighing period all parts of the 
machine are stationary except for the motor. The 
handling time is approximately twice as long as the 
weighing time, i.e. 133 ms at 150 cans/min. 

The whole machine is normally mounted on anti-
vibration mountings to reduce floor-borne noise, and 
detailed attention has been paid to the sealing of 
motors, gears, bearings—and the weight transducer 
itself. All parts in contact with the containers are 
manufactured of stainless steel or aluminium to 
minimize contamination problems. The electronic 
units can be mounted on the machine or remotely. 

6. Conclusions 

As a result of the development of the check weigher 
it is now possible to supply statistics to production 
managements of through-put, reject rate, machine 
utilization, weight distribution and material usage. 
Future trends will involve feedback of the weight 
information to the filling machines—thus making 
possible greater savings of raw material. 

The possibility of incorporating the weigher into 
the filling machine has been considered—but since 
most high speed fillers have multiple heads, this would 
be extremely expensive. However, such a develop-
ment could eliminate the need for check weighing. 

Manuscript first received by the Institution on 22nd March 1962 
and in final form on 12th June 1962. (Contribution No. 63.) 

io The British Institution of Radio Engineers, 1963 
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lpF PHASE INITIATING 
SIGNAL INPUT 

] OUTPUT 

Fig. 4. First experimental balanced bridge circuit using abrupt 
junction diodes. 

type. The inductor resonated with the total series 
capacitance of the two diodes at a frequency of about 
5.7 Mc/s. The Q of the coil was 65 at this frequency 
and the parametric output was developed across a 
coil tightly coupled to the main winding. The pump 
frequency was varied between 11 and 12 Mc/s. 

3.1. Measurements 

The pertinent measurements fall under two main 
headings:— 

(a) steady-state conditions, 

and (b) switched conditions. 

(a) Steady-state conditions. Referring to the circuit 
of Fig. 4, steady-state measurements were obtained 
with the negative terminal of the bias supply returned 
directly to earth (i.e. no pulse input), and with no 
phase-initiating input applied. With a pump fre-
quency of 11.2 Mc/s an output frequency below the 
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Fig. 5. Steady state input/output characteristic. 
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resonant frequency of the tuned circuit would be 
expected. On increasing the pump amplitude from 
zero, no output is observed until a critical point A is 
reached (Fig. 5(a)). 

At this point the parametron starts to oscillate in 
either of its two possible phases. As the pump 
amplitude is increased, the output rises to a maximum. 
Increasing the pump amplitude still further causes 
diode conduction, consequent increased circuit damp-
ing and a reduction of output voltage. Finally at 
point B excessive diode damping stops the oscillation 
altogether. 

When the pump voltage is reduced, the curve re-
traces its original path. However, oscillation does not 
stop until critical point C, which corresponds to an 
input level below that of point A, is reached. The 
circuit thus displays a hysteresis effect. Repeating 
these measurements at a higher pump frequency shows 
a narrowing of this hysteresis loop (Fig. 5(b)), until at 
the highest frequency at which the circuit will operate, 
the loop disappears entirely (Fig. 5(c)). Figure 6 
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Fig. 6. Variation of hysteresis effects with pump frequency. 

shows the range of pump voltage over which hysteresis 
effects are observed (i.e. between points A and C of 
Fig. 5). The three cross-hatched areas indicate the 
limits for three conditions of external damping. These 
curves demonstrate that 

(i) As the frequency is lowered a larger pump 
voltage is required to cause oscillation. 

and (ii) The greater the damping imposed on the tuned 
circuit, the larger is the required pump voltage 
to make the circuit oscillate. 
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PARAMETRIC PHASE-LOCKED OSCILLATOR 

(b) Switched conditions. When operating under 
switched conditions the phase-initiating signal must 
be applied before, and must overlap with, the pump 
voltage. However, for experimental purposes the 
initiating signal can be continuous, and the parametric 
output may be switched off by applying to the diodes 
a pulse of sufficient amplitude that the consequent 
change in capacitance causes the oscillation to cease. 

SIGNAL GENERATOR 
H  1st. PARAMETRON 

ATTENUATOR 

ATTENUATOR  

o  PUMP INPUT 

1 pF «. 
EASE INITIATING INPUT TEST PARAMETRON 

Fig. 7. Block diagram of test circuit. 

The initiating signal should be related in phase to 
the pump signal of the parametron under test. This 
may be achieved by feeding the output of another 
parametron (operating at a similar frequency) via a 
capacitor of 1 pF into the initiating input of the "test 
parametron". A common pump source may then be 
applied to the inputs of the two parametrons. For 
test purposes attenuators are provided in each of the 
inputs of the "test parametron" (Fig. 7). The time 
taken for the oscillation to build up to its final 
amplitude as a function of the phase-initiating voltage 
is shown in Fig. 8 for two values of the pump voltage. 
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Fig. 8. Build-up time as a function of phase initiating voltage 
for the balanced bridge circuit shown in Fig. 4. 
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(a) Phase initiating voltage = < 50 mV r.m.s. 

MIR. II 
111111113LTMLIM 

1111111111111P1 

(b) Phase initiating voltage = 400 mV r.m.s. 

(c) Phase initiating voltage = 4 V r.m.s. 

Fig. 9. Oscillograms showing build-up time of parametric 
output for a pump input voltage = 21 V r.m.s. (Horizontal 

scale = 2 as/cm). 
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Fig. 15. Decay time to 10% of maximum amplitude—with 
damping. 

voltage is V2, we have 

increase in energy = j(C2 V 2 2 — CI Vi2) 

and assuming there is ideally no change in charge 
during this period (with a capacitance change of the 
form shown in Fig. 1(b)), then 

C 1 V1 = C2 17 2 

and increase in energy per cycle is 

éçj_ 1) C, V12 joules 
2 V 2 

C, 
Therefore pump power = ¡ C,V12(—, — 1) x 2f watts 

L' 2 

 (6) 
where 2f is the pump frequency. 

The theoretical pump power required, as evaluated 
from the above expression, is 0.7 mW. This compares 
favourably with the results of between 0.8 and 1.2 mW. 
Powers of this order have been reported by other 
experimenters, but it is interesting to note that earlier 
figures quoted for microwave experiments9 have been 
in the region of 30-50 mW, the difference presumably 
being accounted for by the high loss of the strip trans-
mission lines employed in these tests. More recently,' 
microwave measurements have yielded pump powers 
of about 6 mW, when waveguide techniques were 
used. 

4.3. Effect of Damping on the Minimum Input for 
Oscillation 

Since increasing the damping on the circuit increases 
the total conductance G„ given by expression (3), the 
magnitude of the negative conductance of expression 
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(2) must also increase to maintain the condition for 
oscillation given by eqn. (4). This implies that the 
pump voltage must increase, and is confirmed by the 
curve of Fig. 12. 

4.4. Build-up Time 

It has been shown' that the minimum number of 
cycles of the output frequency required for a growth 
factor e (i.e. time-constant) is given by 

2 (  Vo/V,. (1 + Cs) 
(7) nn Vol V,— 1 C0' 

where Vo = ((/) — V 1 de) 
V, = (4) — ) 

Cs = total stray capacitance. 

It is more convenient to measure the total time 
from the instant of switching on the pump to that 
when the parametric output builds up to its final 
value. The total build-up time clearly depends on the 
amplitude of the initiating signal and is longest for 
zero applied initiating voltage. Under these conditions 
the oscillation builds up from noise and therefore 
takes many times the value given by eqn. (7). In order 
to correlate the results given in the curve (Fig. 13) to 
the theoretical results of eqn. (7), it is necessary to 
deduce the difference in the number of cycles of build-
up time for two fixed voltages of initiating input, the 
amplitude of one of the initiating voltages being e 
times the other. The results of Fig. 13 show that with 
a pump voltage of 1.1 V and an initiating voltage of 
2.7 V, build-up is complete in 6 cycles. With an 
initiating voltage of 2.7 x 1/e = 1 V, 11 cycles are 
required and therefore the number of cycles for growth 
factor e equals 11 — 6 = 5 cycles. 

Substituting the appropriate values in expression (7) 
gives a theoretical value for build-up of 4.4 cycles. The 
experimental results show good correlation with this 
figure. 

It is recognized that the build-up time is a minimum 
when the pump amplitude is large enough to be just 
below the conduction point of the diodes. 

Hilibrand and Beam have shown' that a theoretical 
minimum rise time of 1.3 cycles (using an abrupt 
junction diode) is possible. Practical values of 3 to 6 
cycles at a frequency of 3-5 Mc/s have been reported 
from the United States.' 

5. Practical Applications of the Parametron 

In this type of circuit, information is conveyed by 
the phase of the signal only. The parametron is 
essentially a bi-directional device and cannot differen-
tiate between its input and output circuits. Unidirec-
tional transfer of the signal is achieved by employing 
the three-phase clock pulse system."' 12 This method 
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Fig. 16. Three-phase modulated pump system of information 
transfer. 

requires three parametrons per bit. Referring to Fig. 16 
a parametron is represented by a circle and each 
parametron is fed from a pump signal which is modu-
lated by a three-phase generator of rectangular 
waveform. The parametrons are split into three 
groups or parts. P, is fed with the modulated pump 
signal, P2 with the same signal but with a phase-lag of 
2/t/3 radians and overlapping P1 in terms of time. P3 
is fed with a similar signal with a further phase-lag of 
27r/3 radians and overlapping P2. If now we consider 
that certain phase information is stored in a P1 device 
it cannot be passed on to a P2 device until both pump 
signals are simultaneously present—hence the overlap 
in time. Since, however, P3 is not energized at this 
time, the information cannot proceed any further. 
Eventually the pump signals will be simultaneously 
present on P2 and P3 devices and the information will 
propagate from P2 to P3 circuits but not to P1 circuits 
as these will not be energized at this time. Transfer 
from P3 to P1 circuits will only occur during the over-
lap of time of their pump signals. 

Feeding the output of a P3 parametron to the input 
of a P1 parametron is a convenient method of produc-
ing a signal of reference frequency and phase. Dynamic 
flip-flop circuits can also be constructed in this manner. 

Since it takes a finite time to transfer a signal from 
one parametron to another, groups of such circuits 
may be connected in tandem to form delay-lines. 

5.1. Logical Circuits 

In Fig. 17 information x, y, z is fed as either of two 
phases to the parametrons X, Y, Z and U and may be 
represented by digits "0" or "1". 

The output phase is determined by the phase of the 
majority number of inputs and, therefore, there must 
always be an odd number of inputs. This is known as 
the "majority decision principle". 13 If x is always 
constant and equals the phase corresponding to the 
digit 1 it will be seen that the circuit possesses the 
property of an OR gate. If, on the other hand x corre-
sponds to the digit 0, the logic results in the circuit 
acting as an AND gate. 
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Simple reversal of the signal will produce an inverter 
or NOT function. Circuits can be built around these 
and other logical bricks to perform the usual functions 
of a computer. Thus, in this type of circuit, one 
parametron will have to feed a number of similar 
parametrons. It has been shown that the properties of 
this circuit are adversely affected if the loading is 
increased beyond a certain value. This, therefore, sets 
a limit to the maximum number of circuits that any 
one parametron may feed. 

6. Conclusions 

1. The measurements have been confined to low-
frequency operation. Since the time for the 
oscillation to build up to its final amplitude is 
inversely proportional to the output frequency, 
it is reasonable to assume that switching times 
will bear the same relationship at greatly in-
creased frequencies. Evidence from the United 
States supports this theory. 

2. The device has demonstrated that it can operate 
under widely variable circuit conditions. 

3. For optimum build-up time the Q factor should 
be high. Also the pump amplitude should be as 
large as possible without causing diode con-
duction. 

4. The second arrangement of circuit presented 
gives an overall improved performance. 
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Summary: Observations of the directional distribution of ambient sea 
noise are reviewed, for depths of 100 to 1000 feet, in the octave 0.75 to 
1.5 kc/s, obtained with a 32-element spherical array yielding 32 simul-
taneous beams covering all directions in three dimensions. The results are 
presented diagrammatically. An appendix contains a description of the 
MMUS beam-forming system (clipping and shift-register delays) which is 
employed. 

1. Introduction 

The Marine Physical Laboratory of the Scripps 
Institution of Oceanography is conducting an investi-
gation of the directional distribution of ambient noise 
in the sea with an array and associated equipment 
which were originally designed and described by 
Anderson.' 2 This is believed to be the first attempt 
to observe a three-dimensional pattern at low fre-
quency. Teer has reported observations at 19 kc/s 
with a line array3 and results at lower frequencies with 
a deep line array have recently appeared.4. 5 

2. Experimental Arrangements 

The array used in the present work contains thirty-
two non-directional receiving hydrophones arranged 
in two concentric spheres with radii 4.5 ft and 2.7 ft. 
Thirty-two conical beams are simultaneously formed, 
their directions spread uniformly over the sphere. The 
frequency range at present is the octave 0.75 kc/s to 
1.5 kc/s. 

The array is suspended with a single armoured 
coaxial cable, lowered over the side of a small ship, then 
supported by submerged floats and a spar buoy near 
the side of the ship but connected with it only by 
slack cable. The maximum depth thus far is 1000 ft. 

Outputs of the individual hydrophones are tele-
metered over the supporting cable to the ship, where 
they are available as analogue voltages. Beams are 
formed by the MMUS (digital multibeam steering) 
system,' which involves clipping and sampling of 
individual hydrophone outputs, followed by shift-
registers used as delay lines. 

Each of the thirty-two beams is rectified and 
smoothed, and is also available unrectified for aural 

t University of California, San Diego Marine Physical Labora-
tory of the Scripps Institution of Oceanography, San Diego 52, 
California. 

U.S. Navy Electronics Laboratory, San Diego 52, California. 
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monitoring. The rectified outputs are scanned in 
sequence. The original method of recording was by 
frame-by-frame photography of an oscilloscope face; 
more recently eight-bit numbers are punched on 
paper tape.' This tape is in a form which permits 
immediate entry of data into a Bendix G-15 digital 
computer, for averaging and other numerical opera-
tions. The overall accuracy of beam-to-beam com-
parison at any instant is believed to be well within 
0.5 dB. The customary pattern of observation when 
photographic recording was used was as follows. The 
array was held at a fixed depth at one station for a 
period of one hour, during which time three four-
minute camera records were made at half-hour 
spacing. Frames taken 14 seconds apart were read, 
giving about 50 sets of beam outputs which were 
averaged for the given depth-station. 

3. Results 
The first substantial program of data collection 

and reduction was carried through by Becken7 before 
the digital computer technique was devised. His 
results, in graphical form, are reproduced in Figs. 1 and 
2. Figure 1 shows a representative set of data, taken 
in sea state 3, plotted to display the dependence of 
intensity on azimuth. In this figure, 0 is a colatitude 
angle, measured from the vertically downward pro-
pagation direction. Elliptical patterns, with the long 
axis tending to be parallel to the wave-fronts of the 
swell, were normally observed. In this plot the beam 
outputs are plotted without adjustment for the res-
ponse of the beam for directions other than its axis. 
Figure 2 (a)—(e), on the other hand, present "restored" 
fields which, when subject to the degeneration re-
sulting from the limited off-axis rejection of the array, 
correspond to the observed beam intensities, averaged 
over all azimuths at each elevation. 

Becken found these results consistent with the 
Knudsen' data on sea state dependence. He somewhat 
formally separated the observed patterns into two 
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Fig. 1. Ambient noise azimuthal dependence. 

additive components, one isotropic and independent 
of sea state, the other anisotropic and containing the 
whole of the observed variation with sea state. This 
latter component he found consistent with a simple 
model embodying a homogeneous distribution of 
directional sources on the sea surface, rectilinear 
propagation with the accepted value of volume 
absorption, and specular bottom reflection with a 
reasonable dependence of intensity on angle. The 
radiated power per unit of surface area was postulated 
proportional to (cos e) with n = 2 for 70° 5 0 5 90° 
and n = (90°— 0)/10 for 0° 5 0 5 70°, 0 being the 
angle of reflection measured from the normal. 
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6. Appendix 

Description of MMUS Beam-Forming System 

The thirty-two f.m. telemetered hydrophone voltages, 
after demodulation, are subject to infinite clipping, 
and each is sampled at a 5-kc/s rate and fed to a 10-
stage shift register. The sequence of polarity samples 
is passed along the register by means of 5-kcis clocking 
pulses, and is available at any of 10 output taps, with 
maximum relative delay of 1.8 ms. A 32 x 32 matrix of 

isolating resistors is used to add these sequences of 
polarity samples in the same way that analogue 
signals would be combined to form the thirty-two 
simultaneous beams. Each hydrophone contributes 
with the appropriate time delay to each beam. The 
output of each beam is quantized in time at the 5-kc/s 
sampling rate, and quantized in voltage to 33 possible 
values of which a range of + 3 just exceeds the stan-
dard deviation when the hydrophones receive un-
correlated Gaussian noise. 

A detailed analysis has been published' comparing 
this system with the conventional one for the detection 
of weak plane-wave signals in isotropic Gaussian 
noise. The effect of clipping is to distort the scale of 
all correlation coefficients by the well-known arcsin 
relationship, depressing all small inter-element corre-
lations by a factor 21n, including those which con-
stitute the signal. The actual loss of detectability is 
not as great as this, however, for two reasons. A 
portion of the noise, that arising from inter-element 
correlations, is similarly depressed, and the clipping 
extends the spectrum of the noise toward higher 
frequencies, so that it is more effectively smoothed 
after rectification. The overall loss in detection 
threshold ranged from 0.5 to 1.5 dB in particular 
examples, including effects of delay quantization. 
This may be regarded as a small price to pay for the 
substantial equipment advantages, which make feasible 
large numbers of simultaneous beams. 

A second practical effect of clipping is a normaliza-
tion of the beam output. It is wholly insensitive to 
changes in absolute noise power; each beam output 
approximately represents signal - plus - noise / noise - 
ratio. This is convenient in limiting the range re-
quired of a recorder, but in the present experiments 
made it necessary for absolute noise levels to be 
obtained by an auxiliary measurement of the analogue 
voltage of one hydrophone which could be combined 
with the relative values from the various beams. 

Some of the explicit advantages of the DIMUS 

system are: relief from need of amplitude matching of 
hydrophones in the array, complete freedom from 
attenuation and dispersion in the delay lines, and easy 
availability of indefinitely long delay per section 
which is useful at low frequencies. 

Manuscript first received by the Institution on 12th June 1962 and 
in final form on 22nd March 1963 (Contribution No. 64ISS3). 

e The British Institution of Radio Engineers, 1963 

444 Journal Brit.I.R.E. 



U.D.C. 551.510.55 

Phenomena During the Growth 

and Decay of Spread-F 
By 

M. S. V. GOPALA RAO, Ph.D.t 

AND 

Professor 
B. RAMACHANDRA RAO, 
D.Sc. (Member)t 

Summary: Continuous observations of the ionospheric echoes at the time 
of the onset of spread-F and during the decay of the same, yielded useful 
information. Two different types of spread-F onset are described. An 
attempt is made to find out whether the F-layer drift spreads measured 
by the three station method on 5-6 Mc/s at 1830 hours 1.t. are related 
to the magnitude of spread-F that is likely to occur later in the night. 

1. Introduction 

When pulsed radio waves from a vertical pulse 
sounding ionosphere station are reflected back from 
an ideally stratified ionosphere, one would naturally 
expect clear echoes corresponding to a well-defined 
single virtual height; but on some occasions the 
ionospheric echo becomes very diffuse with a 
mountain range of echoes having various time delays. 
When this condition prevails for the F region echoes, 
the phenomenon is known as spread-F. This pheno-
menon is mainly a night-time phenomenon at equa-
torial and lower middle latitude stations, whereas at 
higher latitudes it is said to occur even during daylight 
hours. The h'F record under spread-F conditions 
will be very diffuse and no definite layer structure 
can be identified. In fact, when spread-F is highly 
active, no critical frequency can be obtained and 
radio propagation over long distance will be affected 
by the irregularities responsible for spread-F. Al-
though this phenomenon was known for more than 
two decades, it has not been well understood, par-
ticularly in relation to its origin and geomagnetic 
effects. 

2. Experimental Technique 

The experimental set-up employed is the conven-
tional vertical pulse-sounding equipment used for 
ionospheric research. It consists of a 5 kW peak 
power pulse transmitter radiating r.f. pulses of 
100 its width at the rate of 50 c/s on a frequency of 
5-6 Mc/s. The power from the transmitter is fed to 
one of the crossed delta antennas aligned in a N—S 
direction. The signals received on the E—W delta 
antennas are fed to a communications receiver 
modified for pulse reception, the output of which 
is fed to the Y plates of one of the three beams of a 
triple beam oscillograph. Spread-F observations are 
made using only one beam of the triple beam oscillo-
graph. When the equipment is used for drift recording 
by the spaced receiver method before onset of spread-F 

t Ionospheric Research Laboratories, Andhra University, 
Waltair, India. 
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as part of the present investigation, signals from three 
dipole aerials situated at the corners of a right-angled 
triangle whose sides are 108 metres, are fed to three 
identical BC-348 receivers and the output displayed 
on the three beams of the oscillograph. The fading 
records of the 1F2 echoes is taken, after isolating them 
by a suitable slit, on a DuMont camera having 
35 mm film moving at the speed of 6-3 cm/mm. The 
records are analysed as usual by the similar-fades 
method by measuring the time displacements between 
the fading peaks of the N—S and E—W pair of aerials 
under a microfilm reader. 

3. Phenomenon Observed during Formation of 
Spread-F 

In general, very quick and deep fading preceded the 
onset of the spread-F phenomenon. There is some sud-
denness in the development of this quick fading because 
fading of the echo even 5 to 10 minutes prior to this 
development never indicated or suggested the tendency 
to increase. Normally the fading rate increased rapidly 
from about 2-5 cycles/min to about 30-60 cycles/min 
or even more. After a few minutes of such violent 
fading, the echo splits into two or more echoes. 
After splitting, the fading rates of these split compo-
nents are reduced. Gradually the echo pattern widens 
and several other spread echoes appear, making up a 
continuous patch. In some cases the first split com-
ponent drifts apart appreciably and rapidly from the 
main 1F echo and later it spreads covering up the gap 
and finally envelops the main echo. One typical 
fading record taken on 9th September 1959 from 
1850 hrs to 1856 hrs 1.t. on 5-6 Mc/s which shows 
the rapid increase in the fading rate before the onset 
of spread-F is reproduced in Fig. 1. The three fading 
patterns correspond to the three receivers used in the 
regular ionospheric drift measurements by the spaced 
receiver method which have been carried out at this 
station for quite a long time. 

On the other hand, it is also observed, on some 
of the nights, that even prolonged quick and deep 
fading for about half an hour was not followed by 
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Fig. I. Rapid increase in the fading rate of the IF echo prior to the onset of spread-F. 

splitting or subsequent formation of spread echoes, 
appearing as if some inhibiting agency is at work. 

In an altogether different type of spread-F onset, 
no rapid fading is observed to precede the onset of 
the phenomenon. In these cases a remote patch or a 
slightly diffused echo appears suddenly at an equiva-
lent height which is about 100 km more than the 
regular IF echo. This group gradually spreads on 
both sides and drifts nearer to and envelopes the 
IF echo, which, till then, remains separate and clean 
without any diffusiveness. Sequences of echo pat-
terns photographed at close time intervals showing 
the growth of spread-F in different ways are presented 
in Fig. 2(a), (b) and (c). Each sequence is photo-
graphed without disturbing the relative disposition 
of the 50 km height marks which can be seen just 
beneath some of the snaps. Sequences (a) and (b) 
correspond to the first type of spread-F onset which 
was preceded by quick and deep fading. The 
sequence (c) corresponds to the second type of onset 
which was not preceded by quick fading but developed 
from a remote echo. In this sequence it will be seen 
that a remote echo which showed no trace at 
1835 hrs I.t. appeared at 1840 hrs and while develop-
ing gradually into a patch merged with the main 1F 
echo at 1906 hrs 1.t. A study of several of these 
sequences lead us to believe that in the first type of 
onset, the required spread-F irregularities have 
developed locally, while in the second type, the 
irregularities could have been brought to the overhead 
point by way of lateral (horizontal) drifts from some 
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other neighbouring region while they were developing 

It is very likely that the quick and deep fading of 
the single echo occurring just before the first type of 
spread-F onset is part of the development process 
of the required irregularities in the ionization density 
at some unknown level. There is some evidence to 
show that the incidence of this type of fast fading 
is almost simultaneous on different frequencies. 
Further, it is noticed that the fading at this time is 
not only quick and deep but also, on several occasions, 
strikingly periodic. This periodic nature of the 
fading, together with the subsequent splitting of the 
echo and consequent reduction in the fading rate, is 
suggestive of the formation of a magneto-ionic split 
component of spread-F echoes. Some polarization 
tests made on these splitting echoes confirmed the 
existence of ordinary and extraordinary echoes 
under such conditions. It will be noted that a similar 
splitting of the p'F trace just before the onset of 
equatorial spread-F has recently been reported by 
Lyon et al.2 

4. Spread-F Characteristics during Decay 

Continuous observations were similarly made 
between 2300 hrs and 0100 hrs 1.t. to follow the 
disappearance of the spread-F conditions. The 
sequence of photographs taken on 24th November 
1959 from 2325 hrs I.t. to 0048 hrs shown in Fig. 2(d) 
illustrates this process clearly. To start with at 
2325 hrs 1.t. the echo pattern was of type B (severe) 
according to the classification introduced by Rao and 
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Fig. 2. Sequences of photographs illustrating the growth and decay of spread-F echoes. 

Rao.3 Gradually the pattern changed to type A 
(less severe) by 2325 hrs and then within 15 to 20 
minutes a patch of echoes is seen drifting apart and 
leaving the main IF echo separate. At 0029 hrs it is 
interesting to note that the 1F echo is cleared of 
spread-F while the 2F echo persists showing spread-F 
conditions which continued up to 0048 hrs. A nearly 
similar situation has recently been reported by 
Booker' in his study of the unusual echoes observed 
in a sequence of ionograms taken after a missile 
transit through the local F-region. I-Ie explained the 
results by assuming a punched hole in the F-region 
and suggested the possibility of a similar structure 
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to produce spread-F echoes. The above result is 
therefore consistent with such a possibility. Detailed 
examination into this aspect is however necessary. 
The sequences of photographs presented in Fig. 2 

were recorded without altering the gain controls of 
the receiver. It will be seen that the amplitudes of 
the individual echoes in the fully developed spread-F 
patch are not appreciably smaller than the original 
simple overhead echo before spreading. This appears 
to indicate that several of the echoes in the spread-F 
patch are received by some scattering or other 
process than by partial reflections from really different 
heights. This view is consistent with the results of 
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Fig. 3. Diagram showing the F-layer drift speeds in relation 
to the peak spread-F index. 

McNicol et al.5 who have determined the directions 
of arrival of the spread-F echoes and found them 
to be generally away from the vertical. The present 
method of recording the changes in the spread-F 
phenomenon is somewhat similar but not identical 
with the "swept-gain" R' — t recording technique 
used by McNicol et al.5 

5. Spread-F Activity in Relation to F2 Region Drifts 

In their systematic study of F2 region drifts at 
Waltair, Ramachandra Rao and Bhagiratha Rao' 
observed a regular subsidiary maximum in the mag-
nitude of drift speeds at about 2000 hrs I.s.t. in all 
the seasons. This had been attributed to the increase 
in the virtual height of the F-layer at this time. As 
this is also observed to be the time of maximum 
occurrence and magnitude of spread-F activity, it is of 
interest to see whether these increased drift speeds 
are in any way related to the spread-F phenomenon. 
The inverse correlation of F2 drift speeds with 
magnetic activity reported for this station by Rao et 
al.7 is also comparable with the negative correlation 
between spread-F and magnetic activity at equatorial 
latitudes. 

When spread-F is prevailing at any station the 
usual closely-spaced receiver method of ionospheric 
drift measurement will not be applicable. But 
measurements will be possible before the onset of the 
quick and deep fading which precedes the onset of 
spread-F. It is difficult to say whether this quick 
fading is a manifestation of increased drift speeds. 
With a view to studying whether the magnitude of 
drift speed in the F-region observed at 1830 hrs I.s.t. 
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(which is well before the onset of spread-F) on 
individual nights, has any relation with the magnitude 
of spread-F observed on the same nights a series of 
routine drift measurements were carried out for 
5 months from 1st September 1959. F-layer reflections 
on 5.6 Mc/s were used for this purpose. 

For the purpose of analysis the data on drift speeds 
are divided into groups of magnitudes of < 20; 
20 to 40; 40 to 60, etc. The peak spread-F indices 
attained on individual nights falling into these groups 
are sorted out and average values of the peak spread-F 
index corresponding to each of the above groups are 
obtained. The results are shown in Fig. 3. Some 
tendency for the increased drift speeds to be associated 
with larger values of peak spread-F index is clear 
up to a drift speed of 80 m/s. But there is a fall in the 
last group which might have resulted by the averaging 
of insufficient data. It may be noted that Maxwell' 
considered the magnitudes of the F2 drift speeds 
determined by star scintillation methods in connection 
with his discussion on the turbulence in the upper 
atmosphere as a cause for radio star scintillations 
and spread-F. 
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Microwave Branching Systems 

By 

M. V. O'DONOVAN 
(Associate Member)t 

Summary: In multi-channel microwave radio relay systems it is sometimes 
necessary to have a number of transmitters and receivers simultaneously 
utilizing the same aerial. This is advisable from economic considerations 
because of the saving entailed in feeder and aerial costs. To achieve this a 
complex branching system is necessary. The object of this paper is to 
describe the design and development of such a branching system in the 
7000 Mc/s frequency band. 

The branching system contains a number of branching units connected 
in cascade. Each unit consists of a number of microwave band-pass 
filters and 3 dB short-slot couplers in a suitable configuration. By means 
of detailed experimental investigation and theoretical analysis a design 
procedure for band-pass filters in waveguide is derived and normalized 
design curves are plotted. Filter characteristics calculated on a theoretical 
basis are compared with those obtained from experimental prototypes. 
The design data for broad-band short-slot couplers is derived. On the 
basis of the information obtained a prototype 3 dB coupler is developed 
and its characteristics measured. The operation of a branching unit is 
described. Finally, the specification of the complete branching system is 
outlined and a prototype constructed. A description is given of the tests 
carried out on it and the results of these tests. 

1. Introduction 

A number of excellent papers have already been 
written on the design of microwave filters. The branch-
ing system described here utilizes maximally-flat 
filters and this is the only type of filter dealt with in 
this paper. The author has found, however, that 
insufficient attention has been paid in the past to 
fundamental cavity design, i.e. to determine on a 
theoretical basis the exact physical dimensions of a 
resonant cavity having prescribed electrical charac-
teristics. This particular aspect of filter design is 
dealt with at length and accurate design curves are 
plotted. 

In the case of the 3 dB short-slot coupler the .design 
data are derived from an initial consideration of the 
different modes sustained in the coupling section. 

2. Microwave Filter Design 

2.1. Circuit Theory 

If a resonant branch in a filter is connected between 
a generator and a load, each of resistance R, its 
loaded Q can be defined in terms of the resulting 
insertion loss in the following manner: 

= 1 + é2i —A))2 
L fo f 

where Po = power available from generator 

PL = power delivered to the load 

fo = resonant frequency of branch 

f = frequency at which insertion loss is 
measured. 

(1) 

t Pye Telecommunications Ltd., Cambridge. 
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If the power delivered to the load is — 3 dB of the 
available power at a frequency fc then 

and 

PL 

1 
QL —  

Jc JO 
(2) 

fo fc 
As the 3 dB bandwidth is normally specified in the 

design of maximally-flat filters it follows that the 
loaded Q of a complete filter can be found from 
equation (2). 

Consider the low-pass lumped element prototype 
normalized to R = 1 and co' = 1 at the 3 dB points 
(Fig. 1(a)). Cohn' has demonstrated that the inser-
tion loss function for such a prototype is 

A = 101081o(1+ a)2n) 

where n is the total number of branches. 

The element values for a maximally-flat response 
are given by the expression 

1/2K-1\ n] 

2n 

where K is the number of the branch from one endlof 
the filter. 

(a) 

(b) 

xi 

f2 

318 

fl 

Fig. 1. (a) Low-pass prototype. 
(b) Band-pass equivalent. 

31, 

(3) 
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Transformation to the band-pass equivalent circuit 
of Fig. 1(b) is achieved by substituting the following 
expression for co' 

(.00 

= O C0 000 CCO0) 
  QL(- '-  — — 
W2 WO ()0 (0 

(4) 

coo (02 
Transforming the reactance of the series branch of 

the low-pass prototype, jco'g2 to the band-pass 
equivalent 

• QL • QL 
X; = 101g 2 co-0 Jwo 92 (7) 

F •g 2 QL 1 
= e) 

Ico 
1 

g 2 QL 

It follows, therefore, that x is a series resonant 
circuit with an inductive element Li = g2 QL/w0 and 
capacitive element C• = 1/co0 g2 QL. 

The Q of a series resonant circuit can be defined as 

Q =woL 
2R 

92QL  

(5) 

Therefore Q2 = 2R 

Transforming any one of the shunt branches of the 
low-pass prototype gives a similar result. The general 
case can, therefore, be expressed as 

Q g KQL 
K 2R 

Substituting for g in equation (3) gives 

Q 112K — 1\ 
K = QL sin ir] 

I.\ 2n j 

Transforming the insertion loss function 

A = 10 log10 {1 - [QL 2n} dB ...(8) 
fo f 

2.2. Inclusion of V.S.W.R. in Design Formulae 

In the design of microwave filters for multi-channel 
radio relay systems one of the most important 
specifications is the maximum v.s.w.r. that can be 
tolerated within the pass-band. It is imperative, 
therefore, that this is included in the design formulae. 

Consider a transmission line which contains a 
discontinuity. 

Let pp = power reflection coefficient 

pp = voltage reflection coefficient 

S = v.s.w.r. 

If unit power is fed into this line a power reflection 
pp occurs at the discontinuity and ( 1 — Ipp I) is the 
power left for transmission. 

(6) 

(7) 
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Fig. 2. Bandwidths from centre frequency outside pass-band. 

Regarding the reflecting discontinuity as a source 
of power loss we have 

transmission loss = 10 log (  1  ) dB 
1 — 

but I ppj = IP V12 = 

Therefore 

(1-S\2 
\ 1 + S) 

1 

1 j 

transmission loss = 10 log 10   
1 — S\ 2 

1 ( +S 

= 10 log10 ro+s)21 L as j dB ...(9) 
If a microwave filter is composed entirely of purely 

reactive elements and if it is terminated in Z0 then the 
relationship given in equation (9) will hold. 

Expressing equation (9) as a ratio gives 

Po (1+S)2 

PL 4S 

Referring to equation ( 1) and taking the case of a 
complete filter containing n branches 

= 1 + [QL GI° ffLen 
where QL = loaded Q of complete filter. 

From equation (10) 
[ f I)] 2n 

  = 1 + QL 
4S fcb f 

Therefore 

[ G Q f fo)] 2n (S+ 1)2 (S— 1)2 1 = 
as  4S 

r(S —1)211/2" 

QL — 

L 4S j 
if fo\ 

Vo — 

where S = v.s.w.r. within pass-band 2 (f—f0). 

(10) 
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2.3. Rejection Properties 

The first step in designing a filter is to choose the 
number of branches necessary to give a desired re-
jection in the nearest adjacent channel. This can be 
done by solving for n in equation (8). To avoid 
lengthy calculations normalized insertion loss curves 
have been calculated and plotted for n = 2, 3, 4, 5 
and 6. (Fig. 2.) 

3. Cavity Design 

3.1. Susceptance Formulae 

Marcuvitz2 has shown that, for a symmetrically 
located post of circular cross-sectional area aligned 
parallel to the electric field (H10 mode), at the 
reference plane T and for x = a/2 (Fig. 3(a)) the 
equivalent circuit will be of the form shown in Fig. 
3(b). 

(a) Inductive post in waveguide. (b) Equivalent circuit. 
Fig. 3. 

The normalized reactances of the shunt conductance 
x., and the series capacitance xb, are given by the 
relations 

2x.- xb = 

where a = 

d= 

20 = 
= 

So = 

Xb 

a I /nd\2 5 ( nd y  
— .(12) 

T,,„ 1_`J° (24) - 8 220 
(1rd\2 

a a ) 

2, 1 + n 

4) 

internal broad dimension of guide 

post diameter 

wavelength in free space 

wavelength in the guide. 

4a 
loge - 2 + 

ird 
30 

2 E 1 

(13) 

1 

\in2 (2:0)2Vt /I 

S2 = loge — - + -- 2a - 
nd 2 3 

4a 5 11 (10 2 

- (-2)2 k/ n2 - (1 2 n 2- (q] a. _5,7 20 n 

He states that these formulae are accurate for values 
of dia < 0.2. 
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3.2. Comparison of Accurate and Approximate Design 
Formulae 

Certain approximations were made to these 
formulae in work done at 4000 Mc/s by Potok.3 The 
susceptances of a number of posts were calculated at 
7000 Mc/s using both the accurate and approximate 
formulae. These are compared graphically (Fig. 4) 
with each other and with the susceptances measured 
experimentally using the nodal shift technique.3 

As can be seen from Fig. 4 the values of susceptance 
found experimentally are in very close agreement with 
those calculated from the accurate formula of Marcu-
vitz and the approximate formula is inadequate 
except in the calculation of very small susceptances. 

16 

THEORETICAL CURVE 
10 (FROM APPROX FORMULA 

O 
0-100 0.125 0150 0.176 7220(1 0-225 0.250 0-275 

POST DIAMEfER ( INCHES) 

THEORETICAL CURVE 
(FROM ACCURATE FORMULA) 

Fig. 4. Susceptance as a function of post-diameter. 

Potok3 has shown that assuming the equivalent 
circuit of Marcuvitz the expression for the cavity 
length necessary for resonance becomes 

--9 1 [  - 2(x.- xb)  1 
/0 = tan-  (14) 

2n 1 + x„(2x.- xb)j 

putting xb = 0 this becomes 

/0 = -fi- tan -1 (-2.x.)  (14a) 
2n 

which is the simplified solution of Mumford.4 

3.3. Calculation of Necessary Design Data 

Using equation ( 14) cavity lengths were calculated 
for a number of post diameters at 7000 Mc/s. The 
resonant frequencies of a number of experimental 
prototypes were found to be in close agreement with 
theoretical expectations. Experimental and theoretical 
values of /0/290 (= 0) are plotted as a function of 
susceptance B in Fig. 5 and (B) is plotted as a func-
tion of post diameter in Fig. 6. 
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1: 

,.490 0.500 0.510 0-520 0.530 0.540 0.545 
- •••• 

Fig. 5. Susceptance as a function of cavity length O (= 10/A90). 

The selectivity of a properly terminated resonant 
branch in a transmission line obeys the relationship 

2n1 

QL 2m1 2m/ _ 
Âgo, it902 

(15) 

where 290 is the wavelength at resonance 

A901 and 290, are the wavelengths at the half 
power points. 

This relationship can be expressed in terms of the 
normalized susceptance.4 

QL B2 1 , 2 
...(16) 

(70)2 

QL  The theoretical 2 is plotted as a function of 

(2) 
B and compared with the experimentally measured 
QL of a number of prototype cavities (Fig. 7). As can 
be seen from the graph the experimental points agree 
to close approximation with the calculated curve. 

Finally, using single post obstacles a spacing be-
tween individual cavities in a filter of about 34/4 is 
used. 

If /1 and /2 are the resonant lengths of adjacent 
cavities then the spacing between them 

/1+ 12 Ag 
112 = 2 4 

(17) 

4. The Design of a Complete Prototype Filter 

4.1. Design Procedure 

The first step in designing a filter is to choose the 
number of branches to give the minimum allowable 
rejection in the nearest adjacent channel. This in-
formation can be ascertained from Fig. 2. 

452 

".5 

100 

3 
9 - 

9.1 

7.5 

65 

7000 Mc.'s 

7650 Mds 

2 0.21 022 0.23 024 0.25 026 0.27 0.28 0.29 
POST DIAMETER ( INCHES) 

Fig. 6. Susceptance as a function of post diameter. 

Having specified the desired pass-band width and 
the maximum allowable v.s.w.r. within the pass-band, 
the QL of the complete filter can be derived by using 
equation (11) in conjunction with Fig. 2. Inserting 
QL into equation (7) gives the Q necessary for 
individual branches. 

Transforming to normalized Q, the appropriate 
susceptances can be found from Fig. 7. From Figs. 
5 and 6 the necessary values of O and post diameter 
can be ascertained. Finally, the spacing between each 
branch can be calculated from equation ( 17). 

A prototype five-cavity filter was designed to have 
a v.s.w.r. < 1-03 within a pass-band of + 10 Mc/s. Its 
theoretical and measured characteristics are compared 
in Fig. 8. 
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Fig. 7. Q normalized as a function of susceptance. 
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5. Design of a 3 dB Short-slot Hybrid Junction 

5.1. Some General Considerations 

Figure 9(a) shows a length of double waveguide in 
which a portion (length s) of the common wall is cut 
away. If a signal is applied at terminal 1 a certain 
amount of it will couple through the slot and can be 
detected at terminal 4. 

No power will be reflected to terminal 2 if the 
reflected voltages in both the even and odd modes are 
equal to zero. Riblete has shown that if the condi-
tion for complete isolation is satisfied equal power 
division takes place when the transmitter voltages 
for the even and odd modes differ from each other by 
90 deg. Furthermore, from simple vector arguments 
concerning the voltages in the even and odd modes 
the following two facts can be deduced. 

(a) The voltage at terminal 4 leads the voltage at 
terminal 3 by 90 deg. 

(b) The voltage at terminal 3 leads by 45 deg the 
value that it would be if there were no slot in 
the waveguide. 

5.2. Derivation of Design Data 

Referring to Fig. 9(a), when a signal is applied at 
terminal 1 the H 20 mode is excited in the coupling 
region due to the effective doubling of waveguide 
width. 

The difference in phase velocity between H10 and 
H20 modes in the coupling region can be expressed as 
follows 

2ns 2ns 
_= 

2 81 119.2 

(18) 

s = length of slot 

).91 = guide wavelength of H10 mode, 

2 = guide wavelength of H20 mode, 

= relative phase difference between the two modes 
within the coupling region of length s. 

The cut-off wavelength of any mode propagated in 
rectangular waveguide can be expressed as a function 
of waveguide width a in the following manner: 

(4)HN0 = —2 a 
N 

TERMINAL 2 TERMINAL .4 

TERMINAL I —e- TERMINAL.3 

(a) 

Therefore 

(Ac) H10 

(Ac) H20 

Now 

Therefore 

and 

-20 -10  
1.0 

VSWR 1- ". 

1.1 

-6C 

M: 

-'0 . 20 

EXPERiL'. TAL 

-20 

-10 

-100 - 50 f, .50 .JÓ0 
FREQUENCY - Mds 

Fig. 8. Prototype filter response. 

In the coupling region waveguide width = 2a 

4a 
(4)1{No = 

= 4a within coupling region 

= 2a within coupling region 

À0  
=   

= 

From equation (18) 

1 
S 1-.( l 

1) 

;17(2 

(b) 

Fig. 9. (a) Theoretical schematic of 3 dB hybrid junction. 

(b) Practical schematic of 3 dB hybrid junction. 
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Substituting equations (20) and (21) in equation (22) 

cc 1 
s = 

1 

_ Cây 

ji 

 (20)21 

2a 

71; 

...(23) 

...(24) 
 /20\2 

2c1)  

20 

ji 
\ 2 

2a) 

(25) 

In the special case when 3 dB of the transmitted 
power is present at terminal 4 the relative phase 
difference at will be ir/2 

Therefore 

1 
S = 

Now (2,) 120 = 2a, 

within the coupling region. 

Therefore the limiting conditions in terms of 20 will be 

4 ;to 
< < 2  (27) 

(110 2 
2a) 

4 • 
Nil R 0\2 N./1 

4a) 

5.3. Limiting Conditions 

(a) Coupler will function if operating frequency 
exceeds cut-off frequency of H20 mode. 

(b) Coupler will not function if operating frequency 
exceeds cut-off frequency of H30 mode. 

4a 
(4)1430 = —3 

5.4. Practical Aspects of Hybrid Design 

So far only the general case has been considered, 
that is, any length of double waveguide in which a 
section of the infinitely thin common wall has been 
cut away. Taking a practical example in W.G.14, 
it becomes apparent that the wave guide dimensions 
will have to be modified in order to arrive at a practical 
design procedure for the proposed hybrid junction. 

The effective waveguide width within the coupling 
region will be 2a + thickness of common wall (0.064-). 
With a = 1.372" the H30 mode will be propagated at 
6300 Mc/s. This means that to design a hybrid in the 
7000 Mc/s band the waveguide width within the 
coupling region will have to be reduced considerably 
so that the cut-off frequency of the H30 mode is very 
much higher than the required operating frequency. 
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Fig. 10. Characteristics of prototype 3 dB hybrid junction. 

Having arrived at a modified value of a the slot 
length s can be calculated from equation (26). A 
normalized graph of slot length as a function of wave-
length is plotted in Fig. 11. 

5.5. Design of Prototype Hybrid Junction 

Operating frequency = 7550 Mc/s. 

Let (A.,) H30 -= 3.57 cm = 1.33a' 

Inserting a' into equation (26) gives S = 1-556". 

Figure 9(b) shows the method used to reduce the 
waveguide width within the coupling section. Measure-
ment carried out on the prototype showed that, while 
the power division characteristic was excellent over a 
wide frequency band, the v.s.w.r. characteristic was 
unsatisfactory. 

The coupler was matched by placing a capacitive 
dome in the coupling region. This necessitated minor 
adjustments in the dimensions s and a'. 

The v.s.w.r. isolation and power division charac-
teristics of the hybrid are plotted in Fig. 10. As can 
be seen from Fig. 10, the v.s.w.r. is < 1-035 over a 
bandwidth of 300 Mc/s and the variation from 3 dB 
power division < + 0-2 dB. As the hybrid is a sym-
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Fig. 11. Slot length as a function of wavelength. 
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MICROWAVE BRANCHING SYSTEMS 

metrical device the isolation can be found by com-
puting the return loss from the measured v.s.w.r. 
Slight discrepancies between the computed and 
measured isolation will be due to mechanical asym-
metry within the hybrid. 

6. Branching Systems 

6.1. Operation of Branching Unit 

The branching unit relies on the fact that when a 
signal is coupled into the side arm of a 3 dB hybrid 
junction it gains a phase lead of 90 deg. 

A signal f, enters the branching unit (Fig. 12(a)). 
The signal is split into two equal parts A and B in 
hybrid No. 1, part B leading in phase by 90 deg. 
Both A and B pass through the filters which are tuned 
to accept them. In hybrid No. 2 both signals split 
in half again into A1, A2, B, and B 2. B, gains a 
further 90 deg phase lead and is thus 180 deg out of 
phase with A,. A, and B, cancel and no power enters 
the load. A2 gains 90 deg and is thus in phase with B2 
and the total power enters the receiver. 

A signal at frequencyf2 entering the same branching 
unit (Fig. 12(b)) is split by the hybrid but rejected 
by the filters and the total in-phase power leaves the 
unit via arm 2, the out-of-phase power being cancelled 
in arm 1. 

If the two signals at frequencies f, and f2 enter the 
branching unit simultaneously they reach their 
respective receivers without any interaction. If the 
two receivers are replaced by two transmitters the 
whole operation works in reverse. 

The receiver Rx2 is protected from the signal at f, 
by the directivity of the hybrid which will be > 35 dB 
and the receiver Rxl is protected from the signal at f, 
by the rejection of the filters at the frequency spacing 

6.2. Complete Branching System 

It is apparent from the preceding arguments that by 
placing a series of these branching units in a suitable 
configuration a considerable number of transmitters 
and receivers can simultaneously utilize a common 
aerial. 

As an example the case where any one aerial is 
utilized by two receivers and two transmitters is 
considered. The carrier frequencies and the frequency 
separation between adjacent equipments will be in 
accordance with the recommendations of C.C.I.R.6 
The relative frequency separation at each terminal and 
repeater station is as shown in Fig. 13. 

The branching system is of the form shown in Fig. 
14. For the purposes of this example the following 
parameters are used. 

(a) Discrimination between adjacent 
transmitters > 40 dB 

May 1963 

AERIAL 

Itz 2 

AERIAL 
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f 2 

(b) 

Fig. 12. Branching unit. 

(b) Discrimination between adjacent 
receivers 

(c) Transmitter breakthrough to any 
receiver 

fi 

LOAD 

RI I 

R. 

> 30 dB 

< — 80 dB 

No difficulties should be encountered from un-
wanted breakthrough at local oscillator image fre-
quencies as these have been taken into account in 
choosing the frequency plan. 

6.3. Design Considerations 

Because of built-in ferrite isolators each transmitter 
will have an inherent protection of 35 dB. The 
directivity of the hybrid junction will give them a 
protection from each other of a further 35 dB so that 
in spite of the close frequency spacing between 
transmitters it will not be necessary to use anything 
larger than 3-cavity filters in the transmitter branching 
units. 

In the case of the receiver branching units, however, 
the total discriminations will be provided by the 
filters. It can be seen by referring to Fig. 2 that 5-cavity 
filters will be necessary in the receiver branching units. 

Taking into account the directivity of the hybrid 
and referring to Fig. 2 it can be seen that the break-
through of Tx2 at Rx 1 will be considerably less than 
— 80 dB. 

6.4. Prototype Branching System 

A prototype branching system was designed with 
= 7442 Mc/s, f2 = 7491 Mc/s, f3 -= 7603 Mc/s and 

f4 = 7652 Mc/s. Figure 14 shows the performance 
of the filters. The characteristics of the 3-dB hybrids 
were consistent with those of the original prototype. 
Taking into account a hybrid junction directivity of 
35 dB minimum and referring to Figs. 14 and 15 it 
can be seen that the breakthrough of any transmitter 
at any receiver is better than the specified — 80 dB and 

fo 10+49 

Tx1 Tx2 Rxl Rx2 

Fig. 13. Frequency plan. 

fo+161 10+210 

455 



M. V. O'DONOVAN 

AERIAL 

RLZ 

Fig. 14. Complete branching system. 

the discrimination between adjacent receivers is 
> 30 dB. Considering the additional protection of 
the ferrite isolators it is apparent that the discrimina-
tion between adjacent transmitters is greater than the 
specified 40 dB. 

7. Conclusions 

It has been thought in the past that a graph of 

QL / (211-9-)2 plotted as a function of O was normalized 

since QL/(2-1)2 = f (B) and O = f (B). Experimental 
\A0/ 

results in the 4000 Mc/s frequency band lent credence 
to this assumption. 

The susceptance of a bras post centrally located in 
waveguide is predominantly inductive. It has a small 
capacitive component which is negligible in the larger 
size waveguide of 4000 Mc/s. This component be-
comes an appreciable quantity at 7000 Mc/s. If O is 
calculated from the relationship of Mumfore 
(eqn. 15) the resulting graph will be independent of 
frequency. If, however, it is calculated from the 
relationship derived from the equations of Marcuvitz 
which take into account the capacitive component 
the results will no longer be independent of frequency 
as can be seen from Fig. 5. It is, therefore, no longer 

/ ii, 2 
permissible to treat the graph of QL (--1) as a func-

tion of O as a normalized curve and the filter design 
procedure outlined in Section 4 must be used to obtain 
accurate and consistent results. 

The author has shown that utilizing the information 
outlined in this paper it is possible to design micro-
wave filters, solely on a theoretical basis, with great 
accuracy. A certain amount of experimental cross 
checking is advisable, however, as the combination 
of a human mind and a slide rule is not an infallible 
calculating machine. 

In the case of the 3 dB short-slot coupler the design 
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Fig. 15. Branching system filter responses. 

-10 

7700 

data do not take into consideration the v.s.w.r. of the 
component. A good match can be achieved by empiri-
cal methods and this should present no difficulties. 

The type of branching system described in this paper 
is not the only available method of combining and 
separating a number of r.f. channels at microwave 
frequencies. It has a number of obvious advantages, 
however, in that its performance can be predicted 
accurately and r.f. channels can be added to or sub-
tracted from an existing branching system without 
undue difficulty. 
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A High-power, Low-frequency Sonar for 

Sub-bottom Profiling 

By 

R. BOWERS, B.Sc. t 

Presented at the Symposium on "Sonar Systems", in Birmingham on 
9th-11th July 1962. 

Summary: This is a continuous sub-bottom profiling system designed to 
give high resolution whilst retaining good penetration. By mounting the 
output transducer in the bottom of a fibreglass dinghy, towed well astern 
of the survey ship, the shortest possible output pulse has been achieved, 
and by using a line hydrophone towed between the ship and dinghy a very 
low background noise level has been obtained. 

Using this system, surveys are carried out at 71- knots with a resolution 
of 6 ft and a penetration of up to 1000 ft. 

1. Introduction 

This system is a modern method of continuous sub-
bottom profiling using a sonic reflection technique. 1 -4 
The "Boomer" is an electro-mechanical sound source 
producing a high-powered, low-frequency output 
pulse. This output source has now been mounted in the 
bottom of a fibreglass dinghy and towed well behind 
the survey ship. This removes multiple reflection 
effects which effectively lengthen the output pulse and 
reduce the resolution obtainable from the system. The 
receiving hydrophone is towed between the dinghy 
and the survey ship (see Fig. 1). This hydrophone is a 

SURVEY SNIP 1.11M NYDROP110111 

 )  C=1 

ROOMER °MOM 

Fig. I. Towing arrangement of Boomer and hydrophone. 

tapered line array with a null on its axis so that it 
picks up no noise from the ship or dinghy. The signal 
from the hydrophone is amplified, filtered to remove 
unwanted noise, and recorded on a Mufax recorder 
(see Fig. 2). Using this system, surveys are carried 
out at 71- knots with a resolution of 6 ft and a pene-
tration of up to 1000 ft. 

2. The Output System 

The Boomer output transducer consists of a flat 
copper coil, embedded in epoxy resin, with an 
aluminium plate held against it by a spring. A bank 
of capacitors is charged up and then discharged through 
the coil. The eddy currents produced in the aluminium 
plate cause it to be repelled from the coil, thus pro-
ducing a pressure pulse in the water. In most applica-
tions the Boomer transducer has been mounted in a 

"fish" which is towed, either alongside or behind the 
survey ship, at a depth of about 8 ft. This has an 
inherent disadvantage in that the output pulse contains 
the reflected pulse from the sea surface which effectively 
lengthens the output, thus reducing the resolution 
between strata obtainable with the device. Towing the 
fish alongside the survey ship has the added dis-
advantage that multiple reflections from the surface 
and ship's hull occur and lengthen the output pulse 
even more. It was decided at the National Institute 
of Oceanography to build a relatively high resolution 
system. 

A 10-ft fibreglass dinghy was divided into three 
compartments, the centre one to house the Boomer 
output transducer, and the fore and aft compartments 
for buoyancy chambers. A 1000-joule Boomer: was 
obtained and the output transducer mounted in the 
dinghy. Power to the transducer is brought through a 
watertight cable gland in the sealed cover of the centre 
compartment. A circular hole for the aluminium plate 
to move through was cut in the bottom of the centre 
compartment, and the aluminium plate sealed to the 
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Fig. 2. Block schematic of the Boomer system. 
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Surrey. U.S.A. 
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Fig. 3. Bottom view of dinghy showing aluminium plate 
and rubber annulus. 

bottom of the dinghy by a thick rubber annulus 
(Fig. 3). The copper coil in its epoxy resin block was 
mounted above the plate and had a 150 kg concrete 
block on top of it to provide a reaction mass. The 
plate is held against the coil by a spring on a central 
retaining bolt, and also by hydrostatic pressure. 
Using this system, the aluminium plate is air-backed 
and this has two advantages. Firstly, there is no 
damage to the plate or coil due to cavitation. 
Secondly there is no reflected pulse from the water sur-
face, and so the output pressure pulse length is merely 
determined by the electrical constants of the discharge 
circuit, assuming that the plate is large enough to 
provide sufficient loading. In this way the shortest 
practicable output pulse is obtained (see Fig. 4), and 
also a very reproducible one (see Fig. 5). 

The dinghy is towed behind the survey ship on a 
3 in. hemp rope with 100 yds of heavy electrical cable 
seized to it (the resistance of the electrical cable is 
0-06 ohms). The dinghy normally tows 75 yards 
behind the ship and has been used successfully in 10 ft 
waves. A small drogue is normally attached to the 
stern of the dinghy to stop it broaching to. The 
buoyancy chambers have now been filled with 
polyurethane foam to make the dinghy unsinkable. 

This output system has been run for long periods 
with good reliability and consistent results. 

3. The Receiving System 

The reflected signals from the sea bottom and sub-
bottom are picked up by a hydrophone, amplified, 
filtered, half-wave rectified, and recorded on a Mufax 
facsimile recorder. 
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Fig. 4. Output pulse from Boomer. Upper trace—output pulse 
with hydrophone 20 yd below the output transducer. Dinghy 
5 yd from the stern of the towing ship. The hydrophone had a 
lower cut-off frequency of 100 c/s. Lower trace-1 kc/s sine 

wave from standard oscillator. 

In sub-bottom profiling, the frequencies used in 
work on the continental shelf normally lie between 100 
and 1000 c/s. Unfortunately, the survey ship usually 
transmis a lot of noise at these frequencies into the 
water and thus limits the usable gain of the receiver 
amplifier. For this reason it is desirable to tow the 
receiving hydrophone as far from the ship as is 
practicable to reduce the background noise level. 
This has the added advantage that it cuts out multiple 
reflections between the hydrophone, sea-surface, and 
ship which, as with the output transducer, reduces the 
discrimination obtainable. From the point of view of 
ship noise, it is obviously advantageous if the hydro-
phone used is a directional one with a sensitivity 
null which points at the ship. This may easily be 
achieved by using a line hydrophone towed behind the 
ship. 

The hydrophone used is made up of 10 barium 
titanate spheres connected in parallel, the array being 

remintIMMIMIMMIMMMIttmimmip. 

Fig. 5. Multiple output pulse. Recording conditions as for 
Fig. 4 but with 4 exposures superimposed. 
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A HIGH-POWER, LOW-FREQUENCY SONAR 

TRANSMISSION 
DIRECT PULSE 

01 SECOND 

BOTTOM ECHO — 

2nd 
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APPROXIMATELY 4 MILES 

Fig. 6. A filled sub-bottom channel in St. George's Channel. 

designed to have a sensitivity null on the axis and 
suppressed side-lobes. The spheres are l in o.d. with 
a in wall thickness. They have a resonant frequency 
of 82 kc/s but are very useful as receivers at low fre-
quencies where the response is reasonably flat at 
— 102 dB relative to 1 volt per dyne per cm'. The 
spheres are connected into an array 12 ft long and 
inserted into a plastic hose pipe. Also in the hose pipe 
is a transistor pre-amplifier, designed to have a lower 
cut-off frequency of 100 c/s, and consisting of a 
cascade emitter follower input stage, amplifier, phase 
splitter, and push-pull emitter follower output. The 
pipe is filled with castor oil. 

The hydrophone is towed on a 4-core armoured 
cable, the cores carrying the supplies to the pre-
amplifier, and the push-pull output. The hydrophone 
itself is nearly neutrally buoyant and so by regulating 
the amount of towing cable out at any speed the depth 
of the hydrophone can be controlled. Attempts were 
made to regulate the depth of the hydrophone by 

— APPROX 2 MILES 
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Fig. 7. Sub-bottoms on the edge of Great Sole Bank. 

0.3 SECOND 

fixing a drogue on its rear end. This was abandoned 
for two reasons: firstly, it introduced vibration into 
the hydrophone and secondly, it tended to stretch the 
plastic hose pipe and as a result break electrical con-
nections on the spheres. 

This hydrophone is towed about 50 yds astern of 
the survey ship. This puts it between the ship and the 
dinghy and as it is in line with both it picks up very little 
noise from either. The present hydrophone is designed 
for 500 c/s and so begins to lose its directional pro-
perties at 100 c/s for which a longer array would be 
profitable. Using this hydrophone surveys can be 
made at twice the speed and eight times the receiver 
gain, compared with an omnidirectional hydrophone 
towed alongside the ship, for the same background 
noise level. 
The push-pull output of the hydrophone is trans-

former-coupled into a transistor amplifier. The signal 
then passes through a variable band-pass filter. The 
Boomer output transducer in fact produces a broad 

O 

*er f .1"• 
1   • 
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band spectrum of noise with a peak energy in the 
200-400 c/s region (for a 100 joules storage). Thus 
the pass-band of the filter can be varied to give high 
resolution and low penetration at the high frequency 
end of the spectrum, or high penetration with lower 
resolution at the low frequency end. Also the filter 
can be used to remove any predominant background 
noise frequency. The filter is followed by the recording 
circuit which provides marking power for the facsimile 
recorder, the recording helix being connected to the 
transmission contacts. The gain normally used is 
about 400 000 but this is determined by the back-
ground sea noise. 

Figures 6 and 7 illustrate the type of record obtain-
able with the equipment. Both were surveyed at 7¡ 
knots, the filter pass-band for Fig. 6 being 300-500 c/s 
and for Fig. 7 100-300 c/s. As may be seen the higher 
pass-band gives better discrimination but reduces the 
penetration. 
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Portable Ionosonde for H.F. Communication Tests 

A new ionosonde for continuous rapid determina-
tion of the optimum wavelength for long range h.f. 
radio communication has recently been developed by 
EMI-Cossor Electronics Ltd., Halifax, Nova Scotia. 

Due to the physical structure of the ionosphere, 
quality of reception of short wave radio transmissions 
varies considerably between one frequency and 
another. It is possible to forecast conditions to some 
extent but if the best possible wavelength is required 
it can only be ascertained, without the new equipment, 
by lengthy trial and error methods. 

The new device can be carried by one man and is 
designed for use with existing transmitter/receivers. 
Frequency coverage is 1.8 to 28.8 Mc/s. Assuming it 
is required to communicate between points A and B, 
pulse transmissions are commenced at point A and 
the Ionosonde transmitter frequency is rapidly 
changed in a series of 128 logarithmic steps to cover 
the band from 1.8 to 28.8 Mc/s. At point B, the 
second Ionosonde has a receiver which similarly tunes 
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through the same frequency steps in synchronization 
with the first Ionosonde. In this fashion the entire 
band is covered in just two seconds. 

Pulses received at point B are visibly recorded on 
the face of a cathode-ray tube, with long persistence 
screen, built into the Ionosonde. Traces may be 
photographed by a Polaroid camera which produces 
developed prints in less than ten seconds after the 
frequency band has been covered. 

The "ionogram" produced is in the form of a series 
of fine vertical lines, the "X" axis of the c.r.t. repre-
senting the transmission frequency. The pulse is 
indicated by one or more dots on each vertical sweep. 
Reception will be best at frequencies where just a single 
dot occurs—indicating that there is no multi-path 
propagation—and remains visible as the Ionosonde 
receiver gain is decreased. 

In addition to its application in the field of h.f. 
communication, the Ionosonde can be used for the 
scientific study of conditions within the ionosphere. 
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An Experimental Incremental Computer 

By 

K. MILLINGTON,t 

Presented at a meeting of the Computer Group in London on 25th 
October 1961. 

Summary: This paper describes an experimental incremental computer 
using time-shared equipment. The basic operation provides approximate 
numerical integration by adding rectangular areas. There are 45 integrators 
in the computer, the integrands being represented serially by up to 22 bits 
at a digit rate of 500 k/second. The nutnber of bits representing the values 
of increments in the computer is easily varied. A computer of more 
economical and flexible design is also described. 

List of Symbols 

The symbols used to represent quantities in the 
digital approximation to integration are: 

integrand 

value of the integrand at a time defined by i 

increment in y 

correct value of the integrand given by (y+ Ay) 

increment in the variable of integration 

integral of y with respect to x 

value of the integral at a time n 

increment in z, sometimes called the integrator 
output 

remainder generated after forming Az by a 
rounding-off process 

remainder used as a correction in forming Az 

increment weighting factor 

increment in the independent variable 

Other symbols are: 

S start instruction, which determines 
tive length of the Y-register 

C complementing instruction, which 
the integrator output 

number of bits used to represent 
quantities 

n number of bits used to represent an 

the effec-

operates on 

incremental 

integrand 

Definition of Time-Periods 

Servicing period: 

That period of time during which the arithmetic 
unit is associated with a particular integrator in 
generating an increment of the integral. It 
corresponds to the time during which y and r are 
available from store. 

Selecting period: 

That period during which the integrator has access 

t Ministry of Aviation, Royal Aircraft Establishment, Farn-
borough, Hants; now with the National Gas Turbine Establish-
ment, Pyestock, Farnborough, Hants. 
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to the output store, via time-shared selecting 
equipment, in order to obtain incremental 
inputs to be used in its servicing period. 

Step in the solution: 

Corresponds to all integrators having been ser-
viced in rotation, commencing with a nominated 
integrator. 

1. Introduction 

The computer described in this paper was con-
structed as part of a project whose purposes were to 
investigate the special techniques applicable to incre-
mental computing and to gain operating experience. 
It has a capacity minimally adequate to serve these 
purposes, and also to assess the value of such a com-
puter for general use. Little emphasis was placed 
upon speed of operation in the first instance, maximum 
economy of development effort being more important. 

The design retains the simplicity of the earlier 
models, known as Digital Differential Analysers, 
first developed in America,' yet allows scope for 
further development. In particular, provision is 
made to represent incremental quantities by an 
arbitrary number of binary digits and not merely by 
two as in current practice. The main interest of the 
computer lies in this more general incremental 
representation and the appropriate term " incre-
mental computer" is used. 

Integrators only are provided in the computer, 
since these may be used for a wide variety of other 
purposes because they will accept an explicit variable 
of integration.' Certain facts relating to the principles 
of digital integrators are summarized in Section 2 
and stated more fully in the Appendix. They are 
basically well known, but the opportunity is taken to 
generalize for the case of representation of increments 
by more than two binary digits. 

The choice of storage system, which plays a large 
part in the organization of a computer, is discussed 
in Section 3. Section 4 deals with the functional 
design of the computer proper, and finally the methods 
of control, and input and output, are described. 
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Experience in the use of the computer on realistic 
problems has indicated poor utilization of certain of 
the facilities provided. A more efficient design of 
computer, retaining the same basic techniques has 
been evolved as an improvement. The principles of 
this design, which has not been fully developed, are 
given in Section 7. 

2. The Digital Integrator 

The continuous process of integration must be 
replaced, in a digital system, by a summation in 
which the variables change by discrete amounts. An 
integrator has an input for increments of the inte-
grand, Ay, and one for increments of the variable of 
integration Ax. The output, Az, represents increments 
in the quantity z where 

i=n 

z„ E yi Ax  (I) 
i=o 

The expression for z approximates to the integral of y 
with respect to x, assuming that yi does not change 
significantly over the interval represented by Ax, that 
is, if the increments in x are made very small. 

The representations of all the incremental quantities 
have for convenience the same range of values, since 
the inputs to an integrator normally arise from the 
output of another integrator—or may feed back from 
the same integrator. Provision is usually made to sum 
several integrator outputs to form Ay whereas one 
output only forms the variable of integration (Ax). In 
order to keep the equipment used in an integrator to a 
minimum, relatively few digits are assigned to the 
representation of the incremental quantities. A round-
ing-off process is used in forming Az, and to mitigate 
the effect of this on the accuracy of computation, the 
remainder, r, is preserved to make a contribution to 
the next value of Az. 

The equations which are instrumented are 

v* y + A y 
Az+e= y*Ax+r 

(2) 

(3) 
where the asterisk denotes the new values of y and r. 
The process of forming y*, Az and r* is called "ser-
vicing" the integrator; this is shown diagrammatically 
in Fig. 1. 

The incremental inputs are available simultaneously 
with y and r which are held in registers labelled Y and 
R respectively. The representation of the new value 
of the integrand is returned to the Y-register; the 
switch at the output of the (y* Ax+r) adder passes 
the more significant digits in the representation of 
the sum as the integrator output, and returns the 
remainder to the R-register to be used in next servicing 
the integrator. A "step" in the solution of the prob-
lem is completed when all integrators have been 
serviced once. 
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Fig. I. Realization of a digital integrator. 
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The number of binary digits, m, used to represent 
the increments is usually made small to conserve 
equipment in the construction of a computer containing 
a number of integrators. A single-bit representation 
has been used,' but it is now general practice to use a 
redundant two-bit representation in which the possible 
values of an increment are zero, plus or minus one 
quantum. In this case the increments are designated 
"ternary". A general representation of increments, 
of which ternary is the minimal case, is derived in the 
Appendix. Provision for an arbitrary value of m is 
made in the computer to be described. 

Increasing m from 2 clearly reduces the rounding-
off error in servicing the integrator. It does not affect 
the accuracy of the integration process which assumes 
that y is constant for the step duration and which 
therefore generates an error due to truncation of the 
series which, ideally, expresses y in powers of x. In 
general, a reduction in one type of error alone does 
not radically improve integrator performance. The 
provision of an extensible representation for incre-
ments enables studies to be made of the increase in 
accuracy obtained however; and it enables advantage 
to be taken of any improvement in integration 
technique in addition to its value in applications 
where the rounding errors are in fact dominant. 

A further benefit is the ability to represent rates of 
change less than the maximum more directly than by 
the time-average of a sequence of ternary-valued 
increments. This reduces the drift, or phasing, error 
which otherwise arises. 

In general use, the increments in the computer are 
derived (directly or indirectly) from a single source 
which makes an increment of constant value available 
continuously. This increment is called At; an alter-
native name for the sequence of such increments is 
"machine rate". The most positive value within the 
capacity of the representation is usually assigned 
to At since this determines the range of values of the 
derived increments which will be generated. Other 
values of At may however be nominated by the operator 
as a means of studying the accuracy obtainable in a 
solution. 
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3. Design Considerations 

The design of any digital apparatus is to a large 
extent determined by the type of storage system 
which it is intended to employ. The most flexible 
storage system at present available is the matrix of 
saturable magnetic cores, and a store of this type was 
considered in making a preliminary study of computer 
design. The requirements of economy, and the provi-
sion of a reasonably large number of integrators in the 
computer, led to a design in which common servicing 
equipment is allocated to each of the integrators as 
required, and to the use of serial digital representa-
tion. The computer has a fixed program in contrast 
to a general-purpose computer; the common equip-
ment may therefore be allocated to each of the 
integrators in turn, i.e. in a predetermined consecutive 
manner. Long access time is not then a disadvantage 
for the bulk of the storage required, that is to say that 
the principle advantage of the matrix store is not 
needed in this type of incremental computer. This 
fact, coupled with improvements in wire-type acoustic 
delay lines led to the choice of a serial-consecutive 
computer using delay line storage. 

INTEGRATOR Em 

INTEGRATOR I m • 

INTEGRATOR Irn.2 

TIME  

PROCESSING PERIOD OF I m 

.SELECTING PERIOD *SERVICING PERIOD 

I m•1 

.SELECTING PERIOD .SERVICING PERIOD-. 

>1.2 
'SE1.ECTING PERIOD SERVICING PERIOD 

Fig. 2. Timing of selection and servicing periods of consecutive 
integrators. 

The computer uses a common arithmetic unit to 
service all the integrators in rotation and common 
equipment to select quantities nominated as inputs to 
the separate integrators. The time for which the 
arithmetic unit is associated with an integrator is the 
servicing period of that integrator, and its selecting 
period is that during which the selecting equipment is 
used. The necessity for time-sharing of equipment 
between integrators applies equally in both servicing 
and selecting periods which are made of equal dura-
tion. , The inputs to an integrator must be selected 
and manipulated into a suitable form prior to their use 
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in the servicing period however, so that an integrator 
servicing period follows its selecting period. Thus 
data relevant to an integrator are processed in two 
consecutive periods, but since the equipment used in 
each period is different, the processing time of con-
secutive integrators can be made to overlap as shown 
in Fig. 2. 

The inputs to an integrator usually arise from its 
own, or other integrator, outputs and freedom in 
selection of these quantities is required. All outputs 
are therefore made available during each selecting 
period from a store which must have an access time 
no greater than the selecting period. If delay lines are 
used for this store (which is convenient for reasons 
of consistency), their circulation time must therefore 
be no greater than this period; and if only one such 
delay line were used, the number of integrators in the 
computer would have to be made too small for practi-
cal usefulness. The functional arrangement which 
has been chosen is a straightforward extension of the 
"precession-line" principle used in binary-increment 
computers; m delay lines are used, each one storing 
all the bits of the same weight from the integrator 
outputs. These outputs are therefore stored in an 
essentially parallel form, the y and r quantities on the 
other hand being stored in serial form. A serial-mode 
arithmetic unit is employed, so that conversion of 
Ay from parallel to serial form, and vice versa for Az, 
is required. A minimum delay in the arithmetic unit 
is desirable. The design of the y* Ax multiplier (a 
major component of the arithmetic unit) then re-
quires, as usual, that the multiplier quantity is present 
in parallel form for the duration of the multiplication. 
The obvious choice of multiplier quantity is then Ax 
since the design so far has been based on the assump-
tion that it is represented by the lesser number of 
digits, and as stated above, it is available from the 
output store in a parallel representation. 

The wire-type acoustic delay lines3 used as stores 
have the merit of requiring very little ancillary equip-
ment to drive the line and reconstitute its output. 
The digit-repetition frequency used in the computer is 
determined by the store and in the model described 
is 500 000 digits per second. 

The employment of packaged logic elements en-
ables logic design of the computer to proceed inde-
pendently of engineering design, and in general implies 
simplicity in fault-finding and maintenance. The 
packages are constructed using readily-available 
point-contact diodes and alloyed transistors. The 
standard range of elements includes negating and 
diode-gating combinations, e.g. adders, subtractors, 
etc., together with an element of novel design called a 
"digit-period delay" element.4 This generates a stan-
dard signal waveform in the digit period succeeding 
that in which the input is presented. The output has, 
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in addition to a margin of tolerance against attenua-
tion, a margin of half of a digit-period tolerance 
against delay to be encountered in subsequent gating 
operations before arriving at the input of a further 
digit-period delay element. The element uses two 
transistors and a few sections of a mismatched delay 
network. 

This element is used to afford restandardization of 
waveform in both timing and amplitude, as a single 
digit-period delay, and as a single-bit store in con-
junction with a standard gating element. 

4. Logic Design of a Delay-line Incremental Computer 

4.1. Organization of the Computer 

In the delay-line incremental computer, a fixed 
proportion of the capacity of a delay-line store is 
allocated to each integrator as its Y-register so that 
the representations of y for different integrators are 
available periodically in serial form. The correspond-
ing representations of r are similarly available; in 
fact in the computer to be described, the y and r 
words are interleaved in a single store. All integrators 
are serviced in rotation by a common arithmetic unit, 
which is associated with each integrator in turn for the 
period during which its representations of y and r are 
available. The timing of these quantities is adjusted 
at the output of the store to facilitate the design of the 
arithmetic unit as shown in Fig. 3 and the representa-
tions of y* and r* are returned to the store by a similar 
' means. 

E Shown in 
more detail 

I in fig. 4 

Ay SELECTING INSTRUCTIONS1J 

TO
Ay SELECTING 
MECHANISM 

Ay 

—{ x SELECTING INSTRUCTIONS  

Ay ACCUMULATOR 

DELAY 
MAIN y, r STORE 

112 A x SELECTING 
M MECHAN IS 

OUTPUT' 
STORE  

Fig. 3. Organization of the delay line incremental 
computer. 

Az 

The most recent (Az) outputs in respect of all the 
integrators in the computer are held in the output 
store and are made available for selection as inputs 
to any given integrator. The input-selection is time-
shared amongst integrators on a similar basis to the 
arithmetic unit, for a similar period. Since the 
selection must have been made before computation 
a y* and r* commences, the selecting period for a 
given integrator occurs immediately before its servicing 
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period. The duration of the selecting period and the 
access time of the output store determine the number 
of integrators in the computer and the flexibility of 
interconnection between them. In the computer 
described, there are 45 integrators, each of which can 
have its own or any other integrator output selected 
as its variable of integration (Ax) input, and any 
number of outputs selected as contributing to its 
integrand (Ay) input. Selecting instructions are 
uniquely associated with each integrator and capacity 
in separate delay-line stores is provided for Ax and 
Ay instructions. These stores have the same circula-
tion time as the main y, r, store so that the association 
between one instruction and its integrator is preserved. 
The integrator inputs are passed to the arithmetic 
unit in a suitable form for use in servicing. 

4.2. Register Length 

Nominated outputs of certain integrators contribute 
to the Ay input of a given integrator, and must be 
added together with the same weight to give Ay. This 
quantity is available in serial representation and its 
quantum must be given the same value as that of y. 
At the choice of the user, a reduction in the length of 
the Y-register may be made, which reduces the number 
of bits allocated to the representation of y thereby 
increasing the value of its quantum. Since the quantum 
of Ay, but not Ax, must be correspondingly increased, 
the binary scale factor of the Ay input is determined 
by the register length. An increased scale factor 
results in a faster rate of change in the value of y at the 
expense of an increase in the coarseness of its repre-
sentation. The length of the R-register is, of course, 
determined by the representation of y*. 

The programmer scales each integrator by inserting 
a binary 1 into its Y-register in the digit-position 
having a weight next below that of the required 
quantum of y. This mark is called the "start" instruc-
tion, "S". On emerging from the computing store, S 
stimulates a circuit which allows the representation of 
Ay to be added to that of y, starting in the following 
digit period. The start instruction must not be itself 
regarded as conveying numerical information and is 
preserved in the Y-register, irrespective of arithmetical 
operations performed on y. 

A fixed capacity of 23 digit-positions is allocated to 
each Y-register and 22 for the R-registers in this 
computer. The maximum effective representation of 
y is therefore 22 bits. 

4.3. The Arithmetic Unit 

The major components of the arithmetic unit are 
the (y + Ay) adder, the (y* Ax) multiplier and the 
(y* Ax+r) adder. In servicing an integrator, the 
latter two components are used for (m+n— 1) digit-
periods, where m is the number of bits used to repre-
sent Az and n the bit-capacity of the Y-register. This 
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time, plus an allowance for cumulative delay within 
the arithmetic unit, determines the minimum dura-
tion of the servicing period. The representations of 
y and r are interleaved in the computing store of the 
computer being described, thus needing a total time 
of (2n— 1) digit-periods, out of the main store cycle 
time, to be allotted to one integrator. This is greater 
than the above-mentioned minimum duration of the 
servicing period. Some computing time is thus wasted, 
since no part of the arithmetic unit is fully employed 
during the servicing period, but there is the advantage 
that the number of digits used to represent the 
incremental quantities, in particular Az can be in-
creased without altering the servicing period, within 
the limit imposed by m < n. Advantage is also taken 
of the waste time to simplify the design of the arith-
metic unit by rounding upwards its cumulative 
delays. The basic unit made up from standard logical 
packages is shown in Fig. 4, which shows the case of 
m = 5. 

The servicing period of an integrator is now de-
fined as that period during which the contents of its 
Y and R-registers become available from store. The 
timing of y is adjusted so that the arithmetic opera-
tions are performed in the latter part of the period, 
and extend into the subsequent servicing period, as 
shown in Fig. 5. This organization eases the design 
of the equipment which manipulates the Ax and Ay 
inputs into the forms in which they are used during 
servicing. 

Ay 

EXTENDING SIGNAL 

OR- GATE 

'SIGN ' DIGIT 

STATICIZED 
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Fig. 4. The basic arithmetic unit. 
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Fig. 5. Timing of the quantities represented in an integrator 
during servicing. 

It is often required to complement the output of an 
integrator. For this purpose a complementing 
circuit is included in the Az output channel and is 
brought into operation by a complementing instruc-
tion, C. The instruction is a single binary 1 placed in 
the R-register of the designated integrator; the register 
is extended by one digit-position at the more significant 
end to accommodate it. The instruction becomes 
available at the output of the arithmetic unit simul-
taneously with the least significant digit in the repre-
sentation of Az. It is not treated as numerical informa-
tion but is stored while the digits of Az are being 
generated. The complement of Az is formed by the 
stored instruction passing without change the less 
significant digits in the representation of Az, up to and 
including the first having a value of 1, and negating 
the remainder. 

4.4. The Direct Adder 

A frequent requirement in the use of the computer 
is an incremental representation of the sum of a num-
ber of contributory incremental sources for use as 
the Ax input to an integrator. The sum is sometimes 
generated by a further integrator connected as a 
"soft adder", that is, having its complemented output 
fed back to form one of its own Ay inputs; At is used 
as the Ax input. The sources to be summed are con-
nected to the further Ay inputs. The integrator then 
behaves like a servo, tending to drive the contents of 
its Y-register to zero; the output is a smoothed version 
of the sum of the contributory inputs. The operation 
of the "hard adder" is similar, with the addition of a 
non-linearity in the feedback path. Adders of the 
servo type have the characteristic that the average 
output rate is equal to the average of the sum of the 
input rates. The output rate is limited since the 
representation of an output increment cannot exceed 
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that of the corresponding Ax input, consequently an 
output lag is introduced by an input rate which 
transiently exceeds the maximum possible output rate. 
This lag reduces the accuracy obtainable in a solution, 
so a more direct type of adder is made available in the 
design of this computer. 

The characteristic of an integrator nominated for 
use as a direct adder is that the output rate is propor-
tional to the input rate sum without lag. The actual 
adding process is performed by the Ay accumulator 
whose output is scaled by the start instruction and 
added into the otherwise empty Y-register. The 
contents of this register are added to r under control 
of the Ax input to form an output increment, and the 
Y-register subsequently cleared to zero. The only 
source of error in this adder is the output rounding 
process; the error is minimized by use of the maximum 
scale factor which will not cause the Ay input to exceed 
the Y-register capacity. Thus, the lag is removed, but 
the ability to cope with transient overloads is sacrificed. 
The orthodox hard and soft adders can, of course, be 
used instead when this is preferable. 

4.5. The Output Store 

The method used to store current integrator out-
puts is an extension of that used in previous consecutive 
incremental computers in which Az is represented by 
one bit only. The precession-line store there used is 
replicated m times in this computer, as shown in 
Fig. 6(a), where m is the number of bits used in 
representing Az. 

The sequence in which integrator outputs become 
available during the input-selection period is of no 
consequence providing none are missed. Delay lines 
may therefore be used for the output store. The 
number of integrators in the computer is limited to the 
number of outputs which are available during a 
selecting-period, if no restrictions are to be imposed 
on input selection. The minimum time which may be 
allowed for selection of an output from the store is one 
digit-period. The number of integrators is then made 
equal to the number of digit-periods in a selecting, or 
servicing period. 

An integrator output is formed as a number in 
serial representation. It must be stored in a parallel 
manner if all outputs are to be available from the store 
at digit-period intervals. The digits of the numbers 
representing Az are separated and routed to the store 
input on m wires whilst retaining their serial relative 
timing. This form of representation is called "parallel-
sequential". A single delay-line store holds all the 
digits of the same significance, and m such stores 
constitute the output store. 

The output of an integrator replaces previously-
held information in the store. The circulation-time 
of the store must differ from a servicing period in 
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Fig. 6. (a) Output store using m precession lines. 

(6) Output pattern from precession line storing least significant 
digits of dz quantities in a 4-integrator computer. 

order that an integrator output does not replace that of 
the previously-serviced integrator, and is in fact made 
one digit-period less. Outputs from consecutive 
integrators are then packed into the store sequentially 
as in Fig. 6(b). The digits of the selected inputs are 
used sequentially, so the selecting period is determined 
by the availability of the least significant digits of 
integrator outputs from the store. In particular, the 
most recent output of the previously-serviced integrator 
is available at the input to the store in the last digit-
period of its own servicing period. Thus the selecting 
period of an integrator corresponds to the servicing 
period of the previous integrator, and the selecting 
point to the store input. 

The pattern of outputs from the store advances or 
precesses, by one digit-period in successive selecting 
periods by virtue of the relationship between its 
circulation-time and the servicing period. The infor-
mation destroyed by storing a fresh integrator output 
is thus the last output held in respect of the integrator 
next to be serviced. This information was the first 
available for selection in the period in which it is des-
troyed, and will be replaced by a fresh output at the 
end of the next selecting period. 

4.6. Input Selection 

The output of an integrator is selected from the 
output store by specifying the time at which it becomes 
available in the selecting period. A sufficient specifica-
tion is the digit-period in which the least significant 
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digit of the nominated output is available since the 
higher-order digits follow sequentially at digit-period 
intervals. A selecting instruction is a binary 1 having 
the specified timing, which is peculiar to the integrator 
having its inputs selected, and would be in a different 
digit-period to select the same quantity in a different 
selection period. Selecting instructions are in any case 
associated with each integrator so that this presents no 
functional difficulty. The provision of storage capacity 
for selecting instructions in this form, particularly for 
Ax instructions, is admittedly redundant in the 
information-theory sense, but more sophisticated 
systems would be more expensive. 

The instruction itself selects the least significant 
digit of the required input, and delayed versions 
select the remaining digits from the output store as in 
Fig. 7. Only one number is selected as the variable of 
integration of an integrator. This is held in the Ax 
temporary store pending servicing of the integrator. 
It is economical to use a parallel store here since Ax is 
represented by relatively few digits. The transfer of Ax 
to the staticizer associated with the y* Ax multiplier 
is initiated by the start digit of the integrator to be 
serviced. 

G' 

2E ti  
L1  

ALL AZ DIGITS WEIGHT E 

I - I TO PARALLEL 
ADDER ( Ay) OR 

22 E TEMPORARY 
STORE (Ax) 

4.01  

OUTPUT STORE LINES 

-2'E 

Fig. 7. Method of selecting the digits of the nominated 
input (m = 4). 

The number representing Ay is the sum of several 
incremental inputs. These inputs are in parallel-
sequential representation and can follow each other 
at one-digit-period intervals. The selected increments 
are summed in the Ay adder. This is essentially a 
parallel-adder having a settling time of one digit-period 
per stage. The number of stages is determined by the 
maximum number, and range of values, of increments 
selected to form Ay. The least significant digit in the 
representation of Ay is generated by the adder in the 
digit-period following the presentation of the least 
significant digit of the last increment. The remaining 
digits are similarly available in parallel-sequential 
representation. The number formed is transferred to 
the Ay temporary store at the end of the selecting 
period. A serial representation of Ay is read from this 
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store by a shifting-register technique initiated by the 
start digit. 

The provision of an input representing time to an 
integrator is a common requirement in the computer. 
This is provided by an increment of constant value 
generated at each step in the solution, since a step 
occupies a fixed period, or increment of time. These 
increments are called increments in the independent 
variable, designated t. It is advantageous to use the 
existing selecting equipment to specify t. The incre-
ment is therefore held in the output store; the necessary 
capacity is provided by suppressing one integrator 
output. The value of the increment is chosen as the 
most positive which can be represented, and allows the 
output of an integrator, having At as its independent 
variable input, to take on the full range of values. 

5. Control 

5.1. Modes of Operation 

A delay line store holds the representations of the 
initial values of the y and r quantities in respect of 
every integrator. A repetitive computation of a 
predetermined number of steps is carried out on this 
data. This allows presentation of the solution using 
c.r.t. traces as the display medium when the problem 
time is short and is particularly useful in problems of an 
exploratory nature. 

As an alternative to computing, the computer may 
be restored to an idling mode, in which case all data 
at that stage in the solution will be preserved in-
definitely. Either mode can exist for an integral 
number of main store circulations (4 ms periods). 

No provision is made for starting a computation 
with initial data in the integrator output store, so that 
a stimulus to the system is required. This is provided 
by the externally derived At signal. The integrator 
whose output is superseded by At is therefore arranged 
to be the first serviced in the step. The number of bits 
used to represent At is used as a convenient control 
of the number of bits representing increments in the 
computer. 

The transition from the computing to the idling 
mode of operation is initiated by a "stop" instruction, 
and that from the idling to the computing mode by a 
"compute" instruction. The modes of operation are 
complementary in that the same control circuit is set 
or reset by the compute and stop instructions respec-
tively. The instructions become effective at the end 
of the step in which they originate. A "reset" instruc-
tion causes the transfer of the initial conditions to 
the computing stores, after which the computer 
returns to its previous mode of operation. The three 
control instructions—compute, stop and reset—can 
be provided by a source external to the computer; 
stop and reset instructions can also be internally 
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generated. An external indication of the mode in 
which the computer is operating is provided. 

An additional facility, that of "single-step" opera-
tion, is incorporated in the control of the computer. 
It is used when the computer is otherwise idling and 
advances the progress of the computation by a single 
step in response to each simulation of the external 
control. 

5.2. Idling Mode 

The stop instruction requires that computation 
ceases at the end of the current step in the solution 
and that data contained in all stores at that time are 
preserved. Computation is stopped by inhibiting the 
Ay input to they + Ay adder and the y* Ax input to the 
y* Ax+r adder. Data are preserved automatically in 
all but the output store by regeneration; an extra 
bit capacity must be added to each delay line in the 
output store in order to preserve its contents. It is 
logically attractive to allow the periodic interruption 
of the storage loops in the output store to continue 
whilst the computer is idling. The information other-
wise lost by this process is retrieved and held in the 
additional capacity provided. It is then used as the 
input to the store when the circulation is next inter-
rupted; simultaneously the additional storage accepts 
fresh information. The process is regenerative and 
corresponds to the use of the output store in the 
computing mode since the output in respect of an 
integrator replaces that of the integrator next to be 
serviced. All integrator outputs are zero when the 
computer is idling and do not affect the data preserved 
in the output store. 

A stop instruction is generated internally by the 
overflow of a Y-register, caused by adding an incre-
ment to y such that the magnitude of the resultant 
number cannot be expressed by the number of bits 
assigned to it. This is, in general, an indication of 
faulty programming, but can be used deliberately to 
stop the computer in order to assess the progress of a 
computation. An integrator used for this purpose 
counts machine rate in its Y-register; the number of 
steps in the computation before stopping is determined 
by the position of the start instruction and initial value 
held in the register. Each integrator has an overflow 
indicator. 

The setting-up and modification of the contents of 
either input-selection store or initial condition store 
are carried out in the idling mode, to preclude the 
possibility of computation on incomplete data. 

5.3. Reset 

A reset instruction can be generated internally from 
the overflow of a Y-register which is prevented from 
causing a stop instruction. The integrator whose 
output is superseded by At is retained for this purpose. 
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Its integrand input and the number of steps in the 
solution are determined by the number of digits in the 
representation of an increment in machine time, by 
the initial value of the register contents and by the 
position of its start instruction. The maximum 
number of steps which may be determined by this 
means is approximately 30 000 using a 23-bit capacity 
register and a 7-bit representation of an increment. 
This corresponds to a solution time of approximately 
2 hours. 

The reset control signal exists for the duration of 
one step. Under this control, computation ceases, 
the output store clears itself, and the contents of the 
computing registers are replaced by information from 
the initial values store. The point of entry is at the 
output of the arithmetic unit so that the new values 
in the register do not become available until the step 
following the reset step. 

The computer returns to its previous mode of 
operation following a reset step and reverts to the 
idling mode if a stop instruction was generated during 
the computing step prior to the reset step. 

6. Input and Output 
The primary method of introducing instructions 

and data, i.e. both set-up and initial conditions, into 
the computer stores uses punched paper tape. Data 
are transferred in separately-addressed 45-bit blocks 
via a buffer store. Each block specifies either the 
contents of the Y and R-registers of an integrator or 
its input-selecting instructions. Data are superseded 
by subsequent data if these have the same destination 
address, thus allowing for afterthoughts. A block of 
data is read from the tape and transferred to the 
computer in approximately 80 milliseconds; the total 
time required to set a full-scale problem on the 
computer is typically 15 seconds. 

The basic input data are binary coded but the buffer 
mechanism is easily adapted to accept binary-coded-
decimal input, and to cope with certain variations, 
such as variable-length structure, of the block. 

A supplementary input mechanism, which uses 
manually-operated switches, is provided for con-
venience in making minor program modifications. 

The solution is in general converted to an analogue 
quantity and displayed by a long-persistence c.r.t. or a 
plotting table dependent on the solution time. A 
parallel version of the contents of a register represent-
ing the solution is produced by a chain of restandard-
izing elements and standard gates. A parallel-binary 
to voltage-analogue converter, operating on the non-
return-to zero representation which is used, produces 
an output in a form convenient for display. The 
solution has a constant value for the major duration of 
a step, i.e. 4 ms, and is available for display for this 
period. If a higher accuracy is required, binary 

Journal Brit.I.R.E. 



AN EXPERIMENTAL INCREMENTAL COMPUTER 

numbers can be obtained directly from the main store 
contents display. 

Incremental inputs can be introduced into the arith-
metic unit of the computer from an external source 
during the first part of any servicing period. Selected 
integrator outputs are similarly available for external 
use. Thus it is practicable and quite economical to 
operate two or more similar computers in parallel. 
The timing and control equipment is common under 
these circumstances but additional capacity for input-
selection instructions must be provided. Incremental 
outputs can be obtained on a time-scale suitable for 
tabulators and incremental plotting tables by using 
smoothing techniques. 

7. An Improved Computer Design 

Since only integrator units are provided in the com-
puter which has been described in the previous 
section, it is necessary to use these for all other 
operations, besides integration, which are required. 
There is no great difficulty in doing this, but the com-
puting equipment is not used to its full capacity. This 
is particularly noticeable in the case of multiplication 
by a constant, an operation of frequent occurrence, 
which necessitates the use of one integrator for each 
constant multiplier. As many integrators are used 
for this purpose in practice as for all other operations, 
including integration. 

This consideration stimulated the design of an 
improved computer which does not use a fixed number 
of self-contained similar units, resulting in increased 
utilization of equipment without sacrifice of accuracy 
or convenience in use. 

The advantages achieved may be summarized as: 

(i) Only one rounding error is introduced for a 
weighted sum, instead of one rounding error for each 
term in the sum. No rounding error is introduced if 
the sum is to be used directly as the Ay input to an 
integrator. 

(ii) The expensive Ay accumulator, which is con-
siderably under-employed, is deleted and replaced by 
a simpler equipment which is used much more inten-
sively. 

(iii) The number of rounding operations is reduced, 
compared with a computer having a similar main 
store but providing only conventional integrator 
units. Thus the improved computer can have a higher 
speed of operation for the same computing capacity, 
although this is off-set by the weighting operation 
which must be performed on a single integrand 
input to an integrator when binary weighting, as 
effected by a start instruction, would otherwise 
suffice. 

The improved computer, which will now be des-
cribed, has separate storage systems for whole 
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quantities and for increments. Whole quantities are 
available in fixed sequence from a store of long access 
time in consecutive word-periods. One increment only, 
Ax, is selected from the faster-access increment store 
at each word-period; the following description relates 
to ternary increments although the representation 
may be extended as required. The increment is scaled 
by its use as the multiplier input to the arithmetic 
unit; the corresponding multiplicand input is the fixed-
value whole quantity, w, representing its scaling, or 
weighting factor. The product wAx then represents 
the weighted quantity which in general is one con-
tribution to a weighted sum. A store of capacity one 
word, and an associated adder together form an 
accumulator in which the running sum EwAx, of 
terms generated in consecutive word-periods is held. 
The weighted sum may be converted directly to an 
output increment for subsequent use as the variable of 
integration (Ax) input to an integrator, or as a Ay 
input to more than one integrator. For conversion to 
an increment, the accumulator contents are added to 
the representation of r from the main store (no y is 
involved), and the rounded output is passed to the 
increment store. It is then available for selection and 
use as required. The term "summing unit" describes 
the use of the equipment in this way. This technique 
avoids the necessity to use integrator units as con-
stant multipliers and servo adders, and automatically 
generates the weighted sum of several increments in 
the standard incremental representation. 

When it is alternatively required to use the weighted 
sum as the Ay input to one integrator only, there is no 
need to round the accumulator contents before adding 
them to y. The representation of y is made available 
in the word-period following that in which the final 
term contributing to the weighted sum is produced, 
and the accumulator contents added directly to form 
y*. An increment is selected as the Ax input in this 
word-period, and the integrator output is rounded in 
the subsequent word-period. The quantities w, y* and 
r* are returned to the main store as applicable. 

The design takes advantage of the fixed nature of 
the computer programme to organize the required 
processes such that some partial results may be stored 
in the accumulator, rather than rounded and stored as 
increments. The minimum equipment, commensurate 
with the part-processes to be instrumented, is provided, 
e.g. only one increment is used in any period; the full 
process is completed in the necessary number of 
periods by consecutive operation. This organization 
allows the programmer more freedom in nomination 
of the type and size of computing units than in earlier 
computers, and results in a more efficient use of the 
equipment provided. A diagram of the computer is 
shown in Fig. 8. The multiplier reduces to a gating 
and complementing circuit for ternary increments. 
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Fig. 8. Organization of improved computer. 

The switching arrangement is controlled by program 
instructions. 

Some points of difference between this computer 
and that previously described are: 

(i) A similar capacity in the main store is allotted 
to each of the whole quantities, irrespective of type, in 
order to simplify engineering design. The representa-
tion of a weighting factor is therefore the same as that 
of an integrand quantity, and a weighted increment 
has the same range of values as an integrand. The 
effective representation of an integrand is thus ade-
quately determined by the weighting factors associated 
with its input and there is no need to employ a start 
instruction, together with the necessary temporary 
store and associated circuits, for this purpose. The 
representation of the remainder, compared with the 
integrand, does not use the most significant digit-
position. This position could be used to hold an output 
complementing instruction but it is uneconomical to 
do so since it is then necessary to provide equipment 
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to implement the instruction. The effect of comple-
menting can usually be achieved by the subsequent use 
of weighting factors which have both positive and 
negative ranges. 

(ii) Fewer increments need be stored in the incre-
ment store for the same computing capacity as in the 
previous design. The restriction that the number of 
computing units in the computer should be the same 
as the number of digit-periods in a word therefore 
does not arise directly. 

The last point directs attention to the increment 
store and method of increment selection. It is possible 
to use a system of precession-line store and stored 
selection instructions similar to that previously used. 
The smaller number of increments to be stored however, 
and the selection of only one increment in each period, 
characteristic of this design, allow more scope in the 
choice of storage system. The system shown in Fig. 8 
is considered to be a random-access store for the 
purpose of this description, but cheaper arrangements 
are possible. The address of the increment to be selected 
is directly specified by a few bits; these are conveniently 
held in the main store adjacent to each whole quantity 
register. The increment is then selected at the appro-
priate time to be processed together with the cor-
responding whole quantity. The address stored 
adjacent to an R-register is used to specify the loca-
tion in the increment store for the output increment of 
the unit. 

The computer has three alternative modes of opera-
tion, corresponding to the designation of a word 
period as W, Y, or R. The instruction which specifies 
this is binary-coded, requiring two bits, for which 
capacity in the main store is again made available, as 
for the increment addresses. 

Figure 8 and Table 1 show the design of the com-
puter and its use to provide summing and integrating 
units. 

Table 1 

Processing Sequence in the Improved Computer 

Word Type 

Main Store Output 

Multiplier Md. Input 

Multiplier Mr. Input 

Adder Inputs 

Adder Output 

Main Store Input 

Increment Store Input 

Summing Unit 
 A  

Integrator Unit 

W W 

W1 W2 

WI W2 

AXI AX2 

{W2 &Xi W2 AX2 

AX2 

W 2 &ICI Xw Ax 

K'2 r* w1 w2 

AZ — 

R W W Y R 

r w1 w2 y 

w1 w2 y * 

dri A.x2 Axs 

r wiAx2 W2 AX2 Y 

Ew Ax — w, Ax, Ew Az y* Ax 

w1 Ax, Ew Ax y* AZ-Er  

y* r* 

AZ 
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8. Conclusions 

The computer described in the earlier sections of 
this paper was constructed to supplement theoretical 
studies of incremental computing techniques. The 
actual number of digits representing increments can 
be varied simply by replicating existing equipment, 
particularly in the multiplier, increment store and Ay 
increment accumulator. The cost per additional digit 
in the increments is of the order of 5 % of the overall 
cost of the computer excluding peripheral (i.e. input 
and output) equipment. Extension of the incremental 
representation is a necessary first step in radically 
improving the performance of the computer. Rounding 
and phasing errors only are reduced by this means 
so that the basic accuracy of the computer is limited 
by truncation in the integration process. Rectangular 
integration, characteristic of consecutive incremental 
computers which use unsophisticated integration 
techniques, is used in this computer since it avoids the 
need to differentiate between integrator inputs 
generated in the current step and those generated in 
the previous step, in servicing the integrator. Trapez-
oidal integration (linear extrapolation) is a possible 
refinement but requires that the input-selecting equip-
ment has access to all the increments generated in the 
previous step, and thus duplicated increment stores 
must be provided. Any further refinement of the 
integration process, such as the use of backward 
difference series, will inevitably require a more ade-
quate representation of increments than is afforded by 
ternary representation. Although no suitable integra-
tion formula has yet been found, the design of this 
computer has at least provided valuable experience 
in techniques applicable to the use of a general 
representation of increments. 

The improved consecutive computer described in 
Section 7 is a more economical design; the basic 
cost is estimated as being half that of a comparable 
computer of the previous design. In comparison, the 
programming techniques applicable to the improved 
design have not been fully explored, but have the 
advantage of some flexibility in the program without 
correspondingly increased complexity. The design 
also eliminates certain error-producing mechanisms, 
notably those inherent in previous scaling and sum-
ming devices. 

Accuracy may of course be improved by extending 
the time scale of the solution, subject to an adequate 
representation of whole quantities being available. 
The reverse is also true, hence computer performance 
is improved by an increase in digit repetition-frequency 
which reduces errors from all sources whilst producing 
a solution to the original time scale. It is economical 
to pursue the construction of a computer of the 
improved design, but using ten times the digit repeti-
tion rate (that is 5 000 000 per second) of the previous 
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computer since computing elements and delay-line 
stores are currently available at less than ten times the 
cost of the slower elements. 
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11. Appendix 

Representation of Quantities in the Integrator 

The equation of Section 2 describing approximate 
digital integration, and the equations which are 
instrumented by a rectangular integrating process are 
re-stated here: 

i=n 

z„ yi boc  (1) 
i=o 

Y* = Y +AY  (2) 

Az + r* = y* Ax + r  (3) 

Equation ( 1) implies that Az y Ax, i.e. that the 
quantities r and r* in the more accurate equation (3) 
are small. Since, Az and Ax have the same range of 
values, it follows that the maximum value of I y I (and 

iy* I) must be 1. A number n of binary digits (n bits) 
is used to represent y in the "noughts-complement" 
system which caters for positive and negative values. 
The weights of the digit places 0 to ( — n+ 1) are 
therefore 2°, 2-1,22, 2—n+1. The weight of the 
most significant (2°) digit is negative and that of 
each of the less significant (or lower) digits positive. 
Thus negative numbers are characterized by a one, 
and positive numbers by a zero in the most significant 
digit position. It follows that 

- y*ze.1-2 -"'  (4) 
i.e. 

— 1 y* e.. 1 — a 

where e is the quantum of the representation, i.e. the 
smallest non-zero change in y* which can be repre-
sented. 

From equation (2), Ay must have the same quantum 
as y and y* but is in general represented by fewer bits 
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British Participation in the International Years of the Quiet Sun 

The United Kingdom is to make a significant scientific 
contribution to the International Years of the Quiet Sun, a 
period of two years from 1st January 1964 to 31st December 
1965, during which the minimum point in the sun's activity 
will fall. The activity of the sun, as judged by the behaviour 
of solar prominences, sunspots etc., exhibits an eleven 
year cycle and the last period of least solar activity occurred 
in 1954. In order to investigate the behaviour of the 
environment of the earth during the following sunspot 
maximum period, the now-famous "International Geo-
physical Year", (IGY) was proposed and carried out in 
1957-58. From this co-operative effort by over sixty 
nations, emerged a great deal of valuable scientific data 
which has been collected and catalogued at World Data 
Centres and freely interchanged between scientists. 

It had been realized that the value of the scientific data 
obtained during the IGY would be considerably enhanced 
were similar data to be obtained during the period when 
the sun's activity was next expected to be at a minimum. 
Accordingly, it was proposed that a special scientific effort 
be made in 1964 and 1965, using both techniques similar 
to those employed during the IGY and more refined 
techniques since developed. 

Some of the radio investigations during the IGY were 
described in a paper by Professor W. J. G. Beynon, C.B.E., 
in a paper in the Brit. 1.R.E. Journal for July 1958, entitled 
"Radio studies during the International Geophysical Year 
1957-8". Professor Beynon was IGY Reporter for the 
Ionosphere and he is now chairman of the Royal Society's 
British National Committee for Co-operation in Geo-
physics, in addition to continuing his special interests as 
British National Correspondent for the Ionosphere. The 
National Committee is responsible for the preparation 
and co-ordination of the United Kingdom's IQSY pro-
gramme. 

The United Kingdom programme, like those of many 
others of the 58 nations participating in the IQSY, com-
prises special projects planned specifically for the IQSY, 
programmes repeating IGY observations, experiments 
of a singular nature such as those that are satellite-borne, 
and routine synoptic observations which are made regu-
larly at permanently occupied stations by observers of 
meteorological parameters and of auroral displays. 

Radio engineers will be particularly interested in the 
ionospheric investigations and a comprehensive pro-
gramme has been planned for IQSY using the synoptic 
network of ground stations between longitudes 0 deg and 
110 deg E, and experiments borne in vertical-sounding 
rockets and earth satellites. 

Vertical incidence soundings. The network of stations 
operating during the IQSY will be Aberystwyth, Slough 
and Sidmouth in the U.K., Singapore in equatorial latitudes, 
and Port Stanley, Argentine Islands and Halley Bay in 
high southern latitudes. At most of these stations, sound-
ings will continue using similar ionosondes to those used 
during the IGY though it is hoped to install improved 
ionosondes at some stations. At Halley Bay, tests will 
be conducted to investigate the obliquity of echoes in the 
sounding of the ionosphere. 

Absorption. The study of absorption by the pulse-reflexion 
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method will be made at Aberystwyth, Singapore and 
Halley Bay. At Halley Bay and at Edinburgh, the absorp-
tion will be studied by measuring the cosmic radio noise 
with, respectively, a variable frequency ( 10-50 Mc/s) and 
a fixed frequency (20 Mc/s) riometer. 

Des. Regular measurements of ionospheric drifts by 
the three-receiver, short base, fading method will be 
made at Aberystwyth, Singapore and Halley Bay giving 
data complementary to those obtained during the IGY. 
Radio-echo measurements of the magnitude distributions 
and incident fluxes of meteors by the dual wavelength 
method will be made at Sheffield. 

Special experiments at ground stations. At Sidmouth, 
particular attention will be devoted to the study of the D and 
E regions by scatter soundings for the lower ionosphere. 
Incoherent scatter observations will be made at Malvern. 
To obtain data on ionospheric disturbances complementary 
to those obtained during the IGY back scatter measure-
ments will be made on 17 Mc/s at Sheffield. It is proposed 
to establish a forward scatter link between St. Lawrence 
(I.o.W.) and Gozo, near Malta, and it is hoped to install a 
receiver at Halley Bay as part of a one-way forward scatter 
link with the U.S. South Pole Station. Radio-echo observa-
tions of aurorae will also be undertaken at Halley Bay. 

Electron density and top-side soundings. The electron 
density of the ionosphere will be studied by recording 
whistlers at Argentine Islands. By an analysis of radar 
echoes reflected from the lunar surface (on two frequencies) 
it is intended to study at Jodrell Bank the total electron 
content and gross shape of the ionosphere, the diurnal, 
seasonal and storm-time magnetic variations of the 
content and shape and the dependence of these variations 
on solar activity. By co-operating with other observers, to 
obtain a long base line, it is intended to study the varia-
tion of electron content with latitude and longitude and 
the structure of the large irregularities. Polarization 
fluctuations caused by irregularities of ionospheric origin 
will also be investigated using this moon-radar technique 
with the 250 ft radio telescope. 

The ground stations at Aberystwyth, Slough, Sidmouth, 
Singapore and Port Stanley will be equipped to receive 
signals propagated from above the ionosphere by trans-
mitters in earth satellites. 

Rocket and satellite experiments. Plasma probes will 
be launched in either rockets (from Woomera) or satellites 
to obtain information on the concentration, temperature 
and mass of ions throughout the ionosphere. The data 
obtained will be used to study the correlation of iono-
spheric and solar behaviour, sporadic E ionization and its 
relation to wind structure, and the role of negative ions 
in the D region. The propagation of radio waves by 
rockets making vertical traverses of the ionosphere will 
be studied to give information on the electron density of 
the ionosphere. 

It is hoped to study the electron profile through the D, 
E and F layers using rocket-borne high sensitivity r.f. 
electron density probes. It is possible that a stand-by unit 
of the mass spectrometer probe flown in the Ariel / 
satellite will be incorporated in a U.S. top-side sounding 
satellite to be flown during the IQSY. 
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The following abstracts are taken from Commonwealth, European and Asian journals received by 
the Institution's Library. Abstracts of papers published in American journals are not included because 
they are available in many other publications. Members who wish to consult any of the papers quoted 
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the paper required. All papers are in the language of the country of origin of the journal unless other-
wise stated. Translations cannot be supplied. Information on translating services will be found in the 
Institution publication "Library Services and Technical Information". 

TUNNEL DIODE FREQUENCY MULTIPLIERS 

The "pulling effect" which takes place in tunnel diode 
oscillators can be used for frequency multiplication. An 
oscillator can operate as a source for a harmonic of its 
oscillating frequency and synchronize a second oscillator 
tuned to this higher frequency. A graphical method is 
described in a German journal which can be used for a 
quantitative determination of the behaviour of a pulled tun-
nel diode oscillator within the pulling range. Then a cascade 
circuit of tunnel diode oscillators for frequency multiplica-
tion is discussed. It has been found that the number of stages 
which can be connected in series without an intermediate 
decoupling section is limited. 

"Frequency multiplication by pulling tunnel diode oscillators 
to a harmonic of the drive frequency", H. Graf. Nachrichten-
technische Zeitschrift, 16, pp. 188-95, April 1963. 

RADAR METEOR-HEAD ECHOES 

Measurements have recently been published on some 
500 radar meteor-head echoes observed at Ottawa by the 
National Research Council of Canada during the 1961 
Perseid meteor shower. Mean absolute powers of head 
echoes and of the associated enduring echoes are given as 
a function of the angular position of the meteor along its 
trajectory, and the detailed amplitude variation of three 
head echoes is discussed in relation to various scattering 
mechanisms. It is shown that a solar-controlled parameter 
of the atmosphere has a strong influence on head echoes. 

"Experimental study of the amplitude of radar meteor-head 
echoes", B. A. McIntosh. Canadian Journal of Physics, 41, 
pp. 355-71, 1963. 

MISSILE TELEMETRY AERIAL 

A description has recently been published of a French 
installation for the reception of telemetry signals trans-
mitted from a missile. The aerial assembly, orientated in 
azimuth and angle, incorporates a reflector with a diameter 
of 20 metres and provides a beam sweep movement of 
conical form. The gain is 28 dB in the band 214 to 
254 Mc/s. Focusing is achieved by an array of 4 dipoles 
spinning at 600 turns/minute and allowing the simultaneous 
reception of the right and left circular components of the 
incident wave. The aerial can track with a precision of 
0.25 deg for an input signal level of 1 microvolt. 

"The 28 dB self directing antenna of S.E.C.T.", J. Combelles. 
L'Onde Electrique, 43, pp. 265-72, March 1963. 
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STEREOPHONIC BROADCASTING 

In the Zenith-General Electric system, called the "pilot-
tone stereophonic system", a small proportion of the avail-
able modulation capacity is taken by a pilot signal used in 
the demodulation process at the receiver. The remainder 
is divided between the sum of the left- and right-hand 
stereophonic signals, transmitted in the same way as a 
monophonic programme, and the difference between 
these signals which is transmitted by modulation of a 
sub-carrier. An investigation has been carried out by the 
B.B.C. Research Department to determine how far the 
level of the sum signal is lowered by the presence of the 
difference signal. Measurements made with an audio-
frequency circuit designed to simulate the combination 
of the sum and difference signals in the transmitter yield a 
figure which, for the commonest types of programme, 
varies from 2 to 4 decibels; in calculating the signal re-
ceived by the monophonic listener, this figure must be 
added to the losses from other causes. 

"Determination of the effective modulation depth of mono-
phonic programme transmitted on the pilot-tone stereophonic 
system", D. E. L. Shorter. E.B.U. Review, No. 77A, pp. 2-7, 
February 1963. 

TELEVISION REMOTE CONTROL SYSTEMS 

A recent Australian paper discusses remote controls 
for television receivers. The principles of operation are 
classified according to the control media between the viewer 
and the receiver, namely direct electrical communication 
by a cable, a light beam, ultrasonic waves, and radio fre-
quency waves. 

After a comparison of the relative complexity and sus-
ceptibility to interference of these systems, a cable type 
remote control for Australian use is described in detail. 
Attention is given to the choice of control functions, the 
problems encountered in providing these functions, and 
to the means of overcoming the problems. 

The latter part of the paper gives a mechanical descrip-
tion of a power tuner unit currently produced for Australian 
use. Mention is made of the design problems encountered, 
with particular attention to noise, gear whine, method of 
power transmission, channel selection, muting, and power 
switch of operation. The influence of tuner indexing and 
mounting on general noise level and gear whine is also 
considered. 

"Television remote control systems", J. T. Pope and M. Tinka. 
Proceedings of the Institution of Radio Engineers, Australia, 24, 
pp. 295-304, March 1963. 
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VIDICON PERFORMANCE 

The performance of the vidicon under various conditions 
has been studied at the Chalmers University of Tech-
nology, Sweden, in order to estimate the usefulness of this 
camera tube in scientific applications. Investigations were 
carried out on the ability of the vidicon to work in dif-
ferent illumination and contrast regions and to reproduce 
objects in motion. Special attention was devoted to the 
properties of the vidicon at very low target illumination 
and to the possibility of transmitting pictures with an 
extremely high number of picture elements. 

Starting from the fundamental properties of the photo-
conductive layer, the variation of signal was examined as a 
function of charging time and of various scanning condi-
tions, mainly different raster sizes and scanning times. At 
low light levels the number of picture elements attainable 
in the presence of noise was studied as these factors were 
varied. In connection with the problem of optimizing 
vidicon sensitivity at low light levels the sensitivity of a 
complete television system using a vidicon was investigated. 

For camera tubes of vidicon type the maximum obtain-
able number of picture elements is essentially determined 
by the dimensions of scanning electron beam. Measure-
ments of the electron beam dimensions were therefore 
carried out at different operating points of the vidicon. 
The aperture response of the vidicon was derived for 
various assumptions, and the resolution and the contrast 
transmission measured as raster size, focusing field and 
other scanning parameters were varied. The attainment of 
high resolution in a complete television system using the 
vidicon is also discussed in the Report. 

The relatively limited capability of the vidicon to repro-
duce objects with rapidly changing image content is not 
such a limitation in scientific applications as it is for 
studio use. For this reason the static properties of the 
vidicon were the principal objects of investigation in this 
study. Some information on the transient response of 
vidicons and vidicon television systems was however 
obtained by means of a moving test wedge. 

"Optimized performance of the vidicon", Ove Strindehag. 
Transactions of Chalmers University of Technology, Gothenburg, 
No. 265, (Avd. Elektroteknik 73), 1963. 

COMPARISON OF N.T.S.C. AND SECAM COLOUR 
TELEVISION 

Tests relating to colour television propagation and re-
ception and carried out in the region of Berne and Thun 
during the early summer of 1962, are the subject of a 
report by a Swiss engineer. During these tests a SECAM— 
f.m. system with video and carrier-frequency pre-emphasis 
was compared with a modified N.T.S.C. system. The 
investigation covered the susceptibility to interference 
from noise, man-made noise and multi-path reception as 
well as compatibility. It was found that the new SECAM 
system has, as far as propagation and reception are con-
cerned, a slight advantage over the modified N.T.S.C. 
system because of its somewhat more favourable properties 
under conditions of multi-path reception. 

"Comparison observations of reception conditions with 
N.T.S.C. and SECAM colour television systems", K. Bernath. 
Nachrichtentechnische Zeitschrift, 16, pp. 181-8, April 1963. 
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DETECTION IN WHITE NOISE 

Shannon's well-known formula gives the maximum 
value of the information quantity per unit time which can 
be transmitted without error through a channel subjected 
to white noise. Trying to apply it to practical problems 
raises two points: ( 1) the formula involves bandwidth, a 
more or less arbitrary quantity, since any real signal 
occupies the whole of the frequency axis, from zero to 
infinity; (2) the formula relies on the hypothesis of a 
detector operating for an infinitely long time and capable 
of selecting a message among an infinite number of them. 
A practical detector can effect no such selection, but only 
a simpler one among a finite and generally small number 
of messages. It results from this that detection is always 
associated with some error rate. 

The purpose of a paper in Cables & Transmission is to 
study the operation of the detector, starting from such 
fundamental quantities as power available for message 
transmission (or number of messages per second and power 
allotted to each message), noise power per unit frequency 
band, and resolving power of the detector, the latter being 
defined as the number of messages between which a choice 
is possible. Assuming these three quantities to be known, 
the question of the optimum transmission speed for 
maximum information is studied, together with that of the 
limiting value of the information which can be transmitted 
through a given channel when the resolving power of the 
detector increases indefinitely. 

"Optimal detection of a coded message in white noise". 
H. Debart. Cables & Transmission, 17, No. 2, pp. 98-105, 
April 1963. 

THIN FILM STRIP LINE 

With a view to the development of stores with short 
access times for computers, a recent German paper calcu-
lates the attenuation and distortion of pulses on a thin-
film magnetic strip line with thin intermediate layers. One 
of these is a conductor of high permeability (magnetic 
layer). The strip line is assumed to be of infinite width and 
terminated without reflection. After a calculation of the 
propagation constant of the fundamental wave an approxi-
mation method of general validity is used for determining 
the receiving function. This method is based on a separa-
tion of the propagation constant into two terms and a 
corresponding solution in two steps of the Fourier integral. 
It is found that strip lines with a conductor spacing of less 
than 10-3 cm and a conductor thickness of less than 10-3 cm 
can hardly qualify for stores because of their high attenua-
tion and distortion. On a copper line with a spacing 
D = 21 x 10-4 cm, a conductor thickness of 10-4 cm, 
a thickness of the nickel-iron layer of l0 cm, for instance, 
the pulse attenuation is about /N with a line length of 
/ = 20 cm. On a copper line with a spacing D = 1.2 x 
10-2 cm, a conductor thickness of 3 x 10 cm, and a 
thickness of the nickel iron layer of 10-5 cm, however, the 
attenuation and distortion of the pulse can be neglected 
even with line lengths of 50 cm. 

"Attenuation and distortion of pulses on a thin film magnetic 
strip line", G. Piefke. Archiv Der Elektrischen Ubertragung, 17, 
pp. 153-62, April 1963. 
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