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CHANGE OF THE INSTITUTION'S NAME 

Special General Meeting to precede Annual General Meeting 

AT a meeting of the Council of the Institution held on Thursday, 10th October, 1963, it was 
unanimously resolved that a Special General Meeting of Corporate Members be called to 

confirm the Resolution of the Council to alter and amend the Institution's Royal Charter of 
Incorporation which, when allowed by Her Majesty in Council, will give effect to a change in 
the title of the Institution. Thus the proposal already tacitly accepted by members all over the 
world that the Institution's title should more accurately indicate the professional activities of 
its members will be implemented. 

Just a year ago an announcement was made in the Institution's Journal of the Council's 
intention to change the name of this publication to The Radio and Electronic Engineer. Comment 
was invited from members on the even more significant matter of making an alteration to the 
name of the Institution itself—often mooted during recent years. The various proposals were 
reviewed and at a dinner of the Council and Committees held in London on 27th November, 1962 
(reported in Proc.Brit.I.R.E., January/February 1963), the President announced that the approval 
of the Privy Council was being sought to change the Institution's name to "The Institution of 
Electronic and Radio Engineers". Lord Mountbatten continued: "The word 'electronic' has 
become one of the most widely used words in our language and much of the activity of our 
Institution covers purely electronic subjects as opposed to radio. Our activities are spreading 
far beyond the border of Great Britain, and I think it wrong that we should restrict our title by 
embodying the word 'British' which is not employed in the title of any similar chartered engineer-
ing institution". 

As readers of a "A Twentieth Century Professional Institution"* will know, the inclusion of the 
word 'electronic' in the title of the Institution is not a new idea. It was, in fact, ventilated in 
the Institution in 1927! It is, however, only in the last two decades that industrial development 
has exploited the possibilities revealed in the course of advancing radio science. 

It is now appropriate, therefore, that more adequate description be given to the professional 
activities of members of the Institution. The Special General Meeting, to be held just prior to the 
Annual General Meeting of the Institution on 27th November, represents a very natural step in 
the future development of Institution activities. 

Formal notice giving precise details of the Resolutions required is being despatched separately 
to all Corporate Members. 

* " A Twentieth Century Professional Institution—The Story of the Brit.I.R.E.", published by the Institution, 
price 30s. 
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INSTITUTION NOTICES 

I.E.E. President's Inaugural Address 

In his Inaugural Address as President of the Insti-
tution of Electrical Engineers, Sir Albert Mumford, 
K.B.E., Engineer-in-Chief of the General Post Office, 
referred to the benefits which were to be derived 
through co-operation between engineers. He especially 
stressed that the inauguration of the Engineering 
Institutions Joint Council in October 1962 offered 
opportunities of a fuller and more effective collabora-
tion between Institutions.t 

Sir Albert continued: "In some fields, collaboration 
has developed and will continue in a more personal 
way. I have in mind, of course, collaboration between 
the British Institution of Radio Engineers and our-
selves, expressed, for instance, in our joint activities 
in the educational, computer and medical-electronics 
fields and in the co-sponsorship with them and with 
the interested American societies, of the highly 
successful International Telemetering Conference 
which has just been held in London. I am pleased to 
say that this collaboration with our sister Institution, 
whose field of activity we share is to be seen not only 
in London but in our local Centres also". 

Introducing his main subject of "Communications 
in the Public Service of the United Kingdom", Sir 
Albert outlined the increasing trend towards full 
automation of the public telephone service, and 
described developments in the transmission field that 
would provide more circuits at lower costs. These 
included microwave radio links in the trunk network 
and, eventually, long distance waveguide transmis-
sions. He discussed the demands of television and how 
these demands were integrated into the other public 
services in Great Britain, and then dealt with the 
problems of worldwide telecommunications, includ-
ing the special role of satellites. 

Radio and Electronics Research in Great Britain 

The Survey prepared at the request of the President 
by the Institution's Research Committee on "Radio 
and Electronics Research in Great Britain" has now 
been published in the July/August issue of the 
Proceedings of the Brit.I.R.E. (Vol. 1, No. 5). Mem-
bers in the United Kingdom will have automatically 
received their copies of this issue. Members overseas 
may obtain copies of the issue price 3s. each; the cost 
to non-members is 7s. 6d. per copy. 

The Survey deals with the role played in radio and 
electronics research by various government depart-
ments, universities and the radio and electronics 

t Reference to the formation of the Engineering Institution's 
Joint Council was made in the November 1962 issue of the Brit. 

Journal. The founder members of the Council comprise 
the 13 major engineering institutions in Great Britain, including 
the Institution of Electrical Engineers and the British Institution 
of Radio Engineers. 
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industry itself. Its conclusions urge the establishment 
of a research council which would comprise repre-
sentatives of these three spheres of activity and it is 
encouraging to record that preliminary steps are now 
being taken to set up this council with full legal 
status. 

Appendices to the Survey analyse the radio and 
electronics research programmes of universities and 
colleges of technology in Great Britain, recording the 
subjects of the projects and the number of research 
workers employed. Details are also given in rather 
more general terms of research in Government 
Departments, the United Kingdom Atomic Energy 
Authority, the British Broadcasting Corporation and 
the General Post Office, and in Industry. 

Fondation Europénne de la Culture 

A conference of engineering students and young 
technologists from Universities and Colleges of Tech-
nology throughout Western Europe was held at the 
University of Grenoble in September. The Engineer-
ing Institutions Joint Council was invited to send 
representatives and the Institution nominated Mr. 
R. D. Pringle (Student), who was awarded the first 
Mountbatten Research Studentship in 1962. 

Lectures by well-known scientists and engineers 
took place each morning and in the afternoons the 
delegates were divided into four groups which dis-
cussed: 

(a) participation of the engineer in administration; 

(b) team-work and external relations with other 
companies and countries; 

(c) the education of the engineer; 

(d) the engineer and conflicts between social 
classes, different countries and regions. 

Mr. Pringle was particularly concerned with the 
group discussing education. 

Mr. Pringle reports that, in his view, the Conference 
achieved more by informal meetings of delegates 
from all over Europe and the discussion of their 
problems rather than through the resolutions passed 
by the discussion groups. A summary of these reso-
lutions will be available by about the beginning of 
November, and Mr. Pringle has kindly offered to 
send copies to any members of the Institution who 
are interested. 

Correction 

The caption to Fig. 1 of the article "The N.I.R.N.S. 
7 GeV proton synchrotron" on page 203 of the 
September issue of The Radio and Electronic Engineer 
should be amended to read "... showing installation 
of the beam extraction box". 

Journal Brit.I.R.E. 
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Automatic Control of Billet Mill Saw 

Measuring Stops 

By 

G. COOPERt 

1. Introduction 

Presented at the Convention on "Electronics and Productivity" in 
Southampton on 19th April 1963. 

Summary: Measurement of the measuring stop position is by an electro-
magnetic digitizer and the control system is built-up from standard 
plug-in transistor logic units. The drive of the measuring stop is by a two 
speed pole amplitude modulated type pole-changing induction motor. Use 
is made of a fast traverse, slow approach cycle, and the final approach is 
always from one direction to eliminate back-lash errors. A pneumatic 
brake is used to bring the stop to rest at the final position. A repeatable 
accuracy of better than id- in has been obtained on a stop capable of 
measuring length of up to 60 ft. 

Increasing attention is being currently focused on 
the automation of the cutting up of rolled steel 
products immediately after leaving the mill. The 
benefits sought are the reduction of cost of the cutting 
operation and particularly the optimization of cutting 
to reduce the incidence of unusable short remainders. 

In general, progress towards the fully automated 
cutting plant is being made step-by-step, and this 
paper describes a position control system using digital 
electronics for the saw measuring stops. The system is 

this type of stop is particularly suitable for high 
production automated plants. The positioning 
control was devised with the object of providing a 
rugged, reliable system capable of standing along or 
of fitting into a fully automated plant.t The digital 
techniques employed have been described in con-
nection with other steel industry position controls,§ 
the same range of standard logic units being employed. 
The emphasis of the design of this control has been on 
economy, ruggedness, and flexibility together with a 
performance which will be maintained for many years 
of service. 

PNEUMATIC GEARBOX DIGITIZER 

DISC BRAKE MOTOR / LEAD SCREW 

CARRIAGE, 10 FT. TRAVEL 

RAILS , 

2,1111.1 

BILLET RUN-OUT 
TABLE 

DIRECTION OF BILLET 

Fig. 1. 

Plan view of saw stop and drive. 

 =  
\ 4-10 FT4e- 10 FT-44- 10 FT-.4-10FT—i+t- 10 F T -3.1 

therefore immediately suitable for integration into a 
completely automatic computer controlled plant. 

Figure 1 shows diagrammatically the construction of 
a multiple head saw stop. Typically the carriage has a 
travel of 10 ft, with retractable heads at 10 ft centres. 
By the use of 6 heads, settings of up to 60 ft can be 
made with a much shorter average positioning time 
than with a single head and a sixty foot travel. Hence 

t Lancashire Dynamo Electronic Products Ltd., Rugeley, 
Staffordshire. 
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SIX IDENTICAL STOPPER HEADS. 
HEADS ARE NORMALLY RAISED, 
ONE HEAD BEING LOWERED AUTOMATICALLY 
WHEN CARRIAGE IS POSITIONED 

2. Drive System 

The drive of the carriage is by means of a lead screw 
and nut, the screw being driven through gearing from 
an electric motor. A pneumatic brake is mounted on 
a rear shaft extension of the motor. 

The obvious drive system for this type of high 
inertia positioning duty would be a d.c. motor and 

J. Clyne, "Automatic Control of Cutting up of Steel Billets" 
B.I.S.R.A. report No. PE/R57/62, October 1962. 
§ W. Gregson and G. Cooper, "Automatic control of hydraulic 
forging presses", Control, 5. page 99, June 1962. 
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G. COOPER 

Ward-Leonard set. Many steel companies, however, 
prefer to use a.c. squirrel cage motors where possible, 
because of the reliability and freedom from main-
tenance of this type of machine. For this reason, and 
the important one of greatly reduced cost, a 
35/8.75 hp, 1350/335 rev/min, 4/16 pole two-speed a.c. 
machine was adopted for the prototype system. 

The machine used is of some interest, since it 
employs the relatively recently developed pole ampli-
tude modulated winding. This winding uses the same 
conductors in different connections for both high and 
low speed operation. For this start-stop application, 
one of the major attractions is that of reduced inertia 
within standard frame dimensions, since the windings 
can be fitted into a smaller frame size than the con-
ventional double-wound machine. Hence a smaller 
diameter rotor can be used. Important savings in 
cost and weight also result. For the particular 
machine used, the savings are tabulated below: 

Inertia 
Cost 
Weight 

Conventional Machine 

100% 
100% 
100% 

Pole Amplitude Modulated 
Machine 

78% 
77% 
83% 

The high speed winding is used to traverse the stop 
at 30 ft/min to within 6 in of required final position, 
when the low speed winding is energized giving re-
generative braking down to a stable speed of 7-5 ft/min. 
If the stop is approaching the saw, the slow speed run-
in is followed by application of the brake at the re-
quired position. If the stop is moving away from the 

Fig. 2. Simplified block diagram 
—numerical system. 
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SIGNAL 
AMPLIFIERS& 
V-SCANNING 
CIRCUITS 

saw, the carriage is allowed to overshoot and is then 
plug-reversed on the low speed winding, and runs into 
its final position towards the saw. This system 
ensures that all mechanical back-lash is taken up 
against the direction of impact of an incoming billet. 
Also, overrun as the brake is applied is unimportant 
so long as it is consistent. The positioning cycle is 
described in more detail in a later section. 

3. Control Elements 

The positioning system is of the true-binary coded 
digital type. That is, all positions are expressed 
numerically in binary code, in this case as a 12 digit 
binary number, with a least significant digit of -31,1 in. 

The example below shows the method of number 
representation. 

Digit 12 11 10 9 8 7 6 5 4 3 2 1 

Value of Digit 
(in) 64 32 16 8421 k kk* 

Typical No. 0 1 1 0 0 0 1 0 0 1 0 0 

Decimal 
Equivalent 32+16 +1 = 49¡ in. 

The numerical information is handled on transistor 
logic circuits, '0' being represented by zero signal. ' 1' 
by — 6 V to — 14 V. The advantages of handling 
information digitally are well known: freedom from 
drift, ease of storage and display, and in this applica-
tion, compatibility with an instructing computer. 

1 
e ,64 41.0 -2 DIGITS 3 

SETTING 
SWITCHES 

12 DIGIT BINARY 
SUBTRACTOR 

10's FEET FEET INCHES 

QQ 
DIGITAL- DIGITAL-
BINARY BINARY 
MATRIX MATRIX  

"---

DIGITS ADDER 

DIGITS 

FRACTIONS 
OF INCHES 

DIG TAL-
BINARY 
MATRIX 

87427I' 
DIGITS 

ERROR 
POSITIVE 

ERROR 
NEGATIVE 
OR ZERO 

64 TO " DIGITS 

64" TO 1" DIGITS 

1 ' 1"1"e 
2 4816 
DIGITS 

ee..- 64"TO DIGITS 

l'OK GATE  

-1-

7 DIGIT 
COMPARATOR 

1 
4'; 2'; 1" DIGITS 

éSLOW DOWN 
REFERENCE 

(SET ON LINKS; 

ERROR OUTSIDE SLOWDOWN 

BAND 

OFiGATEI 

T o  

ERROR < 1* 
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AUTOMATIC CONTROL OF MEASURING STOPS 

3.1. Carriage Position Measurement 

3.1.1. Digitizer drive 

The block diagram of the measurement system is 
shown on Fig. 2. The carriage position is measured 
by an electro-magnetic digitizer, driven mechanically 
via a wire cord uncoiled from a drum by the move-
ment of the stop and recoiled by a return spring built 
into the digitizer. The output of the digitizer is 12 
binary digits, giving a resolution of 1 part in 4096. 
The wire rope has been proved over some years of 
service in other applications to be robust, and satis-
factorily accurate. It is much less costly than a rack 
and pinion, and is free from back-lash. 

3.1.2. Principle of digitizer operation 

The digitizer was originally developed for forging 
press position controls. This application, in common 
with the saw stop application, involved high tem-
perature, vibration, shock, and heavy wear and tear. 
For this reason both the contact and photoelectric 
types of digitizer were considered insufficiently 
trouble free, and a digitizer free from moving contacts 
and light sources was developed. 

The binary pattern is defined by arc-shaped magnets 
cast into an epoxy-resin disc (see Fig. 3). The discs are 
rotated by the motion of the carriage. Each magnetic 
track passes over two small ferrite pick-off cores 
mounted just below the surface of a fixed epoxy disc. 
A 0.020-in air-gap is maintained between fixed and 
moving discs. Each core has a multi-turn output 
winding, and is threaded by a single-turn primary 
winding excited at 70 kc/s. Thus, when no magnet 
is over the core, a 70 kc/s voltage is produced in the 
output winding. When a magnet is over the core, 
however, the magnetic flux keeps the core saturated 
and prevents coupling between the windings. In this 
case there is no signal in the output winding. The 
output-winding signal is rectified, and after ampli-
fication becomes a digital signal suitable for driving 
the numerical units: a magnet generates a '0' output, 
no magnet a ' 1' output. 

In order to reduce the inertia of the digitizer, three 
discs are used, each generating four digits and geared 
together in the ratio 256 : 16 : 1. To avoid ambiguities 
when several tracks change together, and to allow for 
gearing tolerances, the well-known V-scanning method 
is used; starting with the least significant, (i.e. -31ff in) 
track, the signals select which of the two pick-offs in 
the next track is to be read, avoiding reading pick-offs 
near the end of a digit segment. 

To simplify installation problems, the 70 kc/s 
driver-oscillator is mounted in the digitizer, as are the 
rectifiers for the output signals. Thus, both supply 
and signals are d.c., and the digitizer may be positioned 
up to 200 ft from the cubicle, and connected by 

October 1963 

Fig. 3. Magnet disc from digitizer (2.5 in dia.). 

conventional industrial wiring. Silicon semiconductors 
are used throughout, and the units are rated at 85° C 
ambient. 

3.2. Required Position Setting 

The length required to be cut is set manually on 
rotary switches. The switches used are of a stud type 
with a heavy wiping action to ensure trouble free 
operation. They are calibrated in tens of feet, feet, 
inches, and fractions of an inch. The tens of feet 
switch is used directly to select the stopper head 
required to be lowered, and the settings of the re-
maining three switches are converted to binary code 
and summed to give the reference position for the 
carriage position control. Conversion is by diode 
matrices, and the numerical additions are carried out 
in ADDER units built up from transistor/diode/resistor 
AND, OR and amplifier stages. The logic units are 
described in Section 3.4. 

3.3. Error Measurement Circuits 

The system error, i.e. the distance between the pre-
sent position of the carriage and the required position, 
is calculated by a reversible subtractor, built up from 
logic units, which generates the sign and modulus of 
the error in binary form. 

By comparing the modulus of the error with a pre-
set 'slow down' distance in a numerical comparator, 
a further signal is produced indicating whether a 
carriage is within or outside the 'slow approach' zone. 
The 64 in to 1 in digits of the error are fed also to an 
OR gate, an output from which indicates an error 
greater than 1 in. Sufficient information in the form 
of on/off signals is now available to control the posi-
tion sequence described in Section 5. 
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G. COOPER 

Fig. 4. Typical logic units. 

3.4. Logic Unit Design 

The logic units use supplies of + 14 V d.c., un-
stabilized, and derived without smoothing from a 6 
phase double star connected transformer/rectifier unit. 

The design tolerances are such that, for example, 
all transistors can fall to 70% of manufacturers 

START 

EMERG. 
STOP 
FORWARD 

ERROR 

START MEMORY 

OUTSIDE SLOW 
DOWN BAND 

ERROR <1" 

NEGATIVE ERROR  10'3s  
OR ZERO 

START   

1.5s 

FORWARD   

POSITIVE ERROR 

START 
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START MEMORY 

1-13—H> 
0.75s 

REVERSE 

BRAKE RELEASE 
SOLENOID 

HIGH SPEED 
CONTACTOR 

 LOW SPEED 
— CONTACTOR 

REVERSE 
3—r1":1----1>--e— CONTACTOR 

FORWARD 
CONTACTOR 

PULSE UNIT ( PULSE 0;P GENERATED 
10--'0R. GATE — 

  WHEN I/P APPEARS) 
AND 
GATE POWER AMPLIFIER j 3--  

-Ftr LOGIC AMPLIFIER WITH COMPLEMENTAR't 
  SWITCHING OUTPUTS ( TRIGGER) 

  DELAY ON' 

— DELAY OFF' 

Fig. 5. Sequencing logic. 

minimum gain (e), with all resistors on limit tolerance 
in the worst direction, and with supplies with + 2 V 
unbalance, before the unit will fail to operate. 
Germanium semiconductors are used throughout, 
the design temperature rating being 55° C. 

All logic circuits are mounted on 8¡ in x6 in 
printed circuit panels, plugged into 22 way single side 
or 44 way double sided, 2 x 10' in hard gold plated, 
edge connector sockets. The printed circuit plug is 
similarly gold plated, and no service failures have been 
experienced due to contact troubles. 

To utilize the printed circuit area efficiently, multiples 
of basic circuits are mounted on one unit, e.g. 12 
separate OR gates, 8 separate AND gates, 5 separate 
logic amplifiers (triggers). Figure 4 shows a typical 
logic unit. 

The units slide into pressed steel frames, mounting 
12 units in a 'box'. The frames are designed to allow 
forced ventilation where necessary in high ambient 
temperatures. 

Rapidity of rectification of a control system is 
almost as important as inherent reliability. A moni-
toring facility, consisting of a panel of 12 lamps with 
built-in driving amplifiers (in a 12 digit system), 
which can be plugged into all the key points of the 
system, e.g. both subtractor inputs and the subtractor 
output, is therefore provided. 

With the aid of a simple block diagram, showing 
which units perform which functions, and the mon-
itoring facility, a fault can rapidly be pinned down to, 
say, one of three units which can then be changed 
sequentially for serviceable spares in a few minutes. 

Journal Brit.I.R.E. 



AUTOMATIC CONTROL OF MEASURING STOPS 

FORWARD DIRECTION 

40 38 36 34 32 6 

INCHES FROM ELECTRICAL 
COINCIDENCE 

Fig. 6. Positioning trajectories 
for the range of initial errors. 

4. Positioning Sequence 

The accuracy of the system is entirely dependent 
upon the consistency of stopping distance after the 
de-energization of the motor and the simultaneous 
energization of the brake. The zero of the digitizer 
scale is displaced by this overrun from the actual 
mechanical zero of the system in order to bring the 
final position to the required point. It is therefore 
essential that when the 'stop' signal is given, the drive 
is running steadily towards the saw at the low speed of 
the motor. The positioning cycle is designed to 
ensure this whatever the initial error distance may be 
when the cycle starts. The control logic is shown in 
Fig. 5 and Fig. 6 shows the trajectories followed for 
the range of initial errors. The curves are constructed 
from measurements made on the prototype system. 

4.1. Control Sequences 
4.1.1. Large initial positive error 

(a) Motor starts in forward high speed, and runs 
carriage to 6 in from coincidence. 

(b) Motor is switched to forward low speed. 
(c) At coincidence, motor is de-energized and brake 

applied. 

4.1.2. 
(a) 

(b) 
(c) 

(d) 

4.1.3. 
(a) 

Large initial negative error 
Motor starts in reverse high speed, and runs 
carriage to 6 in from coincidence. 
Motor is switched to reverse low speed. 
0.3 seconds after reaching coincidence, motor is 
switched to forward slow speed. 
At coincidence, motor is de-energized and brake 
applied. 

Initial error just greater than 6 in positive 
Motor starts in forward high speed, and is held 
in high speed for 1.5 seconds. 

October 1963 

30 
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TO SAW 
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OVERSHOOT «9.."+ I " 

16 — 32 

6 

(b) Motor s then switched to forward low speed. 

(c) At coincidence, motor is de-energized and brake 
applied. 

4.1.4. Initial error between 6 in position and 1 in 
positive 

(a) Motor starts in forward low speed. 

(b) At coincidence, motor is de-energized and brake 
applied. 

4.1.5. 
(a) 
(b) 

(c) 

4.1.6. 
(a) 

(b) 
(c) 

Initial error between zero and 6 in negative 
Motor starts in reverse low speed. 
0.3 second after reaching coincidence, motor is 
switched to forward low speed. 
At coincidence, motor is de-energized and 
brake applied. 

Initial error between 1 in positive and zero 

Motor starts in reverse low speed, and is held in 
reverse low speed for 0.75 seconds. 

Motor is switched to forward low speed. 
At coincidence, motor is de-energized and brake 
applied. 

4.2. Accuracy 

Random inaccuracy occurs due to variations in 
response time of the brake and in release time of the 

19 
20 

10 
8 

7 

-35 -25 -15 - 5 0 .5 .15 .25 .35 

DEVIATION FROM MEAN 
(A 0-001 INCHES) 

Fig. 7. Random positioning errors. 
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—15 

POSITIONING 
TIME ( SECS) 

—10 

FROM SAW 

2-8s 

TO SAW 

5 4 3 2 1 0 1 2 3 4 5 

INITIAL ERROR ( FEET) 

Fig. 8. Positioning time. 

forward low speed contactor. Random error will also 
occur due to variations in the motor speed at the time 
of de-energization, resulting from the different 
approach trajectories followed from different initial 
errors. Figure 7 shows a series of 74 stops at the same 
nominal position. The initial errors were varied over 
the complete positive and negative range. The 
maximum measured deviation was 0.035 in, and 66 % 
were within 0.015 in. 

Longer term inaccuracies due to brake wear and 
mechanical wear can be simply taken up by adjusting 
the digitizer cable anchorage, thus moving the 
digitizer zero. 

4.3. Positioning Speed 

Figure 8 shows the positioning times for varying 
distances of initial error. The positioning time is 

mainly a function of the maximum drive speed, and 
can be varied to a certain extent to suit user require-
ments by varying the motor rating. Where necessary 
the 'settling' time when moving away from the saw 
could be reduced by use of an extra comparator to 
give different slow-down points for cycles toward and 
away from the saw. 

5. Conclusions 

The system described is a satisfactory means of 
providing heavy duty position controls using a squirrel-
cage induction motor drive. 

The reliability experienced from the techniques used, 
in other applications, indicates a probable fault rate 
of not more than one fault per two years of service. 

The control techniques are applicable to many other 
position control problems. 
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DISCUSSION 

Under the Chairmanship of Mr. M. James 
Mr. A. E. Z. Cohen: Referring to the digitizer, I observe 

that ambiguity is overcome by using 2 pick-offs per track. 
If a cyclic progressive code were used only one pick-off 
per track would be necessary. I assume that this has not 
been done because the subsequent logic becomes more 
complicated. Is this so? 

The Author (in reply): In practice, the amount of logic 
required to convert from V-scan pick-off outputs to true 
binary does not differ greatly from that required to con-
vert a cyclic progressive code to true binary. 

The V-scan technique was used in the digitizer described 
since it permits the edge of a digit to be displaced by up to 
± 25% of the length of that digit from its true position 
without misreading occurring; on a cyclic code the error 
must be small as a percentage of length the least significant 
digit, and thus effectively a closer tolerance pattern is 
needed. It would not be easy to generate magnetic patterns 
to this accuracy. 

Mr. J. A. Adams: The use of a wire digitizer drive I 
find interesting. Could the author indicate if any special 
traversing gear is necessary and also indicate the form 
of the take up equipment? 
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The Author (in reply): No traversing gear is needed. 
Lateral adjustment of the cable anchorage is provided 
which permits a position to be found at which the cable 
coils neatly. 

The take-up equipment is in the form of a pre-tensioned 
'clock' type spring, which gives a satisfactorily flat tension/ 
deflection curve. 

Mr. R. L. Duthie: In Fig. 7 of the printed paper, random 
positioning errors are shown to extend over ± 35 thou. 
The lecturer says that the digitizer errors are ± -51,1 in. 
Does this leave only ± 3 thou. for braking inconsistencies, 
or are these added respectively. Does this not conflict 
with the spread of settling point of ± h in shown in 
Fig. 6? 

The Author (in reply): The errors of ± h in given in 
Figs. 6 and 7 are around the 'electrical coincidence' of the 
system. To this error must be added the ± h in by which 
the digitizer mechanical drive error may cause the electrical 
coincidence to differ from the actual measurement re-
quired. Taken together, these errors add up to ± -116- in 
overall error limit claimed in the summary to the paper. 

Journal 
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Summary: Bryn's optimum detector is briefly described. Its performance 
is compared with the conventional detector for background noise con-
sisting of self-noise and isotropic sea-noise. 

1. Introduction 

In a recent paper, t F. Bryn has developed a method 
for optimum detection of stationary small-amplitude 
sound waves received by a K-element array in the 
presence of stationary Gaussian noise. His detector 
is an approximation to the Neyman-Pearson likelihood 
ratio. As a consequence of the above assumptions 
concerning signal and noise, the optimum detector is 
quadratic and can also be characterized as that 
quadratic detector, W, which maximizes the conven-
tional output signal-to-noise ratio (defined as the 
ratio of the mean value of W when signal alone is 
present to the standard deviation of W when noise 
alone is present). 

The design of the optimum detector presupposes 
complete knowledge of the cross-spectra of the signal 
to be detected and of those of the noise processes at 
the array elements. In contrast, the conventional 
detector only requires the relative arrival times of the 
received signals in order to implement their in-phase 
addition. 

Bryn's method is perhaps most useful for array and 
processing design when signal or noise possess unusual 
features (e.g. when the noise field has pronounced 
directional characteristics). The present note, how-
ever, is concerned solely with the comparison of 
optimum and conventional detection when so-called 
'normal' conditions prevail, i.e. when the following 
requirements are satisfied: 

(1) The medium is homogeneous at the array. 

(2) The signal presents a single, perfectly coherent 
planar wavefront to the K-element array. 

(3) The sea-noise is isotropic and is generated by 
uniformly distributed planar wave-fronts imping-
ing on the array. 

t University of California, San Diego, Marine Physical Labora-
tory of the Scripps Institution of Oceanography, San Diego 52, 
California, and International Business Machines Corporation, 
Owego, New York. This work was performed while on a leave 
of absence at the Scripps Institution of Oceanography. 

Finn Bryn, "Optimum signal processing of three-dimensional 
arrays operating on Gaussian signals and noise", J. Acoust. Soc. 
Amer., 34, No. 3, pp. 289-97, March 1962. 
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(4) The self-noise is homogeneous and is statistically 
independent of the sea-noise. There exists 
statistical independence between the self-noise 
processes at different elements. 

These assumptions are in addition to those postu-
lated by Bryn and formulated at the beginning of this 
section. 

The criterion used in comparing optimum with 
conventional detection has been the optimum versus 
the conventional array gain (or directivity factor), 
taking the effect of self-noise into account. Some 
attention has also been paid to the beam-pattern, 
particularly to the width of the main lobe. 

It is well-known that the conventional detector is 
practically optimum when the average separation 
between neighbouring elements is of the order of half 
of one wavelength or more. The present note deals 
with the situation where this separation is small 
compared to the wavelength. In that case, the opti-
mum array gain can significantly exceed the conven-
tional array gain. In fact, the average optimum array 
gain of a spherically symmetric array with a fixed 
radius-to-wavelength ratio tends to infinity as the 
number of elements of the array is increased in-
definitely. This is true even when self-noise is present. 
Such behaviour is in sharp contrast to that of the 
conventional array gain which remains bounded when 
the radius-to-wavelength ratio is fixed. 

Unfortunately, owing to the assumed statistical 
independence of the self-noise processes at different 
elements, the growth of the optimum gain with the 
number of array elements is rather slow when self-
noise is present. For example, when the radius-to-
wavelength ratio is two, and the self-noise is 20 dB 
below the sea-noise, about 400 elements suffice to 
achieve a conventional array-gain of 21 dB. However, 
some 1 000 000 000 elements are required to obtain 
an optimum gain which is only 6 dB higher, i.e. which 
is 27 dB. Little practical benefit appears to be gained 
from the use of the optimum detector whenever the 
maximum array dimension is in the order of a few 
wavelengths or more, particularly in view of the rather 
complex electronics needed to implement it. The 
situation seems somewhat more favourable for the 
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optimum detector when the number of array 
elements is small (around twenty, say) and the maxi-
mum array dimension is about one wavelength or less. 

In the next few sections, these matters are discussed 
in more detail for the spherically symmetric array, the 
linear array, and the ring of equally spaced elements. 

2. Formulae for Optimum Array Gain and Beam 
Pattern 

In this section, mathematical expressions for the 
array gain and beam pattern of the optimum detector 
are presented. The reader is referred to Bryn's papert 
for a detailed derivation. 

In accordance with the 'normal' conditions postu-
lated in the preceding section, we restrict our attention 
to planar wavefronts. Such a wavefront is uniquely 
defined by the unit vector, u, normal to the wave-
front and in the direction of its travel. The relative 
phases with which this wavefront is received by the 
elements of a K-element array are uniquely described 
by the K complex phase-factors 
pk(u, = exp [2n(xk u)j12]; k = 1, ..., K  (1) 

where xk is the coordinate vector of the kth element 
with respect to some orthogonal coordinate system. 

Since the sea-noise is assumed to be generated by 
uniformly distributed planar wavefronts, it follows 
that the normalized sea-noise cross spectrum, qk, k, 
between the kth and the hth array elements is given by 

sin (271dR) 
qk, h(11) <Pk(U )» h(I e ele> = (2) 2n dR. 

where < > denotes the uniformly weighted average 
over all unit vectors u and where d is the distance 
between the kth and hth elements. The symbol z* 
represents the complex conjugate of z. 

Go(u 2) shall denote the optimum array gain (or 
directivity factor) when the array is steered in the 
direction of the unit vector u. Similarly, G.(u,Á) 
denotes the conventional array gain. It can be shown 
thatt 

= E Zkpk(u, 2)  (3) 
k = 1 

where Zk; k = 1, K is the solution of the K linear 
equations 

E Zkqk, k(2) + «,1.)Zk = pk(u, 4* ; h = 1, K 
k = 1 

 (4) 

in which «,1) is the ratio of the self-noise power to the 
sea-noise power for the wavelength A. According to 
the assumptions made in the preceding section, this 
ratio is the same for all K elements of the array. 

t F. Bryn, /oc. cit. 
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Likewise, 

1  
= P k(i e elrqk, h(e D14019 ± 

GeOl, it) K2 k, h= I 

 (5) 

The optimum detector's (power) beam pattern shall 
be denoted by /30(v,u,,I) where, as before, u defines 
the direction in which the array is steered while is the 
unit vector in the direction of the received signal. 
Bryn has shown that 

1 
MO; II; —   E Zkpk(v, 2) 

Go(u, k= 1 

Likewise, the conventional power beam pattern is 
given by 

1K 2 

fic(e, 18, E pk(u,2)*pk(v,1)  (7) 
1%. = I 

2 

(6) 

The Zk's defined by eqn. (4) are the transfer func-
tions of K filters which constitute the major portion 
of the optimum detector and through which the 
outputs of the K array elements must be passed prior 
to their addition. The computation of the Zk's from 
eqn. (4) represents the most complicated step in the 
calculation of G. and A, from eqns. (3) and (6). In this 
regard, it is noted that the q1,1-matrix is real and 
symmetric according to eqn. (2). This property is due 
to the rather special sea-noise model adopted in 
Section 1. In general, the q1 -matrix is not real 
although it is always Hermitean (i.e. gm, = qh.h* ). 

An explicit and formally simple expression for Z1 
exists in terms of the eigenvalues and eigenvectors of 
the .71,h matrix. Denote the K eigenvalues by Kvi, 
Kvx and let (El Ex..) represent the eigenvector 
corresponding to the eigenvalue Kvm. The eigen-
vectors are assumed to be orthonormal in the 
Hermitean sense (i.e. E Ek 0E1 * is zero when 

k " 

n m and unity when n = m; = 1, ...,K). Then 

Z1 = Dm(u)*Ek,„,l(Kv,„+ Z(A))  (8) 
m= 1 

where 

Dm(u) = E pk(u))Ek,„, 
k = 1 

Hence, 

G.(u,À) = 
m=1 

and 
1  1 Lc, .2 e(A) 

L Vm Dm(101 K G.(u, 2) K m=1 

Similarly, 

130(v, u, 2) = 
1  K Dm(u)*Dm(v) 

Go(u, 1) m221 Kvm+ «2) 

2 
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We note that the sum of the v.'s is unity and that the 
sum of the I D„,(a)12's is K. The eigenvalues v„, are 
non-negative. Although it has not been specifically 
indicated, it is true that the v„,'s, Ek,„,'s, and D„,(u)'s 
will in general depend on 2. 

The practical applicability of the formulae (8)-(12) 
is limited by the fact that some knowledge of the 
eigenvalues and eigenvectors is required. The con-
sideration of these eigenvalues and eigenvectors is 
equivalent to the representation of the 'vector' of the 
K sea-noise processes at the array elements as the sum 
of K statistically independent noise 'vectors'. The 
v„,'s are proportional to the average powers associated 
with these noise 'vectors'. 

3. The Spherically Symmetric Array 

Such an array can be loosely described as one for 
which the number of elements per unit volume is 
approximately dependent only on the distance of this 
volume element from the centre of the array and is 
nearly independent of the direction of the radius 
vector from the centre to the volume element. As a 
consequence, the array gain Go(u,À) tends to vary 
only weakly with u. Hence, for such an array, it is 
permissible (and convenient) to examine the average 
< Go(uM> over all unit vectors u. From eqns (2), 
(3) and (4), it is readily seen that 

 (13) 

when self-noise is absent, i.e. when e(2) = 0.t Thus, 
the average optimum array gain does not depend on 
nor on the radius, R, of the array. Moreover, it tends 
to infinity as K increases indefinitely and RIA remains 
fixed. This behaviour is in sharp contrast to that of the 
conventional gain, Ge(u,À), which tends to a finite 
limit when RR is fixed and K is chosen larger and 
larger. For example, when the K elements are 
(approximately) uniformly distributed over the surface 
of a sphere with radius R, it can be shown than 

hm Gc(u, = 41)2/[1n (47b)— Ci(4b)]  (14) 
co 

where b = 27tR12, y = 1.781...). Hence, in order for 
Gc(a, A) to approach infinity, RR as well as K must 

t Formula (13) holds for arbitrary K-element arrays, showing 
that such arrays can always be so steered that the optimum 
array gain is at least K when self-noise is absent. Formula ( 13) 
remains valid also for non-isotropic noise, provided that in the 
average < > over all unit-vectors weighting proportional to the 
noise-power from the direction u be applied. Furthermore, 
the wavefronts need not be planar. It is merely required that 
noise wavefronts and signal wavefronts coming from the same 
direction have identical shapes. This shape is permitted to vary 
with u. 

P. Rudnick, unpublished notes. This formula can be derived by 
noting that < 1/Gc(u, A) > is equal to the average of qk, h(2)2 
taken over all K2 pairs of elements and by replacing this discrete 
mean by an integration over the spherical surface (cf. eqns. (2) 
and (5) ). 
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tend to infinity. In particular, Gc.(u,2) is near unity 
when RIA is small compared to unity. 

When self-noise is present (i.e. when «1) > 0), the 
following approximation holds for large K: 

co 2n + I  
Go(u,À)•:-.2 E 

nO 1+ w2)/Kiini 
where 

11.= f (1)„(271r12)p(r)47tr2dr 

in which (/)„(x) = „I(n12x) .4+4(x), and Kp(r) is the 
number of array elements per unit volume at distance 
r from the centre. Formula ( 15) is obtained when the 
summations in (3) and (4) are replaced by integrations 
and when the integral equations resulting from (4) 
are solved in terms of the functions 0.(2Er11)S..,„(rIr), 
where S.,;m = 0, 1, .... 2n denotes the spherical sur-
face harmonics of order n.§ The same technique leads 
also to the following approximation 

1  ,c° (2n + 1)P„(cos 0) 2 
 (17) 

Go(u,À),A) 1+R(2)/Pp.] 

where O is the angle between the steering direction u 
and the signal direction te, while P(X) designates the 
Legendre polynomial of order n. 

Another derivation of ( 15) can be given based on 
the formulae (8)-(10). Since < I D„,(a)12 > is equal to 
Kv„, (cf. (9) and (2) ) it follows that 

fl,,(1,,u, 2) 

(15) 

(16) 

1  
<G0(u, 2)>= E    (18) 

m=1 1 + U(À)1Ki 

This formula holds for any K-element array and is an 
extension of (13) to the case where self-noise is present. 
Using the expansion presented for exp (27d(a.r)/Â) and 
replacing summations by integrations, it readily 
follows that the sequence of eigenvalues (vi, vK) of 
a spherically symmetric K-element array tends to the 
sequence 

Po;111,121,Pi;ii2,112,P2,P2,P2;i13,  (19) 

as K tends to infinity. The eigenvalue p„, has multi-
plicity 2n + 1, i.e. 1.1.„ occurs 2n + 1 times in the sequence 
(19). The corresponding 2n + 1 eigenfunctions are 
0„(2nr/2) Sn, Jr1r); m = 0, 1,...,2n. Replacing v„, 
in eqn. (18) by the mth term in the sequence (19) and 
extending the summation to infinity then yields ( 15). 

The second derivation suggests that it may be more 
natural not to replace the upper summation limit, K, 

§ Equation (15) readily follows from eqns. (1-4) and from the 
following expansion: 

exp (2nj(u.r)/A) = jnOn(2nr/2)Sn,,n(u)S.J.(r/r), where the 
n.0 ,n-Ce 

Sn m's are orthonormal (i.e. < 5.,.(u)S.,V(u) > is unity when 
n = n' and m m' and is zero otherwise (cf. H. Lamb, "Hydro-
dynamics", p. 512) ). 
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in ( 18) by infinity but to leave it as it is. This leads to a 
"terminating" version of ( 15) whereby the summation 
in ( 15) is executed from n = 0 to n = N (N being the 
integral part of ,/K), with the numerator, 2N+ 1, of the 
last term replaced by K—N2. Formula (17) can be 
terminated in the same manner. 

In order to compare the performance of the opti-
mum detector with that of the conventional detector, 
we consider an array whose elements are distributed 
(approximately) uniformly on the surface of a sphere 
with radius R. We shall use formula ( 14) to compute 
the conventional gain, Gc, and the terminating version 
of (15) to calculate the optimum gain, Go. We note 
that Ito = 4)„2(b); b = 2n./2/,1 in this application 
(cf. (16) ). 

For self-noise which is at least 10 dB below the sea-
noise, one can expect these two formulae to be 
accurate to about 0.2 dB or better whenever K is at 
least 14 and the density p = nKlb2 is at least 7 (cf. 
Appendix 1). Accordingly, we shall limit ourselves to 
those values of K, p and for which indeed K 14, 
p 7 and e 0-1. To begin with, it follows from 
eqn. (15) that the optimum gain tends to infinity 
whenever K grows to infinity and RI1 remains fixed, 
even when self-noise is present (i.e. «,1.) > 0). How-
ever, due to the assumed statistical independence of 
the self-noise processes at the different elements, the 
optimum gain grows much more slowly with K when 
self-noise is present than when it is absent. As an 
example, assuming the self-noise to be 20 dB below the 
sea-noise (e(it) = 0.01), Table 1 lists the values of K 
required to produce an excess of 4 and 6 dB, re-
spectively, of the optimum gain over the conventional 
gain. The last line in Table 1 provides the values of K 
needed to achieve the conventional gain given by for-
mula (14). (Consistent with the restraints formulated 
earlier, K was calculated by requiring p to equal 7.) 

Table 1 

Number of elements, K, required for 4 dB and 6 dB 
improvement over conventional gain 

b = 2nR1.1. 3 6 12 24 

Excess --- 6 dB 

Excess = 4 dB 

Conventional gain 

1000 3.2 x 105 1 x 109 1 x 1014 

50 500 1.5 x 104 I x 106 

20 80 320 1290 

Thus from a practical point of view, it is quite impos-
sible to achieve a gain which is appreciably higher than 
the conventional gain if R/,1. is larger than unity. 
Stated differently, the conventional detector is practi-
cally optimum whenever RR exceeds unity. 

The use of the optimum instead of the conventional 
detector can be advantageous only when RP, is small 
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Fig. 1. Gain versus b and K. 

(less than unity) because of the rapid decrease of Gc 
with decreasing values of RR in this region. The 
situation is depicted in Fig. 1. It appears reasonable to 
select RIA between 0.08 and 0.16 (i.e. b between 0.5 
and 1.0), because then Go exceeds Gc by about 6 dB 
for K as low as 14. 

This Section will be closed with a few comments on 
the beam pattern of the optimum detector (eqn. 17). 
The half-width of its main lobe at the 3 dB-down point 
is approximately 1.61.\/G„ radians. For example, 
when the self-noise is 20 dB below the sea-noise, 
K = 32 and b = 1 (i.e. R1,1,‘--.• 0.16), then G,, = 10 
and the half-width is about 30 deg. Detailed calcula-
tions using eqn. (17) indeed show that the half-width 
of the main lobe is 30 deg. The main lobe is 18 dB 
down at 60 deg, while the remainder of the beam pat-
tern (consisting of one side lobe and a back lobe) is 
down everywhere by at least 17.5 dB. In contrast, the 
same array has a conventional gain of only 3 dB, and 
its beam pattern consists of one single lobe which is 
3 dB down at 85 deg and only 7 dB down at 180 deg. 

4. The Linear %Element Array 

For the special case that self-noise is absent 
0), Bryn's method yields results which were 

already obtained in part by R. L. Pritchard in his 
study of super-directive beam patterns arising when 
the output signal-to-noise ratio is maximized.t 
Pritchard pointed out specifically that the linear array 
does not tend to behave as a point receiver when the 
wavelength tends to infinity (or, equivalently, when 
the array length tends to zero). 

Application of Bryn's method leads to the following 
two formulae which extend some of Pritchard's 
results: 

t R. L. Pritchard, "Directivity of Acoustic Linear Point 
Arrays", Acoustics Research Laboratory, Harvard University, 
Cambridge, Mass.; TM 21, 1951. Pritchard obtained formula 
(20) for the special case of a uniformly spaced linear array with 
K = 3 and steered broadside ( ek= 90°). 
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Ern Go(2, ifr) 

= K[PK_1(costif)Pi(cosik) - Px(costfr)rx-1(cosii)] 
 (20) 

and 

11m /3„(A, 0, tit) 
À-

{K[PK_1(cos lit)Prc(cos 0)- P K(cosill)P ic-i(cos0)]} 2 

lim G„(À, &P) [cos 0 - cos 

 (21) 

where tfr is the angle between the array and the 
direction in which it is steered and where 0 is the angle 
between the array and the direction of the received 
signal. P0(x) and Ph(x) denote the Legendre poly-
nomial of degree n and its derivative. It is worth-
while pointing out that eqns. (20) and (21) hold for 
uniform as well as arbitrary non-uniform spacing of 
the K elements. 

To derive (20) and (21) we note that 

qk, h = (2n +1)(1)„(ak)0„(ah) 
n=0 

where ak is the product of 2n/A and the co-ordinate of 
the kth element and where On is as in Section 3. With 
4 as in eqn. (4) we define 

= E zkOn(ak) 
k = I 

It follows that is a linear combination of 
whose coefficients tend to zero as A approaches 

infinity, whenever n ?..4 K. Using the expansion 
CO 

p: = E (- j)"(2n + 1)On(ak)Pn(cos ik) 
n0  

it is seen from eqn. (4) that, in the limit as A -> oo, 
will equal ( -j)"/3.(cos when n < K and zero when 
n ?•44 K, provided that «A) = 0. Substitution of this 
result in eqns. (3) and (6) yields (20) and (21). 

We shall examine the cases of broadside steering 
(1// = n/2) and of endfire steering (tP = 0) in some 
detail. For broadside steering it follows from eqn. (20) 
that the limiting gain is 

[PiN + (2/n)(2N +F5)) 

where 2N+ 1 is the largest odd integer not exceeding 
K. According to eqn. (21) the limiting beam pattern is 

[P2N, i(cos 0)1P N + in cos 01 2 

Thus, in the limit, the array indeed does not behave as 
a point receiver. The beam pattern is a surface of 
revolution with the array as its axis. In addition to the 
main lobe, it has 2N side lobes arranged symmetrically 
about the main lobe. Near the main lobe, the beam 
pattern is approximated by (sin x/x)2, where 

x = [2N+ 1.5] [ (n/2)- 0]. 

October 1963 

Thus, the semi-width of the main lobe at the 3 dB-
down point is 1.4/(2N+ 1.5) radians. Also, we see 
that the maximum response on the two side lobes 
contiguous to the main lobe is 13.5 dB below that on 
the main lobe. 

For endfire steering it follows from eqn. (20) that the 
limiting gain is K2. This is substantially larger than for 
broadside steering. It is seen from (21) that the 
limiting beam pattern is identical to the mean beam 
pattern of a spherically symmetric K2-element array 
(apply the "terminating" version of eqn. ( 17), choosing 
«A) zero). In addition to the main lobe and the back 
lobe, the beam pattern has K-2 side lobes. Near the 
main lobe the beam pattern is approximated by 
[2J1(x)/42, where x = (2K+ 1) sin (0/2). Hence the 
semi-width of the main lobe at the 3 dB-down point 
is 1.6/(K+0-5) radians, while the maximum response 
on the first side lobe is 17.5 dB below that on the main 
lobe. 
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Fig. 2. K-element endfire array. 

Since in the absence of self-noise, the endfire array 
is superior to the broadside array both insofar as array 
gain and suppression of the first side lobe are con-
cerned, it is worthwhile to examine the performance 
of the endfire array in the presence of self-noise. 
Assuming uniform spacing, Go was calculated for the 
following values of the pertinent parameters: 
K = 5,7,9,11,13,15; = 0-001,0.01,0d (correspond-
ing to self-noise respectively 30, 20, 10 dB below sea-
noise); s = 0-2,0.5,0.7,1.0,1.3,1-5,2.0,2.5,3.0,3.5, 
where s is equal to 2n/A times the distance between 
successive elements. The results are depicted in Fig. 2. 
It is seen that GolK and GO/GC are nearly independent 
of K and depend largely on and s only. As could be 
expected, the presence of self-noise substantially 
degrades the performance. Nevertheless, the optimum 

t We conjecture that the optimum gain of any K-element array 
cannot exceed K2 in the presence of isotropic sea-noise and self-
noise. 
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detector can appreciably outperform the conventional 
detector. For example, when the self-noise is 20 dB 
below the sea noise ( = 0-01), and K = 7, s = 0.5 
(making a total array length slightly less than 0-52) 
the conventional gain is 3.9 dB while the optimum 
gain is 9-3 dB, (without self-noise the optimum gain 
would have been 16-8 dB). 

In order to examine the beam pattern, these patterns 
were calculated for K = 7,11,15; = 0.1, 0.01; and 
s = 0.2, 0.5,1, 2, 3. For s 2 the semi-width of the 
main lobe at the 3 dB-down point was approximated 
by 1 - 6/.,./G0 radians with an accuracy of one part in 
ten or better, while the maximum response on the 
first side lobe was between 15-4 and 17 dB below that 
on the main lobe (except for K = 7,s = 0-2, = 0-1, 
where the first side lobe coincided with the back lobe 
and the maximum response was down by only 8.5 dB). 
We note that the above approximation to the semi-
width is also valid for the case considered earlier where 
self-noise is absent ( = 0) and —› co (or: s 0). 
The number of side lobes when self-noise is present 
appears to be considerably less than when self-noise 
is absent. For the self-noise considered here (10 to 
20 dB below sea-noise) the side lobe structure seems 
to be largely determined by the total array length. As 
an example, when K = 7, s = 0.5 and the self-noise 
is 20 dB below the sea-noise, the optimum beam 
pattern has one main lobe, one back lobe and one side 
lobe. The main lobe is down 3 dB when O = 32 deg 
and 15.9 dB when 0 = 60 deg. Thereafter, the beam 
pattern is down everywhere at least 15-9 dB. In con-
trast, the conventional beam pattern of the same 
array has a main lobe and a back lobe, but no side 
lobe. Its main lobe is down 3 dB at O = 80 deg, and 
at O = 123 deg it is down 15-9 dB. Thereafter the 
beam pattern remains at least 15-9 dB down. 

The preceding results show that the use of the 
optimum detector instead of the conventional detector 
when K and the total array length are small, may result 
in superior array performance. 

5. The Ring of K Equally-Spaced Elements 

This array is of interest because the eigenvectors and 
eigenvalues of its qk,h-matrix can be described expli-
citly. They are as follows: 

Ek,m = —1 exp (27rjkm/K); 
\IK 
k = 1,...,K; m = 0, 1,...,K- 1  (22) 

and 
26 

1 f y  

= L 2m + 2 ;re dt ; m = 0, 1,...,K - 1 
2 1V p. — co 

o 
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(23) 

where Jg denotes the Bessel function of order q and 
where b = 2nR1,1., R being the ring's radius. 

Also 

Dm(u)= \IK Jm,,,K(b cos0) exp ( —M)m+ PIC 
P= — 

 (24) 

where O is the angle between the unit vector u and the 
plane of the ring while 4) is the angle between the 
radius vector to one of the elements and the projection 
of u on the plane of the ring. Optimum and conven-
tional array gains and beam patterns can be calculated 
by substituting (23) and (24) in ( 10), ( 11) and ( 12). We 
shall briefly discuss the results which can be obtained 
in this manner. The derivations are straight-forward 
and will be omitted. 

We begin with the case where the steering direction 
lies in the plane of the ring (0 = 0). As in the case of 
the spherically symmetrical array, the optimum gain 
tends to infinity as K increases indefinitely and R/2 
remains fixed, even when self-noise is present. This 
result can be shown in a mathematically rigorous 
manner. However, as before, the growth of the gain 
with K is exceedingly slow in the presence of self-noise. 
For example, when b = 10 (i.e. RM. 1.6), and the 
self-noise is 20 dB below the sea-noise ( = 0.01), 
about fifty elements suffice to attain a conventional 
gain of 13 dB, but three million elements are needed 
to achieve an optimum gain of 19 dB. 

When self-noise is absent and R/1 is small compared 
to unity, the optimum gain is approximately 0.53 
(K+ 1)3/2, showing that the ring is intermediate 
between the spherically symmetric array (G. = K) 
and the endfire linear array (G. K2 when ). co). 

Next we consider the case where the steering direc-
tion lies outside the plane of the ring (0 0 0). In that 
case the optimum gain remains finite as K tends to 
infinity. In particular, the optimum and the con-
ventional detectors coincide when the steering 
direction is perpendicular to the plane of the ring. 
The optimum gain of an infinite-element ring tends 
to — 1 + 2 cosec3 O as RR. approaches zero. Also, an 
expression for the limiting beam pattern can be 
derived. When this expression is used to calculate 
the array response in the direction obtained by pro-
jecting the steering direction onto the plane of the 
ring, one finds that the response in the projected 
direction is about 9 dB higher than in the steering 
direction whenever O is small (101 < 30°). This 
unusual feature is a consequence of the rapid increase 
of the limiting gain as O approaches zero, and of the 
fact that the tangent planes to the beam pattern and the 
'gain' surface are parallel at the respective points of 
intersection with the steering direction (the 'gain' 
surface being obtained by plotting G. as a function of 
the steering direction (0,0)). 
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6. Conclusions 

For the 'normal' conditions postulated in Section 
1, little practical benefit appears to be gained from the 
use of the optimum detector when self-noise is present 
and the maximum array dimension is of the order of 
one wavelength or more. 

The optimum detector seems advantageous only 
when the array dimensions are small compared to the 
wavelength and the number of elements is moderate 
(about twenty, say). 

Even in this exceptional case the margin of pre-
ference of the optimum detector over the conventional 
detector is decreased further as a result of the fact that 
the values of the cross-spectral coefficients, qk „, used 
in the design of the optimum detector will generally 
be different from the true values, due to measurement 
errors and variability of the medium. Instrumentation 
imperfections will cause additional performance 
degradation. 
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8. Appendix: 

Accuracy of Formulae (14) and (15) 

This appendix is devoted to a discussion of the 
accuracy of eqn. ( 14) and of the terminating version of 
eqn. ( 15) when applied to an array whose elements are 
(approximately) uniformly distributed on the surface 
of a sphere with radius R. 

The accuracy of the terminating version of ( 15) is 
determined by the closeness with which the first K 
terms of the sequence ( 19) approximate the eigenvalues 
v1, vK. In order to gain some insight into this matter 
it is instructive to examine the special array consisting 
of fourteen elements so arranged on the surface of a 
sphere of radius R, that eight of them are the vertices 
of a cube while the other six are the extremities of the 
three diameters parallel to the edges of the cube. The 
fourteen eigenvalues v„ v14 can be readily calcu-
lated in terms of the parameter b = 2nR/,1, and can 
then be compared with the first fourteen terms of the 
sequence ( 19). Since the fourteen elements are located 
on the surface of a sphere of radius R, p.„ must be 
obtained from eqn. (16) with 4nr2p(r) being the 
45-function having its infinite peak at r = R, i.e. 
= (b)2. Table 2 provides the comparison of the 

v's and g's. As could be expected, the agreement is 
good for small values of b and worsens as b increases. 
Also, for fixed b, the agreement deteriorates as one 
progresses from the first to the fourteenth term of the 
sequence ( 19). Nevertheless, the agreement is rather 
satisfactory for values of b as high as 3. Consequently, 
one can anticipate good correlation between the actual 
value of the averaged optimum array gain and its 

Table 2 

Comparison of the v's and Ifs. 

b = 0.2 b - 2.0 b = 3.0 

V 

0.986738 0.986738 0.206708 0.206705 

0.004409 0.004409 0.189602 01 89571 

0.004409 0-004409 0189602 0.189571 

0.004409 0-004409 0189602 0.189571 

0.7576 x 10 -5 0.7071 x 10 -5 0-042354 0.039382 

0.7576 x 10 -5 0.7071 x 10 -5 0.042354 0-039382 

0.6734 x 10 -5 0.7071 x 10 -5 0-037758 0.039382 

0.6734 x 10 -5 0.7071 x.10 - 5 0.037758 0.039382 

0.6734 x 10 -5 0.7071 x 10 -5 0.037758 0.039382 

1.2843 x 10 -8 0.5779 x 10 -8 0.008194 0.003687 

0-9173 x 10 -8 0.5779 x 10 -8 0.005867 0.003687 

0.9173 x 10 -8 0.5779 x 10 -8 0.005867 0.003687 

0.9173 x 10 -8 0.5779 x 10 -8 0-005867 0.003687 

0.1024 x 10 -10 0.5779 x 10 -8 0.000708 0.003687 

0.002259 0.002213 

01 20090 0.119493 

01 20090 0.119493 

0.120090 0.119493 

0.098127 0.089184 

0.098127 0.089184 

0.088965 0.089184 

0.088965 0.089184 

0.088965 0.089184 

0.051379 0.023120 

0.037212 0.023120 

0.037212 0-023120 

0-037212 0-023120 

0.011309 0.023120 
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approximate value calculated from the 'terminating' 
version of eqn. (15). In fact, both values agreed to 
within 0-2 dB for b ranging up to 3.5 and for self-
noise ranging from 10 dB to 30 dB below the sea-
noise (i.e. for from 0.1 to 0.001). 

In order to generalize these results to other values of 
K and b, we note that the accuracy of the 'termina-
ting' version of (15), when applied to K elements 
(approximately) uniformly distributed on the surface 
of a sphere of radius R, is controlled principally by 
the average number of elements per unit area, with the 
wavelength A taken as unit length. This density, p, is 
given by irKlb2. When K is 14 and b is 3, p is nearly 
5. Hence, from the previous results it is reasonable to 
infer that the accuracy of the "terminating" version of 
(15) is on the order of 0-2 dB whenever K is at least 14, 
p is at least 5, and the self-noise is between 10 and 
30 dB below the sea-noise.f 

The conventional gain of this K-element array can 
be calculated from the formula (14). Again, this 

t The parameter p also controls the accuracy of (15) when the 
elements are distributed in the volume of a sphere of radius R. 
Of course its geometric meaning is in this case slightly different 
from the one above. 
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formula is an approximation for which the accuracy 
depends largely on p. The accuracy was examined for 
K = 14 by comparing the value of G, obtained from (14) 
with the reciprocal of the exact average value of 
1/G, calculated for the afore-mentioned special 14-
element array by means of the following formula:: 

IC 

< 1/G,(u, ,I)> = E v„2, 
m = 1 

(25) 

Agreement to within 0.1 dB was found to exist for 
values of b as large as 2.5. Beyond that value the exact 
gain dropped noticeably below the value given by ( 14) 
Since p = 7 when K = 14 and b = 2-5, it is again 
reasonable to expect similar accuracy in (14) when-
ever K .>. 14 and p .>.. 7. 

: Self-noise has been ignored because its effect on Ge is quite 
minor. In order to account for self-noise, the term «ex must 
be added to the right-hand side of (25). Formula (25) follows 
from (11) and from < ID,,,(u)I2 > = Ky.,. 

Manuscript first received by the Institution on 12th June 1962 
and in final form on 8th December 1962. (Paper No. 851ISS20.) 

© The British Institution of Radio Engineers, 1963 
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Summary: A study has been made of the effect of ice cover on long range 
(100 n miles) acoustic propagation at low frequencies in an area having an 
approximate constant water depth of 30 fathoms. Explosive charges 
weighing 1.8 lb dropped from an aircraft were used as acoustic sources 
and the acoustic pulses were detected on a bottomed barium titanate 
hydrophone. Comparative measurements have been made with identical 
water velocity structures with no ice and with a variety of different ice 
conditions. Large variations of attenuation have been observed depending 
upon the type of ice prevalent in the area. 

I. Introduction 

During the winters of 1960-1 and 1961-2 a series of 
experiments were carried out off the north coast of 
Prince Edward Island to measure the effect of ice 
cover on acoustic propagation. This area was selected 
for ease of access and because it is fairly typical of 
coastal water which is subjected to seasonal ice. The 
water depth in this area is about 30 fathoms and the 
bottom consists of a medium velocity rock with little 
or no unconsolidated sediment. Ice usually begins 
to form in mid-January and finally vanishes in May 
or June. 

With a typical winter air temperature in the Gulf 
of St. Lawrence of 0° F, the initial directly frozen ice 
sheet seldom exceeds a foot in thickness. As the ice is 
slowly moved about by wind and water currents, the 
edges of the floes ride up on each other and freeze in 
position. This is called rafting and is the quickest 
and commonest way of forming thick winter ice. 
The first major storm after the ice has formed causes 
the rafted ice to buckle up and again refreeze. The ice 
then becomes ridged winter ice and depending on the 
conditions the thickness may then reach thirty feet. 
This type of ice is very rough both on its top and bot-
tom surfaces. During April and May there is consider-
able melting but the ice generally remains until it is 
broken up in a storm and carried out into the Atlantic. 

2. Experimental Method 

Propagation experiments were carried out at 
approximately monthly intervals throughout the ice 
season so as to obtain measurements under a variety 
of environmental conditions. 

Figure 1 shows the location of the barium titanate 
hydrophone which was mounted a few feet above the 

t Naval Research Establishment, Dartmouth, N.S., Canada. 
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bottom in about 18 fathoms of water. Beyond this 
position the water depth increases gradually over the 
next 20 nm until it reaches 30 fathoms. The hydro-
phone was directly connected by a submarine cable to 
a hut on the shore where the signals received were 
amplified and recorded on paper and magnetic tape 
recorders. 

In each propagation experiment an aircraft flew 
approximately along the bearings shown in Fig. 1 
and dropped pressure-actuated 1.8 lb TNT charges 
set to fire at 50 ft into holes in the ice. The number of 
charges dropped in any one experiment varied depend-
ing on the number of holes available in the ice but in 
general about 100 charges were fired during the four 
runs. The charge locations and thus the ranges from 
the hydrophone were determined from Decca readings 
taken in the aircraft as the charges were released. 
Out to 30 nm the range was also calculated from the 
time difference between the water and bottom or 

Y I 

Fig. 1. Map of experimental area showing hydrophone location 
and approximate bearings of the propagation runs. 
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ground arrivals using the previously measured bottom 
velocity' and the known water velocity. In general, 
the differences between the ranges measured by this 
technique and those obtained from the Decca readings 
did not exceed 4 nm. 

The acoustic pulses recorded on tape were played 
back through seven octave filters covering the fre-
quency range of 25-3200 c/s. The outputs of the 
filters were then squared, integrated and converted to 
decibels relative to 1 erg/cm2 for a 1 c/s band by 
means of the known hydrophone sensitivity and the 
acoustic impedance of the medium. 

3. Theory 

In shallow water acoustic energy is propagated to 
long ranges by a series of reflections at the surface 
and the bottom. At frequencies below 5 kc/s the 
effect of direct absorption of acoustic energy by sea 
water is negligible compared to these reflection 
losses. If the surface and bottom are perfect parallel 
reflectors then the acoustic energy from a point 
source will spread out cylindrically. Thus, if the loss 
in excess of cylindrical spreading is determined from 
the measured energy level by subtracting the idealized 
cylindrical spreading, a quantity is obtained which is 
related to the reflection losses occurring at the sur-
face and the bottom. A typical plot of level against 

40 60 

R NAUTICAL MILES 
80 100 

Fig. 2. A plot of corrected level against range for measurements 
made in February 1962 under young smooth ice. 
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range corrected for cylindrical spreading is shown in 
Fig. 2 where each octave band is labelled with its 
geometric mean frequency and is displaced in the verti-
cal by an amount indicated in the adjacent column. 

The straight lines which have been fitted by eye to 
these plots show that to a good approximation the 
energy loss per nm is constant with range beyond 
about 30 nm. The slope of this line is defined as the 
attenuation coefficient. 

The relation between the attenuation coefficient 
and the surface and bottom reflection losses can be 
obtained by considering the propagation mechanisms. 
Bathythermographs taken by helicopters showed 
that the water remained isothermal throughout all 
the experiments. Thus the acoustic velocity increases 
slightly with depth, because of the hydrostatic pressure 
effect, forming a surface duct. When the wavelength 
of the acoustic energy is very small compared to the 
water depth, propagation to long ranges will be con-
trolled by this surface duct as bottom-reflected energy 
will be rapidly attenuated. Under these conditions 
propagation can be approximately described by a 
narrow bundle of rays which is refracted so as to just 
miss the bottom. This energy will suffer a fixed num-
ber of reflections per nm at the surface independent 
of frequency. The angle at which these reflections 
occur and the number of reflections per mile can be 
calculated from simple ray theory. This model of the 
propagation will not be applicable below the cut-off 
frequency of the surface duct which was estimated2 
to be about 400 c/s. 

When the wavelength of the acoustic energy is of 
the same order of magnitude as the water depth, the 
small velocity gradient in the water can be neglected 
and the medium treated as an isovelocity liquid 
overlying a semi-infinite solid. Thus propagation to 
long ranges can be represented as the sum of a number 
of normal modes. The phase and group velocities of 
these modes were calculated as a function of fre-
quency for the known bottom compressional wave 
velocity of 9 860 ft/s and for several shear wave 
velocities. The calculated group velocities were then 
compared with measured values of the group velocity 
as a function of frequency obtained by playing back 
about one hundred selected shots through a Kay 
Vibralyzer. This instrument presents a plot of 
frequency against time with the acoustic intensity 
represented by the intensity of the mark on the paper. 
It appeared from the comparison that a low shear 
wave velocity of about 5 240 ft/s gave the closest 
agreement. An average velocity of 4 720 ft/s was 
assumed for the water. Thus using this model of the 
medium and the plane wave representation of a nor-
mal mode an average grazing angle and number of 
reflections per mile were computed for each octave 
up to 800 c/s. The number of reflections per mile 
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Fig. 3. The number of reflections per nautical mile and the 
grazing angle associated with the geometric centre frequency of 

each octave band. 

and the grazing angles as calculated by ray and 
normal mode theory are shown in Fig. 3. The two 
methods of calculation overlap in the 400-800 c/s 
octave and in this intermediate region values were 
arbitrarily selected as shown by the dotted lines so as 
to produce a smooth transition. The quantities 
shown in this figure were used to convert the experi-
mentally determined attenuation coefficients into a 
measure of the average loss per reflection. 

4. Experimental Results 

Experiments were carried out on 12th January 
1961 and on 1 1 th January 1962 with open water over 
the whole area of interest. The sea states during the 
two experiments were quite similar and the average 
wave height was estimated as 2-4 ft. The results from 
the two experiments and from the four different bear-
ings were not significantly different and all the data 
were corrected for cylindrical spreading and com-
bined to make a composite plot of level against range. 
A least-squares technique was used to fit straight 
lines to these plots and a spread or error associated 
with these straight line fits was calculated from the 
ratio of (1/NI(L —L0)2)4 to the range interval over 

10.0 

01   
10 

OPEN WATER 

100 1000 10 000 
FREQUENCY cis 

Fig. 4. Attenuation coefficients measured in January under open 
water conditions. 

October 1963 

which the line was fitted. (L is the measured level 
+ 10 log10 (R/10) and Lo is the level predicted by the 
straight line at the same range.) The attenuation 
coefficients determined in this manner together with 
their appropriate 'errors' are shown in Fig. 4. The 
double values at low frequencies arise from the 
different attenuation coefficients measured at different 
ranges from the hydrophone. At short ranges the 
higher order modes predominate giving large values 
of the attenuation coefficients. Beyond 30 nm the 
first mode is the only one of importance and gives the 
lower values shown in this figure. At higher frequencies 
this effect was not observed over the range interval of 
10-100 nm studied in these experiments. 

The high-frequency surface duct controlled attenu-
ation coefficients were used together with the number 
of reflections per nm to calculate an average loss per 
reflection at the sea surface. Figure 5 shows the 
experimental loss in decibels per reflection plotted 
against the product of frequency and average wave 

10 
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HF ( ft.kc/s) 
10 100 

Fig. 5. The loss in dB per reflection plotted against the product 
of frequency and average wave height for open water conditions. 

height together with a theoretically predicted curve 
by Marsh, Schulkin and Kneale3 based on a scattering 
mechanism. The estimated spread of wave heights is 
indicated by the width of the symbol used for each 
octave. 

Experiments were also carried out on 7th February 
1961 and 5th February 1962 both with relatively 
smooth rafted ice about one foot thick over the 
whole area. As in the open water experiments there 
was little difference among any of the runs and the 
results were combined to give the attenuation co-
efficients as shown in Fig. 6. These attenuation 
coefficients are on average about 1/10 dB/nm greater 
than those measured under open water but the most 
outstanding feature is the relatively small effect of 
smooth ice on the propagation. This is in agreement 
with results obtained by A. R. Milne in Barrow 
Strait under smooth seasonal ice about seven feet 
thick.4 
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Fig. 6. Attenuation coefficients measured under young smooth 
ice conditions. 

YOUNG SMOOTH ICE 

Three experiments were carried out under rough 
ice conditions on 7th April 1961, 27th April 1961 and 
14th March 1962. The results of these experiments 
were combined to give the attenuation coefficients as 
shown in Fig. 7. The higher losses encountered under 
these conditions account for the absence of double 
values of the attenuation coefficient at low frequencies 
as the range interval over which the higher angle 
modes are important is reduced under these condi-
tions to ranges of less than 10 urn. 

At high frequencies the surface reflection loss is 
the only important mechanism contributing to the 
attenuation coefficient and thus as before the number 
of reflections per mile can be used to convert the 
attenuation coefficient to an average loss per reflec-
tion. At low frequencies it is necessary to consider 
the energy lost into the bottom. This loss has already 
been approximately measured by the experiments 
made in open water and thus the additional loss due 
to the rough ice surface can be calculated by subtracting 
the attenuation coefficient measured under open 
water conditions from the attenuation coefficient 
measured under rough ice. Although this is not a 

0.1 
10 100 1000 
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10000 

Fig. 7. Attenuation coefficients measured under old ridged ice 
conditions. 
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very precise correction, the magnitude of this correc-
tion is small as the attenuations measured under open 
water are considerably less than those measured under 
rough ice. This corrected attenuation coefficient can 
now be converted to an average loss per reflection at 
the ice surface by means of the previously computed 
number of reflections per nm. 

At low frequencies the grazing angle is a function 
of frequency and thus the reflection losses are occurring 
at a variety of grazing angles depending upon the 
frequency. If it is assumed that the loss per reflection 
is directly proportional to the grazing angle for small 
grazing angles then the calculated losses can be nor-
malized to the same angle for all frequencies. Figure 8 
shows the loss in decibels per reflection at the rough 
ice surface normalized to an angle of 0.038 radians 
which is the grazing angle for the high-frequency 
surface duct energy. This reflection loss is plotted 
against the product of frequency and 'average ice 
roughness'. This 'roughness' has been set arbitrarily 
at 20 ft which appeared to be reasonable for the type of 
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Fig. 8. The loss in dB per reflection at the old ridged ice surface. 

ice present during the experiments. The heavy solid 
line is a theoretical curve predicted by Marsh, Schul-
kin and Kneale3 for specular reflection losses at a 
rough sea surface and is valid for losses up to 3 dB 
per reflection. The apparent general agreement 
between the measured losses and the theoretical 
curve indicates that the reflection losses are probably 
caused by scattering at the rough ice surface rather 
than by absorption in the ice. 

One experiment was carried out when the ice was 
partially broken up on 12th April 1962. Attenua-
tion coefficients measured in this experiment were 
intermediate in magnitude between those measured 
under rough ice and open water which is consistent 
with the previous results. No attempt was made to 
interpret these results as average losses per reflection, 
as the nature of the ice was too varied to warrant 
this approach. 
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POINTS FROM THE DISCUSSION 

Dr. S. S. Srivastava: The increase in attenuation in the 
old ridged ice surface is due to scattering of the angle 
surface of ice. Has any attempt been made to study this 
roughness and correlate it with the increase in attenuation? 

The author (in reply): Aerial photographs were taken of 
the upper surface of the ice and these were used to classify 
the ice into several broad categories. No measurements of 
the topography of the lower ice surface have been made. 

Mr. M. Schulkin: It has been found in work under the 
Arctic ice with 50 to 200 ft underside peaks that the same 
laws of scattering behaviour are observed as are indicated 
in this paper. 

The author (in reply): The work described in this paper 
is consistent with measurements made in the Arctic. 

Mr. D. E. Weston: Dr. Macpherson pointed out that at 
low frequencies the attenuation was greater at close 
ranges than at long ranges. Let us concentrate on the 35 c/s 
curve of Fig. 2. If the fitted straight line is extrapolated 
back it gives a measure of the excitation of the first mode. 
Measured close range values lie some 30 dB above the 
extrapolated line, explicable if 1000 modes were permitted. 
However, there are only about five permitted propagating 
modes. No suggested explanations for the discrepancy 
are offered here, but Dr. Macpherson may care to comment. 
Discrepancies of this sort have been noted elsewhere, 
and it is thought likely that there are several contributing 
causes. 

The author (in reply): At ranges of 5-30 nm the measured 
attenuation coefficient at low frequencies is several times 
larger than that measured from 30-100 nm (see Figs. 2 
and 4). This larger attenuation coefficient is consistent 
with the greater number of reflections per run and the 
higher grazing angles associated with the higher of the 
four or five permitted modes of propagation. If this curve 
is extrapolated back to 1 nm the resulting levels are quite 

consistent with cylindrical spreading from 100 yards with 
a small (< 5 dB) additional attenuation loss. 

Mr. M. J. Daintith: The Schulkin and Marsh curve for 
surface loss per reflection applies to deep water, i.e. to a 
condition in which energy scattered out of the channel is 
completely lost. There should be a good correlation with 
the under-ice measurements in shallow water, therefore, 
only if the bottom is perfectly absorbing. Observed 
results should therefore be corrected by subtracting from 
the total energy that which is reflected from the bottom, 
not by adding that which is absorbed. 

Should not the curves in Fig. 2 merge from a 10 log R 
to a 20 log R law at short ranges? 

The author (in reply): The method used in discussing 
these results uses an ideal model of two perfect infinite 
reflectors as the surface and the bottom. Thus compared 
to this ideal model energy is lost on reflection at the 
surface and the bottom. Non-specular forward scattered 
energy is automatically included in the measurements 
although it is believed that this contribution is small 
compared to the specular component. 

At ranges of a few water depths, the curves would 
presumably merge from 10 log R to 20 log R. 

Mr. D. Davies: Did the fact that the hydrophone was 
situated over a sloping bottom affect the records in any 
way? For instance, would there be any reflection of the 
propagated modes from points between the hydrophone 
and the shore? 

The author (in reply): Studies of the dispersion of shots 
from different ranges indicate that the various modes 
accommodate themselves to the gradual changes in water 
depth. The fraction of energy reflected in this process is 
very small compared to the amount of energy lost by other 
means. 
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Presented at the Convention on "Electronics and Productivity" in 
Southampton on 17th April 1963. 

Summary: The paper discusses the usefulness of fl-excited sources of 
electro-magnetic radiation (bremsstrahlung) in a radiation absorption 
measuring system, designed primarily to indicate continuously the sulphur 
content of refinery hydrocarbon streams. A conventional Geiger counter/ 
ratemeter system is used to give simplicity of design and reliability of 
operation of the detector/indicator equipment. An accuracy of better 
than ± 0.02% weight sulphur over long periods has been obtained under 
refinery operating conditions. A second equipment, based on the same 
principle of operation, but designed for laboratory use on a wide range of 
base stocks, is also described, where sulphur determination is independent 
of density, and hydrogen/carbon ratio error effects are much reduced. 

1. Introduction 

Gauges using using the radiation absorption 
characteristics of gamma and bremsstrahlung electro-
magnetic sources for density and thickness measure-
ment have been widely reported" 2 ' 3 and are in 
common use throughout industry. This type of 
gauge comprises, basically, a radiation source and 
detector placed on opposite sides of the material 
to be measured, and a radiation intensity indicator 
(Fig. 1). Changes in mass of the measured material 

RADIOACTIVE 
SOURCE 

LEAD 
SHIELD 

PIPE OR 
VESSEL 

COLLIMATOR 

RADIATION 
DETECTOR 

ELECTRICAL 
SIGNAL 

Fig. 1. Schematic diagram of gamma density gauge. 

give rise to changes in detected radiation intensity 
and thus allow an indication of thickness or density 
of the material under given conditions; in the case of a 
density gauge using cobalt 60 or caesium 137 radiation, 
the minimum detectable density change will be of the 
order of 0.2% of mean density under optimum 
conditions. Consideration of the relationship of 
mass absorption co-efficient to radiation energy 
and atomic number of the absorber (Fig. 2) shows 
that gauges using Co" and Cs' are sensibly 
independent of variation in atomic number of the 

t Isotope Developments Ltd., Beenham, Reading, Berkshire. 
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measured material over a very wide range. However, 
at a radiation energy of less than 100 keV it will be 
seen that the mass absorption co-efficient rises very 
rapidly with increase of atomic number and at 10 keV, 
for example, the absorption co-efficient of sulphur is 
approximately 10 times that of carbon and 85 times 
that of hydrogen. 

An equipment using a radiation source of photons 
of mean energy around 10 keV would show far 
greater sensitivity to changes in the sulphur content 
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60 

Fig. 2. Mass absorption against atomic number curve for Cow, 
Cs 137, 100, 20 and 10 keV. 
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of a hydrocarbon material than would be expected 
to arise from the radiation absorption change due to 
straightforward total mass change of the material. 
This paper discusses the parameters affecting the 
design and choice of components for this type of 
equipment. 

2. Operational Requirements of the Equipment 

To meet the requirements of refinery plant opera-
tion, the following essential design points were 
specified: 

(1) The detector and any associated circuits should 
be 'intrinsically safe' from an electrical point of view, 
or should be suitable for housing in certified flame-
proof enclosures. 

(2) The radiation source should be of long half-life 
to avoid the need for frequent replacement of the source 
or for recalibration of the equipment. 

(3) The equipment should be capable of making 
measurements on streams in which the pressure is up 
to 200 lb/in2. 

(4) The equipment should be capable of operation 
by unskilled personnel whilst measuring sulphur 
contents from 0.05 % to 4% weight with a facility 
for showing smaller ranges (e.g. 0.05% to 0.5%) for 
particular applications. 

(5) The equipment should operate satisfactorily 
with the detector positioned up to 300 feet from the 
main amplifier/indicator. 

(6) For the plant applications considered, the base 
stock would be of virtually constant, or known 
density and carbon/hydrogen ratio. In laboratory 
applications however, a wide range of densities and 
carbon/hydrogen ratios would be encountered, and 
therefore sulphur determination in this equipment 
should be sensibly independent of both density and 
carbon/hydrogen ratio of the sample. 

3. General Design of the Equipment 

The equipment designed to meet the plant require-
ments comprises a tritium-zirconium source, a flow 

HAZARDOUS AREA 

, SAMPLE 
FLOW 

SOURCE 

 ,  IINTRINSICALLY SAFE  

COUNTER  
GEIGER 

cell, an x-ray sensitive Geiger-Müller tube, a quench 
amplifier and an industrial ratemeter indicator with a 
suitable recorder output, as shown in Fig. 3. 

The radiation source, in the form of a flat disc, is 
housed adjacent to one 'window' of the flow cell, so 
that radiation will penetrate through the fixed 'thick-
ness' of the hydrocarbon stream into the Geiger-
Müller tube. Impulses from the G-M tube are defined 
and amplified by the quench amplifier housed close to 
the detector and passed to the ratemeter; this unit is 
provided with backing-off and scale expansion 
facilities so that any given count rate may be set to 
give zero indication and a chosen change in count 
rate set to give full scale deflection. 

4. Choice of the Radio-active Source 

Bremsstrahlung may be translated from the German 
as "slowing down or braking radiation" and is the 
name given to the radiation generated when beta 
particles are slowed down in the Coulomb fields of 
atomic nuclei, causing the emission of an electro-
magnetic radiation with characteristics similar to 
low energy x and gamma radiation. This radiation 
exhibits a continuous energy spectrum, the maximum 
energy being determined by the energy of the exciting 
beta radiation and the mean energy and intensity by 
the atomic number of the 'target'.4 

Consideration of the mass absorption co-efficients 
shown in Fig. 2 indicates that a radiation energy of 
less than 30 keV will give the increased sensitivity to 
sulphur content changes desired. Isotopes such as 
Fe" and Cd'" emitting x-rays at 6 and 22 keV 
respectively, have been used in this type of equipment, 
but are relatively expensive and short lived compared 
to the 12.3 year half-life tritium-zirconium source 
with a mean energy of approximately 8 keV. The 
efficiency of production of bremsstrahlung being 
comparatively low, a large amount of the exciting 
beta isotope is required to produce a source of useful 
intensity; however, tritium is now available at com-
paratively low cost and techniques are known which 
allow the preparation of tritium bremsstrahlung 
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QUENCH/ 
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SAFE AREA 

'WINDOWS'  LIMITING RESISTANCE 

RATEMETER 
INDICATOR 
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Fig. 3. Schematic diagram of sulphur analyser. 
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Fig. 4. Diagram of flow cell/detector. 

sources containing several curies of tritium. The 
source is prepared by melting a thin layer of zirconium 
on to a tungsten disc approximately 1 inch in diameter 
and heating this 'target' in an atmosphere of tritium; 
absorption occurs as the disc is allowed to cool. A 
typical target will take up 1 cm3 of tritium which may 
have a specific activity of 2-6 curies/cm3. A second 
bremsstrahlung source produced from promethium 147 
in aluminium is available, giving a mean radiation 
energy of approximately 26 keV and having a half-
life of 2.6 years. 

These two sources are the only bremsstrahlung 
sources with mean radiation energy of less than 30 keV 
and useful half-life at present available. The tritium 
source has the advantages of long life and low 
cost compared to the promethium source, while the 
latter has the advantage of a radiation energy which 
allows the design of a measuring system where sulphur 
content indication is, to a large degree, independent 
of density and carbon/hydrogen ratio of the sample. 

5. Construction of the Flow Cell 

It will be appreciated that the use of very low 
radiation energy precludes mounting the source and 
detector across a standard pipe as in the case of the 
density gauge; the absorbing mass of the pipe walls 
would reduce the detected radiation to a prohibitively 
low level. Refinery practice also required that the 
unit be mounted on a by-pass from the main stream, 
so that maintenance and calibration would not inter-
fere with plant operation. A flow cell was designed 
(Fig. 4) in which the radiation 'windows' were com-
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posed of beryllium discs 0.020 in thick. The very low 
mass absorption co-efficient of beryllium gives 
minimum loss of radiation through the cell, but the 
'windows' are sufficiently strong to allow stream 
pressures up to 200 lb/in2 to be handled. The sample 
chamber width of approximately i in was chosen as a 
compromise between the maximum useful count rate 
at the detector from the source intensity available and 
the desire to inspect as large as possible a sample 
from the main stream. Mounting arrangements to 
carry the source and detector adjacent to the cell 
'windows' were incorporated into the unit, with the 
necessary small amount of radiation shielding, to 
reduce the radiation level on the outer surface of the 
assembly to a level acceptable under the Ionising 
Radiations Regulations. 

6. Choice of Radiation Detector 

Three radiation detectors are commonly available 
for use in industrial applications: the Geiger-Müller 
tube, the ionization chamber and the scintillation 
counter. No ionization chamber of suitable charac-
teristics was available for efficient use at the radiation 
energy involved in this application, so that the choice 
of detector was limited to a G-M tube sensitive to low 
energy radiation or a scintillation counter. The main 
factors governing the choice of detector for this 
application are summarized in Table 1 with appropriate 
comments for each type. 

It will be seen from these factors that the G-M tube 
MX118 suffers from only two disadvantages: a com-
paratively low detection efficiency and the consequent 
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long time required for an accurate assessment of count 
rate. In the refinery applications under consideration, 
sulphur content changes were expected to occur very 
slowly so that these points were not considered un-
acceptable; it was found that with an integrating time 
of 6 minutes in the ratemeter circuit, the detection 
accuracy was adequate to enable a change in sulphur 
content of 0.01 % to be detected. 

Table 1 

G-M Tubet 
Characteristic MX 118 MX 122 Scintillation Counter 

1. Relative detec-
tion efficiency 

2. Suitability for 
use in hazardous 
areas 

3. Temperature 
stability 

4. Electrical 
stability 

5. Mechanical 
robustness 

6. Associated 
circuits 

7. Automatic 
standardization 
required 

8. Time required 
for accurate 
assessment of 
count rate 

9. Cost 

1 8 5 

Can be used with Cannot easily be used 
an intrinsically with an intrinsically 
safe circuit. safe circuit. 
Good Poor Very Poor 

Good Good 

Fair Fair 

Simple 

No 

Poor 

Fair 

Complex 

Yes 

Long Short Short 

Low High 

Mullard Ltd.; MX118 argon filled, MX122 krypton filled. 

7. Measuring Circuits Associated with the Detector 

The quench amplifier unit is housed in a 'certified 
flameproof enclosure' within a few feet of the G-M 
tube and houses a limiting resistor in the h.t. supply 
line to the tube. The value of this resistor is chosen 
so that the maximum charge under fault conditions is 
insufficient to initiate a spark in the gases involved; 
thus the detector and its connecting cable are an 
intrinsically safe assembly. Although the MX118 is a 

SENSITIVITY 

-ve 

E HT SUPPLY 
TO GM TUBE 

STABILIZED 
POWER 
SUPPLY 

self-quenching tube and would operate without an 
external quench unit, the use of this circuit improves 
both the length and slope of the plateau. The most 
important function of the quench unit, however, is to 
lengthen considerably the working life of the tube. This 
effect is achieved by producing a quenching pulse 
having a very short rise-time, immediately a discharge 
is initiated in the tube by radiation, so that the amount 
of charge taken from the tube per pulse is very 
much reduced. As it is required that the detector 
pulses are transmitted through several hundred feet 
of cable to the ratemeter, an amplifier is incorporated 
with the quench unit to raise the output pulses to a 
suitable power level. 

Figure 5 shows schematically the ratemeter circuit 
used to shape and integrate the pulses and to provide 
an analogue output. The pulse former produces a 
pulse of fixed amplitude for every incoming pulse; 
these pulses are fed to the ratemeter where they produce 
a charge on Cl; the resistor connected in parallel with 
C 1 serves to discharge the capacitor at such a rate 
that the voltage appearing across the capacitor is the 
analogue of the mean pulse rate during the chosen 
averaging time constant. A separate circuit with an 
associated variable control allows the averaging time 
constant to be altered to suit plant operating condi-
tions. The voltage appearing across the capacitor is 
measured by the high input impedance valve-volt-
meter which provides an output signal suitable for 
feeding either to a simple pen recorder or to a self-
balancing potentiometer recorder. It will be appreci-
ated that change in count rate is of greater interest 
than actual count rate and the backing-off control 
allows the ratemeter to be adjusted so that any given 
input produces zero output. Thus the count rate due 
to any given sulphur content may be set to give a 
zero reading on the recorder. The scale expansion 
control adjusts the deviation sensitivity to allow a 
given change in count rate to be set to give full scale 
deflection on the recorder. Finally, the sensitivity 
control adjusts the sensitivity of the pulse former so 
that while the number of counts received for any given 
sulphur content will decrease with time due to the 

Fig. 5. Schematic diagram of ratemeter circuit. 
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Fig. 6. Relationship between count rate and sulphur content. 
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natural decay of the source, the amount of charge 
passed to the ratemeter per count can be increased to 
compensate for this effect and maintain an accurate 
calibration. 

8. Accuracy of Measurement 

The limit of accuracy to which sulphur content can 
be indicated in a given sample rests mainly upon three 
factors; the sensitivity of the detection system to small 
changes in radiation level; the statistical accuracy to 
which the fluctuating detector signal can be assessed 
and the stability of the electronic circuits. The 
sensitivity of the detection system is defined by the 
radiation energy and the geometric layout of the flow 
cell, but the indication sensitivity can be increased by 
using the backing-off and scale expansion facilities of 
the ratemeter. Figure 6(a) shows the relationship 
between detected counts per second and sulphur 
content of a given sample using a standard ratemeter; 
the ratemeter signal below about 500 counts per 
second is clearly of no interest in this application and 
only a small portion of the ratemeter output covers a 

302 

large sulphur content range. Figure 6(b) shows the type 
of relationship between sulphur content and indicator 
reading which may be obtained by backing-off the 
unwanted part of the signal and spreading the count 
rate change due to a particular sulphur content 
change over the full scale of the indicator. 

The random nature of the emission of radiation 
from the source imparts a statistical fluctuation to the 
ratemeter output so that it is necessary to use fairly 
long averaging times in order to obtain an accurate 
assessment of the count rate. While the ratemeter 
is accurate to + 0-1 % of count rate under ideal 
conditions, the accuracy expressed in terms of sulphur 
content of + 0.005 % which this ratemeter accuracy 
suggests from Fig. 6(b) is not achieved in practice. 
The accumulation of small errors in reading due to 
electrical pick-up, heavy mains surges, counter stability 
etc. limits the overall accuracy to about + 0.02% 
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Fig. 7. Recorder trace showing statistical var. ation of signal 
compared to magnitude of signal change for actual sulphur 

content change. 
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sulphur, in applications where due correction can be 
made for the effects of variation in density and carbon/ 
hydrogen ratio. Figure 7 shows a typical recorder 
trace from an equipment set up to cover a range of 
0-5% sulphur and it will be seen that although the 
mean sulphur level can be estimated to about + 0-01 % 
the overall width of the trace is approaching + 0-02 % 
sulphur. 

Possible causes of error in reading sulphur content 
with this type of equipment become apparent on 
further study of the mass absorption co-efficients 
shown in Fig. 2. Firstly, the presence of elements 
other than hydrogen, carbon and sulphur in appreci-
able or varying quantities in the stream will obviously 
give rise to errors; especially if they are elements of 
high atomic number. Secondly, although the major 
radiation absorption change will occur as a result of 
sulphur content change, a significant change in 
density or carbon/hydrogen ratio will cause a change 
in the total sample absorption characteristic. It has 
been found that the effect of density change expressed 
as an error in sulphur reading, varies between different 
types of base stock and can be as much as 0-09 % of 
sulphur for a 0-001 s.g. change. It is therefore essential 
that density, carbon/hydrogen ratio and contaminating 
element concentration are known or sensibly constant 
if this method of sulphur determination is to be used. 
It is also found that changes in the temperature of the 
flow cell give rise to changes in indicated sulphur 
content and in order to obtain the overall accuracy 
figure of + 0-02% it is necessary to maintain the cell 
temperature constant to within + 10 deg F. 

9. Sulphur Determination in Laboratory Samples 

The sensitivity to sulphur content changes of a 
system of the type under discussion may be expressed 
as: 

S = W,(us — Lich)m 
where S = fractional change in transmitted radiation 

for a given fractional change in sulphur content 

Ws = the proportion by weight of sulphur 

us = the mass absorption co-efficient of sulphur 

= the average mass absorption co-efficient 
of the sample 

m = the mass/unit area of the sample. 

It will be seen that for S to be dependent only on 
changes in Ws, both lid, and m must be constant, or 
vary insignificantly in the particular application as is 
the case in certain refinery streams. In a constant 
thickness cell, m will obviously vary in proportion to 
the density of the sample and to maintain m constant, 
some form of constant weight cell must be used. ud, 
depends on the radiation energy and the carbon/ 
hydrogen ratio of the sample if contaminating elements 
are present in only insignificant quantities. 
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Fig. 8. Diagram of laboratory sample analyser. 

At a radiation energy of 21 -4 keV the values of the 
mass absorption co-efficients for hydrogen and carbon 
are found to be equal under certain narrow beam 
geometrical conditions of source, sample and detector. 
Although a bremsstrahlung source of 21-4 keV is 
not known, the Pm 147/A1 source having a mean 
energy of about 26 keV can be used in a system which 
closely approaches the ideal for sulphur determination 
independent of density or carbon/hydrogen ratio 
variations. The use of a detector whose sensitivity 
falls off rapidly with increase in radiation energy 
effectively reduces the mean detected energy. The 
use of a sample mass of appropriate value to filter 
out the low energy components of the radiation 
effectively raises the mean detected energy. Finally, 
the degree of collimation of the radiation beam 
affects the sample mass absorption co-efficient and 
the energy at which hydrogen and carbon have equal 
mass absorption co-efficients. 

Using these three factors it is possible to produce 
an arrangement as shown in Fig. 8, where constant 
weight samples in standard polythene containers may 
be examined in four to five minute periods to give 
sulphur content readings accurate to + 0-04% over 
the range 0-5% to 2-5 % sulphur independent of 
changes in carbon/hydrogen ratio. 
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The indicator used in conjunction with the detector 
assembly shown in Fig. 8 is an automatic scaler which 
displays the number of pulses received in a preset time 
or the time taken to receive a preset number of pulses. 
As the statistical accuracy of the count is dependent 
upon the number of events recorded, the latter 
system is favoured as constant statistical accuracy is 
achieved. 

Although the readings obtained may be independent 
of carbon/hydrogen ratio over a certain range of 
sulphur content, the change in sulphur content of the 
sample will itself cause a small change in the average 
mass absorption co-efficient of the whole sample and 
thus it is necessary to adjust one of the three para-
meters governing carbon/hydrogen ratio independence. 
The sample mass can easily be changed to give the 
best independence over the range of sulphur concerned. 
Taking into account errors due to G-M tube and 
electronic instability and difference in carbon/hydro-
gen ratio such as are found between benzene and hex-
ane, overall errors in sulphur content indication have 
been found to be + 0.03 % in the range 0.5 % to 1 % 
sulphur with 60-gramme samples and + 0.05 % in the 
range 2.5 % to 6 % sulphur with 35-gramme samples. 

While the equipment described in this paper was 
designed specifically as a result of the requirement to 
determine the sulphur content of hydrocarbons in a 
refinery, consideration is being given to other applica-
tions such as the measurement of tetra-ethyl lead 
content of petroleum fuels and sulphur dioxide in an 
organic base. It is likely that as further applications 

are examined, the scope of this simple analytical tool 
will be widened appreciably. 
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DISCUSSION 

Mr. W. H. Topham: An x-ray absorption sulphur monitor, 
developed by BP in co-operation with Saunders Roe and 
Nuclear Enterprises Limited, has been used successfully at 
Kent Refinery to control the quality of a gas oil stream. 
The monitor, shown diagrammatically in Fig. A, uses two 
radio-active sources (147 promethium/zirconium), a 3 in 
bore plastic flow-through sample cell, and a scintillation 
counter detector with 5 in diameter phosphor. To over-
come source decay and detector drift, the measuring 
system is standardized every 12 minutes by operating the 
reversing motor to obscure the measuring source and 
expose the detector to the reference source. The stan-
dardizing technique is similar to that used on battery-
operated potentiometric recorders, but utilizing a radiac 
source in place of a standard cell. The instrument housing 
is air-pressurized for safe operation, with pressure switches. 
Accuracy and reliability are comparable with the equip-
ment described by Mr. Rowley. On this particular applica-
tion, the density of the sample was monitored separately, 
and sulphur contents calculated from the two measure-
ments. The effect of C/H ratio is very small with a pro-
methium source. 

New monitors, of much higher sensitivity and indepen-
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dent of C/H ratio and density, are currently being developed 
for sulphur and lead applications in refineries and blending 
installations. 

RECORDER AND 

STANDARDIZING 

CIRCUIT 

SOURCE 

SHUTTER bSOURCE 

Fig. A. Diagram of prototype sulphur monitor. 
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Measurement of Phase Shift at Audio Frequencies 

using a Magslip as a Calibrated Reference Standard 

By 

A. G. J. HOLT, Ph.D., Dip.EI. 

(Associate Member)t 

Summary: A method of phase measurement is described which does not 
appear to have been used before at frequencies in the audio range. 

The general principle is stated, the apparatus is described and a curve 
comparing the measured and predicted phase response of a simple net-
work is given. 

1. Introduction 

Many situations require the determination of the 
relative phase displacement between two sinusoidal 
voltages but commercial equipment is frequently 
unsuitable or not available. In the author's experience 
such a situation has occurred when carrying out 
measurements on active and passive filter networks. 

Of the many methods of phase measurement which 
have been described'. 2. 3. 4, those which depend 
upon the geometrical properties of patterns traced 
upon the screen of a cathode ray tube are of doubtful 
practical value, inconvenient in operation and of low 
accuracy, whereas others employ equipment that is 
expensive and complicated. 

The method to be described is simple and avoids the 
use of carefully calibrated components to give a 
reliable indication of phase shift. This is accomplished 
by employing a magslip as the phase shifting com-
ponent which can be used for phase measurements 
over a range from zero to 360 deg or more without 
switching at say + 90 deg or + 180 deg, as is required 
in some forms of equipment. 

A c.r.o. is used but only as a visual null indicator 
and at no stage is it necessary to perform calculations 
on, or measurements of, the observed pattern. 

2. General Principle 

Figure 1 shows a block diagram of the calibrated 
phase shift equipment. 

The phase shifter employs the principle that a 
rotating magnetic field is produced by currents flowing 
in coils whose displacement in space is equal to their 
displacement in phase. The two identical stator 
windings of the magslip are wound with their axes at 
right angles and are supplied with voltages differing in 
phase by 90 deg. The rotating magnetic field which 
results, induces in the rotor winding an e.m.f. whose 
magnitude is independent of rotor position but whose 
phase is directly related to the angular setting of the 
rotor. The magslip t is converted to a calibrated phase 
shifter by attaching a circular scale, calibrated in 

degrees, from which the phase displacement can be 
read directly. This application of the magslip is well 
known at power frequencies but does not appear to 
have been applied at frequencies in the audio range. 
It is clear that successive measurements which may 
produce a total phase shift of 360 deg or more and 
might ordinarily be difficult to handle, simply cor-
respond to something more than one revolution of the 
rotor shaft. 

INPUT 
E sin tot 

CHANNEL1 

Fig. 1. Block schematic of the calibrated phase shift equipment. 

In Fig. 1 stator 1 is supplied from the low output 
impedance of the feedback amplifier and cathode 
follower which constitute channel 1. Since the amplifier 
has an open loop gain of approximately 100, the out-
put impedance of channel 1 is not greater than 
10 ohms. Stator 2 is supplied from the 90 deg phase 
shifting integrator and cathode follower that make up 
channel 2, which also has a low output impedance. 
Both output impedances are much less than the 
impedance of the stator windings which have a 
measured resistance of 1040 ohms in series with an 
inductance of 175 mH. It follows that the channel 
outputs are effectively ideal voltage sources and that 
the stator winding currents will be in quadrature when 
the phase voltages differ in phase by 90 deg. It is of 
course necessary for the currents flowing in the two 
stator windings to be of equal magnitudes at fre-
quencies within the working range. The gain of 
channel 1 is almost constant over the frequency range 
of interest, whereas the output of the valve integrator 
in channel 2 is not. It is, in fact, inversely proportional 

t Department of Electrical Engineering, University of Newcastle : The magslip used is 3 in. diameter and manufactured to 
upon Tyne. Service Specification AP 10861. 
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to the frequency of operation as is shown by the 
appearance of co = 2n x frequency in the denominator 
when the function sin cot is integrated with respect to 
time. It follows that the integrator amplifier must be 
operated on that part of its frequency characteristic 
where the gain is inversely proportional to frequency, 
that is, in the range co > col in Fig. 2. 

LOG (a) —'-

Fig. 2. Frequency vs gain of the integrator amplifier. 

Hence if the frequency of operation is changed the 
output voltage from the integrator is altered and the 
variable components in the integrator circuits must be 
adjusted in order to maintain equality of the two-
channel outputs. 

3. Operating Procedure 

When it is used to carry out a measurement of the 
phase displacement introduced by a network, the 
apparatus is set up as in Fig. 3. 

In the absence of harmonics, an ellipse will ordinarily 
appear on the screen of the c.r.o., except for signals 
which are cophasal, when a straight line will be seen. 
Thus by setting switch S to position ( 1) and adjusting 
the magslip rotor until a linear c.r.o. trace is observed, 
the zero reference point on the rotor scale is found. 
Subsequently, with S in position (2) a further rotation 
is required to reproduce a linear trace and the angular 
displacement is equal to the phase shift introduced by 
the included network. Greater accuracy is achieved4 
by increasing the gain of the c.r.o. amplifiers so that 
only a small part of the ellipse can be accommodated 
on the screen. A precise adjustment is then obtained 
by turning the rotor until the two observed parallel 
lines are coincident. Note that at no time is it necessary 
to measure the dimensions or angles of any patterns 
appearing on the trace. This eliminates errors due to 
the curvature of the tube face and parallax errors 
which occur when a graticule is used. 

4. The Calibrated Phase Shifter Circuit 

A circuit diagram of the calibrated phase shifter is 
shown in Fig. 4. 

Here, V1(a) is a cathode follower which isolates the 
following amplifier and integrator from the effects of 
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the output impedance of the signal generator. A 
decoupling circuit is connected in the anode circuit of 
the triode valve to prevent interference over the high 
tension supply from entering the input. Channels 
1 and 2 are fed from the cathode follower output. 

Channel 1 consists of pentode amplifier V2 and a 
cathode follower using both halves of a double triode 
V3 double triode to provide ample current for the 
stator coil at all frequencies of operation. Resistors 
RV1 and RV2 are used to apply heavy overall negative 
feedback from the cathode follower output to the 
control grid of the pentode. These two resistors are 
used to control the gain of the amplifier stage. A large 
blocking capacitor is used between the cathode follower 
and the magslip stator winding. 

Channel 2 also consists of a pentode amplifier V4 
and both halves of V5 used as a cathode follower. 
A capacitor C 1 is used to provide feedback between 
the cathode follower output and the control grid of 
the pentode. Two carbon track variable resistors RV3 
and RV4 are connected between the output from the 
isolating cathode follower V1(a) and the control grid 
of the pentode. These resistors, in conjunction with the 
feedback via capacitor Cl, ensure that for sinusoidal 
waveforms the output voltage from the cathode 
follower V5 is the time integral of the voltage at the 
input terminals. Because the feedback in channel 2 
will vary with frequency and because the magnitudes 
of the stator currents must be the same, the output of 
channel 2 must be adjusted as the frequency changes. 
Resistors RV3 and RV4 allow the magnitude of the 
output voltage to be set at a predetermined level, 
equal to the output voltage from channel 1, at each 
frequency of operation. 

SIGNAL GENERATOR NETWORK UNDER   TEST  

L . CALIBRATED PHASE SHIFTER  
(1) ( 2) 

IC" 
IF 

S 
Fig. 3. Block schematic of the equipment used for phase 

displacement. 

In order to facilitate the matching of the channel 
output voltage, a simple valve voltmeter is provided 
in the equipment. This consists of half of a double 
triode V1(b) arranged to have both anode and cathode 
loads and to be connected to four transistor diodes 
arranged as a bridge. A moving coil milliammeter of 
1 mA full scale deflection is connected between the 
midpoints of the bridge. The undecoupled cathode 
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resistor allows a larger amplitude voltage to be applied 
to the voltmeter than could be applied if a decoupling 
capacitor were fitted. A four-position switch Si is 
provided to allow the valve voltmeter to be connected 
to point A at the output from the isolating cathode 
follower V1 (a) or to either of the magslip stators at 
points B and C. It is convenient to set the voltages to 
all these points to the same value. This eliminates the 
need for calibration of the valve voltmeter since the 
input voltage from the signal generator can first be 
adjusted to give a suitable deflection on the milliam-
meter with the selector switch on position A. The gains 
of channels 1 and 2 can be set to give the same meter 
deflection when the selector switch is in positions B and 
C by adjustment of the variable resistors in the channel 
circuits. Thus setting the gains to unity ensures low 
output impedance from both channels. 

The valve voltmeter can be dispensed with if the 
outputs at switch Si are taken to the c.r.o. It is then 
only necessary to adjust the signal generator input and 
the channel gains to give the same pattern amplitude 
between two marks on the c.r.o. graticule. 

A 300V stabilized power unit is used to supply high 
tension and heater power for the equipment. 

5. Setting Up Procedure 

To set up the circuit a voltage at the required 
frequency is applied to the input terminals of the 
isolating cathode follower and the valve voltmeter in 
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CHANNEL 2 

Fig. 4. Circuit diagram of the calibrated phase shifter. 
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• 300V 

STATOR 
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 ( ZOO 
STATOR 1 

MAGSLIP 

OUTPUT 

the equipment is switched to position A (Fig. 4). This 
allows the input voltage to channels 1 and 2 to be 
indicated. The amplitude of the applied voltage is 
adjusted until the milliammeter in the voltmeter circuit 
indicates one half of full scale deflection (0.5 mA). 
This corresponds to 1.9 V r.m.s. at the point A. The 
voltmeter is then switched to point B, which is con-
nected to the magslip stator winding supplied from the 
amplifier channel. The settings of the feedback 
resistors RV1 and RV2 are adjusted to give one half of 
full scale deflection on the meter, when the gain of 
channel 1 is unity. The voltmeter is next switched to 
the output from the integrator channel at the point C 
which is connected to the other magslip stator winding. 
In order to set the gain of this channel to be equal to 
unity the resistors RV3 and RV4 must be adjusted until 
the milliammeter again indicates one half of full scale 
deflection. When these adjustments have been made 
the circuit is calibrated and ready for use. 

If the frequency of operation is changed it is 
advisable to check the voltage levels again. In practice 
it is found that the input voltage and the gain of the 
amplifier channel require very little adjustment over a 
wide range of frequencies. It is usually necessary to 
carry out adjustments to the integrator channel at 
each different frequency. When the frequency of 
operation is changed the settings of the resistors R3 
and R4 must be adjusted if the gain of the integrator 
channel is to be maintained at unity. 
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gives N(p) — 
(p + 1.325) (p +1.05 + jl) (p +1.05 — jl) 

where H is a constant and p is the Laplace transform 
variable, p = a +jw. 

A plot of the pole locations is given in Fig. 5. 

6. Performance 

A test of the accuracy of the apparatus was carried 
out by comparing the measured phase/frequency 
response of a network with that obtained graphically 
from a plot of the pole locations of the network 
function. The network used was a low pass filter 
designed to the three-pole approximation to the 
maximally flat delay characteristic. This filter was 
designed to approximate to a linear phase/frequency 
response in the pass band from d.c. to 4 kc/s. A 
design table for filters of this type has been published 
by Weinberg.' Writing the network function 

N(p) = output voltage  
input voltage 

H 

Fig. 5. Plot of the pole locations. 

At any angular frequency co, the phase shift «col) 
is given by (01 + 02 +03). 

Figure 6 shows the phase shift obtained graphically 
together with the results of a series of measurements 
using the apparatus described in this article. It is 
evident from the curve that the equipment is accurate 
to + 2 deg over the frequency range from 300 c/s 
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Fig. 6. Graph of phase vs frequency of a given network. 

to 18 kc/s. This range of frequencies was greater than 
was required for the immediate purpose for which the 
phase measuring equipment was designed so its normal 
operating range was restricted to 7 kc/s. This range 
can be extended if the capicitor CI in Fig. 4 is reduced 
to 200 pF. 
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Summary: Modern primary and secondary radars can potentially provide 
far more information than can be directly displayed—or can be absorbed 
by the user. Hence there is a strong prima facie case for automatic data 
extraction. Even the filtered information arising from automatic ex-
traction cannot be efficiently used by the unaided human operator. 

However, the use of a surveillance radar picture in air or sea traffic 
control or in military tactical control involves a vital element of human 
appreciation, judgement and policy formulation. Fortunately, the 
remaining aspects of these tasks can mainly be defined as routine appli-
cations of pre-determined doctrine and are largely suited to automatic 
operation. Hence automation of both data extraction and the routine 
aspects of data utilization may be required, to free man to make full use 
of his special talents. 

If the radar is not mechanically constrained to distribute its power and 
attention quasi-uniformly over the solid angle covered, considerable 
gains could be derived from automatically matching the operation of the 
radar to the data emerging from the equipment. 

A research and experimental programme has been conducted over 
some years, aimed at the application of automation to radar data pro-
cessing and, eventually, the automatic control of the radar's mode of 
operation. The paper outlines some of the requirements and problems in 
matching the man and machine to each other, to their input sources and 
to the appropriate output systems. 

1. Introduction 

New sensors and communication channels are ever 
increasing the already overwhelming quantity of 
information available to the user of radar information. 
On the other hand, the time available for decision is 
ever decreasing. We must therefore exploit all possible 
advances in visual and auditory 'display' techniques 
to maximize the appreciation capability of the human 
operator. However, even the best matching of the 
input to the human being cannot bridge the gulf of 
several orders of magnitude between his data-
processing 'bandwidth' and that of the incoming 
information. Hence the foremost requirement is 
clearly to devise automatic means of extracting from 
our data sources the relevant signals. The resultant 
information must then be automatically processed, 
in accordance with appropriate operational doctrines, 
so as to distil from it that irreducible essence which is: 

(a) Required for the correct evaluation and use of 
the total ensemble of information, 

t Admiralty Surface Weapons Establishment, Portsdown, 
Hampshire. 
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(b) Not amenable to automatic processing, 

(c)Well matched to human operator's unique 
powers of pattern-recognition, 

(d) Well within the operator's processing capacity. 

The choice of what to display, and the selective 
gathering of that information, is thus even more 
important (and probably more difficult) than the 
decision how to present this information and the design 
of the appropriate 'hardware'. 

The creation of an efficient partnership between 
man and machine presents some challenging problems 
in the development of highly skilled, industrious and 
adaptable robots. However, it also presents no less 
difficult psychological and organizational problems 
and can probably only be solved by the engineer, 
scientist and prospective operational user working as 
a single, dedicated but self-critical team. 

Researches in this field, over the last few years, 
have underlined the extent to which the tacit accep-
tance of human limitations in data extraction and 
processing, and in display utilization has set limits 
on the design of sensing sources, data links and control 
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organizations, and has prevented the human operator 
from playing his full and proper part in the operational 
use of radar information. 

2. The Relative Capabilities of the Radar Receiver, 
Display and Operator 

2.1. Intrinsic Radar Capacity 

Consider a radar with a 1-µs range discrimination 
and a 10-s aerial rotation period. Assume that this 
radar can receive echoes at all ranges, up to the limit 
set by the pulse-repetition rate. If the radar can just 
distinguish differences in angular position correspond-
ing to one azimuth pulse spacing, it will survey 107 
discriminable potential echo positions, in plan. This 
result is independent of the pulse repetition rate, and 
arises from the fact that in the rotation time of 
10 seconds the equipment receives 107 independent 
amplitude samples. 

Now assume that the radar has eleven beams, of 
characteristics equivalent to the above, stacked verti-
cally one above the other. In each of the ten regions, 
between two adjacent beam centres, roughly ten 
fine-elevation positions should then be distinguishable, 
on the basis of the relative amplitude of the echoes in 
the two receiving beams concerned. Each possible 
plan position is thus associated with 100 distinguish-
able elevation positions. Finally assume that a form 
of 'swept gain' is used to compensate for the inverse 
square law of radiation from the transmitter and re-
radiation from a target, by multiplying the signal (and 
noise) emerging from the receiver by the fourth power 
of the range. The resultant signal output is then 
solely a function of a target's 'echoing area'. This 
echoing area, averaged over all the pulses in the beam-
width, can then be classified into, say, ten distinguish-
able amplitude brackets. Thus each revolution of the 
aerial system would give information on the presence 
of targets in 10" discriminable positions in the four 
co-ordinates of range, bearing, elevation and target 
echoing area. 

Each actual target overlaps roughly ten discrimin-
able increments in each of the dimensions of bearing, 
elevation and amplitude. Thus the 101° intrinsically 
discriminable elements of (generalized) 'position' can 
accommodate only about 10 intrinsically resolvable 
targets, each described by ten binary digits defining 
its 'fine' position within the thousand discriminable 
elements making up one 'resolution box'. Hence the 
total system information capacity is 108 bits per radar 
rotation. 

2.2. Comparison of Capacities 

A p.p.i. display might have a 'definition' of 800 
television lines, giving 5x 105 discriminable spot 
positions, and it might permit potential targets to be 
classified as 'large', 'medium', 'small', or 'invisible'. 
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Thus the 10" elements in four dimensions are com-
pressed, for display, into 2x 106 elements in two 
primary dimensions. (In this process significant 
echoes may become submerged in signals, clutter or 
noise corresponding to positions in space which are 
resolvable from the wanted target in the radar output, 
but not on the display.) If the average echo occupies 
ten spot positions and its centre can be judged to an 
accuracy of roughly one spot diameter, we have 5 x 104 
resolvable potential echo positions, each associated 
with three binary digits describing its fine azimuth 
position and two describing its amplitude. Hence 
the total display information capacity (neglecting 
afterglow) is roughly 2.5 x 105 bits per radar rotation. 

The practical human operator might be credited 
with a capacity of about four independent binary 
recognition decisions per second (i.e. 40 per radar 
rotation). If this were all the story, one man would 
require two eight-hour days to take in one 'frame' of 
a p.p.i., and he would take three hard working years 
to take in the full information from one rotation of the 
radar. 

Fortunately, we know that only very few of the 107 
potential echo positions will in fact be occupied by 
meaningful targets, and these targets will be subject to 
limitations on their possible positions, signal ampli-
tudes, velocities and accelerations. Moreover, the 
targets of interest will largely arise in groups conform-
ing to a recognizable, consistent and meaningful 
pattern of behaviour. The combination of man and 
display can exploit some of this redundancy to mini-
mize the disparity in surveillance capability indicated 
above, but clearly there is little hope of overcoming a 
handicap represented by the difference between three 
strenuous working years and ten seconds. Hence, if 
we wish to exploit anything like the potential target-
handling capacity, data rate, accuracy and resolution 
of modern radar systems, we must develop appropriate 
automatic data-extraction systems. 

2.3. Comparison of Detection Performance 

In principle, a well-designed machine should be 
able to do somewhat better than the combination of 
man and display, in picking out all patches of received 
signal exceeding their local noise environment by a 
given threshold, and in rejecting those signals whose 
amplitude—or amplitude distribution in range and 
bearing—is not consistent with the type of target 
looked for. (This should be so, ideally, even in the 
absence of the resolution compressing effect of the 
p.p.i. discussed in the preceding section.) However, 
the machine must tentatively accept all such potential 
targets, in order to build up the track information to 
which the criteria of plausible behaviour can then be 
applied. The man, on the other hand, can defer 
acceptance until the afterglow track, built up by the 
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first few echoes, gives him a somewhat crude 
indication of the consistency and motion of the 
potential target. Fortunately, a machine can, in 
general, be made to cope with the maximum likely 
rate of input of potentially significant signals. How-
ever, in the absence of Doppler velocity discrimination, 
it will be unable to detect, say, a small target in the 
midst of bird-migration returns of similar characteris-
tics. Following first detection, an auto-extraction 
system can measure most of the redundant features 
quite accurately, and use them precisely to compile 
an accurate plot of the position of the various objects 
of interest. 

Automatic devices are weak in recognizing and 
interpreting patterns relating groups of associated 
echoes. Here man can play a valuable part, by 
adjusting the operation of a machine to take account 
of particular target patterns, echo characteristics, 
clutter areas or other special aspects of the signals, or 
of the operational environment. 

2.4. Other Data Sources 

2.4.1. Secondary radar 

A machine can fairly readily note and memorize 
the response codes received from each target for each 
secondary radar interrogation mode in use. If 
secondary radar responses were used to indicate air-
frame identity, height, etc., this facility could make a 
revolutionary contribution to track identification (or 
re-identification), to the maintenance of track con-
tinuity, to accurate tracking in height, and to the 
detection on the ground of malfunctioning of an air-
craft's altimeter. Similarly, the automatic identifica-
tion of ships' echoes and possibly coding of their 
courses, speeds and intentions, by secondary radar, 
could substantially assist marine navigation, by 
indicating the identity, characteristics and possibly 
manoeuvres of the vessel represented by a given radar 
echo, and by permitting a vessel of given plan position 
to be addressed selectively on a suitable communica-
tion circuit. 

2.4.2. Passive reception and direction finding 

Voice transmissions, digital links and other emissions 
from the vessels of interest provide a flood of poten-
tially useful information which, in its raw form, would 
overwhelm the human operator. In principle, auto-
matic devices can 

(a) detect these transmissions, 

(b) note their nature, 

(c) note their direction, 

(d) use them for triangulation, in conjunction with 
similar radiations received by co-operating 
stations, 

October 1963 

(e) associate them with tracks built up from 
primary and/or secondary radar, and 

(f) note any significant changes in the presence or 
nature of these transmissions. 

Thus the operationally significant aspects of this type 
of information can be filtered out, and displayed or 
recorded as appropriate. 

2.4.3. Data links 

The appreciation of the operational situation, as it 
affects any one station, must be based on knowledge 
of the information obtained, the action taken and the 
operational capabilities of neighbouring stations. 
Hence, any automatic radar data processing system 
must in general include the transmission and reception 
of information by a variety of (mainly) digital data 
links. The computers at each station can then select 
the right data at the right time for transmission, or for 
accepting them from a link, in each case performing 
the appropriate translation, addressing and error 
detection and correction operations. 

2.5. Automatic Control of Radar Operation 

If the best use is to be made of the transmitter 
power and receiver bandwidth of a radar system, the 
10 resolvable space elements referred to in an earlier 
paragraph should not all be illuminated with equal 
power levels or investigated with equal frequencies 
of 'look'. A quasi-inertia less radar system could 
permit large economies in the use of the radar's 
potential, by exploiting some of the redundancies 
previously referred to. This entails both control of 
the radiated power, as a function of the angle of 'look' 
(in two dimensions) and as a function of time, and 
control of the direction and range limits covered by 
the receivers and data extraction system, at each 
instant of time. All these characteristics should be 
continuously adjusted so as to match: 

(a) the instantaneous interference environment, 

(b) the instantaneous echo amplitude from each 
target, 

(e) the geometric distribution of target positions 
and velocities, 

(d) the instantaneous requirements of track con-
tinuity and plotting accuracy, and 

(e) the needs of any control system, during the 
current phase of its operation. 

The policy for the deployment of the radar's power 
and capacity would then be formulated by the user, 
and inserted into the system in accordance with a 
suitably flexible pre-planned format. The routine, 
executive implementation of that policy could then be 
left to the automatic control system. 
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3. Automatic Processing of Operational Data 
by Man and Machine 

3.1. Human Limitations in Operational Control 

The evaluation of a dynamic situation is mainly a 
matter of recognizing significant patterns, but in 
addition to the plan dimension shown on normal 
displays, these patterns involve height, velocity (in 
three dimensions) and assorted tabular data on per-
formance limits, fuel states, flight plans, traffic 
schedules, and so on. Some of these additional items 
of information can be expressed as suitable codes on 
plan displays, or can be obtained by cross-reference 
to and from 'totes'. Others can be assessed by 
allowing the display to advance in time at a greatly 
accelerated rate. Such a preview of the future would be 
based on extrapolation from the vehicles' manoeuvres 
in the immediate past and/or on proposed or hypo-
thetical manoeuvres of selected vehicles of particular 
importance. However, this still leaves a very heavy 
burden on the operator. Under any but the lightest 
loads, the unaided user has to restrict himself 
(consciously or otherwise) to the rigid, routine appli-
cation of a predetermined doctrine, and may cope im-
perfectly even with this relatively simple, machine-like 
task. 

3.2. The Man-Machine Combination 

Any truly efficient control system would recognize 
the limited 'bandwidth' of the human, and would 
embody the doctrine or drill for the above routine 
executive functions in the instructions given to an 
automatic computer. It would thus give the man the 
time, as well as the information, to determine his 
operational policy and to monitor and review its 
effectiveness. When required, the controller can then 
revise the basic principles of this policy, the weight 
given to particular factors in its implementation, or 
its application to a particular vehicle or local 
situation. 

The machine can assist this process by summarizing 
or analysing the results achieved. In general, any 
change in basic policy, during operation, should be 
unlikely, since this basic policy represents mainly the 
broad objectives and criteria of desirability. Its 
application to individual vehicles depends mainly 
on rapid reliable computation of multi-dimensional 
relative-velocity problems over a curved earth. These 
computations may well be further complicated by 
changes in courses and speeds, and by repercussions, 
possibly through several interacting stages, on other 
vehicles. Hence they are normally best left to the 
machine, though the latter may present the user with 
a small number of alternative decisions, and show the 
predicted outcomes and implications in a concise 
form. However, the most profitable role for the 
controller is likely to be the use of his extraordinary 
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adaptability and pattern perception to alter the weights 
and priorities given to the various considerations and 
data in the machine's program. 

The formulation of the general operating doctrine, 
its overall evolution, and its temporary or local 
modification must clearly be the controller's responsi-
bility. Unless there is calculated evidence of in-
sufficient time, any significant decision arising from 
the computer's application of the controller's policy, 
will probably have to be presented to the controller 
for approval—although some of the reasons for this 
may be more psychological than logical. 'Significant 
decisions', in this context, would probably be those 
manoeuvres involving less than the normal safety 
margins and those involving changes in order of 
arrival or departure, deviation from schedule beyond 
normal operating tolerances, major diversion of route, 
and change of destination. 

SEARCH FOR CONFIGURATIONS 

DEMANDING INTERVENTION 

COMPUTE 

WEIGHTED 

URGENCY 

END OF SEARCH 

STORE 

SELECT LARGER 

SEARCH FOR PERMISSIBLE REMEDIES 

TO MOST URGENT PROBLEM 50 FOUND 

COMPUTE PENALTY OF 

REMEDY ON FREEDOM 

OF FUTURE ACTION 

END OF SEARCH 

STORE 

SELECT SMALLER 

APPLY LEAST RESTRICTIVE REMEDY 50 

FOUND; THEN PROCEED TO NEXT CYCLE 

Fig. 1. Operational control routine. 

3.3. The Basis of a Possible Computer Program 

In a complex situation, it may strain even the 
capacity of an electronic computer to calculate 
rigorously that combination of control orders which 
will optimize the suitably-defined joint performance 
of all relevant vehicles. However, an adequate 
approximation to this ideal might be obtained by 
setting a threshold defining the degradation of per-
formance or safety, beyond which intervention by the 
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control system is warranted. The basic strategy of 
the computer program might then be developed 
along the following lines: 

(i) To search for 'situations' warranting inter-
vention. 

(ii) To arrange these in a chronological order of 
urgency. 

(iii) If necessary apply some bias to the urgency 
according to the classification of the 'serious-
ness' of the situation. 

(iv) For the most 'urgent' situation not yet dealt 
with, find those adequate remedies which are 
unlikely to create further relevant 'situations'. 

(v) In particular avoid remedies which might 
create or affect situations of greater 'urgency' 
rating. 

(vi) Of the permissible remedies thus found, adopt 
that which least restricts the system's 'freedom 
of movement' in coping with other situations 
which have not yet been considered—or indeed 
have not yet arisen. 

(vii) Proceed to the most 'urgent' situation then 
remaining. 

This routine is shown schematically in Fig. 1. 

3.4. Potential Military Applications 

Although the problem so far has been primarily 
considered in terms of air or possibly sea traffic 
control in terminal areas, it may apply even more 
critically in a military situation. 

In the stress of battle, a Commander may be so 
busy allocating specific weapons or units to cope with 
specific enemy units or targets, that he can give little 
thought to his overall tactical aims or to the deploy-
ment or replenishment of his reserves. This may 
restrict his ability to vary his operational doctrine as a 
function of time or sector, or type of enemy unit or 
target, or to assess the impact of earlier engagements 
on his subsequent tactical action. Thus, the heavy 
load of routine, 'machine-like' tasks might leave a 
Commander with insufficient margin to adjust his 
operational doctrine to those subtle tactical develop-
ments and patterns which a skilled Staff Officer could 
otherwise appreciate, but which at present defy any 
generalized formulation suitable for automatic recog-
nition. 

Hence, computers may be of value both to assist 
in the executive application of the established tactical 
doctrine and for the compilation of a comprehensible, 
up-to-date, overall picture, on which the battle 
Commander can base his tactical decisions. With a 
purely manually-assisted command structure, some 
vital decisions might have to be delegated to men at 
a lower level, who are aware of only part, even of 
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those relevant data arising within their own area or 
sector. 

3.5. Inputs to an Automatic Control System 

An automated traffic surveillance and control 
system is shown in schematic form in Fig. 2. In such 
a system, virtually all information on the position 
and movements of non-co-operating vehicles and on 
the position, movements, capabilities, current assign-
ments and orders of co-operating vehicles would be 
contained in a common data store. Most of this 
information would arrive from a variety of sensors 
and data-links, automatically and/or by manual 
injection from a number of specialized operators. 
However, there is a considerable body of (normally) 
longer-term information which could be inserted 
directly into the store. This would cover such items 
as: 

the capabilities of various classes of vehicles, 
operating schedules, 
zones of responsibility, 

as well as operational procedures, doctrines and 
policies. Modifications to the general operational 
policy and individual exceptions to it would also be 
inserted directly into the machine. 

RADAR 
& BEACON 

DIRECT 

ORDERS RE 

SPECIFIC 

VEHICLES 

CHANGE 
OPERATING 
POLICY 

ORDERS 

GENERAL-PURPOSE 
DIGITAL COMPUTER 

PROGRAM STORE 

—1110— 

SORT & ASSOCIATE DATA 
COMPILE PICTURE' 

FIND CONFLICTS WITH POLICY 

COMPUTE CONTROL ORDERS 

Fig. 2. Schematic diagram of automatic control system. 

Hence, considerable effort must be devoted to 
devising suitable message formats for the various data 
links which transmit status information, procedural 
instructions to regulate the information flow itself, 
and operational orders. A convenient, flexible, 
standardized format and control panel will also be 
required for the manual insertion, into the machine, 
of information, policies and decisions (and requests 
for specific information). Technologically, it would 
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be possible—though expensive—for a computer 
system to accept all these incoming data in a generous 
vocabulary, allowing for a wide choice of possible 
forms of expression. However, it is both more eco-
nomical and a helpful discipline and aide mémoire 
for the user to put his information into a standard 
format. The format of information inputs and out-
puts should, however, be designed primarily for the 
convenience of the user. The machine can then 
perform any necessary interpretation or translation. 

3.6. Filtered Information Outputs 

Having seen what sort of information is likely to be 
available, we can consider its distillation, to match it 
to the man: 

(i) Where essentially the same information comes 
from several sources, the machine can obviously 
combine these data. Where appropriate, it can take 
a weighted mean of the incoming data, and possibly 
assess a suitable composite 'confidence' figure for the 
resultant estimate. 

(ii) Where a new report conforms to an already 
known movement, the machine can confirm and 
up-date the previously extrapolated position (and 
velocity). 

(iii) Where a new development conflicts with the 
criteria of desirability, success or safety associated 
with the operational doctrine in force, this situation 
must be indicated to the appropriate computer 
program and/or controller. 

(iv) Where the manoeuvres of a number of indi-
vidual vehicles constitute—or contribute to—a com-
mon systematic pattern, this could in principle be 
recognized automatically and then presented to the 
machine or man as a single, more complex, develop-
ment: 

For instance, the recognition of systematic move-
ments over a given traffic lane, terminal area or zonal 
boundary might well become a machine function. 
This would also assist in maintaining the track 
identity of individual elements within this pattern of 
movement. However, in its more general form, the 
recognition and evaluation of patterns in the opera-
tional 'picture' seems better suited to the human 
brain than to any likely machine. 

(v) When new information concerns only vehicles 
at present beyond a station's zone of responsibility, 
the relevant items can automatically be brought 
up-to-date in the data store without reference to any 
operator. 

3.7. Matching the Machine to the Man 

3.7.1. Facilities required by a controller 

A good deal of study has been devoted to the for-
mulation of operational doctrines as a set of rules in 
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a computer. Our aim must clearly be to make these 
rules sufficiently comprehensive to express any 
foreseeable policy or doctrine by appropriate adjust-
ments of a set of 'weighting parameters'. At the 
same time, these weighting parameters must be 
sufficiently few, mutually independent, and simple 
in function to permit them to be quickly and effectively 
adjusted in response to any critical new development. 

Much thought has also been given to the require-
ments for tabular information and symbolic plan 
displays to produce operational control consoles with 
versatile displays and injection facilities. These con-
soles should be equally suitable for the control of over-
all policy or, when the machine computes that sufficient 
'thinking time' is available, for the monitoring and 
possibly 'human modulation' of the machine's pro-
posed orders to individual units—or, in the military 
case, weapons. The computer-generated orders should, 
of course, faithfully reflect the operational rules and 
doctrines previously inserted into the machine and 
perhaps subsequently modified in the light of later 
developments. 

3.7.2. Displays 

Clearly, each operator should be matched to the 
remainder of the control system in the optimum 
manner for his specific task. Hence, each man should 
probably be provided with his own console, comprising 
a plan display, a tabular display, a computer-injection 
panel and a control panel for conventional com-
munications. With computer control of the particular 
synthetic plan and tabular displays currently required 
at each operating position (and possibly even of the 
communications facilities), all these consoles can be of 
identical design. 

Although it would be most inadvisable not to 
provide the option of 'raw' radar display, it seems 
likely that a user would normally choose a synthetic 
plan display of those target categories and symbols, 
and those range and height limits relevant to his 
current job. Computer-generated symbols should 
appear quasi-continuously on such a display, but 
selected markers might be made to flicker distinctively, 
to draw attention to themselves. Colour might be 
used as a valuable additional means of distinguishing 
one symbol from another, but there is much doubt as 
to the wisdom of relying on colour exclusively for 
indicating a vital distinction between display symbols. 
For air operations, afterglow persistence is likely to 
give a satisfactory visual indication of courses and 
speeds. For surface navigation, dot markers, asso-
ciated with the symbols, might be made to repeat 
the target's movements, over the last operationally 
significant period, repetitively, on a suitably accelerated 
time-scale. 

The tabular display might conveniently be divided 
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into several sections. For each of these, there could 
then be an independent choice of a number of alter-
native sectional displays. Each user could thus choose 
independently which (if any) of the available alterna-
tives he wishes to see on each section of his display. 
In practice he would probably select one of a number 
of predetermined combinations of sectional displays. 

Full facilities would be required for cross-reference 
between the tabular and plan displays, and for cross-
reference between either form of display and the data-
processing computer, when injecting or demanding 
additional information. 

3.7.3. Conference facilities 

The individual pictures would of course be derived 
from a common body of digital information, and the 
users could have both versatile voice inter-com-
munications, and facilities to display common 
electronic markers and joystick-controlled 'pointers'. 
These provisions should permit any combination of 
local or remote users to combine in a 'conference' net, 
without leaving their own posts, displays, control 
panels, communications, etc. It is thought that 
conference requirements may in the future be in-
creasingly met along these lines, possibly supplemented 
by television or facsimile, if and where necessary. In 
other words, it may prove preferable to bring the 
relevant information to its users, rather than bringing 
all the users to all the information, using a single, 
common, outsize display. 

Only visual inputs to the human being have been 
discussed above. Warning buzzes might also be 
desirable, in certain circumstances, and pre-recorded 
verbal messages could evidently be used, if required. 
However, it is thought that most operational informa-
tion is more appropriate to a persistent, parallel, 
geometrical, visual representation than to the transient, 
serial, verbal, auditory form. Furthermore, it is 
judged to be both convenient and psychologically 
desirable to reserve the auditory input mainly for 
conventional voice communication and normal human 
contact, and for the 'conference' facilities described 
above. 

3.7.4. Problems of continuity in the introduction of 
automation 

The engineer's ideal is naturally a flexibly deployed 
integrated system of men and machines, whose capacity 
is just matched to the maximum likely overall load. 
By definition, such a system would keep to a minimum 
the size and complexity of the human organization 
within the system, the computer programs and the 
actual 'equipment'. It should result also in the scheme 
that is operationally and technically least difficult to 
understand—for the newcomer. 

However, such an idealization leaves out of account 
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that the system will be manned by existing operators. 
Hence we must pay some regard to the hierarchical 
structure, allocation of responsibilities and general 
operational background arising from their training 
and experience. Indeed, the development of suitable 
tactical rules, display facilities, operational doctrines 
and procedures, indoctrination and training pro-
grammes, etc., merits as much attention as the 
sophisticated equipment, which has to go with these 
to make up an effective system of automated extraction 
and partially automated utilization of radar infor-
mation. 

3.7.5. Simulation facilities 

Systems based on stored-program computers have 
inherently very full and realistic capabilities of 

simulating their own intended operation with 
synthetic, self-generated inputs, 

recording their own operation, 

analysing their own performance. 

This facility of self-simulation, recording and 
analysis could play an invaluable part in: 

the initial training of the operators, 

subsequently maintaining their skill and interest, 

extending, refining—or revising—the capabilities of 
the system, 

adapting the system to new requirements, and 
general operational studies and assessments. 

These facilities should also be of great value in 
testing such systems, both during development and 
when in operational use, as regards the suitability and 
correct functioning of: 

(a) the computer programs defining display con-
figurations and facilities, 

(b) the programs defining the manual-injection 
arrangements, 

(c) the programs defining the operational rules, 

(d)the actual technical equipment, insofar as it is of 
computer type or under computer control. 

3.8. Reliability in Operation 

3.8.1. The role of the maintainer 

To prevent the automatic element of a traffic 
control organization from 'going mad', some form of 
automatic fault indication is vital. When the existence 
of a fault is thus indicated, automatic diagnosis can 
speed up the logical search for the faulty element by 
a factor of, say, le. The subsequent manual insertion 
of a plug-in spare element would then still be extremely 
rapid, compared with the time taken by human 
diagnosis. 

Human maintainers are likely to remain responsible 
for fault finding in relatively simple peripheral 
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equipments, and for the operation of specialized 
test logic, to establish the correct operation of the 
minimum of computer equipment to permit the 
auto-diagnostic programs to function. With time-
shared, stored-program computers, the special test 
gear and auto-diagnostic programs need not constitute 
a very significant addition to the cost and complexity 
of the overall system. 

Compared with non-automatic equipments, both 
the required number and the calibre of the routine 
maintainers is likely to be reduced. This arises from 
the small number of binary logical circuit designs 
required, from their relative simplicity and high 
reliability, and from automatic or semi-automatic 
fault indication and diagnosis. However, when 
difficulties arise which defy the automatic tests, 
maintainers of very high calibre would be required. 
New problems may arise in the selection of these men, 
their training, and the maintenance of their—in-
frequently exercised—skill and familiarity with the 
system. 

3.8.2. Design considerations 

Where much of the executive aspects of operational 
control is delegated to an automatic computer, it is 
vital that this computer should both inspire and 
deserve the utmost confidence. A great deal of 
attention must therefore be given to the storage of the 
operational rules and policy in a manner which permits 
them to be altered readily, when required, but which 
is immune from accidental change due to any electrical 
malfunctioning and has a good resistance to mechani-
cal damage. Furthermore, the computer program 
must be protected with extensive error-detection and 
'fail-safe' facilities. 
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Any installation of this type must have very full 
electronic self-monitoring and auto-diagnostic facili-
ties. Moreover, it must have sufficient redundancy in 
its basic equipment that any likely defect not covered 
by these diagnostic facilities would still permit the 
system to function—though at reduced capacity or 
sophistication—rather than causing a complete break-
down. For instance, the various sensing devices at 
each station should be fully integrated, to reduce the 
dependence on a single sensor (or its automatic data-
extraction equipment). 

Finally, the individual stations making up a control 
network should interchange all their information by 
means of appropriate digital data links, so that each 
station holds the aggregate information derived from 
all their joint sources of information. This redundancy 
ensures reasonable continuity of the overall operation, 
even if any station (or its primary data source) is out 
of action, or if it loses communications contact with 
its neighbours. 

4. Conclusion 

Experience from research on automatic radar data 
extraction provides a reasonable basis for the prog-
nostication that the application of similar principles 
to the automation of many operational functions is 
both feasible and worthwhile. The further problems 
to be solved, in applying the results of this research 
to any specific operational application, are as much in 
the fields of procedure, organization and training as 
in science and technology, and their solution depends 
on the creation of a fully integrated `scientific-user' 
team. 

Manuscript received by the Institution on 1st April 1963 
(Paper No. 854IRNA20). 

The British Institution of Radio Engineers, 1963 

(The discussion on this paper is printed on pages 327 and 328.) 

Journal Brit.I.R.E. 



U.D.C. 621.396.96: 681.32 

Automatic Radar Data Extraction by Storage 

Tube and Delay Line Techniques 

By 

J. C. PLOWMAN, m.Sc.t 

Presented at the Symposium on " Processing and Display of Radar 
Data" in London on 16th May 1963. 

Summary: The basic recognition criteria employed in the extraction of 
radar target data are described and the application of these criteria in 
human and automatic radar data extraction systems is discussed. The 
details of two experimental auto-extraction systems are given. One system 
involves the use of storage tubes and the other employs fused quartz delay 
lines as the necessary storage medium. Qualitative results with both 
systems are discussed. 

1. Introduction 

The modern surveillance radar system is required 
to give a rapid and accurate assessment of target 
position in a world of decreasing target echoing areas, 
increasing target speeds and often in an environment 
of severe clutter or interference. Further, it may be 
required to give this assessment as yet another 
contribution to data handling systems which are 
continually dealing with information from a number 
of local and remote sources. The volume of data 
available and the necessary speed and accuracy in 
handling suggests the solution of automatic handling 
of data by digital computers. 

Clearly the data extraction system associated with 
any data source, be it radar or other, should match the 
potential of that source to the capacity of the overall 
data handling system. The human operator/radar 
display combination fails to do this efficiently in a 
radar/computer environment and thus methods for 
the automatic recognition of radar signals are being 
investigated. 

This paper will deal with the basic recognition 
criteria applied to radar signals, discuss operator 
failings, and outline the salient features of two auto 
extraction systems investigated for use with pulsed 
radars. 

2. Radar Signals 

Figure 1(a) shows a radar aerial rotating clockwise 
about an axis through O. As the radiation pattern or 
'beam' sweeps across a point target T the returned 
signal from T will increase to a maximum'and decrease 
as shown in Fig. 1(b). 

The vertical lines of Fig. 1(b) represent the ideal 
returned pulse amplitudes from successive transmission 
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pulses occurring as the beam sweeps across the target 
position. The maximum amplitude of the group of 
returned signals is a function of the transmitted power 
and of the range and echoing area of the target. 

The number of returns which effectively contribute 
to a group of signals returned from a point target 
depends on the beamwidth and rotation rate of the 
aerial and on the pulse repetition frequency (p.r.f.) of 
the radar transmitter. 

The amplitude relationship of returns within the 
group, i.e. the 'shape' of the group, is a function of the 
two-way radiation pattern of the aerial. When the 
amplitudes are considered on a logarithmic scale then 
the 'shape' of this amplitude envelope remains con-
stant about its peak, irrespective of the maximum 
amplitude and assuming that amplitude fluctuations 
due to system noise, target glint, etc., are neglected 
and that a point target only is considered. Targets 

RADIATION 
PATTERN 

OR 

-BEAM. 

AERIAL 

DIRECTION OF ROTATI 

(a) (b) 

TARGET 

( 
Fig. 1. The generation of a group of radar returns from a point 

source target. 
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which are large compared with the projected area of 
the beam will not provide this shape of amplitude 
envelope. 

The duration of each return from a point target is 
determined by the duration of the transmitted pulse 
and to some extent by the bandwidth of the radar 
receiver. Returns from targets elongated in range— 
e.g. land returns may be of a duration greater than 
that of the transmitted pulse. 

3. Recognition Criteria 

From the considerations outlined above the follow-
ing criteria for the recognition of point targets can be 
laid down: 

(i) The mean energy of a group of signals shall 
exceed a threshold. 

(ii) The `shape' of the group of signals shall conform 
with that of the known two-way radiation pattern 
of the aerial within a given tolerance. 

(iii) The `duration' of pulses in the group shall be less 
than a predetermined maximum defined by the 
duration of radar transmitter pulses. 

4. Basic Data Extraction System 

In order that the above recognition criteria for 
amplitude, shape and duration can be applied it is 
first necessary to collect a beamwidth's worth of radar 
returns, which are available in serial form, and to 
present the resultant groups of returns as a whole for 
recognition. Hence the essential parts of a radar data 
extraction system are as shown in Fig. 2; that is, a 
store inspected by a recognition device. 

RADAR 

SIGNALS 
STORE 

3  
RECOGNITION 

DEVICE 

DETECTIONS 

TO 
DATA HANDLING 

SYSTEM 

Fig. 2. A radar data extraction system—basic configuration. 

The store must provide storage for signals contained 
in at least one beamwidth over the whole range bracket 
concerned, and further, it must correlate returns 
from the same range elements in successive trans-
mission periods and present the resultant groups of 
signals, range element by range element, to the 
recognition device. 

5. The P.P.I. Display and Human Operator 

This combination has long been a conventional 
data extraction system employed with radars. It can 
readily be discussed in terms of the recognition 
criteria and basic data extraction system mentioned 
above. A typical p.p.i. or `Panoramic' display of 
radar data is shown in Fig. 3. This picture is obtained 
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Fig. 3. A typical p.p.i. radar picture (1 revolution). 

on the long after-glow screen of a cathode ray tube 
(c.r.t.) by the use of suitable electronic deflection and 
`bright up' circuits. 

In terms of the basic system, the necessary storage 
medium is provided by the afterglow phosphor of the 
c.r.t. screen. The deflection and bright-up circuits 
`paint' the radar information on to this storage 
medium in a manner which ensures that data from 
corresponding range elements, in successive trans-
mission periods, are presented in adjacent storage 
areas and the plan picture so obtained presents the 
serially available radar input data to the observer in a 
coherent `parallel' form. 

The storage capacity of the p.p.i. display is, in 
general, determined by the spot size and screen area 
(i.e. by c.r.t. definition) and this capacity can amount 
to le storage elements—sufficient capacity for the 
temporary storage of point source targets in any, or 
all, of about le positions. This represents a con-
siderable amount of storage, all positions of which 
must be inspected by the operator. 

The human operator is of course the recognition 
device in this data extraction combination. The 
operator compares the information presented by 
the p.p.i. picture with memory patterns developed from 
past experience or from deduction. Briefly, these 
memory patterns demand a bright arc of a certain 
length and of a certain radial thickness, if a point 
source target is to be recognized, and its range and 
bearing assessed and passed to the data handling 
organization. Thus in the recognition process: 
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Fig. 4. Storage tube data extraction system—block diagram. 

(i) a threshold is exceeded in that the c.r.t. screen is 
brightened, 

(ii) a rough beam shape must be achieved in that the 
arc length is to be between required limits, and 

(iii) the expected pulse duration must not be exceeded. 

Hence the three required recognition criteria as laid 
down are imposed by the human recognition device 
and, for example, in Fig. 3, A is identified as a point 
source target but B and C are not. 

It should be noted that the radar cathode-ray tube 
screen is virtually an on/off device and thus all data 
is assessed against a fixed background level with an 
efficiency determined by operator temperament, 
training and fatigue. Shape information is crude and 
hence bearing accuracy can suffer. Spot size, range 
scale and deflection circuits influence the range 
accuracies achievable. 

6. Operator Failings 

The human operator fails as an efficient and eco-
nomical extractor of radar data due, in the main, to 
his slow speed of reaction and assessment, his poor 
accuracy, rapid saturation and his lack of long-term 
concentration. These failings can, to some extent, 
be combatted by limiting the sector to be inspected 
and by the provision of 'joystick' controlled markers 
interlaced with radar presentation. 

However, in spite of these and other facilities— 
resulting in the ingenious and complex display 
systems associated with powerful radars—it has been 
shown that the human operator cannot 'up date' 
tracks at a rate much greater than once per two seconds 
and also that his efficiency in the initial detection of 
new targets decreases rapidly after the first half hour 
or so. These factors would result in almost pro-
hibitive manpower requirements if the full potential 
of modern radars were to be matched to the capacity 
of a data handling system by human operator/radar 
display combinations. 
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7. A Storage Tube Auto-Extraction System 

The storage tube was initially chosen as a currently 
available storage medium for research purposes, and 
an automatic detection system was built employing 
cathode potential stabilized Emitrons, with a simple 
recognition device. 

7.1. System Diagram 

A block diagram of the storage tube systems is 
shown in Fig. 4. Automatic detection is performed by 
the use of two storage tubes: the received radar 
information from consecutive bearings sectors is 
written on to these tubes in turn. Due to the resolution 
of the storage tubes information from only a limited 
range bracket (e.g. 60 to 120 miles) and a limited 
bearing sector of 15 deg could be stored on each tube. 

7.1.1. Write cycle 

In a given 15 deg sector of aerial rotation the re-
ceived radar information (logarithmic video) is 
'written' into one storage tube, say tube A in Fig. 
4, as a range-azimuth pattern, Fig. 5(a), i.e. 
range scan vertically and bearing displacement 
horizontally. The storage tube mosaic then holds a 
charge pattern corresponding to the received radar 
data until the tube is 'read' in the next 15 deg of aerial 
rotation; tube B is then storing the incoming data. 
Thus each tube records alternative 15 deg sectors. 

Ri 

15° 

e 

(a) Write cycle. 

 60 MILES 

e 

(b) Read cycle. 

Fig. 5. Storage tube system—scanning patterns. 
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Fig. 6. Storage tube charge pattern displayed on a monitoring 
tube during the read cycles. The horizontal streaks are the 
read out signals and the bright spots are the superimposed auto-. 

detection markers. 

7.1.2. Read cycle 

During a read cycle, the storage tube mosaic is 
scanned horizontally in the bearing direction and the 
start of each scan is stepped vertically in the range 
direction in unit increments of range (Fig. 5(6)). 
Thus a charge pattern, such as at T, formed by suc-
cessive returns in the write period, produces an output 
when the read scan passes through its position. This 
output is a pulse with a shape which depends on the 
beam shape of the radar aerial. 

(a) 

7.2. Echo Recognition 

The output from the storage tube during the read 
cycle is passed into a short lumped constant delay 
line. The delay of this line is determined from the 
scan speed in the read cycle and on the beamwidth of 
the radar involved. At any instant therefore the enve-
lope of a beamwidth's worth of radar information, 
corresponding to a given range element, will be 
distributed along the delay network. If the reading 
scan happens to be scanning through a recorded 
target, this envelope will be similar in shape to the 
aerial two-way radiation pattern. 

The outputs from seven taps, situated at equal 
intervals along the delay line are routed to a network 
of comparator circuits which determine when the 
envelope is greater than a given threshold, is centred 
in the delay line and has a predetermined shape. When 
the amplitude and shape are acceptable a recognition 
pulse is generated which gates range and bearing data 
to the data handling computer. (Range and bearing 
are available in digital form from counters which are 
synchronized to the deflection waveforms used in 
the read cycle.) No 'duration' criteria was imposed 
in the experimental storage tube system. 

7.3. Results 

The system produced results which demonstrated 
the real potential of auto-detection associated with a 
suitable digital computer. These results are illustrated 
by Figs. 6 and 7. 

(b) 
Fig. 7. 

(a) Raw radar p.p.i. (10 minute exposure). 

(6) The corresponding auto-detected positional display produced by the storage tube auto-extraction system with subsequent 
processing by an associated digital computer. Correlation between radar and synthetic tracks will be noted. 
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Fig. 8. Delay line auto-extraction system—block diagram. 

Figure 6 shows, on a monitoring oscilloscope, the 
charge pattern read off the storage tube together with 
superimposed auto-detection markers. The bright 
spots are the markers and the horizontal streaks are 
the storage tube read out signals. The exposure cor-
responds to 10 or 12 aerial revolutions and the tracks 
of identified aircraft are clearly seen. 

Figure 7(a) shows a raw radar p.p.i. picture (10 
minute exposure). The corresponding output of the 
automatic detection system (after processing by the 
associated digital computer and then suitably con-
verted for display) is shown in Fig. 7(b). Correlation 
between the radar tracks and those produced by the 
auto-extraction system is readily identified. 

8. Delay Line System 

An alternative approach to the 'static' storage of 
data by storage tubes is that of `dynamic' storage as 
provided by delay lines. 

The delay line introduces a predetermined time 
delay, t, between its input and output terminals. 
Hence data entering the delay line can be compared 
with that emerging from it, and thus input data entering 
can be compared with data inserted time t earlier. By 
employing a chain of n equal delay circuits, dynamic 
storage of radar data from the n previous transmissions 
can be achieved and continual correlation of fresh 
data with that obtained in the previous n radar periods 
is possible. 

It will be recalled that the number of 'effective' 
radar returns from a point source target depends on 
the radiation pattern, aerial rotation rate and p.r.f. 
of the radar. The number of 'effective' returns is 
defined as that number required to present a reason-
able shape for the group. If the radar parameters are 
such that the period between transmissions is t and 
the number of 'effective' returns is N+1 then a chain 
of N delay circuits, each of delay t, will provide the 
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necessary storage. A system employing this principle 
is shown in Fig. 8. 

Signals from the radar receiver modulate a carrier 
frequency which is injected into the input of the chain 
of delay units—the signals pass down the chain from 
delay unit to delay unit. 

To ensure that the period between radar trans-
mission pulses is constant and equal to the delay, t, 
of each of the delay units in the chain, the radar 
trigger pulses are generated from a recirculating loop 
which includes a similar delay unit. 

Since the delay of each unit in the chain is exactly 
equal to the period between radar transmissions it 
will be seen that at any given transmission, radar 
data from N previous transmissions are held in the 
delay chain. Thus at any instant, after a given trans-
mission, the demodulated output signals appearing 
at the tapping points between delay units in the chain 
correspond to the radar returns in the same range 
element in the N previous radar periods. Hence a 
beamwidth's worth of returns for each consecutive 
range element can be simultaneously presented to the 
recognition devices. 

8.1. The Delay Unit 

8.1.1. Requirements 

The use of a chain of delay units necessarily implies 
very accurate delay timing in each unit since, for 
example, time coincidence (within + 0.1 Its) of a 1 its 
pulse at the nth tap with a pulse of similar duration 
at the input is necessary. The delay time from input to 
Nth output can be say 10 milliseconds or more and 
thus a delay accuracy of at least 1 in 105 is required. 
Further it is also necessary in each delay unit to main-
tain an accurate gain of unity throughout the dynamic 
amplitude range. This ensures that there is no un-
acceptable build-up, or decline, of amplitude as a 
signal passes along the chain. 
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Fig. 9. Delay line unit. 
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8.1.2. Configuration 

These considerations lead to the choice of ultra-
sonic fused quartz delay lines as the delay elements. A 
delay of roughly 2 ms can be obtained by a 'double 
decker' fifteen-sided polygon construction as illu-
strated in Fig. 9(a)—all sides are accurately ground to 
+ 3 seconds of arc, and the upper and lower 'decks' 
are connected by a corner reflector. 

Ultrasonic waves, with a carrier frequency of about 
30 Me/s, are launched in the shear mode by quartz 
crystal transducers bonded to a given face on one 
deck of the polygon. The waves traverse an elaborate 
zigzag path by multiple reflections within the quartz 
block until they are eventually detected by a receiver 
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(a) Line configuration. 
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transducer cemented to the same face on the other 
deck of the block. 

8.1.3. Delay stability 

The delay of a line depends to some extent on 
temperature. The type of line described has a delay 
time/temperature coefficient of approximately 1 in 104 
per deg C and hence each delay line is individually 
temperature controlled to + 0.1 deg C. This control 
is achieved by maintaining each line at about 10 deg C 
above a common oven temperature of about 55 deg C. 
The individual temperature control is used to effect 
small adjustments to delay time and so correct the 
manufacturing tolerances. A delay line in its housing 
is shown in Fig. 9(b). All delay lines including that in 
the p.a. loop are housed into a common oven cabinet. 
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8.1.4. Gain stability 

Each delay line introduces a loss of about 60 dB— 
due in the main to transducer losses. This loss is 
regained in a wide band amplifier which is associated 
with each line. The output of this amplifier feeds the 
next line in the chain. A delay line—amplifier com-
bination is referred to as a delay unit. 

Gain stability is achieved by automatic gain control 
and the tight linearity specification is met by suitable 
amplifier design. 

The bandwidth of a delay unit (including amplifier) 
is approximately 10 Mc/s about a centre frequency of 
30 Mc/s, and a flat response in the pass-band is 
achieved by individual equalization circuits associated 
with each delay line. 

8.2. Application of Recognition Criteria 

The recognition criteria of amplitude, shape and 
duration as described earlier are continually applied 
to the group of N + 1 outputs simultaneously presented 
to the recognition circuits by the demodulators 
attached to the tapping points in the delay chain. 

8.2.1. Amplitude 

It will be recalled that with the p.p.i. display the 
amplitude of a signal group was assessed against a 
fixed background due to the on/off characteristics of 
the display. Delay line storage however permits the 
weighted amplitude within a signal group to be 
assessed against the mean background level of its 
immediate environment. 

This can be achieved as shown in Fig. 10(a) by 
arranging that the outputs (w) from all the taps are 
added together thus obtaining the mean amplitude, 

N 

GI +1 1 , a)n) 
n=0 

This resultant amplitude is now passed down a 
chain of P short lumped constant (LC) delay lines 
where each delay in this chain is equivalent to one 
range element. This delay chain will at any instant 
contain the mean amplitudes obtained from P con-
secutive range elements. The mean of the sum of the 
outputs at all the taps in this chain, 

N 

(P +1 . (e")) 

/ 1 

r =0 n=0 r 

provides a measure of the mean amplitude in an area 
of (N+ 1) radar periods (in bearing) by (P+ 1) 
elements in range. 

Now if the centre tap of the chain of P lines is not 
connected to the range summation circuit then the 
output of this circuit is a measure of the mean ampli-
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(b) Explanatory diagram. 

Fig. 10. Signal amplitude and background comparison. 

tude of the area surrounding the range 'slot' repre-
sented by the centre tap, as is shown in Fig. 10(b). 
Signals in the 'slot' do not contribute to the background 
measurement and the output from the centre tap is a 
measure of the mean amplitude of the signal group in 
the slot—and thus if this output is compared with that 
of the range summation circuit then the mean signal 
amplitude is being compared with the mean of the 
local background, i.e. with a floating threshold, 
which must be exceeded by a preset amount to meet 
the amplitude criteria. 

The above simple description serves to indicate the 
principle of the floating threshold. In a practical 
realization of this concept several sophistications 
might be employed such as optional emphasis of the 
background and weighting of the individual values 
in the group for determination of the weighted ampli-
tude in the 'slot', etc. 

8.2.2. Beam shape discrimination 

Simultaneously with the amplitude assessment 
described above the 'shape' of the incoming group of 
signals from the delay line demodulators is compared 
with a voltage 'template' representing the two-way 
radiation pattern of the aerial. 

323 



J. C. PLOWMAN 

It is necessary to use a logarithmic radar receiver 
when beam shape is to be recognized since this ensures 
that the shape about the peak is independent of the 
mean amplitude of the group of target returns. 

When an incoming group of signals is of perfect 
shape and is centred in the delay line chain, then the 
only difference between this group and the cor-
responding template voltages will be due to the 
difference in relative mean amplitude, since the tem-
plate represents a fixed amplitude signal, correspond-
ing to x dB about the tip of the beam. Thus, to obtain 
a zero error between a perfect incoming group and 
the template, it is necessary to "normalize" the 
incoming group (by subtracting its mean amplitude) 
to the same level as the template before determining 
the error. 

Since the template is arranged to correspond to a 
perfect shape centred in the delay chain then, when a 
'perfect' group moves down the delay chain, the resul-
tant error will decrease to zero as the group shape 
passes through the centre and will then increase again. 
Thus, although the best 'fit' is obtained with the signal 
group central in the delay chain, fairly good fit indica-
tions can occur one radar period earlier or later and 
precautions must be taken to reduce the generation 
of multiple 'fits' to a minimum. 

8.2.3. Beam shape discriminator circuits 

A block diagram, shown in Fig. 11, illustrates a 
method of beam shape discrimination designed to 
meet the above requirements. The template is generated 
as a series of negative voltages —10 to —2N. These 
voltages are permanently connected to a series of 
analogue adding networks which receive their inputs, 
coo to coN, from the demodulators associated with the 
delay chain. Thus in this series of adding circuits 2, 
is subtracted from the signal input, co,, from the ith 

4)0 *  

ADD 

40i • e  1 

-X, ADD 

(etc) 

(00.x0) 

  ADD 

ADD 

ADD 

(etc ) 
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tap of the delay chain. The resultant outputs (wi — 2) 
are now summed and a mean taken to give a measure 
of the mean amplitude of the input group and hence 
to provide the 'normalizing' voltage: 

VN = N+1 
1 

N 

1-0 

In a second series of analogue adders this negative 
normalizing voltage is added to each (co — 2) term and 
thus the output from each of these adders gives a 
measure of the error between the input amplitude 
concerned and the corresponding template value. This 
error can be positive or negative and hence the output 
of the jth second adder is given by 

ei = K (a) — — 

1 

N+1 

N 

=0 

(wi - Âi)) 

where Kj is a weighting factor dependent on the slope 
of the input/output characteristic of the logarithmic 
receiver at points corresponding to 2; in the template. 
This factor partially linearizes the individual errors 
and hence reduces the significance of errors resulting 
from the outer constituents in the group of signals. 
The factor assists in the detection of weak signals in 
noise. 

The resultant instantaneous total error in shape of 
the input signal group is given by the sum of the modu-
lus of all the constituent errors, i.e. 

E = 

N 

=0 
[a)l  1N+1 

1=0 

- 2,)] 

This result is provided by the use of two summation 
amplifiers as shown. 

- Ntl e (0; 

PULSE 
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DELAY h.." 

UNIT 

Fig. 11. Beam shape assessment—block diagram of the circuit involved. 
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• --

Fig. 12. A typical group of returns from an aircraft (logarithmic 
radar video with recognition pulse superimposed). 

The analogue computer which evaluates the above 
expressions is in practice a simple combination of d.c. 
restoring and resistor networks associated with three 
multi-input see-saw amplifiers. The whole device 
can be accommodated on two printed circuit cards 
each about 10 in by 7 in (25 cm x 18 cm) if transistor 
circuit techniques are employed throughout. 

The circuit arrangements are such that a perfect 
fit, i.e. zero error, gives an output of — 5 V. A poor 
fit, due to receiver noise inputs, is the normal state of 
affairs and thus a good fit is indicated by a negative-
going pulse which exceeds a normal level of about 
— 2 V. This negative-going pulse is known as the 
'fit' pulse and it must exceed a preset threshold if it is 
to be accepted as a potential recognition. 

8.2.4. Pulse duration 

The application of this criterion will not be described 
in detail and it will suffice to say that the duration is 
checked by means of a short preset delay circuit 
which inhibits further action if the pulse duration is 
greater than expected. 

8.2.5. Multiple fit rejection 

The amplitude of a 'fit' pulse is a measure of the 
'goodness of fit' of the group of signals under inspec-
tion at any instant. Acceptable 'fits' greater than the 
'fit' threshold may be produced when the group of 
signals is displaced one or more taps (radar periods) 
from the central position in the delay chain—how-
ever the best fit will be obtained when the group is 
centred. 

To prevent all fit pulses becoming potential recogni-
tions, the amplitude of the fit pulse is retained through 
the pulse width checking stage, and the pulse is passed 
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via a gate G to a delay unit—the delay of which is 
equal to one radar period. The output of this delay 
unit is compared with the input. If the input is greater 
than the output (i.e. this fit is better than that obtained 
one radar period earlier) then no 'best fit' pulse is 
generated. If the output of the delay unit is greater 
than its input then this input is inhibited by gate G 
and a 'best fit' pulse is generated. 

8.3. Recognition Pulse Generation 

The 'best fit' pulse suitably delayed is used to 
strobe the signal/background amplitude comparator 
and if the amplitude criterion is met during this 
strobing period then a 'recognition pulse' is generated. 

An example of a typical beam shape obtained from 
an aircraft is shown in Fig. 12. The gated output of a 
logarithmic receiver has been photographed: the 
general background level due to receiver noise extends 
to some 15 dB above the mean logarithmic noise 
level denoted by the base line. 

The downward vertical line following the signal 
group in Fig. 12 is a recognition pulse indicating that 
the group has been automatically detected. 

8.4. System Performance 

Briefly the following general results can be stated. 

(i) The automatic system has been shown to be no 
worse than alert human operators in initial 
detection performance. 

(ii) The automatic system will detect aircraft returns, 
after initial detection, with a probability 

Fig. 13. Delay line auto-extraction system p.p.i. display of raw 
radar (1 revolution) with superimposed recognition pulses. Note 

the scarcity of detection in weather clutter areas. 
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Fig. 14. Delay line auto-extraction system—off-centred radar Fig. 15. Delay line auto-extraction system. Auto-detection 
picture with auto-detection markers (several aerial revolutions), markers only (several aerial revolutions). 

sufficiently high to permit automatic track 
generation by an associated general purpose 
computer. 

(iii) The floating threshold provides a marked im-
provement in the rejection of unwanted clutter 
detections. 

Auto-detection of raw radar returns is illustrated in 
Figs. 13, 14 and 15. 

Figure 13 shows one radar revolution on a p.p.i. 
display. The radar picture shows heavy weather 
clutter conditions. The small radial markers are 
produced by the auto-detection circuits and in effect 
'tick' every radar signal group that is automatically 
recognized. The scarcity of detection in the clutter 
blocks is illustrated. 

Figure 14 shows an off-centred radar picture of 
several aerial revolutions with auto-detection pulses 
superimposed. This picture, and that of Fig. 15 
which shows auto-detection pulses alone, illustrate the 
very real possibilities of automatic track compilation 
from auto-detected data. 

9. Conclusion 

The recognition pulses, as they are generated by the 
auto-detection equipment, gate range and bearing 
counts in digital form into an associated computer 
via a suitable buffer store which smooths the data 
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flow to the computer. The computer sorts the new 
data against data already received and compiles the 
necessary tracks. Thus the object of adequately 
matching the potential of the radar source to the 
capacity of an automatic data handling system is 
achieved. 

It is believed that an auto-extraction/general-
purpose digital computer system could cope with the 
normal radar environment adequately and also with a 
number of clutter and interference situations. How-
ever situations can be envisaged in which, with the 
present state of the art of auto-detection, man still has 
a useful part to play. The human being, with his 
highly developed sense of pattern recognition, is able 
to absorb and interpret the overall radar presented to 
him more readily than the machine. He is therefore 
suited to tasks such as inhibition of detections in 
selected areas, tracking selected targets through 
difficult environments and the rapid recognition of 
interference, etc. 

The combination of an auto-extraction machine 
with limited human support is believed to provide an 
efficient and versatile radar data extraction system. 

Manuscript first received by the Institution on 1st April 1963 
(Paper No. 8551 RNA21). 

© The British Institution of Radio Engineers, 1963 

(The discussion on this paper is printed on pages 327 and 328.) 
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DISCUSSION 

Under the Chairmanship of Mr. A. St. Johnston 

Mr. D. H. R. Archer: I believe that there is a logical 
error in Mr. Benjamin's calculation of the number of 
potential echo positions, since the validity of the assump-
tion that each target will overlap a specified number of 
increments in bearing elevation and amplitude is dependent 
upon the truth of an implied assumption concerning the 
radar characteristics. 

Be that as it may, the calculation itself seems to me to be 
of small value, since the discrepancy between the number 
of targets which a radar could handle and that which it is 
required to handle under any conceivable set of opera-
tional circumstances is so enormous. I should have pre-
ferred to hear an argument which took as its starting 
point a maximum practical situation. That, after all, is 
bad enough—but it may well be found that a practical 
solution exploiting the full practical capability of a radar 
would be less exacting than that required to exploit the 
full theoretical capability. 

Mr. R. Benjamin (in reply): If we wish to detect all new 
targets promptly, and to extract all potential information 
concerning them, we must maintain an independent watch 
on each resolvable generalized 'space element' in which a 
new target might arise. In practice we may have a prior 
knowledge which restricts the space in which new targets 
may arise to only part of the surveillance volume. Also, 
at the expense of some degradation in detection per-
formance, several intrinsically resolvable 'space elements' 
may be jointly observed for initial detection. At the 
further expense of some loss of time, the detailed informa-
tion may then be abstracted afterwards, provided the 
target information is adequately correlated from one radar 
'frame' to the next. However, few present-day surveil-
lance radar data-processing systems get within striking 
distance of abstracting all the potentially available in-
formation on a target, once that target has been detected. 

The section of the paper to which Mr. Archer refers, 
deals with the search for new targets. If we are concerned 
with tracking targets whose existence is already known, the 
relatively small number of those targets and the various 
`redundancies' enumerated in the paper further ease the 
situation. However, even the exploitation of these factors 
does not permit the unaided human operator to realize 
anything approaching the flow of relevant and valuable 
information potentially available from the radar. 

Mr. R. N. Lord: Man as a data processor is quite com-
petent, his drawback is the effect of tiredness. The problem 
is well covered in the recent AGARDograph No. 60 
"Man and Radar Displays" by C. H. Baker. 

Mr. Benjamin (in reply): It is agreed that man, at his 
best, is extraordinarily good at pattern recognition and at 
making the best use of his limited rate of information 
acquisition, but that fatigue and inattention make it hard 
for him to maintain his optimum performance under 
conditions of prolonged routine duty. 

Dr. D. E. N. Davies: On the subject of the potential 
data rates of both radar systems and humans as discussed 
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by Mr. Benjamin, there appear to be two approaches 
in trying to match the system and human together. 
The first, described by Mr. Benjamin is to filter the radar 
data and present only what is relevant to the human. 
An alternative approach might be to consider a radar 
system which had a far lower potential data rate. Clearly 
the resolving power of the radar could not be sacrificed 
but there is no real need in many radar applications to 
handle more than about 100 or 200 targets. This repre-
sents a large reduction of potential data rate. The prop-
erties of such a radar would then be similar to those 
of a radar data extraction system for use with narrow 
band radar data transmission. Furthermore if it were 
possible to realize such a low data rate system, the noise 
bandwidth could be theoretically reduced with a consequent 
potential for improvement in range performance. 

Mr. Benjamin (in reply): The philosophy put forward by 
Dr. Davies is logical and attractive—but not often com-
patible with our present-day boundary conditions. The 
requirements of range performance, resolution of closely-
spaced targets, anti-clutter performance, target-size dis-
crimination and tracking accuracy normally prescribe the 
aerial gain (at the given frequency), and the same factors 
(except for range performance) may define the range-
resolution. The need for the prompt detection of new 
targets, together with the requirement to establish and 
thereafter maintain the target velocity and track identity, 
continuity and accuracy may specify the data rate. 

The segregation of detection from target analysis and 
tracking would permit a quasi-inertialess radar scan to 
match the radar operation, on those targets whose existence 
has been detected, to the configuration of these targets and 
to related operational criteria. However, this matching 
process itself would probably depend on automatic data 
extraction for its operation, and it is not directly applicable 
to the search for new targets. 

Mr. G. D. Rhodes: The problem of radar capacity is 
important in calculating peak rates, but a completely 
bright screen conveys zero information in the same way 
as a completely blank screen. A 1 : 1 mark space ratio is 
the optimum and means that the maximum information 
is not equal to the total number of quanta but is divided by 
two for each dimension considered. Can the authors 
comment ? 

The amplitude, shape and pulse length have been men-
tioned as criteria for target detection. Can the authors 
indicate any numeric 'factor of merit' which can measure 
the overall effect of these variables? 

Mr. Benjamin (in reply): Each independent space element 
returns an independent signal to the data processor. If 
all of them are empty—or full—this does indeed convey 
significant information. 

If each space element were occupied by a discrete target, 
this would not result in a uniform energy density. Each 
target would produce a taper in amplitude over its resolu-
tion cell in range, bearing and elevation, reflecting the 
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transmitted pulse shape and the horizontal and vertical 
radiation patterns of the aerial (subject to various disturb-
ing phenomena). Furthermore, the targets would not 
all be of the same amplitude. Finally, in the overlap 
zones, the instantaneous combined signal amplitude would 
vary, within each echo pulse, in accordance with the 
instantaneous r.f. phase relation between two partial 
returns differing in amplitude, fine range and Doppler 
velocity. 

The limited dynamic range and resolution of a p.p.i. 
display may preclude the direct presentation of all these 
phenomena, even for a single-beam radar, but the informa-
tion is nonetheless available at the output terminals of a 
radar receiver of adequate bandwidth. However, let us 
suppose that we are using a p.p.i., and that each echo 
produces a uniform arc of standard brilliance on this 
display; furthermore, let us assume that we require to 
resolve discrete echo centres (and not merely deduce that 
all resolution cells within a given area are occupied by 
targets). Even on this basis, adjacent echoes need be 
separated in bearing and range only by a 'black' gap 
corresponding to one p.p.i. spot diameter, not by one 
radar beamwidth or pulse length. 

Finally, the paper discusses the problem in terms of the 
discrimination and resolution achieved by the radar. 
Surely the total discrimination (and similarly the total 
resolution) in orthogonal dimensions, is the product of the 
constituent discriminations (or resolutions) in each of 
these dimensions. Mr. Rhodes may wish to define these 
parameters in terms of the radar pulse length and modula-
tion characteristics and its beam shape and angular pulse 
spacing. But this has no direct bearing on the validity of 
the argument presented in the paper. 

Mr. J. C. Plowman (in reply): A 'figure of merit' as such 
for the detection probability of weak signals in noise is not 
available. Obviously the signal to noise ratio for, say, 
50% probability of detection with any detection system— 
human or otherwise—depends on the parameters of the 
radar involved, and auto-detection systems have been 
shown to be no worse than human operators in this respect. 
Beam shape and pulse length are useful to reduce clutter 
and improve accuracy, they do not contribute positively 
to detection against a background of Gaussian noise. 

Mr. P. R. Joanes: One must be extremely grateful to 
Mr. Plowman for his admirable discourse on the important 
aspect of automatic radar data extraction and his choice 
of subject matter in the time available. Nevertheless, I am 
sure he would agree with me that since the practicability of 
the system depends on the technological considerations 
governed by the physics of the delay lines, there is some 
interest in pointing out to the Symposium, some of the 
difficulties that have been met. In a system of cascaded 
delay lines, considerations apply which are similar to that 
of a communication system. Among these difficulties may 
be listed, the requirement of frequency multiplexing in a 
somewhat arbitrary transmission medium, the preserva-
tion of signal to noise ratio, the possibility of cross talk 
at v.h.f. across a complex system within a confined space 
and the need for very strict linearity and stability conditions 
for an analogue device working in conjunction with a 
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digital computer. By no means the least consideration has 
been the admirable and unique compromises in delay line 
design by Mr. C. F. Brockelsby and his team. 

Mr. W. R. Daniels: In view of the general trend in 
electronics for smaller equipment and less power consump-
tion, how do storage systems by means of delay lines and 
storage tubes compare? 

Mr. Plowman (in reply): Size and power consumption 
have not been major items for consideration in the investi-
gations described. The choice of auto-detection system is 
more affected by the parameters of the radar involved than 
by size and power consumption factors—both of which 
are normally insignificant compared with those of the 
radar installation. Operationally, storage tubes have poorer 
life, resolution and stability than delay lines, but they need 
less specialized development, do not require a stable pulse 
repetition rate, and are adaptable to a wide range of beam-
width, scanning speed and pulse repetition rate. 

Mr. G. J. Jones: In the case of a minimum detectable 
fluctuating target, what advantage does Mr. Plowman 
claim in using the beam shape as one of the criteria for 
detection, compared with the system of using only ampli-
tude and beamwidth as the criteria? 

Mr. Plowman (in reply): It is considered that the beam 
shape criteria enables better bearing accuracy to be 
achieved than is possible with a `beamwidth' criteria. 
The beam shape criteria also does provide a marked 
discrimination against large clutter signals and further it 
has been found that shape variations of large signal groups 
from aircraft, when examined on a logarithmic scale, are 
not as significant as might be expected, and these shape 
variations result in an insignificant loss in probability of 
detection when visual detection is 100%. 

Mr. R. N. Lord: Would Mr. Plowman indicate the effect 
of requiring several successive pulses for recognition on 
the probability of detection of the target? 

Mr. Plowman (in reply): Acceptance of a single strong 
pulse as a target would leave the system excessively 
vulnerable to impulsive interference. 

Dr. D. E. N. Davies: The system described by Mr. 
Plowman correlates the envelope of the received pulses 
with the two-way directional characteristic of the aerial. 
I should like to ask Mr. Plowman whether there is any 
advantage to be gained in the form of improved angular 
accuracy, from the use of a split-beam type of directional 
characteristic as used in some direction-finding systems. 

Mr. Plowman (in reply): Regarding Dr. Davies' question, 
I am afraid I am not acquainted with the direction finding 
systems to which Dr. Davies refers—however if the system 
provides a split beam which rotates past a target position 
and hence produces an envelope of returns which has a 
'shape' determined by the aerial radiation pattern then I 
do not believe that improved bearing accuracy will be 
achieved. 

If, however, the split beam technique is employed in a 
tracking radar then beam shape auto-detection techniques 
cannot be used, since the beam does not sweep through the 
target position. 
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Summary: The way the medium controls sound reception in shallow water 
is discussed generally, and illustrated by some North Sea experiments 
with explosion sources. The ray and mode theories are introduced, and it 
is shown where it is convenient to change from one to the other. Trans-
mission loss is the most important parameter, and is least around 200 c/s. 
Time dispersion is mainly due to the dispersion in the vertical arrival 
angle. Large fluctuations are observed when using a continuous wave 
source. The propagation is dominated by the characteristics of the two 
boundaries. 

1. Introduction 

This paper describes the way the shallow-water 
medium controls the reception of sound; i.e. such 
characteristics as transmission time, transmission 
loss, arrival angles, the dispersion in the arrival time 
of a pulse, and the fluctuations in the level of a pure 
tone signal. It is convenient to define water as 
'shallow' if the depth is less than 100 fathoms and 
this paper is intended to be a practical account which 
points out some of the things of importance, but, for 
lack of time, does not go into much detail nor very 
deeply into theory. Much of it is not new. It is 
essential to include examples, and most of these are 
taken from some early North Sea experiments. 

2. North Sea Experiments 

The experimental results will be stated as relevant 
through the paper, but it is worth introducing the 
experiments briefly. An area of exceptionally constant 
water depth (about 40 fathoms) was chosen on the 
Great Fisher Bank in the Central North Sea, running 
north from 56° 05' N, 03° 15' W. It was hoped that 
the area would show a simple behaviour acoustically, 
which could be used to check various theories of 
transmission, but the hopes for simplicity were not 
fully realized. It was visited three times in 1954, in 
order to cover a range of thermal conditions. R.R.S. 
Discovery II acted as the receiving ship, and the 
acoustic sources were mostly small underwater 
explosions fired by one of H.M. ships. Sound recep-
tion was investigated as a function of range and depth, 
concentrating on the eight octaves in the frequency 
range 25 c/s to 6.4 kc/s. These frequency limits are 
mainly set by the source, the explosion energy is 
relatively small at higher frequencies and the source 
behaviour is complicated at lower frequencies.' 
Transmission varies considerably as one goes through 
this frequency range, so that no one octave is truly 

t Admiralty Research Laboratory, Teddington, Middlesex. 
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representative—however the examples here have been 
drawn from one of the middle octaves (400-800 c/s 
referred to as 560 c/s). Many auxiliary observations 
were made. It is hoped soon to publish a full report on 
these propagation experiments and on the North Sea 
bottom characteristics. 

3. Simple Theories 

Sections 3.1 and 3.2 outline the well-known theories 
which are compared in Section 3.3. 

3.1. Ray Theories 

The best-known solution of the wave equation is in 
terms of rays. In an ideal ocean; which is unbounded, 
homogeneous and loss-free, sound spreads out 
spherically. The source and the receiver are connected 
by a single straight-line ray. The next stage of compli-
cation is that there can be multiple rays, due to reflec-
tions from the surface and the bottom of the sea. If 
the sea is inhomogeneous (e.g. layered) the rays will 
be curved, and in fact the concept of a ray is now only 
an approximation—though often a good one. In 
general there are losses, both in transmission through 
the medium and on reflection from the boundaries. 
The bottom interface may sometimes be treated as the 
plane boundary between two ideal fluids, when the 
Rayleigh reflection laws will be obeyed. Provided the 
sound velocity in the bottom material is greater than 
that in the water there is no loss at small grazing 
angles, but beyond a critical angle the losses rise 
rapidly. The energy incident on the bottom at angles 
below the critical angle is trapped, so that there is a 
channelling or guiding of this energy to give a 
cylindrical spreading law. 

3.2. Mode Theories 

At long ranges there are a large number of ray 
arrivals, and in addition the phase relations between 
the arrivals become important. A more convenient 
form of the solution of the wave equation is in terms 
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of the normal modes of propagation. It is necessary 
to remember that there is a phase change of IC at the 
free surface, with a lesser but variable change at the 
bottom. The classic treatment of this problem is due 
to Pekeris.2 The approximate treatment described 
here is possible because, for angles up to the critical 
angle, the bottom interface may be replaced by an 
equivalent free surface lying just below the real 
bottom.3 The distance below the bottom is almost 
independent of angle, and typically equal to about 
three-quarters of a wave-length. However the distance 
is not independent of frequency, which must be 
remembered in any group velocity calculations. (This 
is most important for the ground waves, which will not 
be discussed.) Consider therefore the wave equation 
for propagation between two parallel free surfaces, 
taking the two-dimensional case but remembering 
there is really an additional cylindrical spreading 
term. The solution may be obtained as the sum of a 
number of modes, and there is a limited number of 
discrete modes which have real phase constants. 
Mode amplitude varies sinusoidally with depth, the 
nth mode has n pressure maxima. A given mode may 
also be represented by the superposition of two plane 
waves of grazing angle (/), one upgoing and one down-
going. On reflection one of these waves is converted 
into the other. The phase velocity of a mode is greater 
than the free space velocity c; it is given by the velocity 
of the point of intersection of one of the equivalent 
plane waves with one of the boundaries, i.e. c sec 0. 
The angle 4, is related to wavelength and enhanced 
water depth H by 

sin = —2H 

• 

• 
PRESSURE- RELEASE SURFACE 

PRESSURE- RELEASE BOTTOM 

• 

• 

Fig. 1. The image concept. 
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Fig. 2. Arrival angles. 

The above mode theory is in its simplest form, but 
many workers have shown that it is possible to extend 
it to cases where the sound velocity depends on depth. 
It is also possible to extend either ray or mode theory 
to the case of varying water depth.' 

3.3. Choice of Ray or Mode Concepts 

For a given shallow water situation there is the 
choice of using either the ray or the mode concept. 
In the literature the advice given is only qualitative— 
to use rays for deep water, high-frequencies and short 
ranges; and to use modes for shallow water, low 
frequencies and long ranges. It is desirable to make 
this quantitative, and a special case will be treated 
initially, having iso-velocity water between two plane 
parallel free surfaces. Figure 1 shows a third way of 
looking at this problem, in terms of the images due to 
reflections at the surface and bottom. The polarities of 
the images alternate, due to the phase changes on 
reflection. The line of images acts rather like a simple 
line source, insofar as both tend to produce cylindrical 
spreading. It may be seen that the average difference 
in arrival angle between neighbouring low-angle rays 
is 

(2) 

where r is range. 

The line of images also behaves like a line array of 
projectors, or a diffraction grating of spacing 2H, in 
that there are certain preferred directions in which all 
the images add coherently. These directions are given 
by eqn. (1), and are in fact the directions of the 
equivalent plane waves which constitute the modes. 
The average difference in angle between neighbouring 
low-order modes is 
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A(/) 42H  (3) 

The angles for the rays and modes are drawn in 
Fig. 2, note that in general there is no simple relation 
between the two sets of angles. This is because the 
ray and mode concepts are quite different in nature: 
rays imply a source at some finite distance and curved 
wavefronts, whereas modes are essentially plane wave 
concepts valid asymptotically at very long ranges.' If 
one adds up the ray or image contributions an exact 
solution is obtained, though for short ranges the effect 
of the higher-order images is very small and the 
practical calculation is manageable. At long ranges 
the necessary number of images is very large, and since 
it is strictly necessary to take account of phase the 
calculation becomes unmanageable. Similarly an 
exact solution can be obtained by adding up all the 
modes (including in the general case Pekeris' 
branch-line integral), but at long ranges in practice 
only the propagating modes need to be considered. 
Close in the mode solution contains many more 
significant terms and becomes unwieldy. Thus in 
this special case both the ray and mode solutions can 
be exact, both can in fact be transformed into the 
other, and the choice between them is only a matter 
of convenience or of minimizing computation. 

Equations (2) and (3) show that the average angular 
spacing of low-order arrivals is the same for ray and 
mode concepts at a range given by 

2H2 
r = — (4) 

As already discussed each mode has two angles and 
two plane waves associated with it, but there is only 
one arrival. The range for approximate equality in the 
number of low-angle arrivals is therefore 

H2 
r 

The lower-angle arrivals are the most important ones, 
in the practical case the effective angular limit may 
occur at the critical angle for both rays and modes. 
Thus below the range limit of eqn. (4) or (5) there are 
less effective ray terms than mode terms, and vice 
versa above the limit. It is convenient but not obliga-
tory to change over from the idea of rays to that of 
modes at one of these limits. Since it is only a matter 
of convenience it is permissible to use either the eqn. (4) 
range based on the angle criterion, or the eqn. (5) 
range based on numbers of arrivals. The choice 
depends on the purpose, and although the latter is 
preferred there could be a bias towards eqn. (4) since 
ray calculations are easier than mode calculations. 

As the source and receiver depths are varied there 
may be occasions when certain ray arrivals come in at 
the same time, and also occasions when certain modes 
are not excited (there is no permitted zero-order mode 
at all with two free surfaces). There is also the coinci-

October 1963 

(5) 

dence that with source and receiver at half-depth the 
ray and mode angles and arrival times are identical at 
the range of eqn. (4), provided the low-angle approxi-
mation is used. In the practical case too there is a real 
sea-bed, real sea-surface and a real water structure to 
contend with, and there is a discussion on observed 
time dispersions in Section 5. However, the eqn. (5) 
change-over range is only one of convenience, so that 
its use in most circumstances is permissible. 

If either the ray or mode approach are used with 
approximations there may be other limits where it is 
not only convenient but obligatory to change over to 
the alternative approach. For example a ray method 
with incoherent addition of arrivals cannot be used 
when all the effective ray angles are less than the angle 
for the first mode. 

It may be seen that eqn. (5) is almost identical with 
that giving the limit of the Fresnel zone surrounding 
a linear array of length H. It may also be expressed in 
other ways, e.g. as the discriminant H2/1r or as the 
critical water depth 

H = (.1r)*  (6) 

It could be said that eqn. (6) provides a better defini-
tion of acoustically shallow water than the 100 fathom 
limit quoted above. However 'shallow-water pro-
pagation' is not identical to 'mode propagation' and 
one sometimes gets the typical shallow-water-type 
propagation even for depths greater than the eqn. (6) 
limit, though it is always necessary that there should 

4000 6000 9000 
DEPTH IN METRES 

Fig. 3. Histogram showing distribution of ocean depths. 

be effective paths involving very many bottom bounces. 
Acoustically the usual distinction between deep and 
shallow water is rather unsatisfactory. The real 
justification for the distinction comes from the bimodal 
distribution of depths in the ocean rather than from 
the physics of the problem (see Fig. 3 based on ref. 5). 
Intermediate depths are encountered on the Conti-
nental Slopes and Continental Rises, but form only a 
small part of the total oceanic area. 

Take as an example 560 cis sound in the North Sea 
area. The wavelength is about 9 ft, and under iso-
velocity conditions the angle 4) for the first mode is 
just over 1 deg. The eqn. (5) range of convenience for 
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Fig. 4. 560 c/s transmission curves for the North Sea. 

the ray-mode change-over is about one nautical mile. 
From refraction shooting the bottom velocity is about 
l - 17 times the water velocity, corresponding to a 
bottom critical angle of about 30 deg. Presuming a 
smooth sea surface there should be 25 possible pro-
pagating modes. 
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4. Transmission Loss 

To a first approximation the levels at long ranges 
may be predicted by assuming spherical spreading out 
to some range and then cylindrical spreading. The 
change-over range is given by H/20cri, where Oct" is 
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the effective critical angle.' In addition there is the 
bulk absorption in the medium, and the attenuation 
due to second-order losses at an absorbing bottom, 
due to a coupling into shear waves at rigid rocky 
bottoms, and due to scattering at both boundaries. 
The magnitude of the losses is very important, and 
there is some discussion in the literature (see especially 
refs. 7 and 8 for the losses at an absorbing bottom). 
Note that the higher modes will usually lose energy 
faster than the others, both because they have a 
greater grazing angle at the bottom and because their 
equivalent plane waves hit the bottom more often. 
If there are many modes present it may be shown that 
a mode attenuation proportional to Om should lead to 
a transmission law of intensity proportional to 

The proof for this relation may be briefly indicated 
by considering transmission from ri to r2 in a medium 
of constant depth. The cylindrical spreading or r' 
law will multiply the intensity by the factor r1/r2. It 
will also be multiplied by 4)2/4)1 where /) is the range 
of angles effective in carrying energy. At ri the limit 
of effective angles 01 will be determined by the angle 
at which there is appreciable attenuation, and approxi-
mately this same attenuation should determine the 
limit 1)2 at r2: 

r101 'n = r202 in 
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(7) 

The total attenuation may be written 
r Çb =  (ri)0+1/m) 

\r2/ 
One example of the law is for m 2 when intensity 

is proportional r-312. The author considers however 
that there is no experimental evidence for such laws 
holding over any appreciable range interval. The only 
power laws for which there is much evidence are the 
cylindrical spreading law, spherical spreading law, 
and perhaps the dipole r -4 law. The spherical law, 
the ubiquitous 6 dB per distance doubled, turns up for 
a variety of reasons in many places where it is not 
expected—and where it has no right to be! 
Note that shallow-water losses are greater in sum-

mer than in winter. This is because summer heating 
causes conditions of downward refraction, leading to 
a larger number of bottom bounces at steeper angles. 
These seasonal effects have in fact been known since 
the first World War, from observations on underwater 
bells.' 

In Fig. 4 some 560 c/s measurements are presented, 
showing the dependence on range at three seasons of 
the year. The density of energy flux for an octave band 
is measured and reduced to a spectrum level; this 
quantity for a charge should be comparable to inten-
sity spectrum level for a continuous source. In Fig. 5 
the results have been converted to transmission loss 
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560 c/s anomaly curves for the North Sea. 
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by assuming a 560 c/s source level of + 3.2 dB re. 
1 erg/cm2/c/s at 100 yd, and then corrected for cylindri-
cal spreading. Note first the seasonal differences, to 
be discussed in section 8. Next look at the shapes, 
which are not too far off straight lines. If one forces 
a straight line fit for ranges beyond about 5 miles, the 
attenuations deduced vary from only 0.18 dB/mile in 
April with isothermal conditions to 0.48 dB/mile in 
August with strong layering. For the reasons to be 
given in Section 7 it is dangerous to read too much 
into the shape of transmission curves, but the Fig. 5 
curves are surprisingly linear. There is only a slight 
tendency for them to curve upwards, corresponding 
to a reduced attenuation at the longer ranges where the 
higher modes have been stripped off. With other 
evidence this had led to the idea that there is a con-
tinual interchange of energy amongst the modes due 
to scattering. At long ranges this can lead to a 
dynamic equilibrium in the distribution of energy 
amongst the modes, and this system will have an 
attenuation coefficient which does not change with 
range. It is hoped to publish the evidence for the 
redistribution theory soon. 

5. Tune Dispersion 

The spread of arrival angles shown in Fig. 2 suggests 
the type of dispersion to be expected. The relative 
delay in arrival is r(1 — cos 4))1c for rays, and also 
holds for modes in the special case having two free 
surfaces. At close ranges the ray picture should hold, 
suggesting a series of discrete arrivals with little fre-
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quency dispersion within each arrival. For the longer 
ranges the mode picture also suggests discrete arrivals, 
but since the group velocity depends on frequency 
there is appreciable dispersion within each arrival— 
and they will usually overlap. The frequency-time 
curves for up to four mode arrivals from a single shot 
have been displayed on the Sonagraph analyser by 
Hersey et al and by Ewing et al. 1° There is also 
likely to be scattered energy coming in between the 
mode arrivals. At first sight Fig. 2 suggests that 
dispersion will be proportional to range, but in prac-
tice there is a much slower increase with range because 
of the selective attenuation of the higher modes. 
Dispersion actually depends on range, number of 
modes received, and effective bandwidth for each 
mode. 

Dispersion may be most vividly illustrated by 
playing back recordings of shot signals, such as those 
in the North Sea. There is a regular change with 
range, starting at zero range with a shot that really 
illustrates reverberations. In the isothermal conditions 
of April the sounds are not particularly unusual. 
However in layered conditions, such as those shown in 
Fig. 6 for August, the signal may be drawn out into a 
long and weird moan quite unlike a shot. This is 
because one range of modes and frequencies travels 
with a group velocity close to the free-space velocity 
beneath the thermocline, and another range travels 
with a velocity close to that above the thermocline. 

Obviously time dispersion limits the range resolu-
tion in an echo-ranging system. It is also generally 
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Fig. 7. Hammer-box transmission curves for the North Sea in April. 

true that vertical dispersion in arrival angle will limit 
the horizontal angular resolution. For shallow water 
it is best to think of phase velocity, which increases 
with mode number. Thus an electrically-steered 
linear array looking at an off-axis source will receive a 
number of maxima as time delay is varied, each 
corresponding to a mode (compare ref. 11). In a 
medium of variable depth there are related dispersions 
in both vertical and horizontal arrival angles. 12 

It is considered that the study of time dispersions 
has been comparatively neglected, and should prove a 
useful attack point in attempting to understand propa-
gation mechanisms. 

6. Fluctuations 

If a pure tone is transmitted the signal received at a 
distance will nevertheless show large fluctuations in 
both amplitude and phase, which may be described 
alternatively as a frequency spread of the original 
monochromatic line. To produce fluctuations it is 
necessary that there should be either scattering or 
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Fig. 8. Typical comparison of shot and 
hammer-box runs for the North Sea in April. 
Frequency 560 cts. 
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140 cis 

10 

multiple path interference; plus movement of source 
or receiver or medium; with either regular or random 
movement. Some good shallow-water fluctuation 
measurements are described by Mackenzie." 

Fluctuations are most marked for pure tone sources, 
but may still be large for broad-band measurements 
on sources containing lines, or even for sources not 
containing lines. Figure 7 shows the sizeable fluctua-
tions for one typical transmission experiment with a 
hammer-box source in the North Sea, even with a little 
smoothing and with an octave bandwidth. Despite 
fluctuations the shapes of the transmission curves 
from the hammer-box intensity measurements and the 
explosion energy measurements agreed reasonably 
well. A sample comparison adjusted vertically for best 
fit is shown in Fig. 8. 

7. Influence of the Sea Surface 

It is important to realize that in shallow water the 
propagation of sound is dominated by the character-
istics of the two boundaries. Of these two the bottom 
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Fig. 9. Mean attenuation coefficients for the North Sea. 

is the more important because it can vary more, but 
let us take surface effects first. The most obvious 
surface effect is due to the phase change on reflection. 
If either source or receiver is near the surface there 
is the surface dipole or Lloyd's mirror phenomenon. 
The loss near the surface may be seen in Fig. 6, the 
effect is more marked at long ranges where the 
average grazing angles are smaller. 

Another important effect is the change-over from 
specular to diffused reflection as the grazing angle and 
frequency increase.' In the North Sea experiments 
the transmission loss depended on the sea condi-
tions—significantly on the wave height and probably 
on the wave direction as well. This appeared to hold 
for the whole frequency range 25 c/s to 6.4 kc/s. For 
example in Figs. 4 and 5 the dip in the October results 
near 50 miles could be due to the fact that measure-
ments at this range were taken in rough conditions. 
This means that neither the shape of the transmission 
curve, nor the observed attenuations, are necessarily 
typical of an area if they are deduced from a set of 
measurements lasting a few days. 

8. Influence of the Sea Bottom 

It is found that shallow water areas tend to split up 
into two types. They have similar transmission losses 
at the higher frequencies but show large differences at 
the lower frequencies—e.g. 50 dB difference at 5 miles 
for 35 c/s. Observations have shown that areas with a 
high loss at low frequencies have at the bottom either 
exposed rock, or rock covered by only a few feet of 
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sediment. There is a large reflection loss due to shear 
wave coupling. These areas also tend to show particu-
larly large seasonal effects. The other type of area has 
bottoms of sand, mud, shell, etc.—and the North Sea 
area with a sand bottom is typical. Figure 9 shows for 
three seasons the attenuation (measured beyond 5 
miles) as a function of frequency, it is least for the 
140 c/s octave. The best frequency for high-loss areas 
would typically be an octave or so higher. 

It must not be assumed that the North Sea bottom 
behaves simply. The August and October results in 
Fig. 6 show a 'bottom dipole' effect which is not 
present in April. With some other results this makes it 
probable that there are large quantities of gas at the 
bottom in the summer months. 

The detailed shapes of the depth-dependence curves 
in Fig. 6 have not been discussed, but it may be re-
marked that they correlate with the sound velocity 
profiles shown in the same figure, and can be used for 
quantitative deductions on the number of modes 
present and on the character of the bottom. 
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POINTS FROM THE DISCUSSION 

Mr. M. Schulkint: Dr. H. W. Marsh and I have sent a 
letter to the editor of the Journal of the Acoustical 
Society of America on "Shallow-Water Transmission" in 
which we have analysed a very large quantity of 
shallow water data and have presented expressions for 
the computation of transmission loss4 In general, we 
consider three zones: (1) the near inverse square spreading 
zone, (2) the far cylindrical spreading zone, (3) a zone 
between these two with r — 3/2 spreading. In line with the 
present result that r = H2/À separates the region between 
facile ray treatment and facile mode treatment, we find 
empirically that r 8H furnishes a suitable division, 
i.e. 8 = H/À. 

The author (in reply): In my paper I did not attempt to 
present equations suitable for computation, but I see no 
reason why your empirical expressions, with division into 
zones, etc., should not be satisfactory. I note that the 
r -312 law in the intermediate zone is different in character 
from the one discussed in my Section 4. 

t Westinghouse Electric Corp., Baltimore, U.S.A. 
# J. Acoust. Soc. Amer., 34, pp. 363-4, June 1962. 

October 1963 

Mr. M. J. Daintith§: Do not the curves of Figs. 5 and 8 
fit an r -3/2 law very well, in spite of the statement that this 
does not occur in nature? 

The author (in reply): I consider there is great difficulty 
in establishing (or refuting) any given transmission law. 
First, one can find a portion of almost any experimental 
curve which will follow the given law, and secondly one can 
find isolated cases where there is good agreement over an 
appreciable range. For a proper test one needs a large 
quantity of data covering a wide range interval, and per-
haps a statistical approach. Only sample data are presented 
in the paper, but consider nevertheless Fig. 4—which is the 
best figure to examine since it shows all the data in a form 
in which the r-312 law will appear as a straight line. 
Middle values of range may be chosen where the slope 
does follow the r-312 law, but I strongly contend that 
taking all the curves there is no evidence for linearity in 
this region. I can also repeat that I have never seen 
acceptable evidence for a real r-3/2 law elsewhere, though 
I would not have been surprised to have found some. 

§ Admiralty Underwater Weapons Establishment. 
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Test and Display Equipment for 

Multi-aperture Shift Registers 

/3 

P. B ROOMER (Graduate)t 

Summary: The mode of operation of multi-aperture ferrite core devices is 
explained briefly and applications as shift registers discussed. An equip-
ment for displaying the characteristics of the registers is described. 

1. Introduction 

The multi-aperture device employs specially-shaped 
magnetic cores utilizing square hysteresis loop ferrite 
materials in which a number of minor apertures are 
spaced about a major aperture. The shape of a typical 
core and the flux path indicated by an arrow, when the 
core is in the '0' condition is shown in Fig. 1(a). In 
all logic systems it is essential to have discrimination 
between the '0' and ' 1' conditions; an example of this 
is a transistor which can be in the 'on' (conducting) 
or in the 'off' state. With cores which can have more 
than one flux path as shown in Fig. 1 (b), there are two 
flux paths in opposite directions around the core. 
Comparing this with the flux in Fig. 1(a) we have a 
basic difference in the state of the cores. The core 
which has two flux paths in opposite directions is said 
to be in the '1' condition. This then gives us the 
logic elements we require—one core in the '0' and one 
in the '1' state. 

.0. '1' 

(a) (b) (e) 

Fig. 1. Digital setting and non-destructive read-out. 

To obtain information from multi-aperture cores 
without destroying the information already held in the 
core a minor aperture must be pulsed with an a.c. 
signal. If the core is set in the ' 1' condition the a.c. 
signal will change the flux about the minor aperture 
in sympathy with the drive circuit, hence an output 
will be detected by the output winding threaded 
through the same minor aperture (Fig. 1(c)). In the 
'0' condition of the core all the flux is saturated in 
one direction and thus the drive current will tend to 
saturate the core even more and no output will be 
detected as there will be no flux change around the 

t Aircraft-Marine Products (Great Britain) Ltd., 87-89 Saffron 
Hill, London, E.C.1. 
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minor aperture of the core. When obtaining informa-
tion from the core there is no change in flux within 
the core, thus information as to the state of the cores 
can be obtained without the re-write circuits of single 
aperture cores. The amount of power available 
from the core depends on the rate of change of flux 
around the minor aperture; the cores are capable of 
giving 100 mW which is sufficient to light a small 
incandescent lamp. This simplification of detecting 
the state of the core by means of visual display gives 
condition whereby if the lamp fails when the core is 
in the ' 1' condition the lamp will not light, thus form-
ing a 'fail-safe' device. Trigger pulses may also be 
obtained from the cores by replacing the a.c. drive 
with a positive and negative square loop pulse which 
will give the state of the core at any time. 

When information is required to be transmitted 
from one core to an adjacent core, as in a shift 
register, coupling loops through minor apertures 
of the cores are required. With reference to Fig. 2(a), 
two cores are shown coupled by two minor apertures. 
The first core is set with a ' l', no flux being transmitted 
to the adjacent core as the flux in the transmitting 
minor aperture is not changed; thus no current flows 
in the coupling loop. A prime winding is included in 
the cores which reverses the flux locally around the 

.0. 

PRIME 

Fig. 2. Diode-less transmission. 

(a) 

(b) 

(c) 

Journal Brig/RE. 



MULTI-APERTURE SHIFT REGISTERS 

Fig. 3. Schematic shift register circuit. 

transmitting minor aperture of the first core. This 
prime current is held below the minor/major aperture 
threshold so no signal, which will influence the setting 
of the adjacent core, is induced in the coupling 
loop. A clearing or advance pulse is then applied 
to the first core through the major aperture as shown 
in Fig. 2(b). Since the current is large and is so 
shaped that the flux changes about the minor trans-
mitting aperture are large, the coupling loop will have 
a current of sufficient magnitude to 'set' the second 
core (Fig. 2(c)). The information set in the first 
core has now been transmitted to the second, and by 
coupling several cores together, using two cores per 
bit, a shift register or other logic device may be 
constructed. 

The wiring of part of a shift register is shown dia-
grammatically in Fig. 3, where two cores are wired 
with an advance winding 0 to E and two cores with 
advance E to 0, the prime winding being common to 
all four cores. Two cores per bit are required as it is 
impossible to load the device with coincident Ts 
without using two cores. When transmission is 
taking place between cores A and B, no input into the 
minor aperture of core A would have any effect as the 
cores have only two states, thus, it is essential to have 
two cores per bit. 

2. Design Considerations 

In designing an equipment to display the capa-
bilities of the multi-aperture ferrite cores, the 
magnitude of the driving and output pulses must be 
taken into consideration especially as those on the 
output may well have an amplitude of the order of 
2¡ V with a duration of 14 its. Thus, for the visual 
display of such output pulses a good quality oscillo-
scope is necessary. One pulse would hardly show up 
even on a fast time-base and, if it did, there would be 
some doubt as to its original wave-shape. 

This has led to the use of a continuous pulse-
forming circuit so that a visual display may easily 
be obtained. As stated in the introduction, output 
power may be obtained by using the minor aperture 
of each core as a transformer, the energy source being 
a winding through the minor aperture carrying a 
10 kc/s sine wave. As the volume of magnetic material 
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around the minor aperture is small then the amount 
of power transferred is limited. The amount of 
power available was insufficient to light a bulb for 
the normal lighting of the laboratory. 

The test equipment was developed to the following 
specification: 

It should (a) be a simple robust movable display; 
(b) show the capabilities of this shift register; (c) 
simulate various conditions in which the cores are 
required to operate to discover their limitations; 
(d) have good visual display. 

Requirement (d) was probably the hardest to 
achieve since all the pulses involved are of short 
duration. The problem was successfully overcome by 
making the register a re-circulating one and using an 
oscilloscope. By putting information in the register 
and then re-circulating it and looking at the display 
on the oscilloscope, which was synchronized to the 
control, this requirement was achieved. 

The overall block diagram of an equipment, 
designed initially for demonstration at the R.E.C.M.F. 
Exhibition in London in 1961, is shown in Fig. 4. 
Since this date further work has been carried out in 
order to incorporate a sophisticated control gear for 
the automatic control of a complete production line 
for explosives where the control equipment had 
always to fail-safe. 

With reference to Fig. 4, the demonstration equip-
ment can be broken down into four basic units. 

(a) a re-circulating shift register and drive unit, 

(b) control equipment, 

(c) power supply, and 

(d) display equipment. 

To analyse the control circuit and its operation, 
the actual shift register must be analysed so that its 
working conditions are fully understood. The actual 
specification of the 10-bit shift register was found to 
be, by previous analysis: 

r — 

-1OSCILLATOR.. 

TELEPHONE 

DISPLAY 
OSCILLATOR 

SET I 

POWER 

DISPLAY 
LAMPS 

DISPLAY 
SCOPE 
515A 

Fig. 4. Block diagram of the test and display equipment. 
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(1) Advance pulse 2 A + 10%. Rise time 1.6 jis 
±0.2 Its; fall time 2.4 kts ± 0.4 Lis. Source greater 
than 1000 ohms (the advance pulse shape is shown in 
Fig. 6). 

(2) Prime current 100 mA + 10%. 

(3) Set pulse 200 mA, 5 kis duration minimum. 

(4) Read-out, open circuit approximately 2.8 V for 
a minimum load resistance of 12 ohms. 

(5) 1 to 0 discrimination for read-out 8 to 1. 

In order to start building equipment which will 
control the multi-aperture cores the shift register is the 
obvious starting point, since the performance of the 
cores is already known. 

L 0 

0-e.E 

ADVANCE 

E-s0 

Le, Lo : 3.5  

Ro, Re : 0.8 - 1.211 

Lc : 1.0 - 2-2 pH 

Rc : 1.25 - 1-811 

R. 

Fig. 5. Equivalent circuit of 10-bit shift register. 

3. Shift Register 

The shift register used General Ceramics' cores 
and had a capacity of 10 bits, using two cores per bit. 
The wiring of the register is as shown in Fig. 3. For the 
purpose of the design of the control equipment, the 
register may be broken down into a four-terminal 
passive network (Fig. 5), the circuit containing 
linear parameters L and R associated with the various 
windings on the cores. Non-linear elements L' 
appear in the odd and even windings and are coupled 
to each other, the value depending on the amount of 
information contained within the cores. Advance 
pulse currents for both the even and odd cores flow 
between terminals 0 and G and between E and G 
(not simultaneously). During an advance pulse, a 
much smaller d.c. prime current must flow between 
G and C. The external circuit must contain isolating 
elements so that the currents are contained within 
these paths. The non-linear element L' refers to the 
differing terminal characteristics when information is 
contained within the cores which may not be in the 
'set' or 'prime' condition. When the four terminal 
network is being pulsed from the 0 circuit, the L' 
element produces back voltage proportional to the 
amount of information being shifted within the 
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register (similarly with the E element when it is 
pulsed). It is important that when the 0 circuit is 
being pulsed with the voltage created by this coupling 
L', it has no effect on the E windings; hence, the E 
terminal must be open circuit while the 0 cores are 
being driven. The significance of the values given on 
this equivalent circuit will become apparent as the 
shape and magnitude of the advance current pulse, 
either applied to 0 or E, is applied to the register. 
The current and rate of change of current produce a 
back voltage in these elements, this back voltage 
setting an absolute minimum on the source voltage 
requirements of the driver circuit. In designing such 
a driver circuit that will in fact shift information from 
one core to the next, the temperature variations both 
due to ambient changes and heating of the cores 
resulting from these advance pulses, must be taken into 
consideration. The coercive force of a core changes 
by approximately 0-75 % per deg C; thus, if the cores 
are to work over a wide temperature range, the driver 
circuit must be capable of varying the current pulse 
amplitude in order to cover the range. 

The actual pulse shape required to transmit in-
formation from one core to the next is shown in 
Fig. 6. This shape has been worked out for the 
particular cores in use and the type of windings 
involved. It is known that the register is primarily 
sensitive to the rise di/di of the pulse, the decay time 
being less critical and the register being insensitive to 
amplitude above a minimum value. In this particular 
circuit energy will be developed as heat and it is 
essential to keep the amplitude to a minimum to 
avoid over-heating the cores. Simply, this means that 
all cores are set in the required condition for trans-
mitting information down the register, a d.c. prime 
being continuously run through the transfer minor 
apertures. The variation of this d.c. prime will in 
fact control the successful operation of the shift 
register. 

cc 
o 

o 

2.5A 

O 4-1 6 —4.-2 4 —1M —k 100mA MAX 

TIME, fis 

Fig. 6. Advance pulse. 

4. Driver Circuit 

In order to transfer information, it is essential to 
have a drive pulse which will look into the equivalent 
circuit of the shift register and give a pulse with the 
required rise-time to allow shifting of information 
from one core to the next. 
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This drive pulse, having an amplitude of approxi-
mately 4 A, requires a large 'switch' with the neces-
sary controlling trigger circuitry. The switch part of 
this equipment is in fact a thyratron. The circuit for 
this particular pulse generator is shown in Fig. 7 and 
has been chosen for the following reasons: 

(a) Thyratrons are capable of handling peak cur-
rents of the amplitude required to drive the register. 
The particular thyratron used (type 2D21) can handle 
up to 10A pulse current without damage to the valve. 

TRIGGER 

SHIFT 
REGISTER 
0 -.• E 

Fig. 7. Drive circuit for one side only repeated for E —› 0 cores. 

(b) The circuit is relatively cheap, the trigger circuits 
being small, and the number of components can be 
kept to a minimum. 

(c) The circuit is reliable; the only disadvantage 
of such a pulse forming circuit is the frequency of 
operation which is determined by the de-ionizing 
time and de-ionizing current of the thyratron. As the 
shift register is only required to shift at speeds of 
10 kc/s or less, this is no disadvantage for this par-
ticular equipment. 

Before a trigger pulse is applied, the thyratron is 
held in a low conductance mode by the bias Eh and 
the capacitor C charges through R. Thus, the 
voltage across C will be E., = ( 1 - c".c). At 
some time T1, after C begins charging, a trigger 
voltage is applied to the grid of the thyration which 
conducts. 

With reference to Fig. 8 the equivalent circuit of 
the discharge path of the driver and shift register is 
shown, this being only half the circuit as the other 
shift period is identical, one pulse being used for the 
even cores and the other for the odd cores. If the 
register contains no information within the cores 
then the equations of the currents I, and ii, will be: 

E = —1 f (I c+ I ,) dt+ I cRc  (1) 
C 
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D 

and 
d/ 1 

0 = L —°. + RI, + Ff (1, + id dt  (2) 
dt 

The analysis of these two equations is shown in the 
Appendix, the results being: 

(a) Capacitor voltage during charging 

Ec = E(1 _ e'/ac) (for Ec( ,. c) = 0) (19) 

E, = E+(4,0,-E)e -tfie (for E,(,..) * 0) (20) 

(b) Pulse current 

valid for 

E 
I° L = -- e'sin cot  (21) 

co 

RE  
41* 

IZ,Ec ' 

E — , — '.•L, u• 
It,. ' 

(c) Peak pulse current 

/peak = —E e°' sin cotr 
co/. 

(Same conditions as (b) above). 

(d) Rise time 

(e) Fall time 

1Z2 1 

LC ; 

L 
RR »--'•  Rc > R 
' C  

1 , o.) 
t, = - tan- ' - 

co a 

ir 
tf = — — tr 

co 

(22) 

 (23) 

To check the above equations a driver was built with 
the following circuit parameters: 

L = 62 x 10-6 henries E = 200 volts 

C = 0.02 x 10-6 farads Re = 20 x 103 ohms 

R = 28 ohms Rb = 100 x 103 ohms 

Rc = 10x 103 ohms El, = 3-20 volts 

These gave the calculated and measured values: 

Calculated 

t,. 1.75 lis 

t 1 2.3 Its 

/peak 2.78 A 

Measured 

1.7 pis 

2.6 its 

2.6 A 

Fig. 8. Circuit for discharge of capacitor C. 
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Fig. 9. Circuit diagram of the equipment. 

Assuming that the register contains no information, 
all the derived expressions are valid under these 
conditions. It is found that when the register contains 
information in each core the pulse shape is not 
unduly affected and a 10% decrease in current 
is noted with this particular type of driver. The actual 
pulse amplitude required to drive a thyratron into 
the conducting mode is found to be 60 V with a 
source impedance of 1500 ohms, the pulse having a 
rise-time of 1 its and duration of 8 jis. All these para-
meters can be varied by approximately 15% without 
altering the correct functions of the driven circuit. 
The output pulses obtained are within the specified 
rise and fall times, namely 1.6 and 2.4 jis ± 04 jis. 
The maximum frequency at which the driver will 
work satisfactorily is 21 kc/s which is far beyond the 
capabilities of the particular cores used in the shift 
registers since the ferrite cores are basically 'lazy' and 
require time for priming and switching. In this par-
ticular instance the frequency of operation is not 
critical and is kept below 10 kc/s. 

5. Control Circuit 

The circuit for the control of the thyraton driver 
prime voltage and set pulse is shown in Fig. 9. This 
unit consists of a telephone dial, a square-wave 
oscillator, two amplifiers, a set prime potentiometer, 
and a set pulse potentiometer with the five switches, 
Si, telephone continuous drive; S2, set one; S3, 
transistor power; S4, thyratron power; S5, d.c. 
prime. The telephone dial is incorporated in this 
piece of equipment so that pulses can be sent to the 
driver to shift information down the register, thus 
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controlling the sequence by which set information 
can be put into the core. Since the shift register is a 
re-circulating one, any information put in the first 
core will continue to be driven around the register if 
the square wave oscillator is feeding pulses into the 
drive circuit. By means of the switch 51, pulses from 
the telephone dial or continuous pulses from the 
oscillator can be fed through the amplifier into the 
thyratron driver to drive the register. 

The control for feeding information into the first 
core of the register is the switch S2, the current being 
controlled by a loon potentiometer and a 10 
overload resistor. The flux around the minor aperture 
must be reversed if information is to be contained 
within the core. The ampere-turns must be sufficient 
to change all the flux otherwise an analogue loading 
of the core would result. The capacitor across the 
switch S2 insures that no spurious pulses are fed to the 
core on breaking of the switch contact. The `d.c. 
prime' circuit is similar to the 'set one' circuit and 
both circuits are connected to a multimeter which 
will indicate the current being taken by both circuits. 
Since both the prime and the set circuits can be 
controlled, the `d.c. prime' and 'set pulse' parameters 
of the register can be ascertained. 

The simple transistor square-wave oscillator is a 
free-running multivibrator circuit. The frequency of 
operation of this oscillator is determined by the 27 k 
resistors R3 and R4 and the 0.05e capacitors Cl 
and C2. The pulse repetition frequency is governed 
by the time constant C1 . R3 (= C2 R4). 

Since pulses are required alternately for the 0 
and E driver, one amplifier has been designed with a 
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grounded emitter configuration and the other has 
been designed with a grounded collector configuration, 
thus giving the necessary phase change required to 
trigger the thyratrons. The amplifiers are so designed 
that they are insensitive to spurious pulses which may 
be produced by the telephone dial. Both amplifiers 
feed trigger pulses through transformers each with a 
1: 5 voltage ratio so that the circuit is 'isolated' and 
the pulses from the amplifiers are of the correct 
amplitude, namely 60 V, to trigger the grids on the 
thyratrons. A capacitor C6 (0.01 µF) is connected in 
series with the primary winding of the output trans-
former of the grounded collector amplifier so that the 
d.c. path from the 20 V supply to earth is broken. 
Switch S3 controls the operation of the oscillator and 
the switch S4 controls the 250 V to the thyratrons. 
Control of the drive circuit, the d.c. prime and the 
set pulse is thus obtained and provides the basic 
equipment for controlling the operation of the shift 
register. 

6. Setting Up 

The procedure for setting up the equipment for 
demonstration and evaluation of the cores has been 
kept as simple as possible. A 1-Q resistor R19 
(Fig. 9) is incorporated in the return line of the driving 
network. This resistor is included to monitor the 
pulses, which are present in the cores, from each half 
of the driving circuit. It is important when setting-up 
this equipment that the drive pulses into both the 
'even' and 'odd' cores are checked by connecting the 
oscilloscope across R19. The pulses should be as 
shown in Fig. 6; the parameters are derived from the 
particular settings of the oscilloscope, taking into 
account any attenuators which may be used in the 
oscilloscope leads. Having checked that the correct 
pulses are present, the prime current is set. This 
current should be 100 mA and can be set by the poten-
tiometer RV1. The pulse which feeds information 
into the first core of the shift register can also be 
checked at the same time by varying the potentiometer 
RV2 to give a reading of 200 mA on the meter. The 
oscilloscope is then connected across one of the 
output windings on the final core of the register and 
the d.c. prime is switched off momentarily. Provided 
the switch SI is in the 'continuous operation' position 

TEN IDENTICAL POSITIVE PULSES 

0.3V 

11+ 
24V  

TEN IDENTICAL NEGATIVE PULSES 

Fig. 10. Pulses from minor output core with register full. 
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5 

LIMIT OF WORKING CONDITIONS 
FOR THE REGISTER. P DESIGN 

FOR RELIABLE OPERATION 

AMBIENT TEMPERATURE 75°F 

O 50 100 150 200 250 300 
PRIME CURRENT, mA 

Fig. 11. Range map. 

2.4V 

Fig. 12. Discrimination on 'one' and 'zero' in the minor core 
output. 

all information contained within the core will be de-
stroyed. The switch S2 of the 'set one' pulse is momen-
tarily closed and this will fill the register with informa-
tion. Provided the oscilloscope is set for a reading of 
about 4 V and 8 kc/s, then the wave shape should be 
as shown in Fig. 10. 

Information is switched into the first core by means 
of S2 whilst the control equipment is in 'continuous 
operation'. The register is then filled with information 
as the recirculating time is shorter than the time 
taken to put information into the first core by closure 
of the switch S2. The information can be destroyed 
by shorting out any of the windings on the output 
of the cores or by switching off the d.c. prime. The 
limitations of the register can be evaluated by varying 
the d.c. bias current and the 'set one' current. The 
current pulse is adjusted by varying C7 and Cg 
between 0.03 µF and 0.01 µF. By varying these para-
meters, a range map can be drawn from the limits at 
which the prime of pulse currents operate the register 
successfully. The range map for the particular cores 
used is shown in Fig. 11. 

Visual display of the output pulses from the cores 
during switching, shows a wave shape which is 
similar to that of the drive pulse, being first positive 
and then negative as the core is switched. Figure 12 
shows this pulse and the pulse which appears when no 
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0 4 

2 I4V 

g  

NOISE FROM CORES 
SWITCHING WITHOUT 
INFORMATION IN THEM 

03V 

Fig. 13. Pulses from minor output core with 'one' in register. 

information is contained within the core. The open 
circuit voltage from the minor aperture output 
windings, when information is contained, is approxi-
mately 2.4 V and when no information is in the core 
it is approximately 0.3 V. This gives a discrimination 
ratio of 8 : 1. 

7. Demonstrations 

It can be shown that information can be fed into 
the shift register in any desired sequence. This is 
achieved by first clearing the cores of information by 
switching off the d.c. prime. The switch Si is then 
switched to 'telephone' and a ' 1' is put into the first 
core by momentarily closing S2. The switch Si is then 
turned back to 'continuous' and the trace on the 
oscilloscope, which is connected to the output winding 
on the register, should be similar to that shown in 
Fig. 13. This indicates that the register is filled with 
information in the order 1 0 0 0 00 00 00 1 and 
the time scale on the oscilloscope is arranged so that 
the first and the eleventh pulses are visible. The 
information is again destroyed and by using the tele-
phone a sequence of information can then be put into 
the register and displayed to show its characteristics as 
a non-destructive shift register (non-destructive re-
ferring to the information contained within the 
cores). With normal single aperture cores the in-
formation contained within them is destroyed when 

TRIG. 
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TRIGGER H,„_. 
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reading out. This condition does not apply in multi-
aperture cores as the information is contained within 
the minor aperture area of the core. The information 
in the core will not be destroyed unless an advance 
pulse is passed through the major aperture. 

The non-destructive characteristics are demon-
strated by filling the register with pre-determined 
information, disconnecting all the supplies and then 
re-connecting them again. On the re-connection of the 
supplies it is seen that the information has not been 
destroyed and is still capable of being read out. 

8. Tail-Safe' Control Unit 

Having built this test equipment, it can be seen that 
the cores could be put to practical advantage in a 
'fail-safe' batch production unit, e.g. one for use in 
the automation of the production of explosives. 

The overall block diagram of such a unit is shown 
in Fig. 14. The specification for this is such that the 
shift register can be used as a means of detecting 
faults in a continuous automatic production line. It 
is important that the 'fail-safe' conditions are built 
into the control equipment as certain of the `go/no-go' 
tests may be of a dangerous nature. The original 
piece of equipment was made up of a chain of inter-
locking relays, but since each relay had to fail-safe, 
this involved a considerable number of relays and 
interlocks. By using a shift register in this particular 
unit, only those relays which control the d.c. prime 
running through each individual core were used, 
hence, saving space and power and increasing reli-
ability. 

This 'fail-safe' control unit has a 10-bit shift 
register, wired as in Fig. 3 except for one change. 
All the 'odd' core d.c. prime leads are brought out 
and wired to 10 relays having normally open contacts.. 

PRODUCTION LINE 

.GO/NO-G0' TESTS 

\\Î  
POWER DISPLAY 

POWER 

10 BIT REGISTER 

PRODUCTION 
POWER 

VISUAL DISPLAY 

7 8 9 10 

Fig. 14. 'Fail-safe control unit. 
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The driver, trigger amplifier, and power supply are 
made up similarly to those of the test equipment. 
The visual display in this case was a separately 
powered 10 kc/s oscillator wired through the minor 
apertures. Small bulbs were powered from each even 
core, each bulb being suitably masked so that it was 
visible under normal ambient lighting. A trigger 
pulse from the output of each of the even cores holds 
a bi-stable flip-flop circuit which, when triggered, 
controls the power supplying the production line. 

When the power is first turned on and the compo-
nents to be tested are passed in front of a photo cell 
a trigger pulse is fed into the register via the trigger 
amplifier. Each time a component passes the photo 
cell, the trigger amplifier is actuated. Since a ' 1' is 
fed into the register during the first `go/no-go' test, 
and provided all the tests numbered 1 to 10 are com-
pleted, the relays will close to provide the d.c. prime 
path through each core, and a ' 1' is automatically 
fed in the shift register. The equipment will give a 
visual display as each lamp will be lit at all times; 
pulses will keep the bi-stable flip-flops in operation, 
hence the main power to the production line will not 
fail. If a relay fails to close, the production line will 
stop but the visual display will be unaffected as it 
has its own power supply. A quick visual check on 
the number of lamps lit will indicate where the produc-
tion line failed. By previously knowing which stage is 
dangerous it can be ascertained if it is safe for an 
operator to repair the fault in the equipment, or the 
particular fault in the component on the production 
line. Any component that fails will fail in the safe 
condition even if the main grid supply to the area is 
interrupted. If one of the bulbs fails, the equipment 
will automatically stop. 

9. Conclusions 

The design of test and display equipment for a 
demonstration at the 1961 R.E.C.M.F. exhibition has 
led to the development of an interesting and success-
ful control unit. Its overall safety factor on the pro-
duction line is made greater by the use of ferrite cores 
as the basis of the control mechanism. In applications 
not calling for fast operation this type of equipment 
has advantages over those using transistors or relay 
systems. 
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11. Appendix 1 

Derivation of Driver Circuit Equations 

E—f(Ic+Ip)dt+IcRc 
1 

0 = L p— + Rip + - f (Ic+ I p)dt   d t C (2) 
dl 1 

where R = RR+ RL L = LR+LL 

Transforming and solving for the transform /p(S) 

From (1) 
S  

(1) 

(3) 

and (2) becomes 

1 
—ES —+/P (R+SL+-1)  (4) 

S, 

Eliminate I, from (3) and (4) 

Firstly multiply (4) by (1 +SCR,). 

Ec 
— —s (1 + SCR) = ( Rc + -1 ) + 

SC 

+ p (R + SL + —1 ) (1 +SCR,) (5) 
SC 

Subtract (5) from (3). 

E+EcSCR, 
= IP 1 —sc — IP(R+ SL + —1 C ) (1 + SCR,) 

S S 

 (6) 

Expanding (6) and dividing by CRcL 

E EcS It 1 \ R+ R1 
CRcL + L = ( + sip[s2+s CR,) RcLC 

 (7) 
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'p(s) = 

EE 
S e +  
L CRcL 

S(S2 
c 

+sR.Rc+LIC ± Rc+R\ 

RL RcLC ) 

With RcR>LIC and Rc>R, eqn. (8) reduces to 

EE  
S c 

L  + RcLC 

S(S2+S R-+ —1 ) 
L LC 

L c 2L N/LC 

E E R • 1 R2 
If b =-'•  m = RLC'•  a = - ' co = 

then eqn. (9) becomes 

(9) 

To determine the rise time t,, of the current pulse 
(0-100%) the differential of ( 12) is equated to zero: 

 (8) Ec _ 
- — coL e 'cos cot(co) + , e' sin cot(a) = 0  (13) 

coL 

thus t, = -1tan_1 co 
co a 

(14) 

Combining (12) and (14) the expression for the peak 
current is obtained: 

/P(Peak) .1, = - -.---, e - at, sin (cot,) 
(0  (15) 

E, _(-9 tau - 1 ) 

-bs+m "Íp(peak) =  — co ,e ' sin (tan -L(1   a (16) 

/P(s) - S((s+a)2+co2) Fall time at 
 (10) 

Solution of ( 19) as a function of time. 

r E r Ec / RE \ 
I 
P(t) = - {-12-,± { 0 - RcEcj x 

n 1 co 
x sin cot - -E coscot} el  (11) Rc co a) a 

tf = - - - tan-1 - 

An approximation to (11) which is valid for small n tf = - - t,  (18) 

values of and --1 E 41 provided 11-2-* I is co 
R, RcE, 4L2 LC 

I p(t) ,.1, - 
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E, _ 
— e ' sin wt 
coL 

0 at t = -7r 
CO 

Thus fall time 

(17) 

Manuscript first received by the Institution on 5th April 1962 and 
 (12) in final form on 14th October 1962. (Paper No. 857.) 
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Summary: Situations often occur in industry where several machines or 
operatives have a common source of material. If demands for more 
materials are dealt with in random sequence, or in accordance with a 
fixed routine, there will be cases where a machine or operator runs right 
out of material while others get their demands met more quickly than 
necessary. 
A solution to this problem is to have an electronic system which acts 

like a queue and controls the routing of material so that demands are 
dealt with in the order in which they arise. Several versions of electronic 
queue are described together with their application in industry. 

Problems which bear resemblance to queues also arise in connection 
with conveyors; it is sometimes necessary to identify packages as they are 
fed to a common conveyor, and then divert them at the appropriate 
collecting points along the route; sometimes inspection points cannot be 
located at the same place as the reject diversion mechanism, and a delay 
varying with conveyor speed must be introduced. It is shown that elec-
tronic queueing systems can be used with advantage in these situations also. 

1. Introduction 

'First come, first served', is a familiar principle which 
is widely accepted in human affairs, and generally a 
desirable situation in machine organization. How-
ever, whereas human bodies can be persuaded to 
stand in line, machines cannot. Hence, some mechani-
cal or electronic analogue of the queue must be made, 
with the input to its 'tail' controlled by machine 
demand, and the output at its 'head' controlled by 
fulfilment of the machine demand. 

There are several variations of the simple queue, 
and there are also distribution systems which bear a 
marked resemblance to a queue. 

The essential feature of most of such systems is that 
'labels' must be put into 'compartments' which are 
made to move along in such a way that the label 
reaches the output point or points at the correct time. 

With distribution systems an actual label can often 
be physically attached to the item it describes, but 
where this is not possible a shift register can be used. 
This is an electronic equivalent of the compartments 
described above, the labels being represented by the 
state (' 1' or '0', 'on' or 'off') of the flip-flops which 
constitute the compartments. 

It is the aim of this paper to examine queueing and 
distribution systems, to show how these can be defined, 
and how practical electronic hardware can be built 
to control the inputs and outputs to such systems. 

Formerly Mullard Equipment Limited, Crawley, Sussex. 
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2. Fixed Length Queues 

The simplest form of queue is the fixed length queue 
with a single entry point and a single exit point, i.e. 
one in which the number of items in the queue never 
changes. To define this queue only two parameters 
are needed, the number of items in the queue, called N 
and the possible types in the queue, called T. In-
dustrially, such a system occurs where an article is 
inspected prior to entering a wrapping machine, and 
is then routed to the appropriate channel after the 
wrapping machine. If the inspection classifies the 
articles into six groups, and there are twenty articles 
in the wrapping machine between the inspection point 
and the channelling mechanism, the queue can be 
defined as a single simple entry N20T6 single exit 
queue. 

Such a system can be made electronically by using 
a shift register as shown in Fig. I. (For a detailed 
explanation of shift register see Appendix 1.) Figure 
1(a) shows a system in which the six types are 
represented by six lines of the shift register. Figure 1(b) 
shows the same system modified to use binary code 
for the types. This gives a saving in the number of 
elements in the shift register, but introduces the need 
for an encoding unit at the entry point and a decoding 
unit at the exit. 

In both systems the shift command is generated by 
signals from the conveyor or transfer mechanism. 
Photo-pick-ups, magnetic pick-ups, or contacts can 
be used, but the essential thing is that the shift pulses 
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SHIFT PULSE 

(a) uncoded 

CHANNEL 
1 

SHIFT PULSE 

ENCODER DECODER 

(b) binary coded 

Fig. 1. Single-entry fixed-length single-exit queue 

must be locked exactly to machine speed. Hence, 
it is not possible to use pulses separated by a fixed 
time interval, and if any belt drives are used it is 
essential that the pick-up is attached to the final 
moving element. In the case of articles which are not 
rigidly attached to the conveyor and hence may slip 
slightly, it is often most convenient to detect the 
passage of an article rather than the movement of the 
conveyor. 

Where the slip between input and output varies by 
an amount approaching the interval between articles, 
or where articles are randomly spaced, the queue 
cannot be defined in such simple terms and the simple 
shift register approach is not satisfactory. 

SHIFT 

LENGTH HEIGHT 

348 

Fig. 2. Multiple entry. 

DECODER 

CHANNELS 

A minor variation on such a queue is required 
where the inspection does not take place at a single 
point. For instance, a product might be inspected 
for length, height and weight at different stations and 
classified accordingly. In this case a multiple simple 
entry queue must be used as shown in Fig. 2. Again 
the shift register can carry binary coded or uncoded 
information. It is possible in such a scheme to over-
write existing information in the queue, and when 
designing a scheme of this sort economies can some-
times be effected by using this principle. 

When dealing with inspection schemes we are 
concerned with labelling an article already on a 
conveyor. However, many handling schemes require 

- I-
FE% FF2k 

FROM ENCODER 

SD TERMINALS OF 
SHIFT REGISTER FFi 

1.5 TERMINALS 
OF SR FF 

e 

- - 
— FF2' 

-  
DECODER 

.."-- BLANK DETECTORS 
CONTROLLING 
INPUT GATES „) 
AND ENTRY 7 
MECHANISM /„. 

..— ENCODERS 

DETAILS OF BLANK DETECTOR, 
INPUT GATES AND MEMORIES 

Fig. 3. Multiple conditional entry. 

that an article shall be placed on a conveyor at 
points other than the start. Here the article and its 
label must wait until a space is available on the 
conveyor and in the electronic queue. The fact that 
the queue contains a blank is a convenient way of 
detecting when there is a space on the conveyor, and 
thus the article can be loaded on to the conveyor at 
the right time. 

This type of queue can be called multiple con-
ditional entry NET, single exit. Figure 3 shows such 
a scheme, and it can be seen that it is the same as 
Fig. 2 with the addition of the 'blank' detector. The 
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fF2. FF2S 

AMPLIFIERS 

CHANNEL ACTUATORS 

FF2s 

Fig. 4. Multiple exit. 

FF2* 

scheme is shown with memories at each entry point, 
to store the label. Depending on the method of 
generating the label information these may not be 
needed. 

The queues considered so far have only had a single 
servicing point—an article reaches the servicing point 
at the same time as its label reaches the end of the 
shift register, and is dealt with accordingly. How-
ever, a very common requirement is for articles with 
different labels to be diverted from the conveyor at 
different points. This type of queue can be classified 
as multiple exit, the other parameters being classified 
as described earlier. 

Such a system is shown in Fig. 4, and it will be noted 
that a coded shift register is used, and consequently 
decoders are required for each exit position. How-
ever, since such a scheme usually requires only one 
category of article to be diverted at each exit point, 
the decoder consists of a simple AND gate, wired (or 
switched) to give an output when the required code 
appears in the shift register. 

3. Variable Length Queues 

All the schemes discussed so far have been concerned 
with handling articles moving in a well defined pro-
gression. In a more general queueing situation, the 
input to the tail of the queue is of a random nature, 
and is not synchronized in any way with the 'servicing' 
at the head of the queue. The most noticeable result 
of this difference is that the number of bodies in the 
queue (N) is now a variable number. 

For many applications N will vary between 0 and 
T, where T is the number of different types, as before. 
However, cases can occur where N can be larger than 
T; this implies that some items appear more than 
once in the queue. 

A more common requirement is where N is limited 
to a number considerably less than T. In this case it 
is obviously possible to have a rush of inputs into the 
queue and hence exceed its capacity. Under these 
circumstances an alarm may be raised, or the items 
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which fail to get a place in the queue can 
with in random fashion. 

There are four basic methods of coping with the 
variable queue: 

(a) variable entry point 
(b) variable exit point 
(e) 'first-up' circuits 
(d) automatic shunt. 

3.1. Variable Entry Point 

In a single variable entry No_4Ti 2 single exit 
queue the first item to be put in the empty queue must 
be inserted in the last place in the queue. The second 
item (assuming the first has not been dealt with) 
must be inserted in the third (penultimate) place, the 
third item must be inserted in the second place and 
the fourth item in the first place. Any subsequent 
items attempting to find places in the queue must 
raise the alarm. 

If the first one is dealt with after 3 items have been 
put in the queue, items two and three must move up 
one place, and now the fourth item must be inserted 
into position two, not one. The point of entry there-
fore, must be controlled by a switching system which 
steps back one place for every new item added to the 
queue. Also, whenever an item is removed from the 
head of the queue, all the other items in the queue 
must advance one place. 

Such a switching system could be made with electro-
mechanical devices, but it can be made with solid 
state logical units. In this case a reversible counter 
determines the point of entry by opening gates at 
inputs to the various flip-flops which form the places 
in the queue. 

Figure 5 shows the block diagram of a variable 
entry No_4Ti 2 queue, and the principle can be 
extended to much larger queues. However, there are 
limitations in such an arrangement as it stands since 
no precautions are taken against simultaneous inputs, 

SHIFT 

1••• 

—P 

TO SD TERMINALS VIA EFs 

91111, 

ECODER 

Fig. 5. Variable entry. 

OUTPUT 

be dealt 

' ITEM 
DEALT WITH' 
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nor against the queue being moved up one place at the 
same time as a new item is being inserted. 

3.2. Variable Exit Point 

This method is very similar to the one just des-
cribed, except that in this case the point of exit is 
varied rather than the point of entry. Here again a 
reversible counter is used to open the appropriate 
gates, and now it is stepped forwards by the arrival 
of a new item, and stepped backwards when an item 
has been dealt with (see Fig. 6). With this method 
the items in the queue are all moved forward one 
place by the arrival of new information, rather than 
by the servicing of the item at the head of the queue. 
This arrangement, like the one described in the 
previous section, cannot cope with different informa-
tion presented simultaneously. 

SHIFT 

,—Vo• 

F2's 

ENCODER 

+ PULSE 

FF2k 

A INPUTS 

FF2's FFis 

AND AN 

3 4 

REVERSIBLE 
COUNTER 

Fig. 6. Variable exit. 

OR's 

1••••••mlb 

OUTPUT 

DECODER 

'ITEM DEALT WITH' 

It should be noted that in both the variable entry 
and the variable exit systems there is no need to clear 
an item from the queue when it has been dealt with. 
In the case of the variable entry system the information 
stored in the flip-flops at the head of the queue is 
destroyed when a shift pulse is applied; with the 
variable exit system the information goes into the 
'dead' part of the queue, until it is finally lost at the 
end. 

3.3. First-up Circuits 

Two 'OR-invert' (NoR) circuitst can be connected 
with the output of each feeding the other, and such 
an arrangement gives a store with two stable states, 
'10' and '01'. If, however, drive is applied to the other 
inputs of the NOR circuits, both inverters will give a 
'0' output (see Fig. 7), and now the first input going 

t Appendix 3 gives a detailed explanation of NOR circuits as 
used in Norbits. 
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'l '_A BEFORE B 

1'. B BEFORE A 

Fig. 7. Basic 'first up' circuit. 

to '0' will give a ' 1' output. If subsequently the input 
to the second NOR goes to '0' this will not change the 
state of the store. 

Thus, we can use the state of the store to determine 
which input changed to a '0' first, and hence we have 
a queue of 2 which will determine whether A is 
before B or whether B is before A. By using three 
NOR stores we can determine the priority of three 
items: A before or after B, B before or after C, 
C before or after A. 

It is necessary to inspect two of the stores to 
determine the head of the queue, since only when A 
is before B and before C is it at the head of the queue. 
This inspection can be done very easily with NOR 
circuits, by looking at the other outputs of the 
memories which give a '0' output when A is first. 
The original input from A must also be fed into the 
inspecting NOR, since when using the inverted store 
output above we cannot determine that A is before 
B; we can only determine that B is not before A. 
Hence, we may get 'O's fed into the inspecting NOR 
even before the A input operates (i.e. changes from 
l' to '0'). 

In such a scheme as this the number of NOR 
circuits required is T + 2E1_ 1(= T2) where T is the 
number of types. The 2E1_ NORS are used for the 
'first-up' memories and further T NORS are needed 
for the inspection. Where T is as large as or 
larger than the maximum number of inputs to a NOR 
circuit, the number of NORS used for inspecting must 
be increased, or diodes can be used to increase the 
'fan-in'. 

Although the number of NOR stores in this system 
increases rapidly as the number of types increases, it 
should be remembered that this is a full queue, i.e. 
the number of places in the queue is always equal to 
the number of types, which is not necessarily so for 
shift register queues. 

When an item at the head has been dealt with the 
input from that channel must change from '0' back 
to ' 1'. The inspecting NORS then indicate the next 
in the queue. This is repeated until all items in the 
queue have been dealt with. Meanwhile, other items 
can be added. Figure 8 shows a queue for four items. 
This queue is particularly suited to the tending of 
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Fig. 8. Queue of four using 'first up' circuits. 

machines, since it is easy to arrange that a machine 
needing attention provides a continuous signal, 
which disappears when it has received attention. 
Whereas the queues described earlier require that the 
input information is presented and then removed, 
this type of queue requires a continuous input. 

By the very nature of the 'first-up' circuit it does not 
matter if two lots of input information are presented 
simultaneously. The store concerned with both 
inputs (there must always be one and only one such) 
will take up a '01' or ' 10' state arbitrarily, allocating 
priority to one item or the other. Similarly it does 
not matter that an input changes to the 'serviced' 
position (0—>1) at the same time as another input 
changes to the 'demand' (1—'0) position. 

3.4. Automatic Shunt 
In the 'automatic shunt' system information is 

inserted in the first place of the queue and then 
automatically moved up to the head of the queue by 
shift pulses which are generated continuously. The 
shift pulses to each place in the queue are inhibited if 
there is any information in the place in front of it. 
Thus successive items placed in the tail of the queue 
are shunted towards the head, and held stationary 
when they come behind the previous item. When 
an item is dealt with, the place at the head of the queue 
is emptied, and this leaves a space, so that succeeding 
items are once again shunted towards the head of the 
queue. 

October 1963 

If normal shift register flip-flops are used to form 
the queue it is necessary to reset the flip-flops in each 
place as soon as the information has been transferred 
to the next place, since the shift operation does not 
destroy the source of information. Unless this 
resetting facility is included in the design the move-
ment of an item down the queue will leave a trail of 
information behind it which will prevent succeeding 
items from closing up. 

A simpler solution is to use counting flip-flopst 
and to apply the shift pulses to their reset terminals. 
Any flip-flops which are in the ' 1' state will generate 
a 'carry' on being reset, and this carry will set the 
succeeding flip-flop. Such a system is shown in Fig. 9 
and it can be seen that AND gates are used to inhibit 
the shift pulses, by connecting the inputs to the Q 
(inverted) outputs of the flip-flops. Thus, the shift 
pulses only pass through the gate when all the flip-
flops are at '0'. 

The shift pulse is a negative pulse, and the back 
edge (a positive-going step) effects the shift operation. 
The use of this back edge technique prevents informa-
tion being shifted more than one place at each shift 
pulse, and ensures that the information contained in 
the flip-flops of each position is moved in parallel 
down the queue. 

INPUT 

RESET 
( ' ITEM DEALT WITH') 

Fig. 9. Automatic shunt. 

When a 'carry' is being fed into the S input of a 
flip-flop, it will often occur that the shift gate is open 
and hence a positive edge will be being fed to the R 
input. However, the S input will always set the flip-
flop in spite of the R input, since the internal steering 
circuits of a counting flip-flop prevent the R input 
being effective if the flip-flop is in the '0' state; (the 
flip-flop must be in the '0' state when a 'carry' is 
produced by the previous flip-flop, since this '0' state 
is necessary to allow the shift (reset) pulse to be gated 
to the previous flip-flop). 

t See Appendix 2. 
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This system must have arrangements for synchro-
nizing the shift pulses with the input information 
and the resetting of the head of the queue; otherwise 
the shift pulses may be very narrow or low in ampli-
tude, which would mean that some flip-flops are reset 
while others are not, causing 'skewing' of the informa-
tion and false operation. 

The arrangements for synchronizing the shift pulses 
can also be used to separate simultaneous inputs, as 
described below. 

4. Strobed Entry 

When using the shift register type of queue, it is 
necessary to ensure that information is only entered 
from one input at a time. If this is not done the two 
input codes may combine to form a new code (when 
using a coded register) or will give two simultaneous 
outputs (when using an uncoded register). We have 
already seen how conditional entry registers can be 
used in connection with conveyor schemes, and it 
would be possible to combine such a system with an 
'automatic shunt' queue, but this would entail T places 
in the conditional entry section of the queue, in 
addition to the N places in the main queue. 

A more economic approach is to serialize the inputs. 
This can be done by arranging that the signals from 
each input channel are stored in temporary stores. 
The stores are interrogated in sequence, or `strobed'; 
any store which has been set gives out its information 
when strobed. 

Figure 10 shows a circuit which has been evolved 
for use with multiple input counters, and the same 
principle can be used to separate inputs to a queue. 
When an input signal is received, (a pulse going 
from — 6 V to +6 V and back to — 6 V), the gate is 
closed as the voltage reaches 0 V and then the flip-flop 
is set as the voltages become appreciably positive. 
When the input pulse returns to — 6 V the gate is 
opened for the next strobe pulse to pass through, 
and its back edge resets the flip-flop, which gives a 
positive going step on its output terminal. The strobe 
pulses are derived from the decoded output of a 

INPUTS fl_ 

STROBE COUNTER 

1000pF 

DABS 

el 
• 6V - -- 2 

-6V 

_k—.-1--
'  OUTPUT 

INPUT PULSE REQUIREMENTS 

t1>1ps 

t 2 > 1 COMPLETE CYCLE OF STROBE 
COUNTER 

Fig. 10. Strobed input. 
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Fig. 11. 

binary counter, and the 'inhibit' gate associated with 
the temporary store flip-flops also performs the 
decoding function. 

The binary counter which generates strobe also 
produces the coded output required for feeding into 
the front of the shift register. Whenever a flip-flop 
is reset by the strobe it fires a one shot pulse generator 
which feeds a pulse through gates associated with 
each flip-flop in the binary counter; the outputs from 
these gates set the appropriate flip-flops in the tail of 
the queue. A small delay is included between the one 
shot and the gates to ensure that all the flip-flops in 
the binary counter have settled down to their final 
state before driving the queue flip-flops. 

A free running multivibrator is used as the shift 
pulse generator and this feeds the strobe binary 
counter through a gate which is opened only when 
the tail place in the queue is empty. This prevents 
overloading of the queue in cases where N is made 
less than T. By this arrangement any inputs which 
arrive after the queue is full are stored in the temporary 
stores until the queue shortens and the strobe genera-
tor steps on again. In this overload condition entry 
to the queue is decided by the sequence of the strobe 
generator rather than by the time of arrival of the 
input information, but generally this is an acceptable 
compromise. Where such a compromise is un-
acceptable N must be equal to T. 

INPUT MEMORIES 

CLEAR 

—1. 
OUTPUT 

-  
DECODER 

SD OF FF's 

IN POSITION 1 
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The resetting of the flip-flops at the head of the 
queue is controlled by a circuit similar to that used 
for the inputs, in order to ensure that a full length 
shift pulse is allowed through the gate after resetting. 

The use of such a strobing system limits the speed 
of operation of the queue and introduces delays in the 
acceptance of input information, but if 'Combi-
elements't are used a complete scan of a 40-channel 
input system can be effected in less than one milli-
second, which is more than fast enough for the vast 
majority of industrial applications. 

Figure 11(a) shows in block diagram form a single 
strobed entry N0_47.12 single exit queue. Figure 11(b) 
shows parts of the system in more detail. 

5. Variable Speed Distribution Systems 

Where the movement in a mechanical handling 
scheme is derived not from a conveyor but from motors 
built into the moving item or by gravity, different 
items on a distribution route may move at different 
speeds. Provided that a single entry single exit queue 
is satisfactory, normal variable length queueing tech-
niques can be used. As each container enters the 
route its label is placed in a queue, and the label for 
the first item will be at the head of the queue, followed 
by the label for the second item and so on. The fact 
that the information may reach the head of the queue 
long before the item it describes reaches the end of the 
route is of no consequence, since the label remains 
at the head of the queue until its item has been dealt 
with. 

A more common requirement is for a multiple exit 
system, and one approach to this problem is to have 
a simple shift register type of queue in which the shift 
pulses for each stage are generated by pick-ups located 
along the route at intervals corresponding to the 
minimum space between articles. This method would 
work but it has two disadvantages. First, the number 
of pick-ups used is large, and experience in industrial 
installations has shown that the installation and 
maintenance of large numbers of pick-ups is expensive 
and frequently a source of trouble. Second, the 
number of stages in the shift register is decided on the 
assumption that the route is filled completely with 
items which all have minimum spacing, whereas the 
rate of entry may be known to be much lower than 
this, and hence the minimum space only occurs 
when one item catches another up in transit; thus 
every small space produced must give rise to a 
corresponding larger space. 

A better approach is to use variable length queueing 
techniques, with one queue for the section of route 
between the entry and the first exit, and further 
queues between exit points. The 'first-up' circuit 

t Mullard Equipment Ltd. 
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can be used, but the transfer of information from one 
queue to the next must use special a.c. coupled 
circuits, to avoid 'race' conditions. Each queue must 
be a full queue, i.e. it would cope with isit items in 
each queue where there are 7; types; this is not 
required in most cases, so this facility is an un-
necessary expense. 

The 'automatic shunt' system can be very easily 
adapted to multiple exit requirements by using the 
passage of an item past an exit point to set the 'clear' 
flip-flop which generates the reset pulse to the last 
stage in the queue. The 'carries' produced by the 
last stage of one queue are fed into the first stage of 
the next queue, and then are automatically shunted 
in that queue. 

Such a system is satisfactory only when self-driven 
containers on a route are cleared of their contents at 
their exit point and themselves allowed to proceed. 
If, however, the container is diverted complete the 
label will proceed on down the queue without any 
corresponding item. Thus the number of reset pulses 
fed into the last place of succeeding queues will not 
correspond with the number of labels in the queue, 
and the system will get out of step. 

DIVERSION ACTUATOR 

Fig. 12. Carry gates. 

This situation can be dealt with by inhibiting the 
'carries' when the code appropriate to an exit is at 
the head of the queue. A detector for the appropriate 
code (a decoder) is required in any case at each exit 
point in order to actuate the diversion mechanism, 
and the output of this decoder controls the carry 
inhibit gates. Figure 12 shows how two successive 
queues are linked by pulse logic units which gate the 
'carries'. 

As the various types are diverted at their exit points 
the T factor is reduced in successive queues, and it is 
possible to arrange the coding so that the queues can 
be tapered. However, the saving in equipment is 
liable to be offset by the increased design time and 
loss of flexibility. 

6. Beam Ahead 

A completely different approach to the variable 
speed distribution problem is the 'beam ahead' system. 
In this system the label is fed into the tail of the queue 
which is made with NOR stores interconnected so that 
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each set of memories adopts the state of the previous 
set of stores. Thus information put in at the beginning 
of the queue appears at the end almost instantaneously. 

In addition to the label queue there is a position 
queue, consisting of a single store for each section of 
the route. An article travelling along the route sets 
a store as it enters each section, and the output from 
that store resets the previous position store and also 
applies an inhibit signal to the information stores in 
the previous section. Thus, as an article travels along 
the route it creates a 'blank' in the section behind it. 

New information fed in at the beginning of the 
information queue will now only propagate along 
the queue as far as the blank. It will be appreciated 
that as each article must occupy at least two positions 
in the queue, roughly double the amount of hard-
ware is required as compared with the flip-flop shift 
register approach. However, the creation of the 
blank may be desirable in some applications, where for 
mechanical reasons it is necessary to maintain a 
minimum space between items, and this blank in the 
electronic queue can be used to prevent the movement 
of an article in that section of the route. 

DECODER 

Fig. 13. Beam ahead. 
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A further advantage of this form of queue is that 
it is d.c. coupled, and hence heavy filtering can be 
used to eliminate pulse interference, which can be a 
serious problem in a.c.-coupled circuits. Figure 13 
shows a distribution system designed on these 
principles. 

7. Separating Position and Information 

In the 'beam ahead' system information and position 
are dealt with in separate queues, and this principle 
can also sometimes be used to effect a saving in 
synchronous distribution systems, where the position 
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of an item on the conveyor must be defined in smaller 
increments than are required for information. 

For instance, when dealing with articles of between 
6 in and 12 in, with a minimum gap of 2 in between 
articles, it would be necessary to control the diversion 
mechanisms to open within 2 in of a desired position, 
whereas articles occupy a minimum of 8 in of con-
veyor space. 

In this case the information queue would be driven 
by shift pulses generated at 8-in intervals, whereas 
the position register would be driven by pulses 
generated at 2-in intervals. 

The diversion mechanism only operates when the 
appropriate information code is present as well as a 
'1' in the position register. 

8. Mixed Systems 

Various types of queueing and distribution systems 
have been described but no mention has been made of 
mixed systems, though cases can obviously occur 
where this is desirable. 

Though it is technically feasible to link NOR logic 
systems with a.c. coupled shift register or counting 
systems this is generally not very satisfactory since 
there is a tendency to combine the disadvantage of 
both systems. 

9. Conclusion 

Various types of queueing and distribution systems 
have been described, and illustrated with designs 
using NORBITS and 100 kc/s circuit blocks (Combi-
elements). However, the principles are universal and 
could be applied to other 'logic blocks' giving similar 
facilities. 

The d.c. coupled systems using NORBITS are in 
general simpler to design and service, since there are 
no control pulses to generate, and no problems of 
pulse rise times. However, the shift register and auto-
matic shunt types of queue and distribution system 
are much more economic in many applications, 
particularly where it is not necessary to queue all the 
possibilities. 
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11. Appendix 1: Shift Register Flip-Floe 

The circuit has various names, including the 
British Standard version, a bistable toggle with ex-
ternal control of pulse input gates. In the form illus-

t The Appendices are not intended to give comprehensive 
descriptions of ' Combi-elements' and ' Norbits', but only to 
explain their use in the particular cases described in the paper. 
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trated below (Fig. 14), the FF2, in the 100 kc/s circuit 
block ('Combi-element') range, the pulse input is a 
positive going edge applied to the `P' terminal (since the 
input is via a capacitor the d.c. level is unimportant). 
From the input capacitors the pulse is fed to the bases 
of the two transistors via diodes, and these diodes are 
cut off by a ' 1' (-6 V) applied to the G, and GR 
terminals. When a '0' is applied to GR and a ' 1' to Gs, 
the pulse is allowed to reach the right hand transistor, 
cutting it off, and prevented by the cut-off diode from 
reaching the left hand transistor. Thus the Q terminal 
is at — 6 V ' 1' and the Q at 0 V. 
The values of the cross-coupling resistors are such 

that the circuit remains stable in this stage, until a 
new input stimulus is received. 

If G, is left at ' 1' and GR at '0', subsequent pulse 
inputs to the P terminal will not change the state of 
the flip-flop. If however, the Gs is changed to '0' 
and GR to ' 1' the next pulse into the P terminal will 
change the flip-flop, giving a '0' on Q and a ' 1' on Q. 
It should be noted that the changing of Gs and GR 
does not in itself affect the flip-flop; these inputs only 
'steer' the next pulse input. 

The pulse input capacitors ensure that a change at 
Gs and GR only affects the potential on the two 
steering diodes after a delay of several microseconds. 
Thus if several FF2's are connected with the Q and 
Q terminals of one feeding the G, and GR terminals 
of the next, and pulses are applied simultaneously 
to the P terminals of each, each flip-flop will adopt 
the state which the previous flip-flop was in before the 
'shift' pulse. 

A shift register so formed from FF2's can be of any 
length, and information (a ' 1' or '0') fed into the first 

2 GS 5 6 
E E P 0 

3 P 9 GR 

Fig. 14. Shift register flip-flop. 
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Fig. 15. Counting flip-flop. 

flip-flop in the register will reach the last in the 
register after x pulses, where x is the number of flip-
flops in the register. 

Where the information to be carried in the register 
cannot be expressed simply as ' 1' or '0', several rows 
of flip-flops can be used, the pattern in the flip-flops 
at the beginning of the rows being transferred in 
parallel down each row, by shift pulses applied 
simultaneously to each flip-flop in every row. 

The state of the flip-flops can be changed by 
applying signals direct to the bases of the transistors 
(SD and RD terminals), and this is often a more 
convenient way of inserting information than by using 
the G, and GR inputs. 

12. Appendix 2: Counting Flip-Flop 

This circuit (Fig. 15) is very similar to that of the shift 
register flip-flop, the main difference being that the 
'steering' circuits, which are controlled by the Gs and 
GR terminals on the FF2, are connected internally 
to the collectors of the transistors. The part of the 
circuit equivalent to the GR point is connected to the 
Q terminal, and the equivalent of Gs to Q. 

Thus if an FF1 has a ' 1' on Q and a '0' on 0, a 
positive going pulse applied to the S and R terminals 
(equivalent to 'P') will cause the flip-flop to change 
state. 

In its most common application the FF1 is used 
with its S and R terminals linked, and it then functions 
as a binary divider; successive positive edges fed in 
cause the Q terminal to go first to — 6 V and then 
back to 0 V, thus giving a positive edge output for 
every two in. Such circuits can be cascaded to form 
divider chains for any power of 2, and dividers for 
other numbers can be made by gating the carries and 
other such devices. 
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The FF1 circuit suffers from the disadvantage when 
used in the 'automatic shunt' queue that it gives a 
positive 'kick' out of its S terminal when it is reset by 
a pulse on its R terminal. This is very liable to affect 
the previous flip-flop, if its Q output is in the ' 1' state, 
and hence this 'kick' must be suppressed. A resistor 
and diode effectively do this, while still allowing the 
'carry' to be propagated without hindrance. 

Alternatively the new FF3 circuit could be used. 
This circuit has no 'kick-back' effects, and has the 
further advantage that its input thresholds have been 
raised, thus rendering it less subject to interference. 

13. Appendix 3: The Norbit 

The NOR circuit is used with many minor variations, 
and the NORBIT is a version particularly intended for 
relatively low-speed ( 1000 operations/second) in-
dustrial applications (Fig. 16). 

With the NOR circuit, the transistor is normally 
held cut-off by the bias resistor connected to the 
+24 V line, and hence gives an unloaded output of 
- 24 V. If any of the input resistors are connected 
to - 24 V, (or another NOR with its transistor cut-off) 
the transistor conducts, and the output goes to 0 V. 

If we call the negative level a ' I', and the 0 V level 
'0', we can say that the output is a ' 1' for 'O's on all 
its inputs, and a '0' for ' l's on any of its inputs. 

Fig. 16. Norbit. 

2.1 . 

OUTPUT 

OV 

Thus we have an AND function for 'O's and an 'OR' 
function for ' 1's. Since the NOR circuit also performs 
the inverting function, we can make a cascade of 
AND-OR-AND-OR gates with NORBITS linked directly to 
each other. 

The storage function can be produced by connecting 
two NORBITS so that the output of each feeds the input 
of the other. This makes a bistable circuit which can 
be changed by feeding a ' 1' into one of the unused 
inputs of the NORBITS. 
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STANDARD FREQUENCY TRANSMISSIONS 
(Communication from the National Physical Laboratory) 

Deviations, in parts in 10' 0, from nominal frequency for 

September 1963 

1963 
September 

GBR 16 kcis 
24-hour mean 
centred on 
0300 U.T. 

MSF 60 kc/s 
1430-1530 U.T. 

Droitwich 200 kc/s 
1000-1100 U.T. 

1963 
September 

GBR 16 kc/s 
24-hour mean 
centred on 
0300 U.T. 

MSF 60 kc/s 
1430.-1530 U.T. 

Droitwich 200 kcis 
1000-1100 U.T. 

I - - 129.7 32 16 - 130.0 - 131.7 - 25 
2 - - 131.4 32 17 - 131.3 - 132.7 - 24 
3 - 131-5 - 131.2 34 18 - 131.7 - 131.0 - 24 
4 - 130.8 - 132.0 31 19 - 130-8 - 130.8 - 24 
5 - 132.3 - 131.9 29 20 - 130-I - 130-4 - 22 
6 - 131.6 - 131.6 30 21 - 129.9 - 129-8 - 21 
7 - 131.6 - 131.2 28 22 - 129.7 - 130.4 - 21 

8 - 131.7 - 131.3 28 23 - - 130.9 - 21 

9 j - 131.2 - 131.5 - 28 24 - 130.8 - 130-5 -21 
10 - 131.2 - 131.0 27 25 - 130 5 - 131.1 - 20 

II - 131.0 - 130.2 27 26 - 130 5 - 131.4 I - 18 
12 - 130.9 - 131.1 27 27 - 131.0 - 129-5 - 18 
13 - 130.0 - 129.8 26 28 - 129-2 - 129.6 - 16 
14 - 130-3 - 24 29 - 129-1 - 130.3 - 16 

15 - 129-6 - 24 30 - 130.1 - 129.8 - 16 
, 

Nominal frequency corresponds to a value of 9 192 631 770 cls for the caesium 
F,m (4,0)-F,m (3,0) transition at zero magnetic field. 
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