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INFORMATION EXPLOSION 

IN 1963 more than a million individual papers on science and technology were published throughout the world in some 50,000 periodicals. This was in addition to the technical information released in 

about 90,000 books, 100,000 research reports and 250,000 patents. The continuing rapid expansion 

of published information has been referred to in the U.S.A. as the 'information explosion'. 

This 'explosion', if uncontrolled, gives rise to the twin evils of inefficient working and the unwitting 
duplication of work already done: controlled, it can put at the disposal of the research worker know-

ledge which no group of workers, however large, could hope to discover for themselves. 

The problem is probably nowhere more acute than in electronic and radio science and engineering. 
If, last year, an electronic engineer had wished to make sure he saw everything of importance he would 
have had to read some 6,000 papers in the issues of more than ninety English-language periodicals 

alone! 
Abstract journals are useful when searching through past literature but, as they cannot easily be 

produced as 'up-to-date' publications, they are less satisfactory as a means of keeping abreast of 

current information. Moreover, the electronic engineer has suffered the loss of the classified abstracts 

formerly published in Electronic Technology. 

How best to provide the research worker and engineer with a means of quickly and conveniently 
reviewing new information in the field of electronic and radio engineering has been under consideration 

by the Institution's Research Committee for some time. One proposal is that the Institution should 
produce a monthly publication giving the titles of all the important papers, notes and communications 

on electronics and radio engineering as they appear in the current issues of periodicals. Only the title, 
author and periodical reference would be given for each item; these would be listed under a small 

number of subject headings. 

Such a listing of titles, without abstracts, is by no means ideal. One has only to examine the 885 
items in the Institution's "Abstracts of Papers Published in the Journal of the Brit.I.R.E. 1952-63" 
to realize that the title can rarely describe adequately the scope of a paper. However, the title gives 
some indication, even if imperfectly, and a list of current titles arranged under a small number of 

broad subject headings (duplicating entries where they refer to more than one subject) does satisfy 

two of the main criteria for a 'current-awareness' publication; it can be produced with a minimum of 

delay and it is easy to scan. 

The Research Committee do not look upon the proposed title list as more than a first step since, 

initially at least, it is proposed to include only items from English-language periodicals. For a more 
comprehensive and, of necessity, long-term solution to the information problem in our field we must 

look to the National Electronics Research Council, who have recognized the importance of the problem 
by appointing their first Working Party to examine the whole problem and make recommendations 

for its solution. T. M. A. 
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INSTITUTION NOTICES 

Birthday Honours 

The Council congratulates the following members 
of the Institution whose appointments appear in Her 
Majesty's Birthday Honours List: 

Graham Douglas Clifford (Member) to be a 
Companion of the Most Distinguished Order of St. 
Michael and St. George. (Mr. Clifford has held the 
position of Secretary of the Institution since 1938; he 
has travelled widely throughout the Commonwealth.) 

Commander John Archibald Bedford, R.N. 
(Member), to be an Ordinary Officer of the Most 
Excellent Order of the British Empire. (Commander 
Bedford currently holds an appointment of Assistant 
Director in the Directorate of Weapons Radio 
(Naval) of the Ministry of Defence at Bath.) 

The Fifth Clerk Maxwell Memorial Lecture 

On 26th May last, Sir Gordon Radley, K.C.B., 
C.B.E., Ph.D.(Eng.), M.I.E.E., gave the fifth of the 
Institution Lectures, which were established in 1951 
to honour James Clerk Maxwell, the eminent physicist 
on whose work much of contemporary radio engineer-
ing is based. Sir Gordon's lecture, which was given 
in London, took as its main theme the future develop-
ments which may be expected in microelectronics, 
particularly with reference to computer engineering. 
The lecture was received with great applause and its 
publication in the July issue of The Radio and Elec-
tronic Engineer will be awaited with interest by 
members who are aware of the high standard of the 
Clerk Maxwell Lectures. 

Honorary Member 

At the conclusion of the Clerk Maxwell Memorial 
Lecture, on 26th May, the President of the Institution, 
Mr. J. L. Thompson, announced that the Council had 
that afternoon decided to elect Sir Gordon Radley to 
Honorary Membership in recognition of his out-
standing work in the development of international 
communications. The Council's decision was unani-
mously approved by all the members present and a 
formal presentation at which Sir Gordon will sign the 
Roll of Honorary Members will be held in London 
during the coming session. 

Award of the Churchill Gold Medal 

The Institution's Council has been invited to submit 
a nomination for the Churchill Gold Medal award, 
which has been instituted by the Society of Engineers 
with the agreement of Sir Winston S. Churchill, K.G. 
The purpose of the Medal is to commemorate the 
achievements of engineers during the war years under 
the inspiration of Sir Winston. 

The terms of award are that it shall be made once 
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in every two years to the engineer responsible for the 
most noteworthy development during that period, or 
for an important contribution to contemporary 
engineering. It is confined to candidates in the British 
Commonwealth. 

Members of the Institution are invited to submit 
nominations, in confidence, to the Council for con-
sideration at its meeting on 15th July. 

Previous Medallists include Sir Frank Whittle, Sir 
William Wallace, Sir Christopher Hinton, Sir John 
Cockcroft, Lord Hives and Sir Geoffrey de Havilland. 

The Christopher Columbus Prize for 
Telecommunications 

The Christopher Columbus International Prize for 
Communications was created by the City of Genoa 
in 1955 to honour the name and memory of Christo-
pher Columbus. The Prize is awarded "for the most 
distinguished contribution to the advancement of 
communication between men: a discovery, an achieve-
ment, research successfully completed or action boldly 
launched—a contribution both of technical or 
scientific and of social significance, such as might 
promote closer neighbourliness and combined effort 
between the nations". 

For the purpose of making the award the vast field 
of communications has been divided into five sections: 
communications by land, communications by sea, 
communications by air, postal and telecommunica-
tions, and space communications. The award, which 
consists of a gold medal and 5 million lire (about 
£2,865), is made each year for one of the five sections. 
It can be given to an individual, a corporate body or, 
collectively, to several persons. 

In the present year, 1964, the Prize will be awarded 
for a contribution to Telecommunications, and the 
President of the Institution has been invited by the 
President of the National Research Council of Italy 
to make a nomination for this award. In order that 
the fullest consideration can be given to suitable 
recipients, members are invited to forward proposals 
to the Secretary for discussion at the meeting of the 
Council of the Institution on 15th July. 

Members will recall that the Institution was asked 
to submit similar nominations in 1955 and 1959. It 
is particularly interesting to note, in view of the 
announcement that Sir Gordon Radley is to be 
elected an Honorary Member, that Sir Gordon and 
Dr. Mervin J. Kelly received the Prize in 1955 in 
recognition of their combined direction of the develop-
ment and laying of the first Transatlantic telephone 
cable. Another Honorary Member and Clerk Max-
well Memorial Lecturer, Dr. Vladimir K. Zworykin, 
was a joint recipient in 1959. 

The Radio and Electronic Engineer 
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Stereophonic Broadcasting and Reception 

By 
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AND 
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Presented at a meeting of the Electro-Acoustics Group in London on 
I 1 th March 1964. 

Summary: A brief survey of various systems for stereophonic broad-
casting which have been proposed in recent years is presented. The 
pilot-tone (Zenith-G.E.) system, which has been adopted for stereophonic 
broadcasting on v.h.f. in the U.S.A., is considered in more detail. 
The design of receivers for this system is discussed, with particular 

reference to the requirements for minimizing susceptibility to inter-
ference, and a decoder which meets these requirements is described. 

1. Introduction 

The present paper does not attempt to consider 
various applications of stereophonic techniques to 
sound and television broadcasting in the future. It 
restricts its consideration to stereophonic systems 
which are suitable for sound broadcasting on v.h.f. in 
Band II, and which enable a stereophonic receiver to 
reproduce two audio-frequency signals. This develop-
ment must be regarded as the first serious application 
of stereophony to broadcasting and has, in fact, been 
in operation since June 1961 in the United States. 
Although the applications of stereophony to medium-
frequency (m.f.) sound broadcasting' and to tele-
vision2 are being considered in America, they are of 
rather less interest in the European area, in the first 
case because of the congested state of the m.f. band 
and, in the case of television, because of the greater 
attention at present being paid to other lines of 
development. 

Although experiments in broadcast stereophony, 
using two transmitters, have taken place from time 
to time, broadcasting authorities have generally felt 
that they should wait until reproducers for stereo-
phonic recordings had found their place in the home 
before giving serious consideration to corresponding 
developments in broadcasting. The present wide sale 
of stereophonic gramophone records not only means 
that there is a good case for considering broadcast 
stereophony: it also means that the system that will 
make maximum use of existing facilities and experi-
ence is one that accepts the same compromise regard-
ing complexity. In other words, the system should 
provide two independent a.f. channels, each covering 
the full range of audio frequencies, and intended for 
reproduction on a left- and right-hand loudspeaker. 

A stereophonic system described as a 'multiplex' 
system is understood as one which provides the two 
channels by suitable modulation of a single trans-
mitter. If a multiplex system is to be used with 
existing transmitter networks, it is also essential that 

t British Broadcasting Corporation, Research Department, 
Kingswood Warren, Surrey. 
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it should not require an increase of channel width 
in the radio-frequency spectrum. To overcome the 
difficulty encountered with multiplex systems of 
attaining a good signal/noise ratio, alternative systems 
have been proposed which employ a single a.f. 
channel together with a narrow-band 'steering' 
signal?' 4 The output of the single al. signal at the 
receiver is apportioned between the left-hand and 
right-hand loudspeakers in a ratio determined by the 
steering signal. While such systems are entirely 
successful from the signal/noise ratio point of view 
it has been found that, with a reasonably simple 
receiver, there are certain types of programme which 
are reproduced with unnatural stereophonic effects; 
this would apply to all listeners irrespective of their 
proximity to the transmitter. It is reasonable there-
fore to consider only two-channel multiplex systems, 
which provide for the broadcaster the same basic 
facility that is available in disk recording. 

After a discussion of the principles of a multiplex 
stereophonic system, various systems that have been 
proposed in the past few years will be briefly described 
and their theoretical performance considered. The 
remainder of the paper will be devoted to a more 
detailed discussion of the pilot-tone system, and to 
consideration of requirements in receiver design with 
this system. Initially known as the Zenith-G.E. 
system, it is the one adopted in the U.S.A. and also 
considered by most European countries as the most 
suitable of the systems that have been proposed. The 
detailed characteristics and related receiver design 
details would naturally differ if a different multiplex 
system were to be adopted in the European area, but 
many of the basic considerations would apply to any 
of the multiplex systems under serious consideration. 

2. System Principles 

2.1. Requirements of a Stereophonic System 

The main characteristics required of a stereophonic 
broadcasting system may be summarized as follows 
assuming that, on economic grounds, transmitters of 
the existing f.m. sound broadcasting service are to be 
used. 
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(1) It should be compatible; i.e. listeners with 
ordinary (monophonic) receivers should be able 
to obtain satisfactory reproduction of the 
transmitted stereophonic programme. 

(2) The service area and standard of reception for 
the monophonic listener—as determined by 
noise level, interference, etc.—should be sub-
stantially unaffected. 

The service area for stereophonic reception 
should approach the monophonic service area 
as closely as possible, taking into account the 
use of an improved but not too elaborate 
receiving aerial if necessary. 

(4) The quality of stereophonic reproduction 
obtainable should be good; this requires two 
full-bandwidth a.f. channels with reasonably 
low distortion and cross-talk so that under 
good reception conditions there should be no 
noticeable deterioration that can be attributed 
to the transmission system. 

(5) The effect of propagation factors (particularly 
multiple paths) on stereophonic reproduction 
should be as small as possible, preferably no 
more serious than with monophonic trans-
mission and reception. 

(3) 

2.2. Essential Features of Systems Meeting the 
Requirements 

Throughout this paper we shall denote the stereo-
phonic a.f. signals intended for the left-hand and 
right-hand loudspeakers by A and B respectively and 
where convenient we shall use M to denote (A+ B) 
and S to denote FA — B). 

Concerning the first requirement, it is generally 
agreed, as a result of subjective listening tests, that the 
sum of the two stereophonic signals gives an entirely 
acceptable version of the programme from a single 
loudspeaker. Compatibility is therefore obtained if 
the al. component of modulation of the transmitter 
corresponds to the M signal, and if the remaining 
information, usually as the S signal, is used to modu-
late the transmitter in a way that does not affect 
ordinary receivers. The additional signal can, how-
ever, be detected by stereophonic receivers; the 
stereophonic signals are then obtainable as A = M + S 
and B = M — S. 

The simple idea of transmitting the S signal by 
amplitude modulation of the transmitter while the M 
signal frequency-modulates the transmitter is ruled 
out (quite apart from the difficulty of increased trans-
mitter costs) because, in practice, the received S 
signal would be seriously affected by distorted break-
through of the M signal. This would result from the 
spurious amplitude modulation which is produced 
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by frequency modulation in the presence of slight 
receiver misalignments or under multipath propaga-
tion conditions. 

In all multiplex systems that are serious contenders 
the S signal modulates an ultrasonic sub-carrier; the 
resulting signal is then added to the M signal to form 
the so-called multiplex signal. This composite signal 
is finally used to frequency-modulate the transmitter. 
The only essential difference between the various 
systems lies in the form of modulation which is 
applied to the sub-carrier. It follows from the prin-
ciple common to all the systems that the stereophonic 
receiver is required to carry out an additional detection 
process to demodulate the S signal and in so doing it 
will also demodulate those noise components in the 
discriminator output which lie in the region of the 
sub-carrier frequency and which, in a monophonic 
system, would not produce any audio-frequency out-
put. Bearing in mind the 'triangular' noise spectrum, 
with higher noise levels occurring at the higher 
frequencies, which is characteristic of f.m. systems, it 
can be appreciated that, where receiver first-circuit 
noise is the limiting factor, the signal/noise ratio with 
stereophonic reception is markedly lower than with 
a monophonic system. This, of course, is the price 
which is paid for increasing the bandwidth of the 
transmitted information without correspondingly in-
creasing the channel width used for transmission. 
The reduction of signal/noise ratio applies not only 
to first-circuit noise but also to impulsive interference, 
co- or adjacent-channel interference and many other 
disturbances of the receiver input signal, though the 
extent of the degradation in these other cases is often 
reduced by other factors. 

One further point of importance is the audio band-
width required for the S signal. Assuming that the M 
signal transmitted includes audio frequencies from 
30 c/s to 15 kc/s, it has been found from subjective 
experiments6 that the S signal requires a minimum 
bandwidth of approximately 100 c/s to 8 kc/s in 
order to avoid a just-perceptible deterioration—on 
certain types of programme at least—as compared 
with the case in which the full a.f. range is transmitted 
on both channels. Thus little saving of bandwidth of 
the S channel is possible without compromising 
stereophonic reproduction. It will, accordingly, be 
assumed that receivers will not be designed for a 
reduced S-channel band and in the theoretical dis-
cussion of system performance an upper-frequency 
limit of 15 kc/s will be assumed for all a.f. signals. 

The requirement for the cross-talk level between 
A and B is that it should not exceed about — 26 dB up 
to 5 kc/s, with some easement at higher frequencies as 
discussed later in the paper. Amplitude and phase 
inequality of the overall response of the M and S 
channels is an important cause of cross-talk between 

The Radio and Eleetranic Engineer 
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A and B, the relationship being given in Appendix 2, 
Section 10.3. In particular, care is needed in the 
parts of the transmitter and receiver where the 
relative delay (and hence phase) of the M and S 
signals may be affected, not only in audio-frequency 
circuits but also in circuits handling the multiplex or 
complete f.m. signal. 

3. Recent Proposals for Stereophonic Multiplex 
Systems 

The parameters of a number of systems that have 
been proposed in the last few years are given in 
Tables 1 and 2. In some cases closely similar systems 
have been proposed on both sides of the Atlantic, 
largely independently; such systems are mentioned in 
the latest form in which they are known in Europe. 
For example, the Siemens System' is similar to a 
proposal by the Philco Corporation' in the U.S.A., 
and the pilot-tone system is similar to an earlier 
system proposed by the Grundig Company in Ger-
many. The German Loewe system is also very 
similar to a proposal of Philips' in the Netherlands. 

An important (but not necessarily the most im-
portant) property of a system is the signal/noise ratio 
performance on weak signals when first-stage receiver 
noise tends to set the limit; this property can be 
readily evaluated theoretically as discussed in 
Appendix 1. The results for the M signal (affecting 
monophonic listeners) and for the A signal (affecting 
stereophonic listeners) are given in Tables 1 and 2 in 
terms of the signal/noise ratio degradation as com-
pared with monophonic transmission and reception, 
assuming well-designed receivers. In judging the 
importance of these degradations, one must bear in 
mind that there is usually some signal/noise ratio in 
hand in the monophonic case. As discussed in 
Appendix 1, Section 9.2, the theoretical ratio is, for 
example, 77 dB in a monophonic system (reference 
signal + 47 kc/s deviation at 400 c/s) for an input 
signal level of — 67 dB (mW) taking a receiver noise 
figure of 10 dB. This input level corresponds to that 
obtained from a half-wave dipole at a height of 30 ft 
in an ambient field of 250 iV/m, the nominal mono-
phonic service limit. 

Table 1 

Stereophonic systems for f.m. broadcasting using f.m. subcarrier 

System Sub-carrier 
frequency 

No. Name 

Peak deviation of main carrier 
(% of ± 75 kc/s) 

By M signal By sub-carrier 

Peak deviation 
of sub-carrier 
by S signal 

Degradation of 
signal/noise ratio (dB) 
relative to monophonic 

system 
M signal A or B signal 

1 Crosby 

2 R.A.I. 

3 E.B.U. 

50 kc/s 

50 kc/s 

50 kc/s 

50% 

67% 

80% 

50% 

33% 

20% 

±25 kc/s 

± 20 kc/s 

± 20 kc/s 

6.0 

3.5 

1.95 

12.5 

17.6 

22.0 

Table 2 

Stereophonic systems for f.m. broadcasting using a.m. subcarrier 

System 

No. Name 

Peak deviation of main carrier 
(% of ±75 kc/s) 

Sub-carrier 
frequency By M signal 

when A = B 
By sub-carrier 
sidebands only 
when A = —B 

By sub-carrier 
or pilot-tone 

when 

Degradation of 
signal/noise ratio (dB) 
relative to monophonic 

system 

M signal A or B signal 

4 Loewe (full sub-
carrier) 

5 Pilot-tone (sup-
pressed sub-
carrier) 

6 Mullard3 

7 Siemens (lower 
sideband) 

8 U.S.S.R. (partially 
suppressed sub-
carrier) 

35 kc/s 

38 kc/s 
+19 kc/s pilot 

32.5 kc/s 

30 kc/s 

31.25 kc/s 

75% 25% 

90% 90% 

52.5% 

94% 

80% 

82.5% 

94% 

80% 

25% 3.75 30.25 

8-10% (19 kc/s) 3.9 21.5 

5.3% (32.5 kc/s) 8.6 23.3 
47.5% (65 kc/s) 

6% 3.5 15.0 

20% 4.9 24.5 

June 1964 
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In comparing the various systems, we first consider 
the disturbance of the service to existing monophonic 
listeners. Systems 2, 3, 4, 5 and 7 appear satisfactory 
as far as the degradation of the theoretical M signal/ 
noise ratio is concerned. This figure, as given in 
Tables 1 and 2, represents the reduced deviation 
effective for a monophonic receiver and therefore also 
gives the approximate increase in interference from 
other sources such as motor-cars. 

Of these systems, the Loewe system shows a rather 
severe increase in noise for stereophonic reception, 
while the Siemens system requires a rather complex 
receiver if the full theoretical performance in stereo-
phony is to be achieved. The U.S.S.R. system, as put 
forward at the C.C.I.R. Plenary Assembly in Geneva 
in 1963, is in many ways similar to the pilot-tone 
system. A normal amplitude-modulated sub-carrier 
is passed through a notch filter centred on the sub-
carrier frequency, and a compensating peaking filter 
is used in the receiver. In comparison, the pilot-tone 
system transmits the sidebands fully, but completely 
suppresses the sub-carrier, a tone of one-half of the 
sub-carrier frequency being transmitted as a reference 
signal from which the sub-carrier can be regenerated 
in the receiver. 

In considering the results of field trials in the 
U.S.A., the F.C.C. narrowed the choice to systems 

75 

frequency 

deviation, kc/s 

—75L 

including those represented in the E.B.U., felt that 
the pilot-tone system was the best of those proposed. 
The present position is that international agreement 
on a system must probably await the meeting of 
C.C.I.R. Study Group XI (Broadcasting) meeting in 
Vienna in 1965. Meanwhile, experimental trans-
missions, mostly with the pilot-tone system, are being 
made in various European countries from time to 
time. In the U.K., high-power experimental trans-
missions of the pilot-tone system were started in the 
London area from the 91.3 Mc/s Wrotham trans-
mitter in June 1962.t In the remainder of the paper 
we will therefore consider the characteristics and 
instrumentation of the pilot-tone system. 

4. The Pilot-tone System 

In the pilot-tone system the multiplex signal (i.e. 
the signal which controls the frequency modulation 
of the transmitter) consists of three parts: 

(1) the M signal, which is in the audio-frequency 
range; 

(2) a sub-carrier signal consisting of the result of 
suppressed-carrier amplitude modulation of a 
38-kc/s signal by the S signal; and 

(3) a steady 19-kc/s pilot tone used for synchron-
izing as discussed later. 

combined signal 

formed by 

swi .t.ching 

time ---11› 

Fig. I. Idealized time-division multiplex system. 

1 and 5 in Tables 1 and 2 before the latter was finally 
selected." Other field and laboratory tests in Europe 
co-ordinated by the Stereophonic Working Party of 
the European Broadcasting Union (E.B.U.) suggested 
that the most promising systems were 3 and 5. The 
f.m. sub-carrier systems 1 and 2 with the larger 
amplitude of sub-carrier had tended to show, in the 
case of monophonic reception, too great a sensitivity 
to certain kinds of interference—especially that from 
other transmissions spaced by 50 kc/s and 100 kc/s— 
and this is one of the reasons why system 3 rather than 
system 1 was ,carefully examined in Europe and 
assessed in comparison with system 5. 

While no firm recommendation for a system was 
made by the C.C.I.R. in 1963, a number of countries, 
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quasi- sinusoidal 

approximation 

It is nevertheless helpful to forget for the moment this 
description, and to make a completely different 
approach to the system. We consider the transmission 
of two audio-frequency signals A and B by 'time 
division' multiplex (Fig. 1). This means we switch at 
regular intervals between A and B; the resultant 
waveform alternates between following the A signal 
and following the B signal, and we may refer to the 
process as 'square-wave switching'. 

It is seen from the figure that the low-frequency 
component consists of the mean signal MA +B) = M 

t At the time of writing, experimental transmissions take 
place on Tuesday, Wednesday and Thursday mornings, 10.30 
to 11.00 a.m. (tone tests) and 11.15 to 11.45 a.m. (programme 
tests). 

The Radio and Electronic Engineer 
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A 

B  

matroung 

net work 

A+ B 

A - 8 

19 cis 
oscillator 

19kcis 

suppressed-
Carrier 

MO.:Wear 

38kcis 

19kcis 

1 requencY 
doubler 

multiplex 
waveform to 
transmitter 
Modulator 

and that the rapid alternations have an amplitude of 
— B) = S. In order to avoid the wide spectrum 

of frequencies which the square-wave type of multi-
plex waveform would entail, we approximate by a 
quasi-sinusoidal waveform as shown by the dotted 
curve on the right-hand side. The multiplex signal 
still alternates between A and B but we now have, 
for the high-frequency component, a waveform 
representing suppressed-carrier amplitude modula-
tion. Neglecting the 19-kc/s tone, this corresponds to 
our original description. We could therefore generate 
the multiplex signal equally well either by a square-
wave switch followed by a low-pass filter removing 
harmonics of the sub-carrier frequency4 or else by 
direct modulation, using the S signal, in a suppressed-
carrier modulator, and addition of the M signal. For 
transmitting purposes in the B.B.C. tests it was con-
sidered more convenient to use the latter method, 
and the block schematic of the transmitting arrange-
ment is shown in Fig. 2. 

A similar situation exists in receiver design, that is 
to say, it is possible either to demodulate the sub-
carrier signal separately to obtain the S signal and, 
by sum and difference combination with the M signal, 
derive A and B, or else to employ a switching technique 
which gives the stereophonic signals directly. This 
latter technique is discussed in detail in Section 5, 
where it is shown that some anti-cross-talk correction 
is needed to allow for square-wave switching with a 
sinusoidal sub-carrier. 

Figure 2 also shows the addition of the 19-kc/s 
pilot signal mentioned earlier; this is of constant 
amplitude and the F.C.C. specification" sets the 
level to correspond to between 8 and 10% of the total 
frequency deviation. There is a convention regarding 
the phase which must be carefully observed in order 
that the regenerated sub-carrier in the receiver ob-
tained by frequency doubling shall be of the correct 
phase. At this stage it is simpler to define the complete 
system by means of an equation. The instantaneous 

It is also necessary to reduce in level the difference-sideband 
signal by a factor of 7r14 to obtain a sinusoidal amplitude equal 
to the original square-wave amplitude. 

Fig. 2. Stereophonic coder, block schematic. 

deviation of the transmitter, expressed as a fraction of 
75 kc/s, is 

0-9 + B)+(A— B) sin cos t + 0.1 sin lcos t] 

= 0.9[M + S sin cos t +04 sin Icos t] 

where cos12n is the sub-carrier frequency (38 kc/s) and 
A and B represent the pre-emphasized audio signals 
which vary within the range + 1. The pilot amplitude 
has been set at 9% of the system deviation of + 75 
kc/s. It will be seen from the expression that the phase 
convention is that, when the pilot signal passes 
through zero, the sub-carrier signal also makes a zero 
crossing and that, at times when A is more positive 
than B, this crossing should be in the positive-going 
direction. The advantage of a pilot-tone frequency 
equal to one-half of the sub-carrier frequency is 
apparent from the spectrum of the multiplex signal 
shown in Fig. 3. The receiver can more easily filter a 
19-kc/s signal than a 38-kc/s signal because the former 
is well spaced from interfering sidebands or audio-
frequency signals. 

5. The Receiver 

5.1. General Requirements for Stereophonic Reception 

It is convenient to consider a receiver for the pilot-
tone system in two sections: the tuner, i.e. that part 
up to and including the discriminator, which selects, 
amplifies and demodulates the incoming frequency-
modulated signal to produce the multiplex waveform, 
and the subsequent circuits which are concerned with 
decoding the multiplex signal to recover the separate 
A and B audio-frequency outputs. 

The vector diagrams in Fig. 4 show the signals at 
various stages through the system with two separate 

A + B 

(30.0 cis - 15.0kc/s) 
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/ I 
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Fig. 4. Vector relationships of signals in an ideal pilot-tone 
stereophonic system. 

conditions of modulation. From this it can be seen 
that, for correct reconstitution of the A and B signals 
or 'de-matrixing', the relative phases and amplitudes 
of the sum and difference signals must be preserved. 
In Fig. 4(b), for example, which represents a modula-
tion input applied to the A channel only, if the 
difference vector FA—B) were shifted in phase or 
changed in amplitude relative to the sum vector 
FA+ B), the resultant B signal, ideally FA+ B)— 
FA— B), would no longer be zero and there would be 
crosstalk from the A channel into the B channel out-
put. 

A further requirement which concerns both sections 
of the receiver is that of signal/noise ratio. As dis-
cussed in Sections 2 and 3, the pilot-tone system in 
common with other multiplex systems is inherently 
more susceptible to noise and interference of all types 
than is a monophonic system, and it is important that 
the signal/noise ratio should not be further degraded 
by avoidable noise arising from instrumental defici-
encies in the receiver. 

In designing the tuner for a stereophonic receiver, 
two characteristics of the pilot-tone system should be 
borne in mind: 

(i) the increase in the transmitted modulation-
frequency bandwidth from 15 kc/s to 53 kc/s; 

(ii) the increased susceptibility to noise and inter-
ference. 

Ideally, the overall response at the discriminator 
output should be uniform in amplitude and linear in 
phase up to 53 kc/s. Any distortion of the multiplex 
spectrum occurring here will have precisely the same 
effect as the distortion caused by the decoder low-pass 
filter discussed in Section 5.2.1, and the resulting 
crosstalk can be evaluated by the formulae derived in 
Appendix 2. One factor affecting the overall response 
is the amplitude characteristic of the intermediate 
frequency amplifier. It is not always appreciated that 
at the higher frequencies for which the modulation 

404 

index is of the order of unity or less, the modulation-
frequency response of a f.m. receiver depends upon 
the i.f. response over the bandwidth occupied by the 
first-order modulation sidebands in a manner very 
similar to that of an a.m. receiver." Attenuation of 
the higher frequency components of the multiplex 
waveform due to this cause could be removed by 
increasing the i.f. bandwidth but this expedient is to 
be regarded with caution since it increases the pos-
sibility of adjacent-channel interference, an aspect of 
performance in which the pilot-tone system is in any 
case only marginally acceptable. 

Generally speaking, quite large departures from the 
ideal modulation-frequency response at the dis-
criminator output can be tolerated since the mean 
difference in level between the sum and difference 
sideband signals can be compensated, as discussed in 
Section 5.2.1. 

In view of the reduction in signal/random-noise 
ratio with this system, the tuner noise factor is 
important in determining the minimum signal level 
at which satisfactory reception is possible. Owing to 
the presence of cosmic noise the effective aerial 
temperature in Band II is some 1200°4500° K and it 
is therefore not possible to realize the full benefit of a 
very low receiver noise factor» For example, a true 
receiver noise factor of 6 dB would give an effective 
noise factor of between 8.5 dB and 9 dB when allow-
ance for cosmic noise is made. 

Efficient amplitude limiting is essential in a stereo-
phonic tuner in order to remove the avoidable 
amplitude modulation component of any interference 
which may be present. It is also necessary to ensure 
that the tuner output level remains within the range 
in which satisfactory operation of the decoder is 
obtained for all usable r.f. signal levels. This presents 
no great difficulty; r.f. signals below one or two 
hundred microvolts would generally give an un-
acceptable signal/noise ratio, and with inputs above 
this level the receiver a.g.c. is normally fully operative. 

It may be said that, in general, the requirements 
of the tuner are similar in type to those applicable for 
monophonic receivers, although more stringent in 
degree. The novel part of the receiver is that con-
cerned with decoding the multiplex signal. 

5.2. The Decoder 

The functions of the decoder are: 

(i) To regenerate from the 19-kc/s pilot tone the 
38-kc/s sub-carrier which is suppressed in 
transmission. 

(ii) To demodulate the difference signal. 

(iii) To dematrix the sum and difference signals, 
i.e. recombine them to recover the original A 
and B channel modulation signals. 

The Radio and Electronic Engineer 
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Noise and interference accompanying the radio-
frequency input signal to the receiver will produce 
unwanted components in the multiplex input applied 
to the decoder. As far as components lying within the 
frequency bands occupied by the sum signal and by 
the difference-sideband signal are concerned, they 
will be demodulated in precisely the same way as the 
wanted signal to produce an audible output; the 
design of the decoder can have no effect on this. 
Decoder design does, however, affect the response of 
the receiver to those components of interference and 
noise which occur above 53 kc/s and in the region of 
the pilot-tone frequency. Unless appropriate pre-
cautions are taken, frequencies above the limit of the 
normal multiplex spectrum can intermodulate with 
harmonics of the sub-carrier to produce an audio-
frequency output in the difference channel. Similarly, 
components of interference close to 19 kc/s can enter 
the sub-carrier regenerating circuits and produce un-
wanted modulation of the sub-carrier; this also can 
give rise to an audio-frequency output. 

Although the sub-carrier regenerator might appear 
to be the logical starting point in a discussion of 
decoders it will be more convenient to deal first with 
the basic operation of demodulating the multiplex 
signal. 

5.2.1. The switching decoder 

It is possible to combine operations (ii) and (iii) 
and produce the A and B signals directly from the 
multiplex signal without a separate dematrixing 
process. The type of decoder which operates on this 
principle is somewhat simpler than that in which the 
sum and difference signals are extracted separately, 
and will be described first. 

Figure 5 shows the decoder in block schematic 
form. The multiplex input is fed to two demodulators, 
together with demodulating signals 1'1, f2 at the sub-
carrier frequency, and the A and B outputs are pro-
duced directly. The general expression for the multi-
plex waveform as given in Section 4, is 

1(A + B) + EA — B) sin cos t + 0.1 sin icos t 

where A and B represent the audio-frequency input 
signals to the left- and right-hand channels respec-
tively and cos12n is the sub-carrier frequency, 38 kc/s. 

Fig. 5. Switching decoder, block schematic. 

June 1964 

multiplex inpu 

If the demodulators were linear multiplying devices 
and 

fi(t) = 1 + sin cos t 

f2(0 = 1 — sin cos t 

then the outputs of the demodulators would be 

E = [{(A + B) + 1(A — B) sin cos t + 04 sin icos t] x 
x [1-+ sin WA 

Eg = ERA + B) + 1( A — B) sin cos t + 0.1 sin ¡cos t] x 
x [-/ — sin cos t] 

Considering only the audio-frequency terms in the 
products 

EA = 1(A + B) + eA - B) = 1 A 
Eg = ¡(A + B) — *(A — B) = p. 

The coefficients of the terms representing the con-
tributions of the sum and difference signals in each 
channel are numerically equal. Perfect stereophonic 
demodulation is thus achieved with the assumed form 
of fat) and f2(t), as has been pointed out by De 
Vries.' 

This multiplication process is a precise operation 
which, by domestic receiver standards, would prob-
ably be expensive to realize in practice. An attractive 
alternative, however, is to use two simple diode 
gating circuits operating as on/off switches with a 
1/1 mark/space ratio. This is equivalent to multi-
plication by a square wave, for which case the output 
signals are: 13 

EA = WA+ B) + YA — B) sin cos t + 0.1 sinlws t] x 
2. 2. 

x [I. + n— sin cos t + —3n sin 3cos t .1 

Eg = [FA + B)+ (A— B) sin cos t +01 sin icos t] x 

x [-i 2 — — sin cos t — sin 3cos t ...] 
n 3n 

Again considering only the audio-frequency terms in 
the products, 

_ A+B A—B n+2 , n-2 „ 
zA = — + — ---- — A + — D 

4 2n 4n 4n 

EB = A+ B A—B = x+2 B + n-2A 
4 2n 4n 4n 

19kr-is 
filter 

sub-Carrier 
regenerator 

demodulator 

demodulator 

) A out 

f2(t) 

Bout 
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square-wove 

switches 

R1 R2 

Fig. 6. Audio-frequency amplifier with partial common-mode 
suppression. 

Here, the coefficients of the sum and difference 
terms are not equal, with the result that part of the 
A channel input is reproduced from the B channel 
output and vice versa. This is a fundamental result 
of applying the square-wave switching to the signal, 
but the cross-talk can be compensated by passing the 
multiplex signal through a network which attenuates 
the sum signal by a factor of 2In relative to the 
difference-sideband signal. Alternatively, this com-
pensation can be applied after demodulation and one 
method of achieving this is by the use of an audio-
frequency amplifier with partial common-mode 
suppression as shown in Fig. 6. With inputs to the 
two grids in-phase, as would arise from the sum 
signal, R3 has no effect on the gain of the stage. 
With anti-phase inputs, however, the negative feed-
back is reduced by the presence of R3. Thus the gain 
is greater for the difference-signal component than 
for the sum-signal component and this gain differential 
can be adjusted within quite wide limits by suitably 
proportioning RI, R2 and R3. 

The application of this type of circuit is, of course, 
not limited to correcting the deficiencies of the square-
wave switching system If R3 is made variable it 
forms a convenient control to compensate for un-
balance between the sum and difference signal ampli-
tudes arising elsewhere in the receiver. 

The simplest form of switching demodulator is 
shown in Fig. 7. The waveform of the switching sub-
carrier input is normally sinusoidal but, provided that 
it is sufficiently large compared with the multiplex 

multelex input 

Fig. 7. Unbalanced switching demodulator. 
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multiplex input 

A out 
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Fig. 8. Balanced switching demodulator. 

input, the operation of the circuit will approximate 
closely to the square wave switching condition. This 
results, however, in a large sub-carrier frequency com-
ponent appearing in the output, which, even after de-
emphasis, can be an embarrassment in the following 
a.f. stages. Even more important, any audio-frequency 
modulation of the regenerated sub-carrier will also be 
reproduced. Both of these effects can be minimized 
by the use of a balanced switching circuit, such as that 
shown in Fig. 8, in which the output at the sub-
carrier frequency is suppressed to an extent limited 
only by the degree of balance achieved in the diode 
bridges. This form of demodulator is also much 
less susceptible to amplitude modulation of the 
subcarrier switching input. Nevertheless, if the sub-
carrier input waveform is sinusoidal, the switching 
waveform is in fact not a true square wave but a 
clipped sine wave and amplitude modulation of the 
sub-carrier can produce pulse-width modulation of the 
switching waveform and hence can still have some 
effect on the demodulated audio output. 

In view of the degradation of signal/noise ratio 
which can be caused by interference components 
above 53 kc/s in the multiplex waveform, it is highly 
desirable that the demodulators be preceded by a low-
pass filter. If this filter is not to introduce differential 
phase or amplitude errors in the demodulated sum 
and difference signals, which would result in cross-
talk between the A and B channels, certain require-
ments must be satisfied. If r(f) is the amplitude 
response and 4)(f) is the phase response at a frequency 
f, while f„ and f; are respectively the audio modulation 
frequency and the sub-carrier frequency, the require-
ments may be stated as follows:— 

(i) The phase characteristic must be such that 

—d OW has the same value at f = fa, f = fs—f, 
df 
and f = fa+fa for all values of fa. 

(ii) The amplitude characteristic must be such that 
s the ratio between r(fa) and r(f —sfa)+r(f+f,„) 

2 
is constant for all values of fa. 
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Fig. 9. Minimum perceptible level of 
crosstalk between A and B channels. 

Note that this ratio need not necessarily be 
unity since any constant inequality between the 
sum and difference signals can be compensated 
in the same way as the difference in detection 
efficiency of the square-wave switch demodu-
lator. 

If the filter has constant attenuation and a linear 
phase characteristic between 30 c/s and 53 kc/s, 
these requirements are of course fulfilled. A practical 
simple filter with a cut-off frequency in the region of 
55 kc/s would approximate quite closely to the 
required characteristic except in the immediate 
vicinity of the cut-off frequency. This would produce 
a phase shift, and possibly some attenuation, of the 
upper sideband of the difference-sideband signal at 
high modulation frequencies. Formulae are derived 
in Appendix 2 for calculating the resulting phase 
shift and attenuation of the demodulated difference 
signal and also the crosstalk which this would 
produce. 

Figure 9 gives the level of crosstalk, as a function 
of frequency, which is given in C.C.I.R. Report 
No. 293 (Geneva, 1963) as just perceptible in a stereo-
phonic broadcasting system. It shows that the 
permissible crosstalk increases at 6 dB per octave at 
frequencies above 5 kc/s, hence there is considerable 
tolerance of departures from the ideal characteristic 
in the decoder multiplex signal filter. 

5.2.2. The sub-carrier regenerator 

The requirement to be satisfied by the sub-carrier 
regenerator is that the 38 kc/s output should be in the 
correct phase to produce maximum output from the 
demodulators, free from both long-term and audio-
frequency phase variations and from audio-frequency 
amplitude modulation. The output of the difference 
signal component from the demodulators is propor-
tional to cos Vs', where VI is the phase error of the 
switching sub-carrier (see Appendix 2). The output 
of the sum signal component is, however, independent 
of 1/J. Long-term phase drift will thus produce cross-
talk between the A and B channels, and phase modu-
lation at an audible frequency will produce amplitude 
modulation of the difference signal. 
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In view of the fact that the difference signal ampli-
tude follows a cosine law against the sub-carrier 
phase error, it is important that the initial phase 
error is small in order to minimize the disturbance to 
the output arising from any subsequent drift or phase 
modulation. It is therefore undesirable to use varia-
tion of sub-carrier phase as a means of making adjust-
ments to the difference signal amplitude. 

To minimize disturbances of the 38-kc/s output by 
interference, some means of amplitude limiting should 
be incorporated in the sub-carrier regenerating channel 
and the bandwidth of the filter circuits should be as 
small as is practicable. This second parameter is a 
matter for compromise since the requirement for 
minimum susceptibility to interference conflicts with 
that for good long-term phase stability. 

Either of two methods can be adopted for regenera-
ting the 38-kc/s sub-carrier. The pilot-tone can be 
used to lock a local oscillator at the pilot or sub-
carrier frequency or it can be applied to some form of 
frequency doubler. In principle, it is probably easier 
to obtain good amplitude-modulation suppression 
with the locked-oscillator but this type of circuit is 
more prone to produce phase modulation of the out-
put as a result of amplitude modulation of the locking 
signal. It is difficult to generalize, since the per-
formance is determined more by the details of design 
than by the type of circuit adopted. 

5.2.3. The sum-and-difference separation decoder 

Figure 10 shows the block schematic of the type of 
decoder in which demodulation of the difference 
signal and de-matrixing are carried out separately. 
The difference-sideband signal is extracted from the 
multiplex input by the high-pass filter, added to the 
regenerated 38-kc/s sub-carrier, and the A —B audio-
frequency signal obtained by rectification in a mean 
or envelope detector. The delay network in the A+ B 
channel is required to compensate for the delay 
introduced by the high-pass filter. In the de-matrix 
network the sum and difference signals are combined 
to form the A and B outputs. 

This form of decoder embodies some additional 
circuit features as compared with the switching type. 
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It requires additional filtering to separate the sum and 
difference signals, and the resultant differential delay 
in the sum and difference channels has to be corrected. 
If a simple diode detector is used a higher degree of 
amplitude modulation suppression is required in the 
sub-carrier regenerating channel, since the difference 
detector will treat a.m. sidebands accompanying the 
sub-carrier in precisely the same way as components 
of the wanted difference-signal modulation. 

As in the switching decoder, a low-pass filter with 
a cut-off frequency of about 55 kc/s is highly desirable 
to reduce the effects of interference. The effects of 
phase shift of the sub-carrier and distortion of the 
spectrum of the difference-bideband signal are sensibly 
identical with both types of decoder circuit, provided 
that the reintroduced sub-carrier in the sum-and-
difference decoder is large relative to the peak 
difference-sideband signal. If the sub-carrier ampli-
tude is less than two or three times that of the peak 
double-sideband signal the forms of distortion which 
are associated with asymmetrical sideband reception 
of a.m. may become appreciable. 

multoplex 
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(2o-6V p- p 
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Fig. 10. Sum-and-difference separation decoder. 

5.3. A Practical Decoder Design 

Having discussed the general requirements of 
decoders, the details can best be illustrated with 
reference to a specific design. Figure 11 shows the 
circuit diagram of a switching decoder. 

The 19-kc/s pilot tone is extracted from the multi-
plex signal in the cathode circuit of VIA by the 
single-circuit filter L1,C3. V2 is a linear amplifier, 
the anode load being a second 19-kc/s tuned circuit 
L2,C9. Diodes MR! and MR2 form the frequency 
doubler and V1 B functions as a saturated grid limiter 
and 38-kcis amplifier. The resonant primary circuit 
of the transformer TI gives further filtering of the 
regenerated sub-carrier and a sinusoidal switching 
voltage of 40 V peak-to-peak is developed across the 
secondary of Ti. Figure 12 shows the static limiting 
characteristic of the sub-carrier regenerating channel. 

The multiplex signal is taken from the anode of 
VIA through the low-pass filter C5,L3,C6 and the 
feed resistors R15 and R16 to the switching bridges. 
The 19-kc/s tuned circuit LI, C3 in the cathode 

5V p-p ut 1001. mod 

V3A 
ECC83 

MR4 0491 
C14 

R17 
 Ir_ R19  2‘2,\0 
R16 0.1 I 1M C16 
47k 180p 

MR6 R18 
0A 91 220k 

Fig. 11. Switching decoder, circuit diagram. 
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Fig. 12. Static limiting characteristic of 
sub-carrier regenerating channel. 
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circuit of VIA also functions as a notch filter and 
reduces the amplitude of the pilot-tone component in 
the multiplex waveform fed to the switching circuits. 
This, in turn, reduces the amplitude of any unwanted 
beat tones arising from intermodulation between the 
pilot tone and the modulation components of the 
multiplex signal due to non-linearities in the demodu-
lators or subsequent stages. The measured overall 
amplitude and phase characteristics of the multiplex 
signal channel are shown in Fig. 13 and in Fig. 14, 
curve (a). 

Considering the phase response, a linear phase 
characteristic merely represents a constant time-delay 
to all components of the signal and hence has no 
effect on the process of stereophonic demodulation. 
In evaluating the crosstalk which will result from 
imperfections in the response of the multiplex channel, 
the phase errors to be taken into account are those 
which represent departures from the linear phase 
condition. 

In this case the maximum errors occur at the highest 
modulation frequency 15 kc/s. By putting the 
appropriate values from Figs. 13 and 14 into the 
expression given in Appendix 2, Section 10.1, the 
phase shift and attenuation of the demodulated 
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Fig. 13. Amplitude response of 
multiplex signal channel. 

100 300 

16 

difference signal may be determined; we have 

phase error at 23 kc/s, 01 = 14° 

phase error at 53 kc/s, 02 = — 7° 

amplitude factor at 23 kc/s,t k1 = 0.99 

amplitude factor at 53 kc/s,t k2 = 0-97. 

From these values we find that the demodulated 
difference signal at 15 kc/s will be reduced by 0.2 dB 
and phase-retarded by 10.6 deg. 

However, we see from Figs. 13 and 14 that, at 15 
kc/s, the sum signal is reduced by 0-4 dB and retarded 
by 9 deg. Thus the differential amplitude and phase 
errors are 0.2 dB and 1.6 deg which, if they were the 
only imperfections in the circuit, would produce a 
cross-talk level of — 36 dB between the A and B 
channels (see Appendix 2, Section 10.3). 

The source impedance presented to the switching 
circuits by the transformer Ti is 1250e; the series 
resistors R11 to R14 prevent an undue drop in the 
secondary voltage due to loading by the short-
circuited pair of diodes. The presence of these 

t The constant attenuation of 0-2 dB over the difference-
sideband signal portion of the spectrum has been ignored since 
it can be compensated in the audio-frequency stage. 
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Fig. 14. Phase characteristic of multiplex signal channel. 

(a) Measured characteristic. 

(b) Ideal linear phase characteristic. 

resistors, together with the finite resistance of the 
switching diodes in the nominally short-circuited 
condition also produces slight in-phase cross talk 
between the A and B channels but this can be corrected 
in the following stage V3. 

The de-emphasis circuits precede the first audio 
amplifier V3 and reduce the amplitude of the ultra-
sonic components in the input to this stage. Precise 
matching of the time constants is required in order to 
preserve a constant ratio of common-mode to 
differential-mode gain over the entire modulation-
frequency range. 

5.4. Performance 

The performance figures given are for the decoder 
when fed with a 2-8 V peak-to-peak multiplex signal 
from a stereophonic coder. If the decoder were 

Fig. 15. Modulation-frequency response 
of A and B outputs. 

Fig. 16. Crosstalk characteristic 
between A and B channels. 
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embodied in a complete receiver some deterioration 
in overall performance might well result from imper-
fections in the tuner. 

Figures 15 to 18 and Table 3 show the performance 
test results. The modulation frequency response curve 
shown in Fig. 15 is the average of both A and B 
channels, since the maximum difference between them 
was 0-2 dB. The crosstalk shown in Fig. 16 is rather 
worse at the extreme low and high modulation 
frequencies than can be accounted for by the charac-
teristics of the multiplex channel alone. This result 
represents the sum of various instrumentalities in 
both coder and decoder but, since it is well within 
the subjective tolerances shown in Fig. 9, it was not 
investigated further. 

Susceptibility to interference components in the 
multiplex signal in the region of 19 kc/s is shown in 
Fig. 17, and the method of measurement requires 
some explanation. Any interference sidebands 
accompanying the regenerated sub-carrier can produce 

Table 3 

Harmonic distortion with 400 c/s modulation 

Modulation, 
relative to 
maximum 

Channel to 
which modulation 

applied 

Distortion at 
output of channel 
A 

1O0% 

ff 

40% 

>9 

ff 

A 

S 

A 

S 

0.7% 

I .6 % 

0-7% 

0-7% 

0.7% 

0-6% 

08% 

1 .5 % 

1 .0 % 

0 % 

0.7% 

0.6% 

A —.8 

EI—• 

02 103 

frequency, cis 
cf* 
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Fig. 17. Susceptibility to interference in sub-carrier regenerating 
channel. 

(a) With adequate sub-carrier limiting. 

(b) With no sub-carrier limiting. 

a disturbance of the audio-frequency output of the 
receiver either by direct demodulation (as, for example, 
with an amplitude modulated sub-carrier in a sum and 
difference separation decoder) or by intermodulation 
with the wanted signal (as, for example, with a phase 
modulated sub-carrier). In order to reveal the 
presence of both mechanisms a test signal having 
40% modulation at 640 c/s in the A channel alone 
was applied together with an interfering sinusoidal 
signal at a frequency fl, fr being varied in steps from 
16 kc/s to 22 kc/s. At each step the level of inter-
ference was increased from zero until the largest un-
wanted component of the receiver output (ignoring 
components at harmonics of the wanted modulation 
frequency) was — 40 dB relative to the output level 
of the wanted 640 c/s modulation. The level of the 
interfering signal fr was then recorded. Figure 17 
shows the results of the test with, for comparison, 
results of a similar test on a switching decoder with 
little or no limiting in the sub-carrier channel and un-
balanced single diode switching circuits. 

Susceptibility to unwanted components of the 
multiplex signal at frequencies above 53 kc/s was 
tested by measuring the 1-kc/s output obtained with 
an input signal of constant amplitude set, in turn, at 
frequencies of f5+ 1 kc/s, 2f, + 1 kc/s. nfs+ 1 kc/s, 
where f,  is the sub-carrier frequency (38 kc/s). The 
results are shown in Fig. 18 with, for comparison, 
results of a similar test on the same decoder but with 
the low-pass filter C5, L3, C6 removed. 

The results for total harmonic distortion are given 
in Table 3. 
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The performance is regarded as generally satis-
factory. One way in which it could probably be 
improved is by redesigning the multiplex channel 
low-pass filter with a somewhat lower cut-off fre-
quency. This would give increased rejection of inter-
ference in the region of 70 to 150 kc/s, at the expense 
of some increase in crosstalk at the higher modulation 
frequencies which could well be tolerated. 

6. Interference 

Frequent references have been made in the fore-
going discussion to the importance of those aspects of 
stereophonic receiver design which affect suscepti-
bility to interference and it is of interest to consider 
some types of interference in more detail. 

6.1. Adjacent-Channel Interference 
The presence of an interfering transmission spaced 

in frequency by Af from that to which the receiver is 
tuned will give rise to a spectrum of interference, in 
the output of the discriminator, centred on the 
frequency àf and extending outwards to an extent 
determined by the modulation of the two trans-
missions. Where Af = 200 kc/s, almost all of this 
interference spectrum lies outside the bandwidth 
occupied by the wanted multiplex signal. Neverthe-
less, an audible output will be produced if any com-
ponents of the interference are demodulated by beating 
with harmonics of the sub-carrier frequency. In such 
a case, the provision of a low-pass filter in the multi-
plex signal channel would be expected to give a very 
substantial improvement. Where Af = 100 kc/s the 
improvement, though significant, would be smaller 
since the interference spectrum will now overlap that 
of the wanted multiplex signal and cannot be entirely 
eliminated without disturbance of the wanted modula-
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Fig. 18. Susceptibility to interference from multiplex signal 
components above 53 kc/s. 
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tion. Subjective tests with a very simple switching 
decoder, fed from the discriminator of a typical 
medium-priced domestic f.m. receiver, showed an 
improvement of 15 dB where btf = 200 kc/s and 7 dB 
where Ai' = 100 kc/s by the use of a filter with a 
response above 40 kc/s similar to that shown in 
Fig. 13. The improvement quoted represents the 
increase in the level of the interfering signal required 
to produce an output interference subjectively rated 
as 'perceptible'. 

6.2. Multipath Propagation 

The distortion arising from multipath propagation,t4 
that is when the received signal consists of a number of 
components which have travelled by paths of different 
lengths and hence suffered different time delays, has 
been found rather more severe with the pilot-tone 
system than with the normal monophonic system. 
This is particularly so where the reflected signals in-
volved have time delays corresponding to com-
paratively small path differences, 5 miles or less. 

One effect of the presence of signals with path 
differences close to 5 miles is to produce a form of 
intermodulation in which the pilot tone is amplitude 
modulated by the low-frequency components of the 
sum signal. If this modulation is not adequately 
suppressed by amplitude limiting in the sub-carrier 
regenerating channel it produces distortion of a 
particularly unpleasant character. Objective measure-
ments have been made to determine the extent of the 
improvement which sub-carrier amplitude limiting can 
provide and the results of one test are given in Fig. 19. 
They show the amplitude of harmonics produced by 
two decoders when fed from the discriminator output 
of a medium-priced f.m. receiver. The r.f. signal input 
to the receiver contained one delayed component with 
an amplitude of 10% and a delay corresponding to a 
path difference of 5 miles relative to the main signal; 
the signal was modulated 100% at a frequency of 
120 c/s in the A channel alone. Both decoders were 
switching types, one with a high degree of limiting, 
and the other with little or no limiting, in the sub-
carrier regenerating channel. (Figure 17 gave the 
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results of tests on the same two decoders.) It can be 
seen that, although some distortion remains even 
with the better decoder (this due largely to un-
avoidable distortion of the sum- and difference-signal 
information), the total distortion has been very sub-
stantially reduced. Two points must be emphasized 
with regard to the results given in Fig. 19. The first 
is that the condition measured, with a low modulation 
frequency and a single delayed signal having a delay 
corresponding to a path difference of 5 miles, is that 
for which the difference between adequate and in-
adequate sub-carrier limiting is most marked. The 
second is that it presents a somewhat over-pessimistic 
picture of the total effect of multipath propagation. 
The amplitudes of individual harmonics vary very 
rapidly with small changes in the relative phase of the 
reflected and direct signals. For the purposes of the 
test, this phase was adjusted to produce the maximum 
amplitude of each harmonic in turn and that maximum 
value is shown in the diagram. In a practical situation, 
therefore, the harmonics will not all reach the indi-
cated values simultaneously. 

6.3. Impulsive Interference 

This form of interference would be quite serious to 
listeners to a stereophonic broadcasting service at the 
fringe of the transmitter service area. Subjective tests 
indicate that, with a high level of interference, the 
difference between adequate sub-carrier limiting and 
no limiting in the decoder corresponds to a difference 
in the subjective rating of the interference of about one 
grade in the scale 'imperceptible', 'just perceptible', 
'perceptible', 'slightly disturbing' and 'disturbing'. 

6.4. Comparison of Monophonic and Pilot-tone Systems 
for Susceptibility to Interference 

It is not possible to give exact figures for the com-
parison of performance of a stereophonic with a 
monophonic system in the presence of the forms of 
interference considered above. The effects are deter-
mined partly by the characteristics of the interference 
and partly by the design of the receiver. However, 
in the authors' experience, the following represents 
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Fig. 19. Effect of sub-carrier limiting on multipath 
propagation distortion. 

- With adequate sub-carrier limiting. 
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the average performance attainable, assuming a well-
designed receiver; the importance of an adequate 
design cannot be too heavily stressed. 

(i) Adjacent-channel Interference. In terms of the 
wanted/unwanted signal ratio at the receiver input for 
'perceptible' interference, the pilot-tone system re-
quires an additional protection of about 15 dB when 
the interfering transmission is offset by 100 kc/s but 
negligible extra protection, not more than 2 to 3 dB, 
with frequency offsets of 200 kc/s or more. 

(ii) Multipath propagation. The effect of multipath 
propagation varies rapidly with the relative delay of 
the reflected signal. When this delay is comparatively 
long, corresponding to a path difference greater than 
about 8 miles, the subjective assessment of the 
resulting distortion averages some grade worse, in 
the subjective scale referred to earlier, with the pilot-
tone system. As the path difference is reduced, the 
difference between the stereophonic and monophonic 
systems increases from 1 grade at 5 miles to 3 grades 
at 2 miles. In the case of a 2-mile path difference, this 
does not necessarily mean that distortion will be wide-
spread, since reflected signals with such a short path 
difference are rarely large enough to cause audible 
distortion in the monophonic case. The greatly 
increased sensitivity in stereophony means, however, 
that the shorter path differences will become important 
in a number of cases, but there is insufficient experi-
ence to make a practical comparison with monophony. 

(iii) Impulsive Interference. With impulsive inter-
ference at a low level the output signal/noise ratio is 
some 20 dB worse with stereophony, as might be 
expected since the effect is similar to that of random 
noise. This corresponds approximately to two grades 
on the subjective scale. As the impulse level is in-
creased this disparity reduces considerably and, in 
the practical situation with impulses covering a wide 
range of amplitudes, the overall subjective difference 
is about one grade. 

All of the comparisons given above apply to stereo-
phonic reception. Compatible reception of the 
stereophonic transmission on a normal monophonic 
receiver would be degraded only to a negligible extent. 

With the present monophonic v.h.f. broadcasting 
service, 98% of the population of the U.K. can 
obtain satisfactory reception. If a stereophonic 
service were instituted, using the pilot-tone system 
and the existing v.h.f. transmitter network, the 
corresponding figure for stereophonic reception is 
estimated at approximately 93 %, this reduction being 
the result of the increased susceptibility to interference 
of the stereophonic system. The latter figure assumes 
an adequate standard of receiver performance and the 
use of directional aerials where necessary in fringe 
areas. Special measures, such as the provision of 
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additional transmitters and the revision of certain 
frequency allocations would improve the position to 
some extent but would not wholly make good the 
loss. In any case, it would be essential to ensure that 
shortcomings in receiver performance did not add to 
the inherent limitations of the system and thus 
produce a further reduction of the effective stereo-
phonic service area. 

7. Acknowledgments 

The authors are indebted to the Director of Engin-
eering of the British Broadcasting Corporation for 
permission to publish the paper. They also wish to 
acknowledge the assistance given by their colleagues, 
particularly Messrs. J. A. Fox and A. Jackson, in the 
experimental work. 

8. References 
1. J. Avins et al., "A compatible stereophonic system for the 

a.m. broadcast band", R.C.A. Review, 21, No. 3, p. 299, 
September 1960. 

2. R. B. Dome, "Television stereophonic system", Trans. 
Inst. Radio Engrs (Broadcast and Television Receivers), 
BTR-8, No. 2, p. 60, July 1962. 

3. W. S. Percival, "A compressed-bandwidth stereophonic 
system for radio transmission", Proc. Instn Elect. Engrs, 
106 B, Supplement No. 14, p. 234, March 1959 (Con-
vention on Stereophonic Sound Recording, Reproduction 
and Broadcasting). 

4. F. Enkel, "Die übertragung rüumlicher Schallfeldstruk-
turen über einen Kanal mit Hilfe unterschwelliger Pilot-
frequenzen", Elektronische Rundschau, 12, No. 10, p. 347, 
October 1958. 

5. G. D. Browne, "A pulse-time-multiplex system for stereo-
phonic broadcasting", J. Brit.LR.E., 23, No. 2, p. 129, 
February 1962. 

6. F. K. Harvey and M. R. Schroeder, "Subjective evaluation 
of factors affecting two-channel stereophony", J. Audio 
Engng Soc., 9, No. 1, p. 19, January 1961. 

7. H. F. Mayer and F. Bath, "Stereophoner Rundfunk 
mittels Puls-Amplituden-Modulation", Rundfunktechnischer 
Mitteilungen, 3, No. 4, p. 174, August 1959. 

8. Petition by Phiko Corporation to the F.C.C. on Stereo-
phonic Transmission Standards for F.M. Broadcast Service, 
dated 12th February 1959. 

9. F. L. H. M. Stumpers and R. Schutte, "Stereophonische 
übertragung von Rundfunlcsendungen mit FM-modulierten 
Signalen und AM-modulierten Hilfstráger", Elektronische 
Rundschau, 13, No. 12, p. 445, December 1959. 

10. F.C.C. Report and Order, Docket No. 13506 (F.C.C. 
61-524) dated 20th April 1961. (See Audio, 45, No. 6, 
p. 18, June 1961). 

11. J. B. Izatt, "The distortion produced when frequency-
modulated signals pass through certain networks", Proc. 
Instn Elect. Engrs, 110, No. 1, p. 149, January 1963. 

12. F. Homer, "Extra-terrestrial radio noise as a source of 
interference in the frequency range 30-1000 Mc/s", Proc. 
Instn Elect. Engrs, 107 B, No. 34, p. 373, July 1960. 

13. A. J. De Vries, "Design of stereophonic receiver for a 
stereo system in the f.m. band using an a.m. sub-carrier", 
Trans. Inst. Radio Engrs (Broadcast and Television Receivers), 
BTR-7, No. 2, p. 67, July 1961. 

413 



J. G. SPENCER and G. J. PHILLIPS 

A, B = 

M, S = 

+ Hm = 

= 
±11,› = 

a = (0.12: 

al = 

+ h, 

+ 

+ 

14. R. V. Harvey, "V.h.f. sound broadcasting: subjective 
appraisal of distortion due to multipath propagation in 
f.m. reception", Proc. Instn Elect. Engrs, 107 B, No. 35, 
p. 412, September 1960. 

15. D. E. L. Shorter, "Determination of the effective modula-
tion depth of monophonic programme transmitted on the 
Zenith-G.E. stereophonic system", E.B.U. Review, No. 77, 
Part A, p. 2, February 1963. 

9. Appendix 1 

This appendix gives the basic formulae for the 
theoretical signal/noise ratios for multiplex systems. 
They apply on the assumptions that the output noise 
level arises from a continuous source of noise at the 
receiver input or first amplifying stages and that the 
signal/noise ratio is high. 

9.1. List of Symbols 

+ Ho 

audio-frequency signals in left and 
right stereophonic channels. 

sum, FA + B), and difference, FA — B), 
audio-frequency signals. 

peak frequency-deviation in standard 
monophonic broadcasts (± 75 kc/s). 

peak frequency-deviation of main car-
rier by M signal (f.m. sub-carrier 
systems). 

frequency of sub-carrier. 

peak frequency-deviation of main 
carrier by sub-carrier. 

peak frequency-deviation of sub-
carrier by S signal (f.m. sub-carrier 
systems). 

maximum deviation of main carrier by 
the M signal possible when A = B (no 
S signal). 

maximum deviation of main carrier by 
the M signal possible with a finite A 
signal input and zero B signal input. 

maximum audio frequency. 

pre-emphasis time constant. 

r.m.s. signal/noise ratio improvement 
factort for pre-emphasis in a.m. 

[arctan coal -+ 

CO. T 

a2 = r.m.s. signal/noise ratio improvement 
factort for pre-emphasis in f.m. 

T [ arctan co./ -+ 

3 L  T 

t These factors do not include correction for reduced modu-
lation at the lower audio frequencies, i.e. they assume that the 
modulation level at low audio frequencies remains constant 
when pre-emphasis is applied. 
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b = factor of reduction of modulation at the 
lower audio frequencies applied in con-
junction with pre-emphasis, compared 
with the modulation in a system with-
out pre-emphasis. (Expressed as voltage 
ratio < 1.) 

N = noise factor of receiver (power ratio). 

Vo = receiver input signal voltage corre-
sponding to an available power of 
1 mW. 

V, = actual receiver input signal voltage. 

9.2. Performance on Monophonic Transmissions 

The r.m.s. signal/noise ratio for a 100% modulated 
double-sideband amplitude-modulated transmission, 
no pre-emphasis being used, is 

(10-3)* V,. 1 

2k To Vo (Nf,,) -1 

where (10-3/2kT0)* = 3.55 x 10s, taking kTo as the 
available thermal noise power per unit bandwidth at 
room temperature (To = 290° K). 

The f.m./a.m. improvement factor for r.m.s. signal/ 
noise ratio, for a standard monophonic f.m. trans-
mission, is 

N5Ho • a2 b 
fa 

The r.m.s. signal/noise ratio for a monophonic f.m. 
transmission may be derived from the product of 
expressions (1) and (2). Thus, for the U.K. standards, 
Ho = 75 kc/s, r = 50 its and b = 0.63 (-4 dB); 
taking fa = 15 kc/s and N = 10 (noise factor of 
10 dB), a theoretical signal/noise ratio of 77.2 dB is 
obtained with an input carrier level of — 67 dB (mW). 
The reference signal in this case corresponds to a 
deviation of + 47 kc/s (0•63 times + 75 kc/s) at a low 
audio frequency such as 400 c/s. 

9.3. Degradation Factors for Stereophonic Trans-
mission 

The theoretical noise performance of multiplex 
stereophonic systems is summarized in Table 4 in the 
form of degradation factors for the r.m.s. signal/noise 
ratio relative to monophonic f.m. transmission 
performance. 

The calculations in the case of monophonic recep-
tion have been based on the reduction in deviation of 
the main carrier by the M signal as compared with the 
+ 75 kc/s deviation for a monophonic transmission. 
In the case of the f.m. sub-carrier system there is a 
definite limit to the amplitude of the M and of the S 
signal that can be transmitted, while in the a.m. sub-
carrier systems the limit is more complex. However, 
for an a.m. sub-carrier system with 50% deviation 
allocated to the sub-carrier, or when the sub-carrier 

(1) 

(2) 
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is suppressed leaving the upper and lower sidebands, 
it turns out that there is a definite limit to the ampli-
tude of the A and B signals that may be transmitted. 
Other elements in the chain (audio-frequency ampli-
fiers, recording machines, land lines, etc.) do not 
generally place a very rigid limit on the signal ampli-
tudes in either the M and S or the A and B form. 
Thus, with the f.m. sub-carrier system, it is assumed 
that the programme level may be adjusted in all cases 
so that the peaks of the M signal give the full deviation 
of the main carrier allocated to it. Only in very 
exceptional types of programme would this procedure 
overload the f.m. sub-carrier channel carrying the S 
signal. In the case of a.m. sub-carrier systems a 
different criterion is necessary in achieving the 
optimum modulation level. Thus when the A and B 
signals are subject to a definite limit, the programme 
level would be adjusted so that these signals take up 
the permitted peak levels. The M modulation pro-
vided for the monophonic listener then depends on 
the degree of correlation between the A and B signal 
waveforms. The result for uncorrelated A and B 
signals of equal mean power corresponds most closely 
with the average result obtained in practice.' 

When stereophonic reception is considered, the 
signal/noise ratio of the sub-carrier channel relative 
to a monophonic transmission channel is first evalu-
ated. For high signal/noise ratios, it may be shown 
that modulation of a sub-carrier which deviates the 
main carrier by + .,./2 radians is equivalent in per-
formance to the same type of modulation applied 
directly to the main carrier instead. Since mono-
phonic f.m. transmission is used as a reference in 
Table 4 the expression for the S signal is straight-
forward for f.m. sub-carrier systems but, in the case 
of a.m. sub-carrier systems, the effects of pre-emphasis 
in a.m. and of losing the f.m./a.m. improvement 
factor must be included. 

Finally, for evaluating the performance of the 
stereophonic channels, allowance must be made for 
occupation of both the A and B channels. The 
results given in Table 4 for the A signal assume that 
modulation levels are set up as discussed above, and 
that the A and B signals are of equal mean power but 
uncorrelated. The noise from the main signal channel 
has been neglected for simplicity since it is usually 
small compared with the noise at the output arising 
from the sub-carrier channel. 

Table 4 

Theoretical r.m.s. signal/noise ratio degradation factors 

Monophonic reception (M signal) (i) for A = B, 
(ii) for uncorrelated A and B signals of equal power 

Sub-carrier channel (S signal) at maximum modu-
lation 

Stereophonic channel (A signal) for uncorrelated 
A and B signals of equal power 

F. M. sub-carrier A.M. sub-carrier 
system system 

.. H 
(i) and (n) 

Hshs  

V2H0f, 

Hits  

14.4 

(H„;H,',D+ 
(i) — (11) t Ho Ho 

Hsfaai  

V6Hofsa2 

Hafaai  i2H,„\* 

•‘/Hofsa2. HJ 

t This is an approximation assuming 1 e. 2. 

Notes: (1) In the f.m. sub-carrier system, 11„,-FH, normally equals 110 in order to give a total deviation equal to that used in mono-
phonic transmissions. 

(2) In the a.m. sub-carrier system employing the full sub-carrier component with double-sideband modulation, it may be 
shown that the conditions for a total deviation of ± 1/0 and no overmodulation of the sub-carrier are respectively 

= Ho—H, and 11," = (110—H.)21Ho. 

(3) In the a.m. sub-carrier system (double sideband) with partial or complete suppression of the sub-carrier component, 
H, must be taken as the deviation of the main carrier by the sub-carrier that would be needed supposing that the sub-
carrier were fully restored before transmission. 

(4) For the Siemens system (single sideband a.m. sub-carrier) and Mullard system (two effective sub-carriers) the appropriate 
corrections have been made in Table 2, but the details are not given here. 
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10. Appendix 2 

10.1. Effect of Distortion of Différence-Sideband 
Spectrum 

co 
= sub-carrier frequency. 

2n 

2n 

col 

= modulation frequency. 

= cos - P. 

(02 = (03+P. 

01 = phase advance of lower sideband. 

02 = phase advance of upper sideband. 

k1 = factor by which lower sideband amplitude 
changed. 

k2 = factor by which upper sideband amplitude 
changed. 

If the correct difference-sideband signal is 

sin pt sin cos t = + cos col t - I cos co2 t 

the effect of the distortion is to change this to 

ki k2 
—2 cos (col t+ 01) - -2 cos (co2 t+ 02) 

The output of a square-wave switching demodulator 
is then 

Thus the demodulated difference signal is advanced 

in phase by 4, = arctan (- -b) and changed in ampli-
a 

tude by a factor Ea2+b2)*. 

Where only the amplitudes of the sidebands are 
changed, the expression for the demodulated signal 

reduces to -1(k1+k2) sin pt. This gives zero phase 
2n 

error and an amplitude change of j-(k1 + k2) in the 
demodulated difference signal. 

Where only the phases of the sidebands are 
changed, the expression for the demodulated differ-

is ence signal reduces to n cos 1 01+02 . 01-02\ 
2 sin pt 

2 f' 

is i.e. a phase error of 0 — 02 and an amplitude change 

[kI k2 
-1 cos (coi t + 01) - -2- cos (co2t + 02)1 x 

2 . 2. 
+ - sin cos t + 3-n sin 3cost ...] 

Considering only the product terms containing audio-
frequency components we have 

1 
[k1 sin c051 cos (col t + 01)-k2 sin cos t cos (co2 t+02)] 

or, again taking only the audio-frequency terms, 

sin (pt - 01)+ k2 sin (pt + 02)] 
2n 

= -1 [ki(sin pt cos 01- cos pt sin 01) + 
2n 

1 
= - [sin pt(lci cos 01 + k2 cos 02)-
2n 

+ k2(sin pt cos 02 + cos pt sin 02)] 

- cos pt(lci sin 01 - k2 sin 02)]   

Let k1 cos 01+k2 COS 02 = a 

and k1 sin 01 - k2 sin 02 = b. 

Expression (3) then becomes 

1 = 0 2 + b2)* sin ( p + 0) —n pt - b cos pt) 2n (a si  
27r 

where 
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arctan (- -b) 
a 

(3) 

2 

of cos 01+02  
2 

10.2. Effect of Phase Shift of Regenerated Sub-carrier 

The output of the difference signal from the de-
modulator, if the switching sub-carrier is shifted from 
the correct phase by an angle VI, will be 

(sin pt sin 0)50[7r-2 sin (cos t +1//)] 

= -1 sin pt[2 sin cost sin (cos t + tit)] 

Taking only the audio-frequency term we have 

-1 sin pt cost', 

10.3. Effect of Phase Shift and Amplitude Change of 
Demodulated Sum and Difference Signals 

Let the sum signal amplitude be changed by factor 
r„, and the difference signal amplitude be changed by 
factor rs; also let the sum signal phase error be 
and the difference signal phase error be as. 

In the case where modulation input of unit ampli-
tude is applied to the A channel alone, it follows 
from a geometrical construction of the type given in 
Fig. 4 that the A and B channel outputs of the receiver 
are 

A = f\lr,„2 + rs2+2r„,rscos la„,-asl 

B = 1Nir+rs2-2r„,rscosla,„-asi 

and the resulting crosstalk level, expressed in decibels 
is 

r2 +rs2 +2r„,rscos am-as  
-20loglo 

rn2I+ rs2 - 2rmrscos am-as 
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Summary: The power gain of a double-sideband up-converter using 
both non-linear resistance and capacitance is found. With the assumption 
that the second-harmonic components of resistance and capacitance are 
zero, it is shown that if the elements are pumped in quadrature the forward 
gain can be made arbitrarily high with 'cold' tuning whilst the reverse 
gain is zero. 

Furthermore it is shown that unidirectional operation with arbitrarily 
high forward gain can be achieved for any up-conversion frequency ratio. 

Expressions are also derived for the bandwidth and noise figure of the 

device. 
Finally, it is also shown that arbitrarily high forward gain and uni-

directionality appear possible when the second-harmonic components of 
resistance and capacitance are non-zero. 

List of Symbols 

Susceptance of co q circuit. 
Susceptance of (co q cop) circuit. 
Susceptance of (o)q co,,) circuit. 
Time-varying capacitance. 
Fourier coefficients of C(t). 

Time-varying conductance. 
Fourier coefficients of g(t). 
Total effective conductance of coq circuit. 
Total effective conductance of (co q + cop) 

circuit. 
Total effective conductance of (co q cop) 

circuit. 

Source conductance. 
Load conductance. 
Equivalent shot-noise conductance of 
resistance diode. 
Current at frequency coq. 

1. Introduction 

It is well known that up-conversion from a frequency 
co q to a frequency (cog + cop) can be achieved by means 
of non-linear capacitors.' In the single-sideband (or 
three-frequency) parametric up-converter, the non-
linear capacitor is 'pumped' at frequency cop and 
tuned circuits allow either currents to flow or voltages 
to exist only at the signal and upper-sideband fre-
quencies. This type of converter has a maximum 

t Department of Electronic and Electrical Engineering, 
University of Birmingham. 
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IC 

N. 

vo 

v41 

v 

yo 

Y+ t 
Y.. 1 

cop 

coq 

AO) 

25 

Current at frequency (cog + cop). 

Current at frequency (o)«— cop). 

Equivalent saturated current of 
resistance diode. 

Noise output power. 
Voltage at frequency coq. 

Voltage at frequency (o) q+ cop). 
Voltage at frequency ( CO q cop). 

Admittance of coq circuit. 
Admittance of (co q cop) circuit. 

Admittance of (co q cop) circuit. 

Pump frequency. 

Signal frequency. 

Frequency deviation about o),. 
Resonant frequency of co, circuit. 

Fractional bandwidth. 

power gain of (coq+cop)/o),. In the double-sideband 
(or four-frequency) converter where the output is 
taken at the upper-sideband, but the lower-sideband 
is allowed to exist, the gain can be increased to 
4(coq ± CO p)i q with 'cold' tuning.t With suitable 
tuning the gain can be increased to any desired value.2 

Edwards3 has shown that a non-linear resistor 
pumped in phase with a non-linear capacitor merely 

'Cold' tuning is where the mean reactances of the individual 
circuits are arranged to cancel with the mean reactance of the 
non-linear capacitor. 
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reduces the gain obtainable by the pure capacitor. 
However, Engelbrecht4 has shown that if the non-
linear resistor is pumped in quadrature with the capaci-
tor then, for large up-conversion ratios, gain in excess 
of (cog+cop)/coq can be obtained with a single-sideband 
circuit. Furthermore, it is possible to make such a 
circuit unidirectional, i.e. finite gain from cog to 
(co, + wp) and zero reverse gain from (coq + cop) to coq. 
Szerlip and Howson" have shown, for the single-
sideband converter, that it is possible to obtain arbi-
trarily high gain with either parallel or series R-C 
circuits. However, under these circumstances, the 
reverse gain is non-zero and increases as the forward 
gain increases. 

The work presented here is a general analysis of a 
double-sideband parametric converter using non-
linear resistance and capacitance. The resistance and 
capacitance are in parallel and pumped in quadrature. 
(See Appendix 1.) It is shown that it is possible to 
obtain arbitrarily high forward gain with 'cold' 
tuning while maintaining the desirable unidirectional 
property obtainable in the single-sideband converter. 
General expressions for gain, bandwidth and noise 
figure are also derived. 

2. General Analysis 

The notation used here is identical in almost all 
respects to that used in a previous paper by Tucker.' 
The essential circuit of the device is shown in Fig. 1. 
It is assumed that the pump voltage is much greater 
than any signal voltages present, so that the resistance 
and capacitance elements can be considered as time-
varying with a fundamental frequency cop. The tuned 
circuits are considered to be ideal, so that only a volt-
age at the signal frequency (co,) exists across the 
source admittance, Yo; only a voltage at the upper-
sideband (cog + cop) exists across the load, Y.,. 1; and 
only a voltage at the lower-sideband (co q— co r) exists 
across the 'idler' admittance, Y_ 1. The time-varying 
capacitance may be represented by the Fourier series 

Fig. 1. Double-sideband converter using parallel resistance and 
capacitance elements. 
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00 

c(t). co + E 2C„ cos ncop t  (1) 
n=1 

It is convenient to analyse the non-linear resistance 
as a time-varying conductance so that, 

00 

g(t) = go + E 2g„ cos n(copt + n/2)  (2) 
n=1 

hence 

C(t) = Co + 2Ci cos cop t + 2C2 cos 2cop t +  (3) 

g(t) = go-2g I sin co, t — 2g2 cos 2cop t +...  (4) 

g (t) v(t) 

Fig. 2. Equivalent circuit of double-sideband converter. 

The equivalent circuit of the device is shown in 
Fig. 2 and hence the small-signal currents, i(t), and 
the small-signal voltages v(t) are related by 

i(t) = g(t)v(t) + —d [C(t)v(t)]+ Y v(t)  (5) 
dt 

In general the voltage v(t) will contain components 
at all possible modulation frequencies mop+ coq and 
can be written as 

CO 

v(1) E o,„{cos(coq + mcop)t +gm]  (6) 
Furthermore, it has been shown elsewhere' that 

the phase angle always carries the same subscript as 
the voltage magnitude, so that if the voltages vm are 
considered to be vector quantities the phase angle can 
be dropped. 

In this particular case voltages exist only at cog, 
(cog+ wr) and (co q cop) so that by manipulating eqns. 
(3), (4), (5) and (6), we arrive at equations for currents 
at the three frequencies. 

At frequency cog: 

10 = Vo{Yo ± go ±i(Oq Co} + v±i { — jgi + jco« } + 

+jo4C1)  (7a) 

At frequency (co q cop) 

O = vo{igi+X(0«+(0,,)ci}+ 
+v+I{Y+2+go+i(cvq+cop)co}+ 

+v_i{—g2+i(wq+cop)c2}   (7b) 

At frequency (co q p 

O =  vo{ — jgi +j(co,— copCi} + 

+ v+i { 92 +:1(co.1 cop)C2} + 
+ v_ {Y_I+go+i(wg cop)Co}  (7e) 
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For convenience it will be assumed that the second-
harmonic components of capacitance and conduc-
tance are negligible so that C2 = 0 and g2 = 0. If 

Yo = Go +iBo Y+1 = G+1 -1-.P+1 

and Y_ 1 = G_ 1+ jB_ 

(where Go and G +1 include the transformed source and 
load conductances gs and g 1, respectively) and we 
arrange that the mean susceptances of the individual 
circuits are tuned out such that 

Bo +co«Co = O B + 1+(coq+cop)C0 = 0 

and B _ 1+ (cog- co p)C 0 = 0. 

Clearly the three 
susceptance terms (it 
the mean susceptances 
tuned out), so that if 
stability Gm+ Re( Yi,„,) 
that 

[go + Go] [go+ G-1] > 

input admittances have no 
should be remembered that 
of the individual circuits were 
coq CI g1 the condition for 
> 0 (m = 0, + 1 or - 1) is 

[g 1+ o)„C i][g 1- (co„- cop)Ci] 

 (10) 

2.1. Calculation of Forward Gain 

If we now consider the double-sideband up-
converter with output at frequency (cog+cop) then it 
is easily seen from eqn. (8) that the power in the load, 
14 112g/. is given by 

I 
= [g 1 + (cog + p)C ir [9 0+ G- J2141291. v+1129/..  

{Lgo + G+ 11([go + Go] [go + G_ - [g 1+ o),C [g - (cog- (0 p)C1]) 
gi+COq Cd[g 0+ G _ i][g 1+(co„+ cop)Cd)2 

Equations (la-c) then reduce to 

Io = VO{g0+ GO} + 141{ — ig 1+i°)qC1} 

+ V— i{jg +jco«Ci}  (8a) 

o = vo{jg i+j(coq+co,)CI)+v+itgo+G+1)+ 
+ v_ i{0} 

The maximum available input power is I/0 2/4g5, and 
hence the forward power gain of the system is 

= 4giss 
1 

10 

2 

(12) 

 (8b) Therefore, if we arrange that g1 = cog CI the forward 
gain becomes 

4g is s[g + (co, + co p)C112 [go+ G _  

P = [go+ G+ 1]2 {[go + Go][go + G - [91+ (0,2C 11 [g (mg- - co p)C 
 (13) 

Clearly the gain becomes arbitrarily high as [go + Go] [go + G _ 1]-> [g 1+COqC 1] [g 1— (co.— co p)C 1] 

o = vo{ - igi +i(c0„ - (op)C + v+ 1{0} + 
+v_ 1{90+ G-1} (8e) 

(14) 

Thus the condition for stability given by the inequality 
(10) will be obeyed for practical values of gain. 

Under these circumstances the input admittances 
of the three circuits at cog, (co q (Op) and (cog - cop) are   
respectively 

[g + o C [g 1- (cog- co p)Ci] [ - g + C [g 1+ (o)„+ p)C  
0 = g0 

[g0+ G- [go+G +1] 

[ — g1 + cog CI] [gi +(coq+cop)Ci] [go+ G_ 1] 
= g° + [go+ Go] [go + G_I] - [gi + co,C 1] [g - (co„- co p)C 

[91+ C1] [g - (co, - p)C 1] [90+ G +1]  

Y11=g° [go+Go][go+G+1]+[91+00,+cop)Ci][ - gi+wqCii 

June 1915 4 

(9a) 

(9b) 

 (9c) 
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and 

CC2 + 432 

2.2. Calculation of Reverse Gain 

The reverse gain will be given by 4gLgs 

From eqn. (8) this becomes 

vo 

4 1 

2 

where 4 2 is the input current at frequency (co« + cop). 

4g Lgs[—g + co,,Cd2 Do + G  P = 
r — + 

+[— 1+ 0),,Cd[go+ G_ 1] +(coq cop)C1B2 

Hence if g1 = co, C1 the reverse gain is zero.t When 
the input frequency deviates from coq the reverse gain 
will not be zero, but for a wide range of coq it will be 
considerably smaller than the reverse gain of other 
parametric converters with comparable forward gains. 

In the single-sideband converter analysed by 
Engelbrecht,4 for unidirectional operation, the maxi-
mum forward gain was 1(cog+cop)2/coZ for an ideal 
passive variable resistance. Again, the reverse gain is 
non-zero when the input frequency deviates from coq. 

3. Bandwidth of Double-Sideband Converter 
To determine the bandwidth of the converter it is 

necessary to consider in more detail the input, out-
put and idler circuits. For simplicity it is assumed 
that all are simple parallel-tuned circuits, although 
this type of circuit does not normally give the maxi-
mum bandwidth obtainable. Using a high- Q approxi-
mation, the circuit admittances can be rewritten as 

Yo +jco« Co = Go[l + 2jQ0(5]  (16) 

where 

= (90+G+1){(90+Go)(90 + G-1)+ [- 91 +(0.)q—cop)Ci] [91 +a)C11—sdGo G-1) -

- scG+1{Go(go+ G_ )+ G - 1d(go+ Go)}  (27) 

(cog—cop) = (cog' — co p) + Aco 

Aco 
o = — 

coq 

If in addition we make the substitutions 

and 

Q  — + 1  Cpg'  
C  

Qo (cog' + cop) 

d= Q-1 ep:1 
Qo (cog' — cop) 

s = (2Q0 (5)2 

the forward gain given by eqn. ( 13) becomes 

4 gLgS[g (0)q Wp)Cl ] 2 Rg0 G 1)2 + sd2 +GM 
= 

(15) 

where 4, (4+ cop) and (co'« — cop) are the resonant 
frequencies of the three circuits, and 

Qx is the Q factor of circuit K(K = 0, + 1, or — 1) 

coq = co' +Aco  (19) q 

(coq + cop) = ((»; + cop) + Aco  (20) 

and (22) 

(21) 

(23) 

(24) 

(25) 

(26) 

fl = cG + 1{(go+ Go)(9 + G -- 1)+[— +(co«—cop)Cdrg i+co«C j—sdG0G-11 + 

+(go+ G + 1) {G 0(9 0+ G - 1) + G - 1 d(9 o + G0)}  (28) 

Y+ +i(c)q + o)p)Co = G+1 [1+2i12+1  ,w4 
(coq +cop) 

(17) 

Y_ +j(coq — wp)C0 = G _ 1[1-2i42- 15 (cog, (z) jcop)] 

 (18) 

t See Appendix 2 for reverse gain when C2 and G2 are finite. 
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To determine the bandwidth we now have to equate 
the general gain expression given by eqn. (26) to half 
the gain at resonance given by eqn. (13). It is necessary 
to make further assumptions to simplify the calcula-
tion of bandwidth, namely that the power gain is high 
so that the fractional bandwidth of the converter is 
small. Hence powers of s greater than 1 can be 
neglected. Furthermore, the high-gain condition 
means that condition (14) applies and most of the 
terms in s can be neglected. Hence we have 
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s 
{[go+Go][go+G_ 1]—[gi—(coq—cop)Ci][gi+cogC1]}2 

{Gorgo+G_11-1-dG_ I [go + G oy 

Hence the gain-(bandwidth)2 product becomes 

4gLgs[g +((og + cop)C112 [go + G-1]2  
(2.3)2 x gain — [g o + G + 1]2 {Go[go+G-i]+dG-i[go+Go]}2 

If Go = G+1 = G_ 1 = G, eqn. (30) reduces to 

4gLgs «co. + (o),, + cop)12 
(13)2 x gain — 

G2[go+ [420+Q-1 

4. Noise Figure of Converter 

It is not practicable here to calculate the effect of 
all possible noise sources. Only the more important 
sources will be considered, namely the thermal noise 
due to the conductances of the three tuned circuits 
and the shot-noise of the variable-resistance diode. 
Thus the equivalent noise currents ..fs(K = 0, + 1 
or — 1) of the three circuits are given by 

15012 = 4kTtlf(G'o+gs+ge)  (32) 

V +112 = 4kT4f(G+ +ge) 

l5_ 112 = 4kTMG-i+ge) 

(33) 

(34) 

where Go = G +gs and g. is the equivalent shot-noise 
conductance of the resistance diode. For a junction 
diode, if i is the shot-noise current we haves 

j2 = 2eI.Af = 4kTAfge  (35) 

where I. is the equivalent saturated current. 

ele 
Hence ge= 2kT 

 (36) 

The currents on the left-hand side of eqns. (8) can 
now be replaced by 50, and .1_ so that the mid-
band noise output power becomes 

co:1  1 

(w—co) 

1 
X et2 

0 

(29) 

(30) 

(31) 

Under high gain conditions the last term in the 
equation is small compared with the other terms so 
that the noise figure reduces to 

F = 1+ 
G¡,+ge (G_i+gengi+cooCir  40 

gs gs[go+G-ir ( ) 

5. Comparison of Double-sideband R-C Converter 
with other Parametric Converters 

5.1. Unidirectional Devices 

The only other similar unidirectional device is the 
single-sideband variable resistance and capacitance 
converter discussed by Engelbrecht. When this is 
operated under unidirectional conditions its gain is 
approximately 1[1 + (co q p)I ql 2 and only exceeds 
the gain of the ordinary single-sideband parametric 
up-converter when (cog+ cop) q• Consequently, the 
double-sideband R-C device is superior to its single-
sideband counterpart, since its gain can be made 
arbitrarily large at any ratio of output to input 

frequency. 
The noise figure of the double-sideband converter 

must of necessity be inferior to that of the single-

= 4kTAfgL 14412 frGi)+gs+go [go + +(cog+o),,)Ci]2+(G+ 1+ge)([go+Go][90+G-11 — 

[gi + (0,1C1] [g 1 (e°q epp)C1]) 2 + (G_1+ ge)[gi + coqCi]2 [91+4,i+ cop)Cd2} 

where 1Al2 is the denominator of eqn. ( 11). 

Noise figure, F, is defined as 

Therefore 

F — 
kràf x gain 

N. 

F = 1+ 
Gio+ge (G-i+ge)[gi+coqC1]2  

+ 
gs[go+G-1]2 
[G +i +g]ffgo+Gol[go+G-1] -- Egi -FcoqcilEgi — (coq— cop)cir 

gs[gi+(w„+0)p)Cd 2 [g0 G.- 1] 2 

gs 
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 (37) 

(38) 

(39) 
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sideband one under equal gain conditions, since 
further sources of noise are introduced. These sources 
are the parallel conductance of the tuned circuit and 
the equivalent shot-noise conductance of the resistance 
diode at frequency (cop q). However, under high 
gain conditions in the double-sideband case, the noise 
contribution from the upper-sideband circuit is sub-
stantially reduced as seen from eqn. (39) so that the 
noise figures of the two devices will not be greatly 
dissimilar. 

It is difficult to compare bandwidths since no pub-
lished figures are available for the single-sideband 
device. Furthermore, the bandwidth of the single-
sideband converter cannot be deduced directly from 
that of the double-sideband one since the high-gain 
assumption used in the latter case does not apply to 
the former. 

As stated previously, the usefulness of the single-
sideband R-C converter is critically dependent upon 
the up-conversion ratio. From eqn. ( 13), by suitable 
choice of the circuit conductance, it is clear that 
arbitrarily high gain can be achieved for all up-con-
version ratios for the double-sideband case. However, 
the gain-(bandwidth)2 product of eqn. (31) shows that 
the performance of the converter is not independent 
of the frequency conversion ratio. For fixed gain, 
the bandwidth of the converter reduces with reduced 
conversion ratio. 

5.2. Non-unidirectional Devices 

The double-sideband variable capacitance converter 
has its gain restricted to 4(coq+ co,)/coq when its indi-
vidual circuits are 'cold' tuned. This gain can be 
increased by more arbitrary tuning techniques to any 
desired value, but may be difficult to set up. The con-
verter discussed in this paper is capable of high gains 
with 'cold' tuning. 

The single-sideband negative-resistance converter9 
is also capable of high gains with cold tuning; it is 
interesting therefore to compare it with the converter 
discussed here. Using similar notation to that used 
above, the gain, gain-(bandwidth)2 product and noise 
figure expressions for the negative resistance converter 
can be written as: 

gain 

(2b)2 x gain 
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4gLgsCî(coq—co,)2  

G2_1[GoG_i—Cîcoq(co,—cog)]2 

 (41) 

4gL gs Cî(wq — COp)2 
X 

G 2 

1 

[620 +.2+1 (»qi 
(42) 

Go G _ iG(1; 
noise figure F = 1+ — +    (43) 

gs gs C (cog — cop)2 

Comparing these with eqns. ( 13), (31) and (40), the 
gains and bandwidths are very similar. If go = G, 
then the ratio of the bandwidths of the two devices is 
(CO ± (CO q co,))12(cop— co) for equal gains. So that 
when w,, = 4coq the ratio is unity and the gains and 
bandwidths correspond exactly. It is difficult to make 
a comparison of the noise figure expressions since they 
contain different terms, but the noise figure of the 
double-sideband R-C converter will certainly be 
inferior to that of the single-sideband converter. 

To sum up, the double-sideband device has the dis-
advantage of being complex, but it is unidirectional 
and gives arbitrarily large gain without inverting the 
signal spectrum. 

6. Conclusions 

A general analysis of a double-sideband converter 
using non-linear resistance and capacitance pumped in 
quadrature has been presented, with the assumption 
that the variation in the element impedances is wholly 
due to the pump voltage. It has been shown possible 
to produce a converter by this means which is uni-
directional and has arbitrarily high gain for any ratio 
of output to input frequency. Furthermore, this gain 
can be achieved with 'cold' tuning. 

The converter has been compared with both the 
single-sideband R-C converter and the single-sideband 
negative-resistance converter. In many respects its 
response is similar to that of the negative resistance 
converter, although its noise figure is inferior. It also 
differs in that it is unidirectional and does not invert 
the signal spectrum. 
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9. Appendix 1: Determination of the Optimum Punt ping Angle for the Double-sideband R-C Converter 

At frequency (w q — Wp): 

= +j(co« — cop)Ci e-Jel + 14 1(01+ 
+ v _ {Y_ 1+ g 0 + j(coq cop)C0)  (46c) 

Hence for an input at frequency co, and an output 
at frequency (cog+ wp) and assuming the individual 
circuits are 'cold' tuned, we have 

+.i(mq+ wp)Ci [G-1+9°14  

141— {(Go+go)(G+i+go)(G_i+g0)—(G-1+Oongi e [O +i(coq + wp)Ci — 
—(G+ 1+90)[91 +jcoq CI eje][g i+j(co«— cop)Ci 

 (47) 

We can now write 

eje = cos 0 + j sin 0 

So that the forward gain, given by 4gLgs 
V+ 

/0 

 (48) 
2 
, becomes 

Cie = cos 0 — j sin 0  (49) 

4g1,90-1+ 90)2 {(g 1— (cog + co p)Ci sin 0)2 -F (o)q+ o),,)2C1cos2 0)  
P f = — coq(coq+ cop)Cî + cop CI gi sin 0] 

(G + 1+ go)[gî — cog(coq— cop)Cî — cop Cl g I sin 0]} 2 ± 

{(G— go)(cop + 2co«)Clg, cos 0 +(G+1+ go)(2c)q— co )C g cos 012) 

....... For convenience it will be assumed that C2 and g2 

are negligible, so that the capacitance and conductance 
variations can be written as 

C(t) = Co + 2C cos (cop t +0)  (44) 

g(t) = go+ 2g cos cop t  (45) 

where O is the relative phase angle between the pumps. 
Manipulating eqns. (5), (6), (44) and (45) the following 
equations can be obtained. 

At frequency o) q: 

/0 = VotY0 + go +i(0q Co} + V+ dg i +jco,,Ci + 
+ v_ + jcoq CI ejel  (46a) 

At frequency (co q (Op) 

O = v 0{g 1+ j(coq + co p)C eel + 
+ v+ i(Y+ + go+ j(coq+ co p)Col + v _ 1{0}  (46b) 
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Thus Pf can be written as 

4gLgs[A — B sin 0]  

131 — [II + D sin Or +E2cos2 0 

(50) 

(51) 

where 

A = (G_ 1+ go)2[gl +(cog+ cop)2C1]  (52) 

B = 2(coq+ co p)C g i(G _ 1+ g 0)2  (53) 

D = —(G_ I-Fgo)copCigi+(G,I+go)copCIgi 
(54) 

(55) 

 (56) 
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E = Cigi[(G_ + go)(2co« + c)p) + 
+ (G + +go) (2coq— cop)] 

H =(Go+90)(G+1+90)(G-t+go) -
- (G _ + g coq(coq + cop)C1] 

(G + + g o) [g î — coq(o)q— co p)C1] 
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Differentiating eqn. (54) to find the maximum gain 
we get 

42f = 4gLgs[{[H+D sin Or + E2 cos2 0} x 
dO 

x (— B cos 0)— (A— B sin 0) x 

x {2[H+D sin OP cos 0 — 2E2 x 

x cos 0 sin On  (57) 

where tl is the denominator of eqn. (51). The con-
dition for a maximum or minimum is dPf/d0 = 0. 

Therefore cos 0 = 0 is a solution  (58) 
leaving 

sin2 O [B(E2 — D2)] + sin 0 [2A(D2—E2)] + 

+BC2+BE2+2ACD = 0  (59) 
The roots of sin O in eqn. (59) can be shown to be 
imaginary, so that we are left with eqn. (58), i.e. 

n n 
- or --
2 2 (60) 

By differentiating eqn. (51) a second time it can be 
shown that a maximum occurs at O = —7r/2 and a 
minimum at O = n12. 

10. Appendix 2: Forward and Reverse Gain 
Conditions when C 2 and G 2 are Finite 

Utilizing eqn. (7) and assuming that only the circuits 
at coq and (cog + cop) are 'cold' tuned we have 

o = vo{Go +go} + v+1{ — igi +icoqC1}+ 
+ v_ ifjg +jco« CI)  (61a) 

1+1= vofigi+i(og+0)„)ci)+ v+i{G+i+g0}+ 
+v_ 1{—g2+j(coq+ co p)C 2}  (61b) 

O = vo{—jgi+j(co,— cop)C2} + 
+ v+i {— g 2+ j(coq— co p)C 2} + 

(61c) 

where B'_ 1 is the mean susceptance of the circuit at 
(coq— cop). 

For an input .1.1. 1 at frequency (cog + coi,) the output 
voltage yo at frequency coq is 

[—jg2 +jcoqC2] [G _ 1+ go + j13'_ 2] — 

— Dg 1+ jcoq C 1] [ — g 2 -1-i(COt — (0p)C2] Vo — 

 (62) 
where à2 is the determinant formed by the co-
efficients of eqns. (61). 

Therefore the conditions for the reverse gain to be 
zero are 

B, _ ((Op —  CO,$)C2(g1 Wg CI) 

(g 1 CI) 

and (G _ + g — 92(9 1+ cog Ci) 
 (64) 

(gi -- cog Ci) 
Thus the reverse gain can be made zero for all values 
of C2 and g2 by detuning the idler circuit. 

Detuning the idler circuit alone does not allow 
arbitrarily high forward gain to be achieved. How-
ever, if the output circuit at (0) (Op) is detuned it now 
becomes possible to get arbitrarily high gain. 

In addition to the restrictions placed on the idler 
circuit in eqns. (63) and (64), the output terminations 
must be such that 

—(0)P +coq )C2(gi —(0„Ci) B' — 1  
(gl+COgC1) 

(G+ 1+90—  
g 2(g 1— wqC 

(9 1+ COqC 

(63) 

(65) 

(66) 

Manuscript first received by the Institution on 26th January 1964 
and in final form on 25th March 1964. (Paper No. 909.) 
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The Discussion on this paper starts on page 439 
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Summary: The power gain of parametric up-converters using both non-
linear resistance and capacitance is found for the condition of conjugate 
matching at the output termination only. It is shown that for the elements 
pumped in quadrature it is possible to obtain input impedances with a 
negative real part, and that under these conditions the gain may be arbi-
trarily large in principle for any value of pump frequency greater than zero. 
It is also shown that the device may be used as a negative-resistance para-
metric amplifier in which the pump frequency is lower than the signal 

frequency. 
Previous results showing that the up-converters may be made uni-

directional in operation are confirmed, and it is shown that the gain under 
these conditions may be optimized by suitable adjustment of the mark/ 
space ratio of the resistance variation. Attempts are made on physical 
grounds to explain both the unidirectional operation and also the high 
gain possible with R-C converters. Finally, some experimental confirma-

tion of the theory is given. 
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Output impedance. 
Phase angle of yo. 
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Pump frequency. 
Signal frequency. 
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1. Introduction 

Parametric up-converters using back-biased semi-
conductor diodes as non-linear capacitors are well-
known,' and have found useful application for 
high-frequency, low-noise amplification. Usually such 
devices are of the three frequency, non-inverting type 
—that is, only currents or voltages at the signal fre-
quency, the diode pump frequency, and the sum of 
these frequencies occur in the circuit. The output is 
taken at the sum frequency, so that the wanted side-
band is not inverted. 

The equations of Manley and Rowe2 establish 
that the maximum power gain of a parametric con-
verter such as has been discussed, in which the non-
linear element is a pure capacitor, is the ratio of the 
output to the input frequency. Edwards' has shown 
that the addition of a non-linear resistor to such a 
circuit if pumped in phase with the capacitor merely 
results in a degradation of this performance. There 
have been other papers in this field4.5•6 and in par-
ticular Engelbrechts has established recently that if 
the non-linear resistor is pumped in quadrature with 
the capacitor it is possible to obtain greater power 
gain than with the capacitor alone, for large ratios of 
output to input frequency. It was also established 
that it is possible to make such a circuit unidirectional 
—that is, to have a finite gain from input to output, 
and zero gain in the reverse direction. This is advan-
tageous, since under these conditions noise from a 
following stage cannot be transferred to the converter 
input. The work reported in this paper is in the main 
a more general analysis of the case of the resistance 
and capacitance pumped in quadrature than has 
hitherto been made. The condition of conjugate 
matching of source impedance and input impedance 
has been removed, and it is shown that without that 
limitation the gain of either series or parallel R,C 
circuits may become infinite for certain element values 
and pump phasing. Attempts are made to explain 
both the gain and directional properties of the devices 
in simple terms. The corresponding down-converters 
are briefly mentioned. No consideration is given to 
lower-sideband (inverting) up-converters in this paper, 
since it is felt that the important properties of 
these devices are already adequately recorded else-
where. 5, 6, 11 

2. The Parametric Up-Converter with Parallel 
R and C Elements 

The circuit to be analysed is shown in Fig. I. It 
will be assumed throughout this work that the pump 
voltages across the resistor and capacitor are much 
larger than the corresponding signal voltages, so that 
the value of resistance or capacitance at any time is 
controlled entirely by the pump(s)t. That said, there 
is no theoretical need to consider the pump voltages 
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ELSEWHERE 

y.1 V.1 

00 AT lOp.COg 

0 ELSEWHERE 

Fig. 1. Parametric converter with parallel R and C elements. 

further, since the circuit analysis may be undertaken 
from a consideration of the time-variation of the two 
elements. Hence in Fig. 1 no pump generators are 
shown, the capacitance and resistance being merely 
represented as functions of time. The band-stop filters 
in the circuit are considered to be ideal, so that only 
a voltage at signal frequency (coq) appears across the 
source admittance (Y0), and a corresponding voltage 
at upper sideband frequency (cop + cog) appears across 
the load ( Y,). The nomenclature used for currents 
and voltages at various frequencies is the same as that 
used in a previous paper7.8 The time-varying capaci-
tance may in general be represented by a Fourier 
series, i.e. 

CO 

C(t) = co + E 2C, cos rcop t  (1) 
r= 1 

For convenience the resistor will be considered as time-
varying conductance. Since this is pumped so that it 
is in quadrature with the capacitor, if the conductance 
variation is n/2 ahead of the capacitance, 

co 

g(t)=g0+ E 2g , cos r (coPt — 21) 
r=1 

go + 2g sin cop t — 2g2 cos 2a),,t. 

(2) 

(3) 
On the other hand, if the conductance variation is 
n/2 behind that of the capacitance, 

g(i) = go + 2g,. cos r (coP t + 1—r) 
r=1  2 

g0 — 2g, sin cop t — 2g2 cos 2cop t. 

In our analysis we shall consider the latter case, and 
be able to deal with the former when necessary by 
considering g to be negative. No higher coefficients 
will enter into the equations. The current through the 
two elements is 

and 

(4) 

(5) 

(6) 

(7) 

t It is also assumed that if there are separate pumps for the 
resistor and capacitor, these do not interact. In practice this 
will mean balanced resistor and capacitor networks. 
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where y is the voltage across them. 

= vo cos(coq t+ Bo) v, cos(cop cog t+ 0, 1)  (8) 

The equations for current at signal and sideband 
frequencies in the circuit may now be formulated. 
If vo and v+1 are considered to be complex in order 
to include the effect of the phase angles, these are 

The circuit to the left of the terminals 22' may be 
regarded as a current generator 4 1 at sideband fre-
quency in parallel with an admittance Y1_ 1 also 
defined at that frequency. From the circuit it is clear 

that 
r+i+Y+' )7+ IV+  (17) 

d , 
10 cos co, t = Yo vo cos cog t + [ g(t)(vo cos coq t + v + 1 cos cop+ cog° + {C(0 (vo cos coqt + v + 1 cos cop+ cog 0} 

ot o 
 (9) 

and 

0 = Y+1 v+1 cos cop+ coq t + g(t)(vo cos coq t + v, i cos cop+ coq 0 [ d + dt (C(t)(vo cos coq t + v+1 cos cop+ cog 0} 
+1 

 (10) 

where the suffices after the brackets indicate the fre-
quencies at which they are to be evaluated. Evaluating 
the equations, replacing 'sin' by I cos' where necessary, 
the vector equations are 

/0 = (Y0+ go + jcoq Co)vo + ( — jg + jcoqCi)v, 
 (11) 

O = (jg 1+ jeOp+ q C 1)V 0 + (Y+ I + go + Y.° p+ qC + 1 
 (12) 

From (12), /1+1+ Y,'  

= (igi+.iwp+ Ci)vo +(go +.iwp + akiCo)v + 1 

From (15), /1+1+ Y,'  iv+ 

— j(gi +cop+coqC1). {to — j(coq Ci gi)v + 1} + 
go+Go 

+(go +jcop + coqCoP +1  (19) 

Therefore 

=  +cop-Ecoqc1) {((.0,1-co„ci + gi)(cogct — gi) +(go + G oX.icvp +coqCo +go)} 
/0 + v+1 

Go+go Go+go 
 (20) 

.i(g + cop+0)qCa  
Hence 11+1 = 

Go+go 

(cop+coqCi +91)(0),,Ci — gi)+go(go+ Go)   
and = + jcop+coqC0 

Go+go 

Let the terminating admittances be 

Yo = Go j(1)q Co  (13) 

Y4.1 = G, —jcop+coqC0  (14) 

Then the equations (11) and (12) become 

Jo = (go + Go)vo +j(coqCi — gi)v, I  (15) 

O = j(cop+coqCi+gi)vo+(G,i+go)v,i  (16) 

1/', 112 
The power in the load — 

June 1964 

8G +1 

(21) 

 (22) 

For a maximum power output, the output admittance 
must be the conjugate of the load admittance. 

Therefore (Y-iF1)* = y+ 1  (23) 

From (14) and (22), it is clear that the imaginary part 
of Y, 1 has been chosen correctly, and that 

= go Go+go 
(gi—cogC1)(g i-1-0),+coqCD 

(g i+cop+coqC1)2n 

8(Go + go) (go(Go +go) — (gi cog Ci)(g +(Op+ C l)} 

 (24) 

 (25) 

 (26) 
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The maximum available power from the source is 

8G0 

so that the power gain from input to output of the 
circuit is 

Pf = 
(Go+ o) o(Go + go 

131 will be termed from henceforth the 'forward' gain. 
For a passive resistance element (which excludes 
devices which have a negative resistance over some 
part of their characteristic, such as the tunnel diode) 
Igi I < go. 

The power gain of the converter becomes infinite 
when 

(27) 

go(Go+ go) = (g — coq C1)(g + + coq Ci)  (29) 

For a diode for which go gl, this means that 

go Go + coq(cop+ coq)Cî . go  (30) 

The equation cannot be satisfied for all values of Go. 
If Go = kgo, for instance, and coi, = ncoq, the resultant 
quadratic for go will only have real roots if 

k < ¡n21(n + 1). 

Therefore for small step-up ratios (coi,+coq)/coq in the 
converter, Go will have to be correspondingly small 
to allow high gain to be obtained. From (24) it is 
clear that G+, is always small for high gain. 

If Go is taken to be very much less than go, (30) 
reduces to 

go (1 + --°2) ) . cog CI  (31) 
COP 

It can be seen from a consideration of a later equation 
(35) in conjunction with the condition for infinite gain 
that the converter so acts because the input admittance 
has a negative real part of (— Go). Thus the converter 
cannot be conjugately matched at the input end with 
passive terminations, and in fact shows maximum 
gain when the input admittance is equal to (— Yo).t 
For the conductance pumped n/2 rad ahead of the 
capacitance, in contrast with the case just considered, 
the forward gain is always finite for terminations with 

where 

for gl as above, and if go 4 Go 4 cop+coq CI then 
the gain approaches (cop + cod/cog, so that the addition 
of the non-linear resistance to the circuit brings no 
benefits if pumped with this phase angle. 

Previous work6.11 has shown that the same con-
clusions about the optimum pumping angles apply 

Go(g, + (op+ coq C1)2 

)— (gi — coq Ci)(gi + cop+ coq Ci)} (28) 

when the maximum 'unconditionally-stable' power 
gain is being calculated; 'unconditionally-stable', that 
is, for any terminations at either pair of terminals 11' 
and 22'. 

The gain from output to input (or the 'reverse' 
gain) for the same terminating conditions considered 
for (26) may now be calculated. The circuit to the 
right of terminals 11' in Fig. 1 will be regarded as a 
current generator (4) at signal frequency in parallel 
with an admittance Y. By analogy with (21) and 
(22) we have that 

:1(coq Ci — 9i) 
go+G+, 

where 1+1 is a current source of frequency 
applied to the output. Similarly 

= + jcoq C 0  (33) 

go (g, —(oqC1)(g, + cop+ coqC  =  
go+G+1 

Combining (34) and (24) 

(G— g 0)(G + + go) = (G +1— g 0)(g 0+ Go)  (35) 

The power in the admittance Yo is, from (32) and (33), 

1 f Go 2 

2G0  

so that the reverse gain is, from (32) and (36), 

4G0G+,(coqC,— g 

Pr = (Go+ Gó)2(go + G+i)2  (37) 

which reduces, after substitution from (35) for Gé,, 
and (24) for G 1, to 

(32) 

co + co p q 

Go(caqC 1— 91)2  Pr — 
(Go + g 0) {g 0(Go + g 0) — (g — coqC,)(g + cop+ coq C1)} 

---
positive real parts. This can be seen by substituting 
(— g 1) for g, in (28). Using the same approximation 

t In the Appendix it is shown that it is also possible to operate 
the device so that the output admittance has a negative real 
part, which means that the converter may be operated as a 
negative-resistance parametric amplifier in which the pump 
frequency (co„) is lower than the 'signal' frequency (,4 + cog). 
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(34) 

(36) 

(38) 

Thus the ratio of forward to reverse gain is given by 

Pi fg, + cop+ coqC,12 

Pr 1. g — coqc f (39) 

If gl = coqCi, the device is unidirectional with zero 
reverse gain, under which conditions, from (28) when 
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go = Go the forward gain attains a maximum value of 

Pf 
g .= 2 ( 2g0) . (1 + + q)2  (40) 

coq 

To attain higher gain it is necessary to depart from 
unidirectionality. However, (31) shows that g1 has 
only to be increased slightly above co q C1 before the 
gain becomes arbitrarily-high, particularly when the 
step-up ratio (cop+ coq)/coq is large. Under these con-
ditions, from (39) it is possible to obtain high forward 
gain whilst still maintaining a large ratio of forward 
to reverse gain. For example, if g1 go, and 
cop = 3coq, the maximum unidirectional gain is, from 
(40), 8 dB. But if 2G0 = go cz' 1.9 coq CI, Pf = 20.6 dB, 
Pr = 4.3 dB. 

The gain obtainable is therefore greater than that 
of a 'cold-tuned' four-frequency parametric converter 
using non-linear capacitance, which is 4(cop+o)q)/coq. 
If such a converter is off-tuned, arbitrarily-high gain 
is obtainable as for the RC converter. Noise figures 
for both converters will be higher than for the ordinary 
three-frequency capacitance converter. Both noise 
and bandwidth properties are being investigated at 
present, and details will probably be published at a 
later date. 

Note that if the converter is pumped so that the 
conductance waveform is n/2 rad ahead of that of the 
capacitance, when g1 may be considered negative, the 
device can only be unidirectional in the opposite 
sense. In other words, the forward gain can be made 
zero whilst the reverse gain remains finite. 

3. The Up-Converter with Series R and C Elements 

The circuits shown in Fig. 2 and Fig. 3 are those of 
up-converters with series R and C elements. They are 
for all practical purposes identical, as shown pre-
viously,' and require the same equations for their 

Vo cos coq t = Zo io cos coq t + 

and 

{0 AT tug co ELSEWHERE 

1 0 AT Iwo cuz 

co ELSEWHERE 

2.1 

Fig. 3. Shunt form of the parametric converter with series 
R and C elements. 

analysis. A previous analysis of the circuit of Fig. 3 
has been made, for conditions of conjugate matching 
at the input and output terminals of the converter.' 
The terminology adopted in the previous analysis 
differed in several ways, in particular in using the 
Fourier coefficients for -the conductance and capaci-
tance, rather than those of the resistance and elastance, 
as will be done here. 

The resistance and capacitance will be considered 
time-varying elements in a similar manner to before, 
and we will consider initially that 

1 œ 1 -é(t) = + E 2 (7) cos rcopt  (41) 
Co r= C r 

If the resistance variation is n/2 rad behind this, then 

r(t) = ro — 2ri sin cop t — 2r2 cos 2co pt.  (42) 

and as before the case of the resistance variation 
being n/2 rad ahead of (41) will be dealt with by 
considering r1 negative. 

Using similar conventions to the previous work, if 
the currents  through the terminations are io cos coqt 
and i, 1 cos cop+ coq t, then the loop voltage equations 
at signal and sideband frequencies are 

1 
[r(t)(iocos coqt + i , icos cop+ coqt) + —C(t) f (iocos coqt + G icos cop+ coqt) dt] 

o 
 (43) 

1 
0= Z.I.Ii+i coscop+coqt ± [ r(i)(iocoscúqt+i+icoscop+coq0-1- —C(t) f(iocoscoqt+i+icoscop+coqt)dt 

+1 
 (44) 

JO AT Wq. Cep + 4)g 
too ELSEWHERE 

Ç 0 AT wp 0 AT Cog 

lco ELSEWHERE j cOELSEWHERE 

Fig. 2. Parametric converter with series R and C elements. 
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Evaluating the equations as before, 

vo = (Zo + ro +  
1 1 

• to j r,)z +, 
jcoq C10 (jcop+ coq 

 (45) 
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It will be assumed that 

and 

1 
Zo = Ro icoq ci) 

Z+1 = R4.1 . 

jcop+ coq CI 

1 

showns that the device may be unidirectional with 
finite forward gain for the resistance variation ir/2 

(47) ahead of that of 1/C(t), and in that case the forward 
gain becomes, for ro = Ro, 

(48) 

Considering the circuit to the left of terminals 2,2' 
to be replaced by an equivalent voltage generator 
(VA'.,) at sideband frequency in series with an im-
pedance Z4_ 1, after some manipulation we find that 

and 

where 

R', 1 = 

11. 1 = 
1 

Zo-Fro -I- . , 
jco«Co 

j (ri   
co C' 

1 ) 
Vo 

ql 

z'_, 1 = 41 + 
jto„ + cog CI 

1 

r0(ro+Ro) — (ri + 

(49) 

(50) 

1  ) ( coqC r,   11) cop + COqCi 

ro+Ro 

 (51) 

For a conjugate match at the output terminals 
Kr, = R, 1, so that the power in the load resistance is 
I V4 112/8/2 +1. Since the maximum available power 
from the source is V /8R0, from (49) and (51) the 
forward power gain may be calculated to be 

pf _ f ri \ 2 ii ± cop+ cog\2 

Uroj co f g 

4. The Optimization of the Gain of 
Unidirectional Converters 

It has been shown (40), (55) that it is possible to 
make either form of up-converter unidirectional, but 
that if this is done the gain is not infinite, but a func-
tion of the ratio of output to input frequencies, and of 
gilgo or rilro. For a fixed frequency ratio, therefore, 
the question remains as to how to optimize the resis-
tance or conductance ratios. In this section we shall 
consider how these theoretically may be made very 
close to unity for high-efficiency diodes. In practice 
it may be difficult to achieve this sort of improvement 
at frequencies for which the converters are most 
valuable. 

If the diode is switched from forward to reverse 
conduction by a large sinusoidal voltage, then the 
variation of incremental resistance approximates to 
a square wave of equal mark/space ratio.9 It will be 
assumed that this square-wave variation of diode con-
ductance switches instantaneously from a small value 
of conductance (the reverse conductance, gb) to a 
much larger value (the forward conductance, g1), and 

1 \ 2 

W q Cl/ Pf = 
Ro(ri 

(ro+Ro){ro(ro+Ro) — (1.1 +  1  co + co C')(r1 __ 1 ,)} 
P g 1 Wqt-'1 

Since for a passive resistance element In I ..<.. ro, and 
assuming also that cop > cog the denominator is 
approximately 

1  1  
(ro + Ro) fro Ro + ()q (0) p + 0)q )C2 + coq C'l ri} 

1  

 (53) 

It is easy to see that forward gain can never become 
infinite. If, however, the resistance variation is now 
considered to be n/2 rad ahead of that of the elastance 
1/C(t), the sign of rl is reversed, and it is clear from 
(53) that the gain will now become infinite when 

r o R 0 + o2 =  r1  (54) 
co,(c)p+ coq)C I co, CI 

From (51), R, 1 becomes very small as the gain tends 
to infinity. 

Other calculations for this case follow the same 
pattern as for the parallel R-C converter and will be 
omitted here. It is sufficient to say that it is readily 
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(55) 

(52) 

vice versa. If a d.c. bias is applied in addition to the 
diode, then this mark/space ratio varies. It will now 
be shown under what conditions a square-wave varia-
tion in diode resistance optimizes the ratio of gilgo, 
or of rdro. 

It has been shown elsewhere" that a square-wave 
variation of incremental conductance may be repre-
sented by the Fourier series 

2 
g(t) -= gb+ s(g f — g ) + 

n 
sin (rns) 

X V z., cos ro),, t  (56) 
r=1 r 

where s is the ratio of 'mark' to 'mark plus space' (see 
Fig. 4) and 

n2 = g flg b > 1 for all efficient diodes. 
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g(t) 

gb 
2r/wp 

"t [Op 2 ir s 

Fig. 4. Square-wave conductance variation. 

Thus, using the notation of Section 2, 

go = gb + (gf - gb)s  (57) 

1  g1 = - sin (its) . (g f- gb)  (58) 

To establish the maximum value of g1/g0, the ratio 
is differentiated as a function of s and the result 
equated to zero. This leads to the result that g1/g0 is 
a maximum when 

tan its = 41 + (n2- 1)s]   (59) 
n2- 1 

This equation is difficult to solve analytically, but at 
least it is clear that for large n 

tan its ns  (60) 

and therefore s -› 0, and the square wave consists of 
short pulses of high conductance, as shown in Fig. 4. 
Plots of g1/g0 for two values of n are given in Fig. 5. 

O 

10 

0.8 

0.4 

02 

n 2 

n2.10 000 

o 
0.0001 

n2.100 

0001 0.01 0 I 

Fig. 5. Effect of variation of mark/space ratio of g(t)upon 

It can be seen that with a diode having a large ratio of 
forward to reverse conductance it is possible to have 
g1/g0 approach very closely to unity, and that the 
value of mark/space ratio necessary need not be con-
trolled very accurately. 

The corresponding result for the optimization of 
ri/ro may readily be deduced. The desired square-
wave variation of resistance consists of short pulses 
of high resistance. 

June 1964 

5. Tentative Physical Explanations of 
Converter Operation 

The up-converters described in previous sections 
have two remarkable properties: (i) the possibility of 
unidirectional operation; (ii) the increase in gain from 
that of the corresponding capacitive up-converter for 
the addition of a non-linear resistance which although 
varied, always remains positive. 

A reasonable explanation for the unidirectional 
operation may be found in the field of polyphase 
modulators. For the circuit of Fig. 6 can be said to 
bear many resemblances to the circuit of section 2, if 
the non-linear capacitor plus the n/2 phase shifter in 
the upper branch be regarded as equivalent to a non-
linear resistor (except on an energy-storage basis). 

NON- LINEAR 
CAPACITORS P•wq 

Fig. 6. Block schematic of polyphase upconverter (non-linear 
capacitor). 

If the circuit blocks in Fig. 6 are regarded as being 
separated by buffer amplifiers which may be connected 
in whichever is the appropriate direction, a simple 
analysis may be undertaken. 

For a voltage of cos w s applied at the left-hand 
terminals the output will be proportional to 

sin ail, + cog t + sin cop + t  (61) 

On the other hand, a voltage of cos cop+ cos applied 
to the output terminals will give an output at the 
remote end of the device proportional to 

sin co« t + sin ( - c)g)t = 0  (62) 

C(t) 

-à 

r r 

J 

17 3rr Syr 

2 2 

7TrCUp O 

Fig. 7. Idealized capacitance and conductance variations. 
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so that unidirectionality has been achieved. It is 
suggested that the up-converters discussed earlier in 
this paper behave in this sense as approximations to 
such a polyphase circuit. 

With regard to the increased circuit gain of the up-
converters over more conventional capacitive types, 
Fig. 7 proves instructive. In this diagram, which is for 
the up-converter of section 2, it has been assumed that 
the capacitor has an equal mark/space square-wave 
variation of capacitance, and that the conductance 
variation has been optimized as discussed in the last 
section. The phasing has been chosen so that the up-
converter gain is a maximum. If the resistance is 
considered to be idealized as a lossless switch, it can 
be seen that for most of a cycle, the up-converter is 
identical to a normal capacitive up-converter. Energy 
will be pumped into the circuit from the pump source 
when the capacitor decreases in value, since q = Cv, 
q cannot change instantaneously, and energy is pro-
portional to Cv2. There is no voltage across the 
capacitor and therefore no energy exchange when the 
capacitance increases, the switch having closed just 
before the capacitance rises. Hence energy is con-
tinually pumped into the circuit, in a more efficient 
way than for other conventional parametric amplifiers 
(except the degenerate amplifier), and thus the in-
creased gain of the R-C circuit over conventional up-
converters seems reasonable. 

A similar argument can be put forward for the series 
combination of non-linear capacitance and resistance. 

It is also possible to use an equivalent circuit 
representation of the circuit to obtain an understand-
ing of its mode of operation. This method, although 
not so fundamental as the above, is capable of wider 
use. 12 

6. Experimental Work 

A two-phase generator has been constructed, 
capable of supplying two pump voltages at the same 
frequency (150-500 kc/s) but with a relative phase 
shift of 0-180 deg between the channels. Figure 8 

Fig. 8. Experimental parametric converter circuit. 
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gives the simplified schematic of a parametric con-
verter with parallel R-C elements which has been built. 
The R and C elements were constructed as balanced 
bridges in order to minimize the interaction of the 
two pump sources used to drive them. The non-linear 
resistors were G.E.C. silicon diodes, type SX 781SG, 
and the non-linear capacitances were I.R.C. silicon 
Zener diodes, type IZ 10. The latter had a zero-bias 
capacitance of about 1870 pF. 

For the experimental work that followed, the pump 
frequency (cop) was chosen to be 300 kc/s, and the 
signal frequency (co,) to be between 15-50 kc/s. The 
circuit was first used without the non-linear resistor 
bridge and the power gain as a normal up-converter 
is recorded on Fig. 9. It will be seen that for high 
ratios of upper sideband to signal frequency the gain 
was higher than predicted. This was due to the diffi-
culty found in rejecting adequately the corresponding 
lower sideband. 

When the non-linear resistor bridge was added to 
the circuit and the two-phase generator was adjusted 
so that the R and C were pumped in quadrature, it 
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was found possible to make the converter gain so 
high that the circuit oscillated for sideband to signal 
ratios between 8 and 15. It was not considered practic-
able to work at ratios greater than 15 because of the 
problem of rejecting the lower sideband. In order to 
compare the gain of the converter for different side-
band frequencies, its performance was degraded by 
adding 3 ka resistors in series with each resistance 
diode. Under these conditions the near-vertical curve 
shown in Fig. 9 was obtained, and it can be seen that 
the gain varies with frequency in a manner that can 
be predicted from (29).t It was found exceptionally 
difficult to measure all the necessary circuit parameters, 
so that it is impossible to claim more than qualitative 
agreement. 

A second experiment was performed in which the 
R and C of the circuit of Fig. 8 were connected in 
series rather than in parallel as in the work already 
described. This circuit is not readily analysed, being 
considerably more difficult to manipulate than the 
circuit described in Section 3. However, it was found 
that once again it was possible to obtain power gains 
greater than (0),1-co,)10), with the circuit, the results 
being plotted in Fig. 10. 

7. Conclusions 

The expression for the power gain of the up-
converter using a parallel combination of non-linear 
capacitance and conductance has been found, for the 
condition of conjugate matching at the output ter-
mination only. It has been shown that when the input 
admittance has a negative real part the gain tends to 
infinity, and that this only happens when the con-
ductance is pumped at a phase angle n/2 rad behind 
the capacitance. Infinite power gain is possible in 
principle for any value of pump frequency greater 
than zero. Under these conditions the reverse—i.e. 
down-conversion—gain also tends to infinity. 

Previous results have also been confirmed, showing 
that the up-converter may be made unidirectional 
whilst still having a forward gain greater than 
(c)p+ (.o,,)/co, for large ratios of output to input fre-
quency. Since this gain is also dependent on the ratio 
of gilgo, it has been shown how the latter ratio may be 

t This follows because the left-hand side of the equation, 
go(Go ± go), is easy to make as large as desired. The right-hand 
side of the equation is much more difficult to increase relative 
to the left-hand side, since for a passive resistance Igil go, 
and an increase in C1 will in practice eventually result in an 
increase in Go. (If the capacitive diode is considered to be an 
ideal non-linear capacitor in parallel with a linear resistance, 
the latter will appear as part of Go and G +1.) Hence a progres-
sive reduction of cop, lessening the ratio of output to input 
frequencies in Fig. 9, will eventually make it impossible to 
achieve arbitrarily-high gain in a given circuit, and the gain 
will thereafter decrease in the manner shown. 
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optimized by changing the mark/space ratio of the 
conductance variation so that for most of the pump 
cycle the diode has low conductance. 

A corresponding analysis of the up-converter using 
a series combination of the same elements has shown 
similar results. In this case the resistance was pumped 
at a phase angle n/2 rad ahead of the elastance for 
optimum performance. 

It has been shown that for either type of up-con-
verter, if the resistance is pumped in antiphase to the 
preferred angle, only a degradation of power gain is 
recorded when the circuit is compared with a corre-
sponding conventional up-converter without the non-
linear resistance. 

Attempts have been made to explain on physical 
grounds the unidirectional properties of the con-
verters, by comparing them with a polyphase para-
metric converter. An argument for the large gains 
that are possible using the R-C converters is also given. 

Experimental results are given which establish that 
both parallel and series R-C converters can be con-
structed which have significantly greater gain than 
corresponding capacitive converters. The results show 
that it is easier to obtain high gain in practical R-C 
converters if the pump frequency is much larger than 
the signal frequency. 

It is shown in the Appendix that it is possible to use 
the type of converter discussed in this paper as a 
negative-resistance amplifier with a pump frequency 
below the signal frequency. 
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10. Appendix 

From equation (22) 

Y, 1 has a negative real part if 

(cog - 91)(cop -F0)qC1 -1-91)±91:(gci+Go) < 
 (63) 

if the conductance is pumped ir/2 rad behind the 
capacitance. 

Hence 

91 > WqCi (64) 

and the device is not unidirectional. However, it may 
be used as a negative-resistance amplifier, considering 
the signal circuit to be the output loop. In this case the 
pump frequency will be below the signal frequency. 

Manuscript first received by the Institution on 30th November 1963 
and in final form on 23rd March 1964. (Paper No. 910.) 

The Institution of Electronic and Radio Engineers, 1964 

The discussion on this paper starts on page 439 

STANDARD FREQUENCY TRANSMISSIONS 

(Communication from the National Physical Laboratory) 

Deviations, in parts in 10 10, from nominal frequency for May 1964 

May 
1964 

GBR 16kcis 
24-hour mean 
centred on 
0300 U T. 

MSF 60 kc/s 
1430-.1530 U.T. 

Droitwich 200 kcis 
1000-1100 U.T. 

May 
1964 

GBR 16 kcis 
24- hour mean 
centred on 
0300 U.T. 

MSF 60 kcfs 
1430-1530 U.T. 

2 
3 
4 
5 
6 
7 
8 
9 

10 

11 

12 

13 

14 

15 

16 

- 150.4 

- 150.8 

- 151.5 

- 151.5 

- 151.4 

- 150.7 

- 150.2 

- 150-2 

- 150.0 

- 150.2 

- 150.7 

- 151-1 

- 150-9 

- 150.8 

- 150.0 

- 151-2 

- 151.0 

- 151.7 

- 150 6 

- 150.8 

- 150.4 

- 150.7 

- 149.1 

- 150-4 

- 150.0 

- 149-5 

- 152.6 

- 151 0 

- 150 6 

+ 1 
+ 2 
+ 2 
o 

+ 1 
0 

+ 1 
- 1 

+ 2 
+ 2 
+ 1 
+ I 
+ 2 
+ 2 
+4 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

- 150.3 

-- 150-6 

- 151.3 

- 149.6 

- 150.5 

- 150.4 

- 150-7 

- 151.4 

- 151-1 

- 150 1 

- 150 0 

- 150.6 

- 151 6 

- 152 0 

- 151.3 

- 151-3 

- 149-5 

- 149.8 

- 150.0 

-- 151-9 

- 151 5 

- 152-6 

- 150.4 

- 152.6 

- 150-3 

- 151-5 

- 151.9 

Droitwich 200 kc/s 
1000-1100 U.T. 

-I- 5 
4-4 
+ 4 
+ 4 
+ 5 
+ 6 
+ 4 
+ 2 
+ 2 

+ 3 
+ 4 
+ 5 
+ 3 
+ 5 
+ 3 
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Nominal frequency corresponds to a value of 9 / 92 631 770 cfs for the caesium F,m (4,0)-F,m (3,0) transotoon at zero field. 
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Summary: It is shown that when both inductance and capacitance are 
pumped in a parametric amplifier or converter, a special kind of resonance 
involving only the variable parts of the L and C may occur and produce 
null responses. An equivalent circuit has been devised for the up-con-
verter, in which an idealized frequency-converter appears. Double-

K. L. HUGHES, B.Sc. (Graduate): sideband converters are also briefly considered. 

I. Introduction 

The use of both inductance and capacitance as 
variable (or pumped) elements in a parametric 
amplifier gives rise to some special features in its 
performance which do not arise when only one ele-
ment is pumped. Apart from the intrinsic interest 
of these features, it is conceivable that a practical 
varactor of some kind might have variable capacitance 
and inductance (for example a varactor comprising 
basically a non-linear inductance might also have non-
linear self-capacitance), and the effects would then 
clearly be important and need to be understood. 

It is intended that this paper on the behaviour of 
circuits with pumped inductance and capacitance 
should be only a brief and introductory one. In what 
follows the notation is identical with that of a previous 
paper' by one of the authors, and uses the basic work 
set out therein. 

2. Up-converters 

The circuits concerned are shown in Figs. 1 and 2 
in schematic form. For analysis, using time-varying 
L(t) and C(t), the circuits may be drawn as in Figs. 3 
and 4. Of course, in practice, parallel L(t) and C(t) 
could be used with Fig. 1 and series L(t) and C(t) 
with Fig. 2; but these would be very difficult cases to 
analyse. In Fig. 3, Z has the value of Z0 at the signal 
frequency cog, and Z." at the output frequency 
cog + co,,, where cop is the pump frequency; it is infinite 
at all other frequencies. Similarly Y, in Fig. 4, takes 
the values Y0 and Y.,. 1 at the two frequencies con-
cerned, and is infinite elsewhere. If lower-sideband con-
verters are considered, the relevant values are Z _ 1 
and Y_ , at the output frequency a), — cor When, as is 
usual in practice, cop > cog, the positive frequency 
cop — cog may be used with Z1_ and Y1_, which are then 
the conjugates of Z_ 1 and Y_ 1. 

1. Department of Electronic and Electrical Engineering, 
University of Birmingham. 

B.B.C. Research Scholar in the University of Birmingham. 
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TUNED TO L.1 q AND GIVING 
Z = ELSEWHERE 

Ecos coq 

TUNED TO coq AND GIVING 
co ELSEWHERE 

Fig. I. Time-varying elements in a circuit with only two non-
zero currents. 

TIME-VARYING ELEMENTS 

/cos cog t 

TUNED TO CLI AND 

GIVING Y oo ELSEWHERE 

TUNED TO (.1.1q Wp AND 

GIVING Ys A. ELSEWHERE 

Fig. 2. Time-varying elements in a circuit with only two non-
zero voltages. 

The time-varying elements in Fig. 3 are represented 
by Fourier series 

L(t) = Lo+ Licoscopt +  (1) 

1 = —1 
-I- (—I) cos o) t  (2) 

C(t) \C/0 C 

Fig. 3. Circuit equivalent of Fig. 1. 
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In Fig. 4 they are 

1 = /1\ /1\ (I) 
i cos P co t + 

L(t) W o L  

Fig. 4. Circuit equivalent of Fig. 2. 

(3) 

C(t) = Co + CI cos cop t + ...  (4) 

Since the circuit of Fig. 4 is the exact dual of that of 
Fig. 3, only the latter need be considered here. The 
behaviour of the other circuit corresponds exactly. 

For Fig. 3, the equations of voltage balance are: 

For frequency co,: 

E = {Zo+j[co,i1,0 —  10 + 
coq \L./ oj i 

+i i-[ü)'LI co,- F cop W il i." 
1  ( l \ 1 

For frequency cog+ cop: 

0 = I-j [(cog+ u)p)Li — 1 -(1 ) ] 10+ 
co, C i 

+ {Z.I.i+j [(co„ + cop)L 
° co + cop Vjo 

gl  / 1 il, 
i + i 

 (6) 
Thus the transfer admittance is 

I+ I 

E 

(5) 

Thus L1 and (1/C)1 behave as resonant elements 
connected across the transmission path. This would be 
a serious matter if it occurred in the operating fre-
quency band. Figure 5 shows roughly the nature of the 
response. That maxima occur on each side of the 
zero is obvious, not only from eqn. (7), but also 
because any practical system must have a finite 
bandwidth. 

It can easily be shown that a null occurs at the same 
value of cog if the converter is used to transmit back-
wards, i.e. from c), + CO to co,. 

For the lower-sideband converter, eqn. (6) is re-
placed by the corresponding one for frequency 
co — • u) The numerator of the transfer admittance q p 
i _ 11E then becomes 

—.1-j [(co„— cop)LI — — — 
1 ( 1 ] 

 (9) 
cog j i 

so that if cop> coq, there is no null effect. 

Now consider that the phase of pumping is reversed 
for C(t). This means that we now have 

1 = _1 _ (I) 
cos coP t + 

C(t) \C10 \c J1 
We see immediately from eqns. (7) and (9) that now the 
null effect is absent from the upper-sideband con-
verter, but has instead been introduced into the lower-
sideband converter. 

If the pumping of C(t) is done in quadrature with 
that of L(t), so that 

(10) 

1 = (I) + (!) 
sin co t + (11) P —   C (I) C 0 —  C I 

then we see that the numerators in eqns. (7) and (9) 

—1-; [(cog + co )L1 p)L 1 1 ) 
0C j — q 7  (\ 1]  

1  {ZO +  i  [ COqL0 (/ 1 o + 1 p 0 co q l p ( 0,7  1 1 (7,g c) ]} {z +j {(coq +co g.   I ( ) 11 + 1  [(coq + 0) p)L  1 — wq(ji 2  

+CO C o 41(0,0-Wp 

which very clearly has a null when 

1 / 1 \ 

(pq(e°q+ (°P) = 171 . V), 

TRANSFER 
ADMITTANCE 
(MODULUS) 

(8) 

Fig. 5. Showing zero in transfer admittance of up-converter 
when L and C are pumped in phase. 
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(7) 

become complex, and evidently then no null effect can 
occur. 

It is of interest that in any of the upper-sideband 
converter cases, i.e. whatever the relative phases of 
pumping, if the input and output circuits are properly 
matched to the converter circuit on the basis of a 
conjugate match at a particular frequency, for the 
particular pumping arrangements used, then the power 
gain is readily shown to be 

power in load at 0)„ + a),  u) + 0)  
—  ` .7 P ..(12) 

power available from source at coq cog 

in every case. This is, of course, the same gain as is 
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obtained from a normal single-element parametric 
converter. At the frequency at which a null occurs (in 
the case of in-phase pumping) this result still applies 
in principle, but as the correct matching impedances 
have then a zero resistance, this result is then not 
meaningful. 

3. Negative-resistance Parametric Amplifier 

The lower-sideband converter, as is well known, 
shows a negative resistance in its input impedance (at 
terminals 1,1' in Fig. 1) when cop> cog. This forms the 
basis of the most important class of parametric 
amplifier. 
When L(t) and C(t) are pumped in opposite phase, 

(i.e. eqns. (1) and (10) apply), the input impedance has 
a real part 

(1/C)1 at cog. It would be possible, no doubt, to devise 
an equivalent circuit with a large number of idealized 
elements each of which changes the frequency of a 
current or voltage without changing its magnitude, or 
which have unilateral characteristics. An exact repre-
sentation of the equations could then be obtained, but 
it is hard to see any use for such a complicated 
arrangement. 

A relatively simple equivalent circuit which the 
authors have devised is shown in Fig. 7, although this 
has disadvantages too. It includes one idealized (and 
presumably unrealizable) element which provides a 
forward frequency change between co, and cog+ co, 
and a forward power gain of (cop+ coq)/coq, and which 
furthermore is ideally iterative in its impedance 

1  1 

R 1 [a)q Li p— Cq( {(*)P wq)L1 1 R  4 CO C 
_ 10 = 

R 2-1 + [ X - 1—  ((Op —  COq)1,0 +  1 (,1,) 2 
COp — COq o 

where it has been assumed that cop> cog and that 

Z_ i = R_ i+jX_ i 
or 

Z1_ = Z 1 = R_ i—jX_ i = 

It can immediately be seen that this negative 
resistance diminishes to zero when the condition 
corresponding to eqn. (8) applies, i.e. coq(cop—wq) = 
114 . (1IC)„ so that the graph of resistance is of the 
type shown in Fig. 6. 

Fig. 6. Showing zero in negative resistance of parametric 
amplifier when L and C are pumped in opposite phase. 

When L(t) and C(t) are pumped in the same phase, 
or in quadrature, no mill occurs. 

4. Equivalent Circuits 

Equivalent circuits of complex devices are often 
helpful in understanding circuit behaviour and in 
exploiting the characteristics of the devices. But in the 
case of parametric amplifiers and converters, satis-
factory equivalent circuits are not easily found. In the 
present case, for example, the difficulty can be seen 
when it is appreciated that in eqn. (5) the current 
4. 1 is multiplied by the reactance of L1 at frequency 
cog and by the reactance of (1/C)1 at frequency 
coq + cop; in eqn. (6) the current j0 is multiplied by the 
reactance of L1 at coq + cop, and by the reactance of 
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 (13) 

IDEAL 
FREQUENCY-CHANGER 
WITH POWER GAIN 
OF (Lue top)MQ 

000'-0- 
1/q I. a  

Fig. 7. Equivalent circuit of up-converter, with pumped 
L and C. 

relationships. This means that at one pair of terminals 
exactly the same impedance is seen as terminates the 
other pair in spite of the change of frequency. The 
element transmits both ways, and its backward 
power gain is (oq/(coq + c)p). 

The turns ratio (t) of the transformer is 

t — 1. 

1  ( 1\ 
,‘ I co q(co cop) . Li ± q(c 0 q + co r)\C I 

1 ( 1 
01,11,0 — — 

(0,7 

and the inductance L' is 

1 
— 4 

[co L +   
1 

q 1 — +Wq+C°P(CI) 1+0 

COq [COq 0 — 7,1,Y 
COq \L., / 0 1 j 

 (14) 

 (15) 

where the plus sign in the numerators is taken if L(t) 
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and C(t) are pumped in opposite phase, and the minus 
sign if in the same phase. 

It will be found that this equivalent circuit gives the 
eqns. (5) and (6) representing the up-converter. Also it 
represents correctly the circuit performance for back-
ward transmission. As an equivalent circuit it has the 
disadvantages that t, L and the power gain of the ideal 
frequency changer are all a function of cogi. Moreover, 
the configuration suggests that there should be a null 
transmission at the frequency of resonance of Lo and 
11(1/C)0, whereas no such null occurs since t then 
becomes infinite. The null which actually can occur is 
indicated only by the formula for t and not by the 
circuit configuration. 

The equivalent circuits of an up-converter with only 
pumped inductance or only pumped capacitance are 
easily derived by putting (1/C)0 = (1/C)1 =- 0 or 
Lo = L, = 0 respectively. The expressions are then 
very greatly simplified. 

It is perhaps reasonable to conclude from the above 
discussion that equivalent circuits are unlikely, in 
general, to be very helpful in studying the properties of 
parametric converters, since they are no simpler to 
use than the circuit equations themselves. But one case 
in which they have proved useful is in studying the 
differences in behaviour between circuits with periodi-
cally-varying inductance and/or capacitance and those 
with periodically-varying resistance (e.g. modulators).2 
For this case, the rather remarkable contrast in be-
haviour is strikingly demonstrated by the equivalent 
circuits. 

5. Double-sideband Converters 

In all the above discussion, it has been assumed that 
power exists only at the signal frequency and at one 
sideband frequency. If the tuning arrangements are 
such that both upper and lower sideband power 
exists, then in respect of many of the performance 
characteristics of the converter quite different results 
are obtained from those which apply to a single-
sideband converter?. 4 Most of these are not par-
ticularly associated with the use of pumped inductance 
and capacitance, and apply equally to a double-side-
band converter with pumped capacitance alone; but 
the use of pumped inductance and capacitance can 
give not only some special resonant effects correspond-
ing to those described for the single-sideband con-
verter, but also a significant difference (which may 
be of practical value) in the conditions for very high 
gain. The authors have investigated these matters and 
reported the results in a paper of limited circulation.5t 

t In view of the great complexity of the mathematical 
analysis in relation to the limited amount of new results, it is not 
proposed to publish this paper, but copies can be made available 
to those interested. 
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The main conclusions reached are that 

(a) If the inductance and capacitance variation is 
confined to the first-order terms (i.e. at frequency a),,), 
then a zero response is still obtained in the transfer 
admittance at the frequency given by eqn. (8) as a 
kind of resonance of L1 and (1/C)1 (provided the 
variations are in suitable phase); but whereas in the 
single-sideband case the resistive part of the input 
impedance at the terminals 1,1' (referring to Fig. 1) 
also shows a zero under these conditions, in the double 
sideband case it does not. 

(b) If second-order terms, with coefficients L2 and 
(1/C)2, appear in the inductance and capacitance 
variation, these cause interaction between upper and 
lower sidebands, and in consequence no zero response 
is obtained at the frequency given by eqn. (8), nor at 
any other frequency. But an arbitrarily high gain (i.e. 
any value of gain up to infinity) can be obtained when 
the mean reactances are all tuned out. (This condition 
is often referred to as 'cold' tuning.) In the case of 
pumped capacitance (or inductance) alone, arbitrarily 
high gain can be achieved only by making special 
non-tuning adjustments of the terminating reac-
tances,' which may be much more difficult. 

It also appears likely, from recent work by Howson,6 
that especially advantageous results can be obtained 
from a double-sideband converter using inductance 
and capacitance pumped in quadrature. This condi-
tion permits, by suitable adjustment of all the circuit 
parameters, arbitrarily high forward gain to be ob-
tained simultaneously with zero backward trans-
mission. The analysis is so complex that full results 
are not yet available. It is clear, however, that such an 
amplifier would achieve the same results as the 
converter with pumped capacitance and resistance, 
but with a much better noise figure.' 

6. Conclusions 

When both inductance and capacitance are pumped 
in a parametric amplifier or converter, null responses 
may be obtained when the relative phases of pumping 
are suitable. They occur at the same frequency for 
both directions of transmission through the converter. 
It is therefore doubtful if such effects could be usefully 
exploited, but they might need to be avoided if a 
varactor had non-linear inductance and capacitance. 
In the case of double-sideband up-converters the use of 
pumped inductance and capacitance together gives 
a possible advantage in the conditions for obtaining a 
very high gain. 

The difficulties of devising equivalent circuits for a 
parametric converter have been discussed, and it is 
concluded that it would, in general, be as simple to 
study the properties of a converter directly from the 
circuit equations as from an equivalent circuit. 

The Radio and Electronic Engineer 
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Discussion on 

"Some New Possibilities in Parametric Circuits"t 

Held in London on loth March 1964 

In the chair: Mr. B. F. GRAY, B.Sc.(Eng.) 

Dr. F. J. Hyde: In the papers which have been presented 
tonight the emphasis has been on ideas. Therefore I 
should like to start by saying something about the trans-
lation of ideas into practice in an actual amplifier.1: There 
are four main requirements: (i) gain, (ii) bandwidth, 
(iii) noise, (iv) unidirectional transmission. In an upcon-
verter the relationship between the output and input 
frequency spectra is also of importance. 

Messrs. Howson and Szerlip and Messrs. Hughes and 
Howson have concentrated attention on the gain of 
unidirectional amplifiers in which two dissimilar non-
linear elements are pumped in quadradire. Bandwidth 
and noise have been given less attention. Since the 

t The following papers were presented at the meeting: 

K. L. Hughes and D. P. Howson, " Parametric up-conversion 
by the use of non-linear resistance and capacitance ", The 
Radio and Electronic Engineer, 27, No. 6, pp. 417-24, June 1964. 

D. P. Howson and A. Szerlip, " Double sideband parametric 
conversion using non-linear resistance and capacitance" ibid., 
pp. 425-34. 

D. G. Tucker and K. L. Hughes, " Parametric amplifiers 
and converters with pumped inductance and capacitance ", ibid., 
pp. 435-39. 

D. G. Tucker, " Highly-efficient generation of a specified 
harmonic or sub-harmonic by means of switches" The Radio 
and Electronic Engineer, 28, No. 1, July 1964 (To be published 
with separate discussion). 

Reference is given on page 441. 
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achievement of high gain is not usually a difficult matter, 
it is pertinent to look in more detail at the factors which 
affect bandwidth and noise. Let us consider the com-
paratively simple case of a negative resistance amplifier 
incorporating a single varactor diode. The small-signal 
equivalent circuit of such a diode is shown in Fig. A. 

Fig. A. Small-signal equivalent circuit of a varactor diode. 

This equivalent circuit is a good approximation when 
there is no direct current flowing in the diode. Here C 
represents the capacitance of the junction and R is the 
resistance of the adjacent semiconductor material plus 
contact resistance to it. L, CA and C, are a lumped 
circuit representation of the stray reactance in the diode 
holder. In 'pill-type' diodes, which are becoming common, 
CA < C, and we can define a self-resonant frequency 

1 

" VM. 

when the diode terminals are electrically short-circuited. 

(A) 
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It has been shown2 that if this frequency is chosen as the 
idler frequency then the maximum power gain-bandwidth 
product can be achieved for a non-degenerate amplifier. 
If any other idler frequency is chosen the additional 
external reactance elements which have to be added to 
effect tuning at the chosen frequency increase the stored 
energy of the system. In consequence the Q-factor of the 
idler circuit is increased and the amplifier bandwidth is 
decreased. It is therefore important in any analysis con-
cerned with bandwidth to include the stray reactances 
associated with the diode in the equivalent circuit. In a 
well-designed amplifier of this type the main source of 
noise internal to the amplifier is the thermal noise associ-
ated with R. This was justifiably neglected by Messrs. 
Hughes and Howson, since the main source of noise in 
their amplifier will be associated with the non-linear 
resistance diode. To obtain high gain they require a large 
value of gi, the amplitude of the first Fourier component 
of diode conductance. This presumably means that the 
diode will be pumped over a relatively large part of its 
d.c. characteristic. The 1/f noise and shot noise which are 
associated with the accompanying flow of direct current 
due to the non-linearity may be quite large and will add 
to the thermal noise of the spreading resistance.3 Both of 
the current-dependent noise components are insignificant 
in varactor diode amplifiers. They are also relatively 
insensitive to temperature so that no significant improve-
ment can be obtained by cooling, as is the case with 
varactor diodes. 

Messrs. Hughes and Howson compare their amplifier 
with the four-frequency varactor amplifier' and point to 
the difficulties of tuning such an amplifier. It should be 
noted, however, that in a single varactor diode amplifier 
there is usually no need to couple the pump supply to the 
varactor in a specific way. In an amplifier involving two 
pumps it will clearly be necessary to pay careful attention 
to the design of the pump circuits, since quadrature 
pumping has to be achieved. There is a further complica-
tion since the mean capacitance of the varactor and the 
mean resistance of a non-linear resistance are dependent 
on pump level. 

I believe that we shall see a number of designs of two-
diode amplifier in the near future. It seems to me more 
likely, however, that these will involve two varactor diodes 
rather than one varactor and one non-linear resistance. A 
practical amplifier of this type has been described by 
Pearson and Lunt.5 Two similar diodes are chosen so 
that each acts as an electrical short circuit for the other at 
its natural resonant frequency, defined by eqn. (A), which 
is chosen as the idler frequency. This amplifier is a lower-
sideband negative-resistance amplifier and has a wide 
bandwidth, although it is not unidirectional. 

If, in the spirit of the papers which we have had pre-
sented tonight, we ignore stray reactances and resistances, 
it is then possible to suggest another type of amplifier 
incorporating two varactor diodes. This is shown in 
Fig. B. 

If the series resonant frequency co, = 1/Y(L,C,) is made 
equal to the shunt resonant frequency cop = l/ /(LC) the 
filter has a single pass band. High gain and wide band-
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width can be achieved in this degenerate system, but the 
amplifier is bidirectional. If co, is made different from cop 
there are two pass bands separated by a stop band, i.e. the 
system is non-degenerate. It can be arranged that the sum 
of the phase shifts, /3, and /3, of the signal and idler fre-
quencies, respectively, from Dl to D2 is 7r/2. If the 
corresponding phase shift fi,, at the pump frequency is 
also 77/2, then for a signal propagating in the forward 
direction 

/3, ±  (B) 

This is the condition for the parametric amplification at 
each diode to be additive.6 On the other hand, for propa-
gation in the reverse direction 

I1s+fig fip — r (C) 
Hence the amplification at D2 of a signal emanating from 
the load end will be cancelled by an equal attenuation at 
Dl and the reverse gain will be unity. Under high gain 
conditions such an amplifier would be almost unidirec-
tional. If this condition could be directly realized in 
practice it would not therefore be necessary to use a 
circulator to separate the input and output channels. Its 
noise performance would be good, since only low-noise 
varactor diodes are used. However, the practical realiza-
tion of an amplifier such as this in the ultra high frequency 
or microwave region will be subject to the same diffi-
culties that have already been related to the equivalent 
circuit representation of Fig. A. 

The analysis by Professor Tucker and Mr. Hughes of 
simultaneous pumping of L and C is of considerable 
theoretical interest. There may be some unexpected 
limitation on the noise performance of amplifiers based 
on this model due to spontaneous fluctuations in the 
inductance which may account for the noise of parametric 
amplifiers incorporating non-linear ferrites. 7 Spontaneous 
fluctuations in the capacitance of varactors has also been 
postulated,8 but experimental results would suggest 
indirectly that this is sma11.9 

Mr. J. D. Pearson: The papers read tonight have been 
in the main theoretical with some experimental verification 
at low frequencies. Parametric amplifiers are normally 
regarded as microwave devices and a great deal of work 
needs to be done to extend the principals in the papers to 
the microwave region. However, this type of theoretical 
analysis gives the microwave engineer indications on what 
he should be looking for in the way of semiconductor 
devices in order to improve the performance of his para-
metric amplifiers. 

Mr. B. C. Taylor: Has Professor Tucker done any 
investigation on parametric up-convertors when the signal 
power (more especially the output power) is a substantial 

DI 

LOAD 

D2 

Fig. B. Filter-type amplifier incorporating two varactor diodes. 
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fraction of the pump power? If so, does he know the 
effect of the signal output/pump power ratio on the 
linearity of the signal input/output characteristic? I have 
seen a brief reference to some work in America where 
output/pump efficiencies of 50% were claimed for good 
linearity, though how good it did not say. 

Messrs. Howson, Hughes, Szerlip and Tucker (in reply): 
We are in general agreement with Dr. Hyde's assessment 
of the noise sources within RC parametric amplifiers, 
although we have not found it necessary to pump the 
resistance diodes over a wide range of their d.c. charac-
teristics as he suggests. Inevitably these forms of amplifier 
will be more noisy than their counterparts using only 
non-linear capacitance, although to some extent this is 
offset by their more attractive properties. The practical 
value of the circuits depends to a great extent on what 
minimum noise figures are obtainable, however, and as 
yet neither our experiments nor those of other workers 
have evaluated this. Engelbrecht has suggested around 
3 dB, and Chang's work on high-gain tunnel diode con-
verterslo also points in this direction. 

With regard to the difficulty of setting up the pump 
circuits for quadrature pumping, we are hopeful that it 
may prove possible to space the two diodes by 2/4 in a 
waveguide fed by a single pump source. It would obviously 
be more attractive if a single non-linear diode were avail-
able which could be fed from one pump source and would 
give the appropriate resistance and reactance variation. 
At low frequencies it has been found possible to achieve 
an effect of this nature with a junction diode having 
significant minority carrier storage; and it has also been 
shown" that a tunnel diode may be used as both a non-
linear resistance and capacitance in a closely-related type 
of parametric amplifier. 

In reply to Mr. Taylor, we must point out that in an 
ideal varactor circuit the ratio of output power (at fre-
quency co. + cop) to pump power (at frequency co„) is 
necessarily fixed at a value (a), -1- w„)/co, according to the 
well-known Manley-Rowe relationship. Any value below 
this obtained in practice must be due to the effect of the 
loss resistance of the varactor and other parts of the 
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circuit, and may thus be connected with the linearity of 
the signal amplification. It is perhaps worth pointing out 
that when one talks of `small-signal' operation (in con-
nection with obtaining good linearity) one means that the 
signal voltages and/or currents are small compared with 
the pump voltages and/or currents; this is quite different, 
in a reactive circuit, from saying that the signal powers 
are small compared with the pump power. But apart 
from these general points, we have no numerical data on 
practical microwave power ratios. 
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Joint Symposium on 

"SIGNAL PROCESSING IN RADAR AND SONAR DIRECTIONAL SYSTEMS" 

with special reference to systems common to 

Radar, Sonar, Radio Astronomy, Ultrasonics and Seismology 

UNIVERSITY OF BIRMINGHAM, 6th-9th JULY 1964 

Organized by The Institution and The Department of Electronic and Electrical Engineering, University of Birmingham 

PROGRAMME 

The papers in the Symposium have been grouped under broad headings in order to bring together 
those on the application of signal processing in directional systems in the fields of radio astronomy, 
radar, sonar, seismic detection, and ultrasonics respectively. There is a certain amount of over-
lapping but it is believed that this will help to point the aim of the Symposium, namely the com-
mon features of the techniques in the different disciplines. 

Monday, 6th July (11.30 a.m.-12.45 p.m.; 2.15-5.15 p.m.) 

RADIO ASTRONOMY 

Lecture by Professor Martin Ryle, F.R.S., on 'Arrays and Processing Problems in Radio Astronomy'. 

'One-dimensional Aperture Synthesis in Radar Astronomy'—R. S. ROGER and J H: THOMSON (Nuffield Radio 
Astronomy Laboratories, Jodrell Bank). 

'Stretch: A Time-transformation Technique'—W. J. CAPu-ri (Cutler-Hammer). 

'Enhancing the Angular Resolution of Incoherent Sources'—A. C. SCHELL (U.S.Air Force Cambridge Research 
Laboratories) 

'Statistical Optimization of Antenna Processing Systems'—G. O. YOUNG (Hughes Aircraft). 

6.15 p.m.—Buffet Reception in the University Staff House 

Tuesday, 7th July (9.30 a.m.-1 p.m.; 2.15-5.15 p.m.) 

RADAR 

'The Combination of Pulse Compression with Frequency Scanning for Three-dimensional Radars'—K. MILNE 
(Decca Radar). 

'Radar Receiving Array with I.F. Multiple-beam-forming Matrix'—J. SALOMON, S. PICHAFROY and J. HURBIN 
(Compagnie Française Thomson-Houston). 

'Theoretical and Experimental Studies of the Resolution Performance of Multiplicative and Additive Aerial 
Arrays'—E. SHAW and D. E. N. Davies (University of Birmingham). 

'Multiplicative Processing Antennas for Radar Applications'—A. A. KSIENSKI (Hughes Aircraft). 

'A Note on Multiplicative Receiving Systems and Radar'—R. BLONIMENDAAL (Nederlandsch Radar Proefstation). 

'Wideband, High-gain, Variable Time Delay Techniques for Array Antennas'—J. B. PAYNE (U.S.A.F., Rome 
Air Development Centre). 

'A New Type of Cross Correlation Radar System'—R. H. MACPHIE (University of Waterloo, Ontario). 

'Phased Array Radar Systems'—K. F. MOLZ (Bendix Corporation). 

'An Analogue Polarization Follower for Measuring the Faraday Rotation of Satellite Signals'—G. F. VOGT 
(U.S. Army Electronics Research and Development Laboratory). 

Wednesday, 8th July (9.30-11.15 a.m.) 

ASPECTS COMMON TO RADAR AND SONAR 

'A Side-lobe Suppression System for Primary Radar'—J. CRONEY and P. R. WALLIS (Admiralty Surface 
Weapons Establishment). 

'Planar Arrays with Unequally Spaced Elements'—M. I. SKOLNIK and J. W. 
munications). 

'The Use of an Effective Transmission Pattern to Improve the Angular Resolution of Within-pulse Sector-
scanning Radar or Sonar Systems'—D. C. COOPER (University of Birmingham). 
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Wednesday, 8th July (11.45 a.m.-1 p.m.; 2.15-3.30 p.m.) 

SEISMIC DETECTION 

Lecture by MR. IEUAN MADDOCK, 0.B.E., on 'Detection of Underground Nuclear Explosions'. 

'Least-squares Array Processing for Signals of Unknown Form'—M. J. LEVIN (Massachusetts Institute of Tech-

nology, Lincoln Laboratory). 
'The Recording and Analysis of Seismic Body Waves using Linear Cross Arrays'—F. E. WHITEWAY (Atomic 

Weapons Research Establishment). 

(4-5.15 p.m.) 
• SONAR 

'Theoretical and Experimental Properties of Two-element Multiplicative Multi-frequency Receiving Arrays 
including Superdirectivity'—B. S. MCCARTNEY (Formerly University of Birmingham). 

'Theoretical Possibilities of a Digital Sonar System'—D. NAIRN (University of Birmingham). 

7.15 for 7.45 p.m,—Symposium Dinner in the Avon Room of the University Refectory 

Thursday, 9th July (9.30 a.m.-12.45 p.m.) 
ULTRASONICS AND SONAR 

'The Effect of a Linear Phase Taper on the Near Field of an Ultrasonic Multi-element Array'—L. KAY and 
M. J. BISHOP (Formerly University of Birmingham). 

'Optimum Directional Pattern Synthesis of Circular Arrays'—G. ZlEHM (Atlas-Werke). 

'The Effect of Noise on the Determination of Direction in a Multiplicative Receiving System'—C. R. FRY and 
PROFESSOR D. G. TUCKER (University of Birmingham). 

'Optimum Line and Crossed Arrays for the Detection of a Signal on a Noise Background'—PROFESSOR H. S. 
HEAPS (Nova Scotia Technical College) and C. WADDEN (Naval Research Establishment, Nova Scotia). 

`The Use of Quantizing Techniques in Directional Systems'—PROFESSOR H. S. HEAPS (Nova Scotia Technical 
College) and P. W. WaLcocx (Naval Research Establishment, Nova Scotia). 

2-3.20 p.m. Discussion on 'Future Research in Signal Processing for Directional Systems: the possibilities for 
collaboration among the various fields of application'. 

Synopses of some of the Papers to be presented at the Symposium 
(The first group of synopses was published in the May Journal) 

One-Dimensional Aperture Synthesis in Radar Astronomy 

R. S. ROGER AND J. H. THOMSON. (Nuffield Radio Astronomy Laboratories.) 

By utilizing successive positions relative to the moon of the 250-ft Mark I radio telescope as array elements, 
multiple beams of less than one minute of arc in width have been synthesized at 100 Mc/s. Resultant 
strip-distributions across the moon's disc clearly show the central bright spot and the lower intensity 
return out to the limbs. It is shown that the method is equivalent to spectral analysis of the returned energy. 

Stretch: A Time-transformation Technique 

W. J. CAptm. (Cutler Hammer Airborne Instrumentation Laboratory.) 

This paper describes a passive time-transformation technique that permits an exchange of signal time 
duration for bandwidth. It is not limited to electrical signals or to a particular portion of the spectrum. 
It is linear in the sense that the principle of superposition is applicable. Good waveform fidelity is 
preserved, and signals that are resolvable at the input remain resolvable at the output, even though the 
bandwidth may be changed by a large factor. Signal/noise ratios are not affected by the transformation. 
The technique uses elements familiar to those versed in pulse compression radar techniques. 

Application of the technique to wide-bandwidth, wide-baseline directional systems will be discussed. 
Removal of most of the bandwidth takes place at the individual receiving sites. Because the phase and 
amplitude characteristics of the signals are preserved, remoting, combining, processing, and display of 
the information may be done at practical bandwidths. 
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Enhancing the Angular Resolution of Incoherent Sources 

ALLAN C. SCHELL. (U.S. Air Force Cambridge Research Laboratory.) 

The technique under study is a means for the enhancement of angular information available at the output 
of an antenna system. The technique is applicable to incoherent source maps, and thus relates to radar 
target distributions and radio astronomy maps. An attempt is made to use the available antenna output 
to the best advantage consistent with the signal/noise level and the character of the signal and noise. The 
processing is carried out in the spatial frequency domain and is intended to yield a map that, in most 
instances, is of higher quality (as regards resolution and ambiguity reduction) than is produced by the 
antenna alone. Clearly, if the output resolution is finer than that of the antenna, some sort of information 
must be added by the processor. It is the criterion for extending the data and its subsequent use that is 
the central issue, and an arbitrary but consistent scheme has been settled upon. 

The Combination of Pulse Compression with Frequency Scanning for Three-dimensional Radars 

K. MILNE. (Decca Radar.) 

The paper describes proposals for three-dimensional radar which combine 'within-pulse' frequency 
scanning in the vertical plane with pulse compression. Long range detection requires high pulse energies 
and modest pulse repetition frequencies. Detection in precipitation and other forms of distributed clutter 
demands short pulse lengths. Pulse compressions enable these two requirements to be met within the peak 
power limitations of currently available transmitter valves. The need for a high data rate implies that all 
elevation positions should be examined on each pulse. Within-pulse' frequency-scanning achieves this 
and can provide two-way discrimination against returns in side-lobes. 

Design principles of the radar are discussed. Vertical scanning is obtained by feeding a beam-squinting 
array from a variable-frequency transmitter and pulse compression is applied to all received signals. The 
coverage can be shaped by controlling the transmitted spectrum. Elevation information is obtained from 
frequency filters. The minimum length to which the received pulse can be compressed is determined by 
the aerial's group delay. The concept of a dispersive aerial having a group delay varying with frequency 
is introduced: this provides an additional degree of freedom for controlling the coverage diagram and 
can be used to minimize the bandwidth required for the radar. An example is given of a three-dimensional 
S-band radar design suitable for air-traffic control purposes. 

Wideband, High-gain, Variable Time Delay Techniques for Array Antennas 

LT. JOHN B. PAYNE, U.S.A.F. (Rome Air Development Centre.) 

The purpose of this paper is to present two improved techniques for obtaining a wideband, high gain, 
nondispersive, variable time delay device to steer array antennas. The first time delay technique utilizes 
two wideband helix structures separated by a cylindrical drift tube to obtain a variable delay of 20 or more 
nanoseconds with a gain of 20 to 30 dB. An electron beam passes through the two helices and drift region. 
Signal energy coupled on to the beam at the input helix is decoupled at the output helix. A variable delay 
is obtained by controlling the beam velocity through the drift region by varying the drift tube potential. 
Gain variation is minimized by maintaining constant beam velocity through the helices. The gain of the 
device is proportional to output helix length. 

The second method for obtaining a variable time delay is realized by switching time delay elements into 
the signal path. Such a technique is controlled digitally and is referred to as a digital delay line. In this 
technique each switch is replaced by a wideband amplifier. It is the bandwidth of these amplifiers that 
determines the system bandwidth (200 to 800 Mc/s). Each bit is capable of producing 12 dB gain. The 
amplifiers can be easily gated on or off. 

The Use of Quantizing Techniques in Directional Systems 

PROFESSOR H. S. HEAPS (Nova Scotia Technical College, Halifax, Nova Scotia), AND P. W. WILLCOCK (Naval Research 
Establishment, Dartmouth, Nova Scotia). 

Detection of a weak signal upon a noise background may be dependent upon the ability of a system to 
distinguish between the correlation functions of the signal and the noise background. The correlation 
functions are functions of both time and space. 

If a receiving array in space is steered by means of time delays between appropriate elements and if the 
response is processed by digital methods then the computation time determines the time for a complete 
sweep through the directions of interest. Such time may be reduced by very coarse quantizing before 
digital processing. 

The purpose of the present paper is to present a general theory of the effect of quantizing upon digital 
computation of Fourier transforms. A similar theory applies in relation to correlation functions. 
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Theoretical and Experimental Studies of the Resolution Performance of Multiplicative and Additive Aerial Arrays 

E. SHAW AND D. E. N. DAVIES. (Electronic and Electrical Engineering Department, University of Birmingham.) 

Some interim results of a theoretical and experimental study of multiplicative signal processing for receiv-
ing aerial arrays, such as those used in centimetric radar systems are described. Theoretical comparison 
is made between multiplication and other forms of demodulation such as linear and square-law rectifica-
tion, in terms of the effect of demodulation on the ability of the directional array to resolve two closely 
spaced signal sources (or targets in a radar system). It is shown that the multiplicative system is superior 
to the other two systems for targets of approximately the same signal strength. It is also shown that 
improvements in resolution can result from the use of integration if the signals from the two sources are 
incoherent or partially incoherent. The effect of noise on resolution is briefly discussed and attention is 
drawn to the effect of the different directional responses of the different signal and noise products of 

demodulation. 
An experimental eight-element multiplicative array operating in the 3-cm band is described which is also 
capable of fast electronic scanning. Experimental directional responses of this array are presented for both 
single target and multiple target excitation, for static measurements and at electronic scanning rates of 

2 kc/s. 

Least-squares Array Processing for Signals of Unknown Form 

MORRIS J. LEVIN. (Lincoln Laboratory, Massachusetts Institute of Technology.) 

Methods for processing the outputs of an array of sensors to provide estimates of the waveform, velocity, 
and arrival angle of the incident signal in the presence of noise are derived from a least-squares fit criterion. 
This simple postulate, involving a minimum of assumptions, is found to imply time-shift and sum proces-
sing which is shown to be equivalent to other techniques previously developed on the basis of more specia-
lized models. Approximations are obtained for the variances of the resulting estimates and the method is 
compared with the more elaborate maximum-likelihood approach. The resulting array pattern is con-
sidered and the separation of the various components of an incident signal or noise field by the insertion 

of band-pass filtering is discussed. 
The method is appropriate for applications such as seismology and passive sonar in which the signal 
waveform is unknown, yet cannot be realistically represented as a stationary random process (as is required, 
for example, by Weiner filtering theory). The only assumption is that the signal is a uniformly propagating 
plane wave. The error analysis, however, is based on the assumption of additive, stationary, Gaussian 

noise. 

The Recording and Analysis of Seismic Body Waves using Linear Cross Arrays 

F. E. WHITEWAY. (United Kingdom Atomic Energy Authority.) 
Seismic signals from a single event usually contain a number of components (phases) which have travelled 
by different propagation paths, or with a different mode of propagation. These may be superimposed and 
obscure signal components of interest. Seismic background noise may also be of sufficient amplitude 
to obscure the signal onset, which is often of relatively small amplitude, or even obscure the whole 

signal. 
An array of seismometers, spaced over a distance comparable to the signal wavelength, can be used 
as a filter to separate and help identify signal components on the basis of azimuth and apparent velocity 
at the earth's surface. A signal/noise ratio improvement is also obtained for the first arrival, improving 
the accuracy of locating the hypocentres using triangulation methods from several stations. 

Linear cross arrays have been operated during recent years by the United Kingdom Atomic Energy 
Authority and many events analysed, an example of which is shown. The theoretical performances of 
symmetrical cross- and L-shaped arrays are given in the form of directivity patterns, and their method of 
use described. Correlation methods are shown to be necessary for obtaining a good azimuth or velocity 
response, and their advantages and limitations considered. 

Theoretical Possibilities of a Digital Sonar System 
DONALD NAIRN. (Electronic and Electrical Engineering Department, University of Birmingham.) 

The principles of a new type of sonar system are described; in it the detection and location of echo 
sources are achieved by performing digital (or logical) operations on suitably encoded phase information 
from an array of transducers. Some aspects of the expected performance are discussed. 
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The Digital Analysis of Electron-optical 
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B. A. CARRÉ, M.A., B.S0 

AND 

W. M. WREATHALL, M.A4 

Summary: Very accurate methods which are particularly suitable for use 
on digital computers are described for the analysis of electron-optical 
systems having cylindrical symmetry. The electric fields are determined 
using a highly convergent iterative method, and the magnetic fields are 
determined from analytic expressions fitted to physical measurements of 
the fields along the axes of the systems. The equations of electron motion 
are integrated using predictor-corrector methods with automatic control 
of the integration interval. The methods are sufficiently accurate to permit 
the detailed analysis of systems in which high-order imaging properties 
are important. Results obtained for an image orthicon camera tube and 
an image converter tube are also described. 

I. Introduction 

In the analysis of electron-optical systems it is 
necessary first to determine the electric and magnetic 
fields to which electrons are subjected and then to 
integrate the equations of electron motion through 
the fields. For some simple configurations the fields 
may be determined analytically, but in general it is 
necessary for this purpose to use either an analogue 
device, such as a resistor network' or an electrolytic 
tank,' or a numerical finite difference method, such 
as Southwell's relaxation method.' The equations of 
electron motion have been integrated using analogue 
devices,' although numerical methods are generally 
considered to be more satisfactory.s. 6. 7 

The application of these methods has mainly been 
limited to systems for which only approximate results 
are required and until recently little progress has been 
made in the analysis of systems in which high order 
imaging properties play an important part, such as 
image tubes. For the analysis of systems of this type 
extremely high accuracy is essential, and although 
the numerical integration techniques mentioned above 
are reasonably satisfactory it has been difficult to 
obtain adequate field data. The solution of field 
problems to very high accuracy by means of analogue 
devices is cumbersome, and Southwell's relaxation 
method, which is not suitable for use on digital 
computers, is unsatisfactory for this purpose. How-
ever, progress has been made recently in the develop-
ment of highly convergent iterative methods, particu-
larly suitable for digital computers, for the solution of 
finite difference analogues to Laplace and Poisson 
equations, and these have greatly facilitated the 
accurate analysis of electron-optical systems. 

t Nelson Research Laboratories, English Electric Co. Ltd., 
Stafford. Now at the Department of Electrical Engineering, 
Southampton University. 

English Electric Valve Co. Ltd., Chelmsford. 
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In this paper a numerical procedure is described 
for the accurate analysis of cylindrically symmetric 
electron-optical systems not seriously affected by 
space charge, in which electric and magnetic fields 
may be present. With the iterative method used, a 
set of several thousand finite difference equations 
representing an electric field problem can easily be 
solved to an accuracy of one part in 100 000. If a 
magnetic field is present, this is determined from an 
analytic expression based on a series of measure-
ments of the field along the axis of the system. The 
equations of electron motion are integrated using 
predictor-corrector methods with automatic control 
of the integration interval, which keeps the integration 
errors within very small limits. The procedure has 
been used for the analysis and improvement of several 
quite different types of imaging devices, and for all 
calculated trajectories the radial and angular errors 
have been estimated to be smaller than 10 microns 
and 2 x 10 -4 radians respectively. 

2. The Determination of Electrostatic Fields 

The determination of the electrostatic potential 
distribution in an electron-optical system with cylin-
drical symmetry involves solving Laplace's equation 
in cylindrical co-ordinates for a half-section through 
the axis of the system. To solve such a problem 
numerically, it is first replaced by a finite difference 
analogue, i.e. the half section is covered with a mesh, 
and finite difference equations are established which 
relate the value of the potential at each mesh point 
to the values of the potential at neighbouring mesh 
points. In this way the problem of solving Laplace's 
equation is reduced to one of solving a large set of 
simultaneous linear algebraic equations. The prob-
lems involved in producing adequate finite difference 
analogues are well known and have been discussed in 
detail by several authors.s. 
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The resulting sets of equations are very large, but 
each equation contains only a few non-zero coeffi-
cients, and for these reasons they are almost invariably 
solved by iterative methods. Approximate solutions 
can be obtained by using Southwell's relaxation 
method,' but such solutions cannot be used as a basis 
for accurate trajectory calculations. The effect of 
discretization errors (i.e. errors due to replacement 
of Laplace's equation by a finite difference analogue) 
on trajectory calculations is cumulative, and to keep 
them within satisfactory limits in practical problems, 
which often involve very irregular electrode geo-
metries, it is necessary to use finite difference analogues 
of several thousand equations. Such problems can 
only be solved on digital computers, for which South-
well's method is unsuitable both because it is unsys-
tematic and because unless it is used with considerable 
artifice convergence is very poor. 

A method which has been used for solving such 
problems on digital computers is the Young-Frankel 
successive over-relaxation methods.' a systematic 
iterative method in which the rate of convergence is 
a function of a certain parameter, known as the 
'accelerating factor', which for any particular problem 
has an optimum value. If the optimum value of the 
accelerating factor is used the rate of convergence 
can be extremely high, and the number of iterations 
needed to solve a typical electron-optical field problem 
by this method may be smaller by a factor of thirty 
than the number needed to solve it to the same accu-
racy by systematic ordinary relaxation. Unfortunately 
the optimum accelerating factor for any particular 
problem is not usually known accurately prior to 
solution of the problem, and a small error in the 
estimation of the optimum accelerating factor can 
seriously reduce the rate of convergence. (The use 
of an accelerating factor smaller than the optimum 
value by 1.5% can double the number of necessary 
iterations). To overcome this difficulty a technique 
of automatic optimization of the successive over-
relaxation method has recently been developed by 
one of the authors, i° in which successively better 
estimates of the optimum accelerating factor are 
obtained and used during the solution of a problem. 
The number of iterations needed to solve a problem 
by this method only exceeds the minimum possible 
number by a small fraction, and the method yields 
accurate estimates of the errors at any stage. 

cylindrical co-ordinates. If a non-uniform mesh is 
used, this also spoils the symmetry of the set of 
coefficients. Such sets of equations could be sym-
metrized, but numerical experiments performed by 
the authors have indicated that in practice the effects 
of violation of the symmetry conditions in this way 
are quite negligible. The method has been applied 
directly to a great number of electron-optical problems, 
and always found to be perfectly satisfactory. 

The method has been incorporated in general DEUCE 
computer programs for solving any two-dimensional 
Laplacian problem. From a description of a mesh 
and boundary geometry in numerical terms, the 
computer evaluates the coefficients of all the finite 
difference equations. The set of equations is stored 
in the computer in a very compact form, only the 
non-zero coefficients of dissimilar equations being 
retained. The computer is then supplied with the 
values of the fixed boundary potentials and the accu-
racy to which a solution is required, after which it 
calculates the required solution. The program can 
deal with non-regular meshes and curved boundaries, 
and up to 5000 mesh points may be used. The amount 
of manual work involved in preparing a problem for 
computation is largely a function of its geometric 
complexity, but in general this takes from one to 
eight hours, and the amount of computing time 
required to solve a set of 1500 equations to an 
accuracy of one part in 100 000 is approximately 
forty minutes. The work involved in obtaining a new 
solution for a slightly modified boundary geometry is 
fairly trivial. Examples of fields obtained, for which 
the finite difference analogues were solved to an 
accuracy of one part in 50 000 are shown in Fig. 1 
and Fig. 2. For the image orthicon image section 
shown in Fig. 1, the half section was covered with a 
square mesh of 19 x 43 points. For the infra-red 
image converter shown in Fig. 2, a graded mesh of 
25 x 56 points was used, the mesh spacing being 
indicated in the figure. 

Theoretically, this method of automatic optimiza-
tion is only applicable to the solution of a set of 
equations whose matrix of coefficients is symmetric 
positive definite. The matrix of coefficients of a 
finite difference analogue of a cylindrically sym-
metric field problem is not naturally exactly symmetric, 
because of the presence of the first-order term in 
Laplace's equation when this is expressed in terms of 
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Fig. 2. Infra-red image converter. 

involving numerical differences of these.' Alter-
natively, since the axial field of magnetic focusing 
systems usually varies smoothly, it is usually possible 

—o to define B. by an analytic and simple differentiable 
=- 4 function of axial position which gives close agreement 

with the physical measurements. This method is 
preferable because it effectively involves smoothing 

=12 of the measurements and it simplifies the calculation 
Liq of the derivatives. Computer programs using each 
7:14 method have been developed for the calculation of 
27 values of Ao at the mesh points of any specified 
✓ ▪ 33 rectangular mesh. 
=36 

L  40 4. The Determination of Electron Trajectories = 

=44 
.-_ 4.1. The Equations of Electron Motion 
L48 
- —50 The equations of electron motion in an axi-
_ symmetric electric and magnetic field may be expressed — 

— in the following forms: 

— 55 d2rldt2 =(elm)aVlar— 
_ 

—(elm)2 (A0+ Clr)(aAolar— Clr2)  

d2zIdt2 =(elm)OVIOz—(elm)2(Ao+Clr)DAolaz 

It is often desirable to have knowledge of the electric 
field in a system for several different combinations of 
electrode potentials, in which case the most efficient 
way of determining the various fields is to use the 
method of superposition. For a system having n elec-
trodes, n — 1 field problems are solved, each solution 
being for one electrode at unit potential and all the 
other electrodes at zero potential. Another computer 
program is then used to form the required linear 
combinations of these different solutions. Since this 
only involves multiplying each solution by a specified 
scalar and adding together the resulting solutions, a 
large number of potential distributions for different 
combinations of electrode potentials can be found 
in a few minutes. 

3. The Determination of Magnetic Fields 

For trajectory calculations on a digital computer 
an axially symmetric magnetic field is most conveni-
ently specified by values at the nodes of a mesh of the 
magnetic vector potential, Ao, which may be deter-
mined from the following expression :11 

Ao= E   i=0 0(i-1-1)! 
where r is the radius of a point at which Ao is required, 
and BP° is the 2i-th axial derivative of the axial 
magnetic field B. at the corresponding point on the 
axis. The axial derivatives of B. may be determined 
directly from a series of physical measurements of B. 
along the axis of a system, by evaluating a series 
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dO/dt = (elm)(Aolr+Clr2) 

(1) 

(2) 

(3) 

where r, z and O denote respectively the radial, axial 
and angular co-ordinates of the electron, t denotes 
time, V and Ao denote the electrostatic and magnetic 
vector potentials, (elm) is the charge/mass ratio of 
the electron, and C is a constant of integration which 
can be found from the initial conditions for a tra-
jectory, using eqn. (3): 

(elm)C = r2 dOldt—(elm)rAo  (4) 

This constant is zero for all electron trajectories in 
which electrons initially start from the symmetry 
axis (r = 0) and for all electron trajectories through 
purely electric fields for which the electrons have no 
initial angular velocity and therefore remain in an 
axial plane. 

It is possible to reduce these equations to two by 
eliminating the time variable,' but unless the approxi-
mations can be made which reduce these to the well-
known 'paraxial ray equations' it is simpler to 
integrate eqns. ( 1), (2) and (3) directly, treating time 
as the independent variable. The only difficulties 
which are encountered with this method arise in the 
determination of skew trajectories which pass close 
to the axis of a system. Under these circumstances 
the product (A0+ Clr)C1r2 in the right-hand side of 
eqn. (1) may become extremely large and have very 
large derivatives with respect to time, causing serious 
integration errors if a large integration interval is 
used. The term represents an outward radial accelera-
tion which is large in magnitude for a very short time, 
and the effect of not taking it into account adequately 
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in calculating skew trajectories is to make these 
appear to pass too near or even through the axis of a 
system. This acceleration has no physical significance 
and is purely a consequence of using a cylindrical 
co-ordinate system. 

The possibility of changing the variables of the 
integration procedure to eliminate these difficulties 
was examined, but it would appear that any other set 
of variables presents equally difficult problems and 
that only a three-dimensional treatment would be 
completely satisfactory. However, it was found that 
by using significantly reduced integration intervals 
where skew trajectories pass near to a system axis, 
trajectory calculations could be performed satis-
factorily for all trajectories likely to be of practical 
interest, and the procedure for automatic integration 
interval control described below provides an adequate 
safeguard against poor integration of such trajectories. 

4.2. The Integration Method 

Important considerations in choosing a method of 
integrating equations (1), (2) and (3) on a digital 
computer were the truncation errors of the integration 
formula, the ease with which integration errors could 
be assessed, and also controlled (i.e. the ease with 
which the integration interval could be altered during 
the course of computation), the stability of the integ-
ration formula, and computer storage requirements. 
In view of these considerations, methods such as 
those of Motz and Klanfer,3 Liebmanns and God-
dard' were all thought to be much better suited 
to manual rather than automatic computation, 
although Liebmann's method has been programmed 
by Vine.' Other methods considered were the Runge-
Kutta method,' the Fox and Goodwin method," 
and a rather similar method used by Jennings and 
Pratt,6 but it would be difficult to achieve adequate 
automatic error control with any of these. The 
methods considered to be most suitable were pre-
dictor-corrector methods," whose only disadvantage 
is that they require a special starting procedure, 
as opposed to Runge-Kutta methods for example, 
which are self-starting, but this is not a very serious 
consideration. 

The main problem in choosing particular predictor 
and corrector formula is to decide on the most 
suitable order of these, i.e. to decide how many terms 
the formula should include. Once this has been 
decided, the best possible values of the coefficients 
can be determined from the conditions for maximum 
accuracy and stability.' Important considerations 
in choosing the order of the formula are that as this 
increases the truncation errors decrease, but the 
amount of computation required at each step increases, 
the number of integration steps which must be per-
formed by the starting procedure increases (see below), 
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and changing the integration interval during a cal-
culation becomes more difficult (see below). The 
question is further complicated by the fact that since 
truncation errors are also a function of the size of 
integration interval, the use of high order formula 
may permit the use of quite large integration intervals 
and thus reduce the work involved in calculating a 
complete trajectory, in spite of the increased work 
per step. 

This last consideration is particularly important 
in the calculation of trajectories through magnetic 
lenses and of paraxial trajectories generally, in which 
the principal sources of error in the integrations are 
certainly truncation errors, and this is the reason for 
the general tendency in works published on the sub-
ject to advocate the use of quite high order formula. 
However, in calculating non-paraxial trajectories 
through electric fields, the maximum permissible size 
of the integration interval is often in practice not a 
function of the truncation errors of the predictor-
corrector formula, but of the errors caused by imper-
fect detection and allowance for rapid variations in 
the forces acting on the electrons. These may be due 
either to large spatial variations of the electric fields 
or to rapid variations of the type mentioned in the 
previous section. This point can be simply demon-
strated by calculating a few meridional trajectories 
through a simple two-cylinder lens, for which the 
accuracy of calculations is almost entirely a function 
of the integration interval used at the centre of the 
lens, where the radial electric field experienced by an 
electron has extremely large derivatives with respect 
to time. Some trajectories were calculated for the 
two-cylinder lens studied by Motz and Klanfer,3 
using low-order and high-order formula, and the 
results using the different formula all agreed ex-
tremely closely even for such large integration inter-
vals that all the results were inaccurate. 

The general conclusion is that for accurate and 
efficient trajectory calculations the order of integra-
tion formula should be as high, but only as high, as 
is required to prevent truncation errors from ever 
becoming significant for such interval sizes as field 
variations will be likely to permit. After a number 
of experiments, the following predictor and corrector 
formula were chosen for the integration of eqns. (1) 
and (2): 

Yn+1, 1 

 (5) 

Yn+1,2 = 

(6) 

where y„ and f„ denote the value of the dependent 
variable and its second derivative at the nth integra-
tion step, and h is the integration interval. This 
predictor-corrector method is due to Milne." The 
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predictor formula has been used alone by Goddard,' 3 
and the combined use of the two formule has been 
discussed by Jennings and Pratt.' The method used 
for the integration of eqn. (3) is a simplified version 
of a predictor-modifier-corrector method discussed 
by Ralston, 16 the predictor and corrector formule 
being the following: 

Y n +1, 1 = Yn— 3+ 4h(29 — 9» -1 + 29n -2)/3  (7) 

Yri+ 1, 2 = [9yes —  Yn- 2 + 311(0 + 1, 1+ 29n — 9,8-1)]/8 

 (8) 
where in this case g„ denotes the first derivative of the 
dependent variable. 

The calculation of values of f„ and g„, which are 
obtained by evaluating the right-hand sides of eqns. 
(1), (2) and (3), involves the calculation of the radial 
and axial derivatives of the electric and magnetic 
vector potentials at a number of points along the 
trajectory which in general are not coincident with 
mesh points at which the potentials have been 
evaluated. To perform the necessary two-dimensional 
interpolations and differentiations as accurately as 
possible, the interpolation and differentiation for-
mule must make use of the potential values at a large 
number of mesh points, but if very high order differ-
ences are used in such formule the errors due to 
imperfect solution of the finite difference analogues 
are magnified in the calculated derivatives. In order 
to determine the best possible order of interpolation 
and differentiation formule, numerical differences of 
successively high orders were calculated in the radial 
and axial directions for some typical calculated 
electric and magnetic fields. With electric fields it 
was generally found that third-order differences 
varied smoothly but that fourth-order differences 
were small but irregular. With the magnetic fields 
considered, which were obtained from analytical 
expressions for the field along the axis, fourth-order 
differences were negligibly small. On these grounds, 
a four-by-four point Lagrangian formula 12 was con-
sidered to be the most suitable for general use. In 
the particular case where a mesh is locally square 
the corresponding two-dimensional Everett formulai2 
is used because it involves less computation. Values 
of the magnetic vector potential, which are also 
required, can be calculated sufficiently accurately by 
using linear two-dimensional interpolation. 

4.3. The Integration Starting Procedure 

It can be seen from eqns. (5) to (8) that in order to 
obtain the co-ordinates of an electron at the (n + 1)th 
time step it is necessary to have values of its co-ordi-
nates and off, and g„ at four previous equally spaced 
instants of time. Thus the results for the first three 
steps of an integration must be obtained by a method 
other than the predictor-corrector methods, and the 
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Runge-Kutta method is used for this purpose. To 
start the calculation of a trajectory, the computer is 
supplied with the initial co-ordinates of an electron 
(r, z, 0) and its initial velocities (dr/dt, dz/dt, dO/dt). 
The constant C is then evaluated using eqn. (4), and 
then the initial data on the electron are used in 
solving the following five simultaneous equations by 
the Runge-Kutta method: 

ds/dt = (elm)3V —(elm) 2 (A0+Clr)(3Aolar—Clr2) 

 (9) 

dr/dt = s  (10) 

dy/dt = (elm)aVlaz—(elm)2(A0+Clr)aAolaz 

dz/dt = y 

dO/dt = (e/m)(Aolr+Clr2) 

The evaluated right-hand sides of eqns. (9), ( 11) 
and (13), and the solutions of eqns. (10), (12) and (13) 
provide the necessary data for substitution into the 
predictor-corrector formule. 

This integration is first performed for three steps 
using an integration interval supplied with the initial 
data. The interval is then halved and the integration 
repeated from the beginning for six steps. If the final 
results of these two integrations are in close agree-
ment, the original interval is used in subsequent 
integration by the predictor-corrector methods. 
Otherwise the interval is halved and the Runge-Kutta 
integration is repeated until, by comparison of 
results, a suitable interval is found. The interval which 
is first used with the predictor-corrector formule is 
not necessarily used throughout the integration, but 
is subject to an automatic interval changing pro-
cedure, which is described in the next section. 

4.4. Automatic Interval Changing 

Since in general the electric and magnetic fields 
vary more rapidly at some parts of a trajectory than 
others, the integration interval required to produce 
a given precision also varies, and therefore it is 
desirable to be able to assess the errors and modify 
the integration interval during the course of an 
integration. A major advantage of predictor-corrector 
methods is that it is possible to check the precision 
of calculations at each step by comparing the predicted 
and corrected results. If the integration errors are 
primarily truncation errors, then the assessment of 
the errors in each integration step is quite simple. 
The truncation errors in the predictor and corrector 
formule of eqns. (5) and (6) are respectively: 

eP — — 17h6 y(6)/240 

ec h6 je/240 

where y(6) is the sixth derivative of the dependent 
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variable for some value of time in the interval of 
integration, and so the error in the corrected results is 
approximately given by the relation: 

ec ,••• (ç— ep)I18, 

i.e. the error in a corrected value is approximately 
one-eighteenth of the difference between the predicted 
and corrected values. If the integration errors are 
largely due to poor detection of rapid variations in 
the forces acting on electrons, then the assessment 
of the errors is much more difficult, but it has been 
found experimentally that the difference between 
predicted and corrected results always gives an indi-
cation of the order, at least, of integration errors. 

In performing the integrations the arithmetical 
differences between the predicted and corrected 
results for the radial and axial co-ordinates are 
calculated at each step, and if either of these differences 
exceed a certain prescribed tolerance all the new 
values are rejected, the integration interval is halved, 
and the integration is resumed from the results at the 
previous step. If for both these variables certain 
multiples of the differences are smaller than the 
tolerance for a number of consecutive steps, the 
integration interval is doubled. If neither of these 
conditions is satisfied, the interval is not changed. 
Because halving the interval doubles the number of 
integration steps required to cover any portion of a 
trajectory, and vice versa, the tolerance is halved or 
doubled with the interval, in order to keep the total 
error over a trajectory within satisfactory bounds. 
Since halving the interval reduces the errors by a 
factor which is much larger than 2, this process is 
quite stable. 

The process of doubling the interval merely involves 
a slightly complex selection of previously calculated 
results. Halving the interval involves calculating two 
sets of intermediate results before resuming the 
integration. The intermediate values of the variables 
are obtained from the following interpolation 
formule: 

y„_4. = ( + 3y„_ 3— 20y„_ 2+ 90y„_ + 
+ 60y„ — 5y„ +1)/128 

y„ _ 14. = ( — 5y„ _ 3 60y„ _ 2 90y„ _ — 
— 20y„+3y„., 1)/128 

and the intermediate values off, and g„ are obtained 
from the formula: 

f.-+=(-f.-2+ 9.fn - + -f, + 1)/16 
The use of the rejected values y„.,. 1 and the corre-
sponding .4+1 is justified by the relative smallness of 
their coefficients, making the effect of their errors on 
the interpolated results small, while their presence 
improves the interpolation. 

This automatic interval changing procedure has 
proved to be reasonably satisfactory. The interval 
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doubling procedure is very successful, and the inter-
val halving satisfactorily limits the errors over an 
integration, but unless very small tolerances are used, 
errors in the interpolated intermediate results can 
precipitate several unnecessary reductions of the 
interval. This tends to reduce the efficiency of the 
procedure, and improved methods of interval halving 
are being studied. 

5. Applications and Accuracy 

The ideal test for the programs described would be 
on fields for which analytical solutions of the trajec-
tories are known. Unfortunately these solutions are 
either so simple or so artificial that they cannot give 
an adequate test of the behaviour of the programs 
when tracing through fields of practical interest. The 
programs have therefore been judged rather by the 
internal consistencies of results produced on typical 
electrode configurations. Two of these, which are 
characteristic of distinct classes of imaging device, 
have been intensively studied; the results indicate 
that the trajectories can be relied upon to be correct 
to within a few microns. 

TO CENTRE OF TO CENTRE 
PHOTOCATHODE OF TARGET 

Fig. 3. Off-axis trajectories in image section of image orthicon. 

A brief description of these tubes will suffice to 
distinguish the principles of their operation. The first, 
shown diagrammatically in section in Fig. 1, is the 
image section or4 an image orthicon. In this tube 
electrons are accelerated from the photo-cathode to 
the target through a potential of about 460 V. The 
potential on the intermediate electrode can be chosen 
to minimize the distorting effects of the electric field. 
Clearly the resultant field is by no means uniform, 
nevertheless there is negligible electrostatic focusing, 
and electrons emitted from a point on the cathode 
with transverse velocities would spread into a large 
circle of confusion before arriving at the target. They 
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are prevented from doing so by a longitudinal magne-
tic field which confines the electron trajectories to 
helical loops. Typically four focus loops are developed, 
as illustrated for an off-axis image point in Fig. 3, 
where the transverse scale is magnified for the sake 
of clarity. The magnetic field is divergent, being 
nearly twice as strong at the cathode as at the target. 
Since the trajectories tend to follow the magnetic 
lines of force there is a magnification of approxi-
mately 4 : 3. 

The second tube, an image converter, which relies 
entirely on an electrostatic field for focusing, is 
illustrated in Fig. 2. The single accelerating electrode, 
at target potential of 16 500 V, comprises a cone 
having an aperture at its smaller end facing the curved 
photo-cathode. Electrons diverging from a point on 
the photo-cathode encounter convex equipotentials. 
These produce a convergent effect on the trajectories 
so that they pass through the cone aperture in 
directions intersecting on the target. 

Both these tubes fall into the class of cathode 
lenses, the aberrations of which are discussed by 
Zworykin et al.," who show that the transverse 
displacement of an electron in the image plane 
depends on the circumstances of its emission according 
to the expression: 

Ar = A(A0z Ack,)+/(/) 

where A& and AO, are electron energies correspond-
ing to the components of the emission velocity in the 
axial and radial directions, 00 is the extracting field 
at the photo-cathode and A is a constant characteristic 
of the imaging system, generally close to — 2M 
(M is the magnification of the system). 

This represents the chromatic aberration in the 
plane of focus of electrons of zero initial axial velocity. 
For other planes, Beurle and Wreathall" use the 
corresponding expression: 

Ar = Mut(uz — ul)/(e/m)Epc  (14) 

where ut and uz are the transverse and axial velocities 
of emission, Epc is the extracting field at the photo-
cathode, and ul is a constant governed by the choice 
of focal plane in which the aberrations are measured. 

It can be argued that the above expression is gener-
ally valid," provided that the electron is accelerated 
rapidly to a velocity very much greater than its 
velocity of emission, and is not subsequently deceler-
ated to a low velocity. Since these conditions hold 
for the tubes under consideration, the goodness of 
fit of the calculated aberrations to eqn. (14) gives an 
indication of the magnitude of the errors of calcu-
lation. A graphical plot of Aria, against uz is most 
convenient, since inspection of eqn. (14) shows that 
these quantities should be linearly related with a 
slope equal to M/(elm)E. 
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Two such plots are shown in Fig. 4 for the axial 
aberrations of two different configurations for the 
image section of the image orthicon. These have 
quite different electrode geometries and potential 
ratios, but happen to have similar extracting fields. 
The full lines drawn close to the plotted points are 
drawn with slopes calculated from the magnifications 
and extracting fields. The negative slope of the graphs 
arises from the fact that the trajectories cross the axis 
at a focus so that the transverse aberration changes 
sign in successive loops, and in this case the aberration 
is being measured at the fourth focus node. Estimates 
of error are complicated by the fact that on this plot 
the displacement due to a fixed error in Ar is inversely 
proportional to the initial transverse velocity. This 

+100 

Ar/Ut 

O 

-100 

o 

o -200 cc 

c. - 300 

c' - 400-. 

-500-

- 600 
o 

(B) 

1"e 

010 0.20 0.30 0.40 0.50 
METRES/MICROSECOND 

Fig. 4. Axial aberration in image section of image orthicon. 

is indicated by the vertical lines showing the spread 
due to errors of 20 microns at the end points. The set 
of points for tube A were obtained using a fixed 
time-step of 10' seconds throughout the ray-
tracings. These involved a total of 144 integration 
steps for each trajectory. For tube B the time-step 
was automatically controlled and the number of steps 
was reduced to only 42. There do not appear to be 
any errors greater than a few microns for either tube. 

A larger set of trajectories have been calculated for 
the image converter tube. The results are shown in 
Fig. 5, where the vertical lines represent the effect 
of errors of one micron on the plotted points. Here 
again it is clear that a random error not exceeding 
2 microns will be sufficient to account for the depar-
tures from a straight line locus. Alternatively, there 
is some indication of a more systematic departure in 
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Fig. 5. Axial aberration in infra-red image converter. 

Arbitrary locus drawn of slope (elm)Epc— 54.5 

the results, in that the lower the radial velocity, the 
further do the points tend to fall below a linear locus. 
This could readily be accounted for by an accumu-
lated error of rather less than 3 microns common to 
all the computed trajectories. 

Since velocities are not calculated after the first 
few steps of the trajectories, an energy check at the 
end of the calculations can be used to detect errors. 
Such a check on 20 trajectories plotted through the 
image orthicons showed all velocities to be correct to 
just under one part in 10 000, while the root mean 
square error was less than half of this amount. For 
the image converter, the largest velocity error in 
31 trajectories amounted to less than 5 parts in 10 000, 
which was again over twice the root-mean-square 
error. 

Having thus established that trajectories can be 
traced which are reliable to a few microns through 
fields of practical complexity, it is possible to use the 
programs for the analysis and correction of electron-
optical devices. For example, in a standard design 
of the image section of the image orthicon similar 
to that illustrated in Fig. 1, ray-tracing revealed 
barrel distortion amounting to 0-9% and 'S' distor-
tion amounting to 1-5%. These errors were attri-
butable to the electric field, and, as reported else-
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where, 19 attention to the distorting components of 
this field led to a reduction of these geometrical 
errors to only 0.1 %, as checked by ray-tracing. 

An extremely large amount of aberration was 
apparent when the infra-red image converter was 
explored off-axis. The results of these calculations 
are illustrated in Fig. 6, where the focal surfaces are 
superimposed on a half-section of the tube. Three 
principal trajectories are shown from different heights 
on the photo-cathode, and on these are plotted tan-
gential and sagittal foci. The former were determined 
by the intersections of trajectories lying in the meridian 
plane, having initial velocities perpendicular to a 
principal trajectory corresponding to an energy of one 
electron volt, and the latter by the points where 
electrons emitted in a direction perpendicular to the 
meridian plane, recross that plane. That the tube 
gives acceptable images, in spite of the gross amounts 
of field curvature and astigmatism from which it 
suffers, is attributable to the low emission energies 
of electrons ejected by infra-red radiation and to the 
high final voltage which confines the out-of-focus 
electron trajectories to narrow cones. The corner 

L 

• TANG:NTIAL FOCI 
• SAGITTAL FOCI 

Fig. 6. Infra-red image converter: principal rays and 
astigmatism. 
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resolution of about five lines per millimetre obtained 
in practical tubes can be explained on the assumption 
that the most probable energy of emission is only 
about *eV. Photo-cathodes with sensitivity to 
shorter wavelengths give rise to electrons having 
higher initial energies, so that it is clear that improved 
designs must be developed if tubes of this simple type 
are to be exploited as light amplifiers for use in the 
visible part of the spectrum. 
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A Novel Ferrite Quarter-wave Plate 

By 

J. HELSZAJN, (Graduate 

1. Introduction 

It is the purpose of this paper to apply coupled 
wave theory to an elliptical Faraday rotator. With 
appropriate boundary conditions on the ratio of the 
difference in phase velocities between the coupled 
waves and the transfer effect due to the magnetized 
ferrite rod, we can adjust the length of the rotator 
to obtain circular polarization. Such a rotator 
consists of an elliptical waveguide in which is placed 
a ferrite rod magnetized in the direction of propaga-
tion as shown in Fig. 1. The difference in phase 
velocities between the coupled waves is determined 
by the eccentricity of the waveguide. Distributed 
coupling between the two coupled waves exists as a 
result of the tensor permeability of the magnetized 
ferrite medium. When the d.c. field is in the same 
direction as that of the r.f. propagation we have one 
hand of circular polarization. When the d.c. mag-
netic field is reversed we obtain the other hand of 
circular polarization. Thus we have a non-reciprocal 
ferrite element. The transfer characteristic of the 
ferrite quarter-wave plate is put in compact form 
with the help of matrix algebra. The matrix algebra 
of a simple Faraday rotator is also developed. This 
allows us to describe a new reciprocal ferrite phase 
shifter which consists of two ferrite quarter-wave 
plates between which is interposed a conventional 
Faraday rotator. A non-reciprocal 180 deg phase 
shifter and an amplitude modulator are also described. 

2. Coupled Waveguide Theory Applied to 
Ferrite Medium 

Coupled waveguide theory as applied to a longi-
tudinally biased ferrite medium has previously been 
discussed» 2 The form of the transfer effect of the 
off-diagonal component of the tensor permeability 
has been commented upon by Fox et al.,' but is not 
mandatory for what follows. Lack of the exact form of 
the transfer effect has not inhibited the development 
of practical Faraday rotators. 

Upon rewriting Miller's3 equation for coupled 
waveguides with unequal phase velocities for a system 

1. Formerly Raytheon Company, Waltham, Mass., U.S.A., now 
with Sylvania Electric Products Inc. 

Summary: Coupled-wave theory is applied to make an adjustment to the 
length of an elliptical Faraday rotator to obtain a ferrite quarter-wave 
plate with non-reciprocal properties. A ferrite rotator can be interposed 
between two such quarter-wave plates and matrix algebra used to obtain 
a new reciprocal ferrite phase shifter. A pulsed 180 deg non-reciprocal 
phase shifter is also described. 

of magnetic waves coupled through the off-diagonal 
component of the tensor permeability as shown in 
Fig. 1, we have: 

dE 

dz 

dE 

= — jfirE: ±  (1) 

dz = 7C- KyxEy± Ee 
in which /3)„ fix are the perturbed phase velocities 
in the y, x directions; 

4-, E.: are the complex electric wave amplitudes in 
the y, x direction when applied d.c. magnetic field is 
in the same direction as that of r.f. propagation; 

E; are the complex electric wave amplitudes 
when the applied d.c. field is in the direction oppo-
site to that of r.f. propagation; 

+Kxr —Kyx are real quantities and represent the 
transfer effect of the off-diagonal component of the 
tensor permeability for the applied d.c. magnetic 
field in the same direction as that of r.f. propaga-
tion; and 

—Kxr +Kyx are real quantities and represent 
the transfer effect of the off-diagonal component 
of the tensor permeability for the applied field in 
the direction opposite to that of r.f. propagation. 

FERRITE 

DIELECTRIC 

WAVEGUI DE 

(2) 

Fig. 1. Elliptical. Faraday rotator. 
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If we let IKxyl = IKI = IKI, eqns. ( 1) and (2) reduce to: 

E±, 

{cosa 
.  (fly-fly) 
J 

(e,—" + ilf(±Kz))}exp —; (14 +fly)z 4K2 , 2 1-03, — fix) + 11+ . sin ( rfls4—Kfl2x)2 + 1 ] -1( ± Kz)) 1 x 

± 22K 

L 41(2 i 

x exp j(fly  z  (3) 
2 

—12 +. sin (ry — fix)2 .4_ il+( 
± Kz)) exp j (flY + flx)z  (4) 

[(fly -- fix)  4. 11 \ L 4K2 2 

I_ 4K2 ' -"_1 

Equations (3) and (4) satisfy the boundary con-
ditions 

E± — 1 Yio = 0, 

dz d = 
z o 

dE 
fly> fix, 

3. Simple Faraday Rotation 

Upon writing (fly— P.) — 0 in eqns. (3) and (4), we 
+2K  

have for fi y = fix = 

• cos(+ Kz) . exp —j/3z = cos Kz . exp —jfiz 

 (5) 
• = — sin (± Kz) . exp — jf3z = T- sin Kz . exp —ji3z 

 (6) 

Combining Eytc. and Ext., we obtain a linearly 
polarized wave rotating with quantity Kz. Reversing 
the direction of r.f. propagation or the direction of 
the d.c. magnetic field reverses the rotation. This 
represents simple Faraday rotation in a ferrite 
medium. 

When the boundary conditions are changed from 

Eyt = 1, Ex t = 0, fi, > fix to Eyt = 0, Ext = 1, 
fi > fix, eqns. (5) and (6) become: 

• = + sin Kz . exp — jfiz 

• = cos Kz . exp —j/3z 

Equations (5) to (8) imply the general matrix equation. 

cos Kz , + sin Kz] 
exp — j/3z [ = 

-T sin Kz , cos Kz [E± x,, xIK. 

(7) 

(8) 

(9) 

4. Ferrite Quarter-wave Plate 

Equations (3) and (4) satisfy the condition 

= 
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for the two boundary conditions, 

13.) 
+2K — ± 1 

(10) 

and r(fly — fix)2 + +7r 
4K2 1]+(+Kz) =  (11) 

2 

Introducing eqn. ( 10) into eqn. ( 11) gives 

Kz =  (12) 
2j2 

Upon satisfying the above, eqns. (3) and (4) 
reduce to 

. (13y+ fl.)z Ey±i,,/2(/2) — . exp j  (13) 
2 2 

-T 1 (fly + 13.)z 
 (14) E x,„,(2 ,, 2) . exp j  2  

If we take Ext,(2,/,) and Eyt.„,,,i2), we obtain one 
hand of circular polarization. Similarly, Exio/ov2) 
and Ey-b.„„/2) yield the other hand of circular polariza-
tion, so that we have a non-reciprocal device. 

When the initial boundary conditions are changed 
from Eyt, = 1, Ext = 0, fly > fix to Eyt = 0, 
Ext = 1, fly > fix, eqns. (13) and (14) become 

+1 . (fly ± fiX)Z  

E Yte/(2V2) = ' e -""1yr."  J 
V 2 2 

+  E • (Sy+ fix)z ± xi,,/(2v2) /- • exp j 2 

(15) 

(16) 

This yields another set of circularly polarized waves, 
differing in phase by 180 deg from the first set. 

Equations (13) to (16) imply the general matrix 
equation 
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—j ± 1 E± E :1«/(2V2) 

exp (14+1333z .\/2  Y I° 

2 • -T- 1 +j • 

N/_ 2 xl° x.,,/(2v2) 

 (17) 

If the major axis instead of the minor one of the 
elliptical waveguide is made to coincide with the 
y-axis, eqn. (17) becomes 

[ 

+ j + 1 

exp (137+ 0 Oz .\/i ' ‘/i • 
2 1v1 j 

Niî 

This last equation will be needed later on when 
we butt two such quarter-wave plates with their 
major axis crossed. 

5. Switched Reciprocal Phase Shifter 

By interposing a length of ferrite for which 
fly = fl = fi between two identical ferrite quarter-
wave plates, a reciprocal ferrite phase shifter is 
obtained. This can be shown by evaluating the 
following matrix product: 

and (18) with Eyt = 1, and Ext = O. Upon doing 

this, 
E) = 0, 

and 

= 1 . exp —j{(/3y +fix)z —±;} 

For this arrangement, Ex is shifted through 180 deg 
when the applied field is reversed. This feature can 
be used to advantage in a pulsed 180 deg phase shifter 

Fig. 2. Two-mode transducer and 90 deg rotator. 

TWO MODE 
TRANSDUCER 

FERRITE 
QUARTERWAVE 
PLATES 

.- -±2. + cos Kz , + sin Kz — i ± 1 Ei Ee 
,/i ' .,/i ,h ' Yi° 

exp —i «Sy + fix)z +ezil • . . . 
-T- 1 +j rE*1 +j F±.  

Nii ' •%/i N/2 ' ../2 —xi° Ex' 
:F sin Kz + cos Kz , 

This reduces to 

Ee = 1. exp — j{(fi, +/3x)z + (fl — K)zi + ir} 

and = 0, for Eyt, = 1, = O. 

Any amount of reciprocal phase shift can be 
obtained by adjusting the length zi of the centre 
section. 

For Eyt = 0, Ext = 1, we have ey = 0 and 
Ex± = 1 . exp —j((f3y+ fix)z + (13 + K)z + 7r} 

By independently modulating the rotator section 
of the phase shifters, matrix multiplication indicates 
that it is possible to modulate the phase shifter 
reciprocally through exp — (j2Kz). In this instance, 
the modulating envelope need not necessarily be 
pulsed. 

6. Switched Non-reciprocal 180-degree Phase 
Shifter 

Butting two quarter-wave plates in such a manner 
that their major axes are crossed produces a 90 deg 
rotator in the magnetized state. This can be shown 
by expanding the matrix product formed by eqns. ( 17) 
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since this reversal in phase is independent of path 
length and ought, therefore, to be broadband. 

The two linearly polarized modes in the elliptical 
waveguide section can be coupled to separate rect-
angular waveguides with the help of a two-mode 
transducer.4 Such a two-mode transducer is shown 
in Fig. 2. Energy polarized along the x-direction in 

TWO MODE 
TRANSDUCER 

e FERRITE 
QUARTERWAVE PLATE 

TWO MODE TRANSDUCER 

CONVENTIONAL 
QUARTERWAVE PLATE 

Fig. 3. Circulator with two two-mode transducers, a ferrite 
quarter-wave plate and reciprocal quarter-wave plate. 
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the elliptical waveguide is transmitted to the main 
rectangular waveguide through a suitable transition. 
Energy polarized along the y-direction would ordin-
arily divide in the round section between both 
rectangular waveguides, however, the main waveguide 
is cut-off for the y-polarized wave; by adjusting the 
plane of this waveguide with reference to the side 
one the energy can be made emergent at the side 
waveguide. 

When used in conjunction with a two-mode 
transducer, the 90 deg rotator described above 
becomes an electrical variable attenuator. This 
arrangement is shown in Fig. 2. By replacing one 
of the ferrite quarter-wave plates by a reciprocal 
one and by using two two-mode transducers we have 
a circulator. This is shown in Fig. 3. 

7. Practical Considerations 

If we write K in terms of z in eqn. (12) and let 
z = 2À„ for example, we have K = n/4,./22„ if we 
now substitute for K in terms of 4, in eqn. (10) we 
obtain fly/fix = 1.18 so that a phase difference of 
18% is required between fix and fly, where Ag, is the 
guide wavelength associated with polarization in 
the y direction. 
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Fig. 4. Graphs of wave amplitudes vs. Kz. 

11 

In Fig. 4 the wave amplitudes 1E3,1 and lExj are 
plotted against Kz for 

fly—  _ 0 
2K — 

458 

and fly— fix 
2K 

= 1. 

— Experimentally we note that for  K — 0, the 
2 

quantity Kz = n/(2,,12) is equivalent to a 62-¡ deg 
rotator so that by making such a rotator, we satisfy 
one of our boundary conditions. One way the other 
boundary condition can be satisfied is by making 
flats on the dielectric, say, until fly' fix = 1.18. 

Finally, we note that the dispersion of lEx I and lEy 
is zero at the plane where the wave is circularly 
polarized; hence, the ferrite quarter-wave plate is 
inherently more broadband than an elementary 
45 deg rotator. 

8. Conclusion 

Coupled wave theory has been applied to an 
elliptical ferrite rotator, and has resulted in a ferrite 
quarter-wave plate which has non-reciprocal pro-
perties. This should afford simple switching of an 
antenna from the left hand of circular polarization to 
the right hand of circular polarization. By switching 
a transmitter between two appropriate quarter-wave 
plates it is possible to switch circularly polarized 
waves through 180 deg over broad frequency bands. 
Finally, with such quarter-wave elements, a new 
pulsed non-reciprocal 180 deg phase shifter is obtained, 
and reciprocal phase shift structures are described. 
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Some Bandwidth Compression Systems for 

Speech Transmission 

By 

J. S. WILLIAMS, M.Sc. 
(Associate Member)t 

1. Introduction 

The frequency range occupied by the sounds of 
speech extends approximately from 60 c/s to 10000 c/s. 
The transmission of electrical signals which are an 
exact analogue of the speech signals therefore requires 
a bandwidth of 10 kc/s. 

Since the overall channel capacity of any trans-
mission system is finite, the number of simultaneous 
conversations which can be carried on using a par-
ticular cable or radio link is limited. An increase in the 
number of such conversations can be obtained by 
reducing the channel capacity required by each. 

Channel capacity is usually measured in bits per 
second. The bit (contraction of 'binary digit') is the 
amount of information associated with the selection 
of one out of two alternatives of equal probability. 
It may therefore be used as a measure of the smallest 
discrete change of signal level which is detectable in 
the presence of noise. 

The theoretical maximum capacity C of a trans-
mission channel of bandwidth W c/s for a signal/noise 
power ratio PIN has been shown by Shannon' to be 

C = W log2 (1 + —P N ) bits/second  (1) 
•  

For a given signal/noise ratio the theoretical channel 
capacity and bandwidth are thus directly related; and 
methods of reducing the required capacity are often 
referred to as systems for bandwidth economy or 

t Department of Electrical Engineering, Bristol College of 
Science and Technology. 
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Presented at a meeting of the Electro-Acoustics Group in London on 
6th November 1963 

Summary: The nature of speech is discussed, and the channel capacity 
required for transmitting speech signals by conventional means is con-
sidered. A review is given of methods which have been suggested by 
various workers for processing the speech signals so that they may be 
transmitted over channels of lower capacity. 

A description is given of a simple 'formant tracker' for speech analysis, 
using a system of successive binary comparisons. Tests which have been 
carried out with the apparatus are described, including its use with a 
simple speech synthesizer to demonstrate the principle of analysis-syn-
thesis telephony. 

Part 1. TYPICAL SYSTEMS 

compression. The channel capacity required by a 
signal having a bandwidth of 10 000 c/s and a signal/ 
noise ratio of 30 dB (i.e. 1000 : 1) is 

C = 10 000 log2(1 + 1000) ..•1' 100 000 bits/second 
(2) 

In practice it is found that a considerable reduction 
in channel capacity is possible, without serious loss of 
intelligibility. 

2. The Nature of Speech 

Speech is produced by the excitation of the vocal 
cavities of the throat, nose and mouth with acoustic 
stimuli. The excitation may be provided by the larynx 
in the form of a recurrent series of impulsive shocks 
due to air passing through the vibrating vocal chords 
(larynx excitation', producing 'voiced' sounds) or by 
turbulent air flow through restricted passages such as 
between the teeth, between the tongue and palate, 
and so on ('fricative excitation', producing 'unvoiced' 
sounds). For some sounds both types of excitation 
may be present. 

Owing to resonance effects in the vocal cavities, 
some of the overtones produced by the excitation 
process are reinforced relative to the remainder. The 
frequency regions in which reinforcement takes place 
are referred to as vocal resonances, formant fre-
quencies, or more simply as formants. A vowel 
sound may have four or five such formant frequencies 
associated with it. The first formant (i.e. the formant 
of lowest frequency) usually has the greatest amount 
of energy associated with it. The other formants are 
numbered second, third, fourth, etc., in ascending 
order of frequency, corresponding in general to 
descending order of amplitude. 

459 



J. S. WILLIAMS 

Figure 1 shows the selective effect or filter charac-
teristic of the vocal tract. For whispered (unvoiced) 
vowel sounds the fricative excitation sets up a random 
noise spectrum which may be considered to be uni-
form over the audio range. When this is modified by 
the filter characteristic, the resultant noise output has 
a spectral envelope with a shape similar to that of 
Fig. 1, in which three resonance peaks (at the first 
three formant frequencies) may be observed. Hissing 
sounds, such as `ssss' and `sh', are characterized by 
noise occupying a wide band of frequencies at the 
higher end of the speech spectrum. 
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Fig. I. Typical filter characteristic of vocal tract. 

With voiced sounds, the vocal folds of the larynx 
open and close with a repetition frequency which lies 
between 60 and 240 c/s for the average male voice 
and is higher for women and children. The shape of 
the larynx pulse (i.e. volume velocity of air plotted 
against time) is subject to considerable variation but 
those shown in Fig. 2(a) may be taken as typical. The 
frequency spectrum of the vibrations is rich in har-
monics, the amplitude of which falls off in a manner 
similar to that indicated in Fig. 2(b) which has been 
drawn for a fundamental vibration frequency of 
100 c/s and hence has harmonics at 100-c/s intervals. 
When this spectrum is modified by the filtering action 
of the vocal tract, the result is as shown in Fig. 3. 
The three formant peaks may still be observed, though 
the envelope is not continuous. The frequencies of 
these peaks do not necessarily coincide with pitch 
harmonics. 

Full discussion of the above process has been given 
by Fant2 and by Cherry.3 

3. Compression Schemes 

These may be divided broadly into two categories. 
In the first the electrical signal transmitted remains an 
analogue of the speech sounds, even though it may be 
a very imperfect or distorted analogue. The methods 
described in Sections 3.1 to 3.5 are of this type. The 
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Fig. 2. Typical larynx pulses and harmonic spectrum. 

second category uses analysis-synthesis techniques. 
Narrow-bandwidth code signals are derived from the 
speech by means of an 'analyser', and transmitted 
over the channel to the receiver. Here the code sig-
nals are arranged to control an artificial talking device, 
or 'speech synthesizer'. Methods described in Section 
3.6 are of this type. Hybrid systems are dealt with in 
Section 3.7. 
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Fig. 3. Typical energy spectrum of voiced vowel-sound. 
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3.1. Band-pass Filtering 

If a speech signal is confined by means of a filter 
to the range 150 c/s to 4500 c/s the intelligibility and 
the quality (or 'naturalness') are found to be quite 
satisfactory. A 9-kc/s separation between broad-
casting stations is common and this permits a speech 
bandwidth of 4.5 kc/s to be used, with double-side-
band operation. Intelligibility remains adequate, 
though quality suffers, if the frequency band is reduced 
to 300-3400 c/s, as in the normal telephone system. 
The single-sideband channel separation is 4 kc/s, to 
allow for the fact that the filters used do not have a 
perfectly sharp cut-off. Low-grade circuits are some-
times operated in which two separate 500-2000 c/s 
signals occupy one standard 4-kc/s channel. In such 
cases the intelligibility for isolated words is only about 
60%; but for connected speech, with suitable repeti-
tions where required, it can be adequate. The quality, 
however, is not really satisfactory for . commercial 
use, and recognition of individual speakers is difficult. 
It has been found by Kryter' that intelligibility with 
such a system can be improved by dividing the avail-
able 1500 c/s into three separate 500-c/s bands, having 
their centres spaced within the range 500 c/s to 
3000 c/s. 

3.2. Frequency Division5.6 

Several schemes have been devised in which the 
frequencies present in the speech signal are divided by 
a factor of say two or three before transmission, and 
multiplied back to their correct values at the receiver. 
An elementary way of achieving this is to record the 
speech, and to replay it at a slower speed for trans-
mission over a narrow-bandwidth channel. Upon 
reception the slowed-down speech is re-recorded, and 
then played back at a faster rate to give normal speech. 
Although a simple arrangement of this kind enables a 
narrower bandwidth to be used, the actual saving of 
channel capacity is nil, since a greater time is needed 
to pass the signal. Hence more complex processing 
is needed. For example, since the speech signal usually 
includes repetitive waveforms, it may be sampled at 
suitable intervals and the portions of the signal be-
tween the samples may be rejected. The frequencies 
contained in the samples may then be divided down, 
and transmitted in the same time as the original 
signal would have taken. At the receiving end the 
frequencies in the samples are restored to normal, and 
the reduction in time which then occurs is com-
pensated for by an appropriate number of repetitions 
of each sample. By use of 'Doppler' techniques it is 
possible to arrange for the sampling and frequency 
division to be carried out as a continuous process 
at the transmitter, and for the frequency expansion and 
repetition of samples to be carried out continuously 
at the receiver. 
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3.3. Time-assignment Speech Interpolation' 

It is sometimes possible to obtain better utilization 
of communication channels without actually reducing 
the bandwidth of the individual signals. In time-
assignment speech interpolation, for instance, the 
pauses in speech (which on average take up more than 
50 % of the time of a conversation) are filled by inter-
leaving utterances due to different speakers. Thus any 
talker may be disconnected from his channel when he 
stops speaking for any reason (such as to listen to a 
reply). The channel is switched automatically to 
another speaker, and when the original talker recom-
mences to speak his conversation will probably be 
carried by quite another channel. Hence the total 
number of conversations carried at peak periods can 
be doubled, with no loss of intelligibility or quality. 
The complex electronic switching apparatus is, how-
ever, very expensive, and the method is only economic-
ally suitable for special circuits such as trans-oceanic 
cables. 

3.4. Interrupted Speech' 

Another way of improving the utilization of a 
channel, though with some lowering of intelligibility, 
would be to interrupt the speech continuously at a 
frequency of say 40 c/s. With equal 'on' and 'off' 
periods it would be possible to time-multiplex two 
conversations on to a single channel. Experiments 
have shown that with this 50 % duty cycle the intelli-
gibility is slightly better than would be obtained by 
halving the bandwidth of the two signals and fre-
quency-multiplexing them on to the channel. 

3.5. Speech Clipping9 
Under conditions of low signal/noise ratio, some 

improvement in intelligibility can be obtained by 
speech clipping. Speech has a dynamic intensity 
range of about 30 dB, and an amplifier which is 
adjusted so as not to overload on loud passages may 
not give sufficient amplification to the weaker sounds. 
By using a system of amplitude compression the in-
tensity of weaker sounds can be raised and the 
intelligibility improved. The compression process 
may be carried to the limit, giving an infinitely clipped 
rectangular wave of constant amplitude. This retains 
only the information contained in the zero-crossings 
of the original speech wave, yet the. intelligibility is 
not much less than that of normal speech. Unfortu-
nately, the quality is harsh and unpleasant. 
The increase in effective signal power obtained by 

speech clipping may approach 12 dB, and from eqn. 
(1) a corresponding improvement in the capacity of 
the channel concerned is possible. 

3.6. Analysis—Synthesis Methods: The Vocoder"." 
One way of improving channel capacity is to 

transmit, instead of the normal speech currents, only 
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sufficient coded information to permit the 'remaking' 
of the speech by suitable apparatus at the receiving 
end. The coded information can be passed in the form 
of signals requiring a channel capacity less than that 
of the speech currents, so that the line or other trans-
mission system is able to accommodate more channels 
within its pass range of frequencies. This is the basis 
of speech analysis—synthesis telephony systems, such 
.as fixed-channel vocoders and parametric (formant-
tracking) devices. 

SPEECH 
INPUT 

LARYNX FREQUENCY 
AND HISS 
DETECTOR 

BAND-PASS FILTER 1 
200 - 400 c/s 

BAND-PASS FILTER 2 
400 - 600. c/s 

BAND - PASS FILTER 3 
600 - 850 c/s 

BAND-PASS FILTER 12 
3000 - 3500 c/s 

L.P. 
FILTER 
25c/s 

LP. 
FILTER 
25 c./s 

L P 
FILTER 
25c/s 

LP 
FILTER 
25c/s 

Fig. 4. Channel vocoder analyser. 

LP I J. 
FILTER   . 
25c/s  

The 'fixed-channel' or 'frequency-band' vocoder 
.(voice CODER) was first demonstrated in America by 
Dudley, and has undergone extensive development. 
In this system an analysis of the power spectrum of 
speech is made by means of a number of band-pass 
filters, which divide the audio-frequency spectrum into 
say, twelve adjacent bands (see Fig. 4). The energy 
in each band is. measured, and twelve narrow-band-
width signals are obtained, which vary as the energy 
varies. An additional signal gives the pitch of the 
larynx signal, and is also used to specify whether the 
speech is 'voiced' or 'unvoiced'. At the receiving 
end this pitch signal is used to switch into circuit 
•either a relaxation oscillator which acts as a 'buzz' 
source for voiced sounds, or a noise generator which 
acts as a 'hiss' source for unvoiced sounds (Fig. 5). 
The pitch signal also controls the fundamental fre-
quency of the buzz source. 
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The line spectrum of the buzz source or the con-
tinuous spectrum of the hiss source is filtered into 
twelve frequency bands, corresponding to those of 
the band-pass filters of the analyser. The magnitude 
of the output in each band is controlled by the appro-
priate line signal, using a system of modulators. The 
outputs of these modulators are then combined to 
produce artificial speech similar to the original. An 
overall bandwidth compression of 10 : 1 in the trans-
mitted signals is possible. 

3.6.1. Pattern-recognition vocoders i2 

Continuous speech may be segmented into about 
forty different fundamental acoustic elements called 
`phonemes'. A device which could recognize these 
would be able to produce a series of signals which 
would specify the phonemic content of the speech. 
In the phonetic-pattern recognition vocoder the 
characteristic phonetic patterns, corresponding to 
the steady-state spectra of a limited number of speech 
sounds, are 'recognized' by the analyser, and narrow-
bandwidth control signals corresponding to these 
patterns are transmitted to a modified vocoder 
synthesizer for the production of artificial speech. 
Many investigations have been made into require-
ments and possibilities of recognition systems for 
words, digits, and speech segments. So far it has not 
been possible to develop a completely satisfactory 
analysis—synthesis system using segmentation tech-
niques, although in theory they offer the greatest 
possibilities in channel economy. According to 
ant,' if a certain amount of redundancy is retained 

PITCH CHANNEL BUZZ SOURCE 

(LINE SPECTRUM) 

HISS SOURCE 

(CONTINUOUS SPECTRUM) 

SWITCH CONTROL 

BAND-PASS FILTER 
200 - 400 c/s 

HISS/BUZZ 
SWITCH 

MODULATOR 

BAND-PASS FILTER 2 
400 - 600 c/s 

MODULATOR 

BAND-PASS FILTER 3 F._ MODULATOR 
600-850 c/s  

BAND-PASS FILTER 12 
3000 - 3500 c/s 

MODULATOR 

Fig. 5. Channel vocoder synthesizer. 
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as an insurance against errors, phonetic-pattern match-
ing devices should be usable with transmission links 
having an information handling capacity of only 
150-300 bits/second, compared with 2000-4000 bits/ 
second for conventional frequency-band vocoders, and 
500-1000 bits/second for resonance vocoders such 
as the parametric type mentioned below. The corre-
sponding figure for a conventional telephone system 
with a bandwidth of 3400 c/s and a signal/noise ratio 
of 30 dB is 34 000 bits/second. Digital computers, 
with their extensive storage facilities and their ability 
to perform high-speed switching, offer considerable 
promise in the development of pattern-recognition 
vocoders. The high cost of the computers would 
probably militate against their extensive use for com-
mercial systems, but they are already proving a 
powerful research tool for 'analysis by synthesis' 
investigations, and for simulating new and complex 
types of vocoder." 

3.6.2. Formant vocoders 

A speech synthesizer or `parametric artificial talk-
ing device' was built by Lawrence' at the Signals 
Research and Development Establishment (S.R.D.E.) 
at Christchurch in the early nineteen-fifties. It was 
used to demonstrate that intelligible speech could be 
synthesized from a small number of slowly varying 
'parameter' signals, specifying the type of excitation 
and the properties of the three most prominent 
resonances (or formants) in the speech spectrum, 
and requiring only very narrow-bandwidth channels 
for their transmission. A typical modern version of 
the Lawrence synthesizer is used for speech research 
in the Department of Phonetics of Edinburgh Uni-
versity, under Abercrombie." It makes use of eight 
synthetically-produced voltage/time signals. Three of 
these, designated F,, F2 and F3 are made to control 
variable-frequency oscillators, to reproduce the fre-
quencies of the first three formants in the speech 
sample to be synthesized. Another voltage/time signal 
specifies the amplitude of the fricative (hiss) excitation, 
while two others specify the amplitude and the fre-
quency (F0) of the larynx excitation. 

The other two parameter signals respectively 
specify the centre frequency of the 'hiss' signal, and 
the amplitude of a 'hiss through formants' signal, 
which gives the effect of aspiration in words like 
'high'. Since changes in the configuration of the vocal 
cavities, and in the positions of the tongue, teeth, etc., 
are the result of muscular movements, the rate at 
which they can take place is limited. Hence the corre-
sponding changes in the formant frequencies and in the 
excitation can also only take place slowly. 

The stages in the synthesis of a phrase of speech are: 

(i) The drawing of eight voltage/time graphs on a 
'parameter sheet' to represent eight signals. 
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(ii) The production of eight equivalent electrical 
signals from these graphs. 

(iii) The changing of the voltage/time variations 
F1, F2 and F3 into frequency/time variations 
corresponding to the slow variations of for-
mant frequencies 1, 2 and 3. Concurrently with 
this, the use of the remaining signals for the 
production and treatment of suitable 'pitch' and 
'hiss' sounds. 

(iv) The combination of the signals to actuate a 
loudspeaker or telephone receiver, and hence 
produce sound waves corresponding to intel-
ligible speech. 

The stages in a complete analysis system would be: 

(i) The division of the band of frequencies covered 
by the speech into three narrower bands, cover-
ing the ranges of the three main formants. 

(ii) The analysis of ' each band, continuously or at 
appropriate time intervals, to find the frequency 
at which the most energy is instantaneously 
concentrated—i.e. the frequency of the formant 
concerned. 

The changing of the frequency/time variations 
of (ii) into voltage/time variations correspond-
ing to the F, to F3 signals. 

(iv) Simultaneously with (ii) the extraction of the 
other five signals giving coded information as 
to the type, intensity, and frequency of the 
excitation function. 

(v) The passing of the eight parameter signals over 
a single-line pair or other link by carrier-
telephony methods. 

(vi) Use of the eight parameter signals to operate a 
synthesizer of the Lawrence type, as if they 
were the eight voltages obtained by scanning 
the parameter sheet. 

The eight parameters mentioned are not the only 
ones which could be used for an analysis-synthesis 
system. Work on such systems by Stead" and his 
co-workers at S.R.D.E. has shown that good results 
are obtained using the four signals for the frequencies 
F0, F1, F2 and F3 together with three signals to specify 
the energy levels in the first formant band, the com-
bined second and third formant bands, and the high-
frequency band respectively, and one signal to indicate 
whether the speech is voiced or unvoiced. At the 
Royal Institute of Technology at Stockholm the use 
of eleven parameters has enabled artificial speech of 
very natural quality to be synthesized. On the other 
hand, the original version of the Lawrence synthesizer 
used only four signals to control the parameters, and 
a 'simple speech synthesizer', developed at Bristol 
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University by Billings, Woolions and Gill" enables 
certain words and phrases to be synthesized intel-
ligibly, though in whispered or laryngitic form, using 
only two variable parameters (the frequencies of the 
first and second formants). A modified version of this 
simple synthesizer has been used by the author, to 
enable tests to be made on the simple formant tracker 
described in Part 2 of the present paper. These tests, 
which are described in Section 8.3, show that some 
words and phrases can undergo running analysis and 
be re-synthesized in an intelligible form, using the two 
formant-frequency parameters only. 

3.7. Combination of Methods: Semivocoders 

Combinations of the methods and techniques 
mentioned above have been used with success. 
Channel vocoders have been designed which use a 
base-band, that is they transmit the low-frequency 
part of the spectrum without any coding. This avoids 
the difficult process of determining accurately the 
pitch of the larynx excitation. The ear is able to 
utilize the pitch harmonics present in the base-band 
to give the effect of the fundamental larynx pitch, 
even if the latter has been severely attenuated, as it 
usually is on the public network. The degree of band-
width compression obtained with these `semivocoders' 
is between 2 : 1 and 5 : 1, as compared with the 10 : 1 
of conventional vocoders, but the intelligibility and 
quality are improved. The base-band technique is 
sometimes also used with formant vocoders. 

A system which uses a frequency division technique 
at the formant frequencies is the Vobanc (voice 
EANd coder) described by Bogert," which gives a 
2 : 1 reduction in bandwidth. The speech band is 
divided into three parts by means of filters. The three 
ranges are 200 to 1000 c/s, 1000-2000 c/s and 2000-
3200 c/s. Each band usually contains one of the three 
main vowel formants. Frequency dividers halve the 
frequency of the strongest harmonic in each of these 
three bands, and the divided signals are passed through 
filters having pass bands half as wide as the original 
bands. Therefore the signals sent over the line or 
radio link have only half the bandwidth of the original 
speech sounds. The information transmitted is mainly 
that contained in the strongly resonant regions of the 
voice sounds. Consonant articulation figures of 80-
90 % have been reported, but the quality is not very 
satisfactory. 

A somewhat similar system is the Codimex 
(compression Division Multiplication Expansion) of 
Daguet,2° which requires a total bandwidth of 
750 c/s. The 300-3400 c/s band is subdivided into 

three bands, 300-700 c/s, 700-2000 c/s and 2000-
3400 c/s, selected to accommodate each of the three 
principal formants. The amplitude and frequency 
information is separated from each of the three bands 
and is compressed by a factor of eight before being 
transmitted by a frequency-multiplex method. Articu-
lation tests giving a 72-3 % score on nonsense syllables 
and 98-3 % on sentences have been reported. 

4. Comparison Between Various Systems 

An evaluation of some bandwidth compression 
systems has been carried out by Stevens, Hecker, and 
Kryter. 21 The apparatus used included (i) a 16-
channel conventional vocoder, (ii) a 7-parameter 
formant vocoder, (iii) a semivocoder with a base-band 
of 250-750 c/s and 13 conventional channels for the 
higher frequencies, (iv) a spectrum-sampling system 
using three filters with pass bands spaced over the 
speech-frequency range and having a total bandwidth 
of 900 c/s and (v) a reference system consisting of a 
low-pass filter with a cut-off frequency of 1500 c/s 
and a sloping characteristic of 18 dB/octave. Tests 
were carried out to find the intelligibility of phonetic-
ally-balanced words and of nonsense syllables involv-
ing typical consonant and vowel features. Voice 
quality and talker recognition were also compared. 

Each of the systems gave better results in some tests 
than others. Any attempt at a comparative assess-
ment would need to take into consideration the varying 
degrees of compression involved, and the order of 
importance to be attached to the various measures 
of performance. On balance, the reference system 
and the semivocoder appear to have given the best 
overall performance in the tests, and the formant 
vocoder the worst, while the channel vocoder and 
spectrum-sampling system gave intermediate results. 
On the other hand, although the relative bandwidth 
requirements are not stated, it is possible that the 
formant vocoder was about eight or nine times more 
economical in channel capacity than the reference, 
four or five times more so than the semivocoder or 
the spectrum sampling system, and twice as economical 
as the conventional vocoder. The authors have been 
careful to point out that the systems tested were 
developed by various organizations, with different 
applications in mind and under various constraints 
as to physical size, component reliability, bandwidth, 
and intelligibility. Furthermore, some were produc-
tion models and others experimental prototypes. 
Nevertheless, the results represent a worthwhile 
attempt to evaluate the good and bad points of selected 
systems. 
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Part 2. A SIMPLE FORMANT TRACKER 

5. Outline of Requirements 

The frequencies and relative amplitudes of the for-
mant components of a particular speech sound may 
vary considerably from speaker to speaker, and to a 
lesser extent with successive utterances of the same 
speech by the same person. Furthermore, the fre-
quency ranges within which the three principal for-
mants lie are not separate and distinct, but overlap. 
Peterson and Barney' have shown, from tests on 
vowels with a number of male and female adult 
speakers, that the first formant frequency may lie 
between 210 and 1040 c/s, the second between 570 
and 3100 c/s and the third between 1400 and 3900 c/s. 
The ranges and the overlap are even greater when 
children are included. For the sake of simplicity, 
however, the assumption may be made that for most 
of the time the formants lie within frequency bands 
which do not overlap. A speech signal occupying 
the frequency range 200 c/s to 3400 c/s may thus be 
divided into three arbitrary bands, covering say 200 
to 1000 c/s, 1000 to 2600 c/s and 2600 to 3400 c/s 
respectively. It is then assumed that within each of 
these three bands there is at any instant one particular 
frequency (the formant frequency) at which the energy 
concentration is greatest. 

A simple formant tracker has been designed to 
identify the first two formant frequencies, and to 
provide two output voltages, of which the instan-
taneous amplitudes are respectively proportional to 
the two formant frequencies. These voltages are 
equivalent to the F1 and F2 voltages required for 
application to a Lawrence-type synthesizer. Similar 
apparatus could be used for the tracking of the third 
formant, thus providing the F 3 voltage. 

6. Possible Methods for Formant Tracking 

A variety of methods of identifying the formant 
frequencies has been suggested by a number of 
authors. 11, 23,24,25 The identification may take place 
at the original speech frequencies, or the frequency 
band occupied by the speech may first be translated 
to a higher-frequency part of the spectrum. Since 
comparison usually involves the use of band-pass 
filters, and since these can be made smaller, more 
uniform in performance and less expensive at fre-
quencies above the audio range, frequency translation 
is often adopted. It is also necessary to decide whether 
to treat the speech-frequency band as a whole, in 
order to find the energy maxima wherever they occur, 
or whether say three separate bands, as described in 
Section 5, should be sampled individually. 

Comparison between all filter outputs within a 
formant band can take place simultaneously, or the 
outputs may be sampled in rapid succession by means 
of a rotating switch or its electronic equivalent. A 
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third possibility, suggested by Billings," is to make 
binary comparisons, i.e. to compare filter outputs in 
pairs, in each case passing only the output of greater 
magnitude. The number of outputs is thus halved, 
and can be progressively reduced and identified. This 
is the method adopted for the formant tracker to be 
described. The method has the merit of simplicity, 
and also offers the possibility of presenting the out-
put voltage of the tracker in amplitude—quantized 
form, though the apparatus is at present arranged to 
give a continuously varying output. 

Figure 6 indicates some of the alternatives which 
were considered when deciding the initial design of 
the apparatus. Each horizontal line shows a number 
of possibilities, those adopted at present appear on 
the right of the diagram. Several of the others are, 
however, also being explored. In particular, methods 
of using transistors for switching and the control of 
switching are being investigated. 

7. General Description of the Apparatus 

The speech signal from the microphone and pre-
amplifier has a frequency range of about 100 to 
8000 c/s. As shown in Fig. 7 it is translated to the 
range 10 100 to 18 000 c/s by means of a ring modu-
lator, and fed to two band-pass filters which have pass 
bands of 10 200 to 11 000 c/s and 11 000 to 12 600 c/s 

ANALYSIS AT ACTUAL MODULATION TO HIGHER 

SPEECH FREQUENCIES FREQUENCIES BEFORE 
ANALYSIS 

SIMULTANEOUS COM-
PARISON OF ALL FILTER 

OUTPUTS 

SEQUENTIAL COMPARISON BINARY COMPARISON 
BY ROTATING SWITCH ETC. 

ELECTRO-MECHANICAL 

SWITCH, E.G. POLARIZED 
RELAY 

SWITCH USING 

RECTANGULAR 

HYSTERESIS LOOP 

PROPERTIES 

TRANSISTORS OR 
VACUUM VALVES 
IN BISTABLE CIRCUITS 

THYRATRONS OR 
COLD CATHODE 

TUBES 

ELECTRONIC SWITCH 

DIODES 

VACUUM 
DIODES 

SEMICONDUCTOR 
DIODES 

Fig. 6. Alternatives considered when designing the simple 
formant tracker. 
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Fig. 7. Block diagram of simple formant tracker. 

respectively. These correspond to the first and second 
formant bands (200 to 1000 c/s and 1000 to 2600 c/s 
respectively). In a complete commercial system it 
would also be necessary to use a third band-pass filter 
covering 12 600 to 13 400 c/s for the third formant 
component (2600 to 3400 c/s), a fourth covering 
13 400 to 18 000 c/s for the detection of hiss com-
ponents above 3400 c/s and a fifth covering 10 100 
to 10 250 c/s for the fundamental larynx frequency 
(taken as 100 to 250 c/s). In the interest of simplicity 
these have been omitted in the present apparatus. 
A programme of work for including them is, however, 
being instituted, using similar circuits and techniques 
to those used for the first two formants. 

The output of each filter is passed through a buffer 
amplifier with a low-impedance output, suitable for 
feeding a parallel bank of series-tuned circuits which 
act as band-pass filters. In the first-formant unit there 
are four such simple analysing filters, shown as 
AF1 to AF4, each having a half-power bandwidth of 
200 c/s, the centre frequencies being 10 300, 10 500, 
10 700 and 10 900 c/s. In the second formant unit 
there are eight filters (AF1 to AF8) also with pass 
bands of 200 c/s, and having equally spaced centre 
frequencies of 11 100, 11 300 c/s, etc., up to 12 500 c/s. 
(It is possible that improved results would be obtain-
able with a greater number of filters, each having a 
narrower pass-band, and it is intended to experiment 
in due course with eight 100-c/s filters for the first 
formant and sixteen for the second.) 
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The amplitude of the output voltages from each 
analysing filter depends on the energy distribution 
within the formant band concerned. Considering the 
second formant band, the amplitudes of the outputs of 
the analysing filters AF1 to AF8 are compared in 
pairs, AF1 against AF2, AF3 against AF4, and so on. 
By means of crystal-diode switching units, shown as 
simple switches in Fig. 7, it is arranged that only one 
(the greater) of the outputs from each pair is passed 
on, so that the original eight outputs are reduced to 
four. These four outputs are again compared in pairs, 
and the greater one of each pair is passed on, reducing 
the outputs to two. A further comparison gives a 
single output, at the instantaneous frequency of the 
second formant. In Fig. 7, for instance, the frequency 
is one coming within the range of filter AF4. 

OUTPUT 

BIAS VOLTAGE 

Fig. 8. Elementary diode switch. 
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The action in the case of the first formant band is 
similar, but since there are only four 200-cis filters 
the number of binary comparisons required is less 
than for the second formant. 

The single output for each band is fed into an 
amplifier, limiter and frequency-modulation dis-
criminator, from which is obtained the final output 
voltage. This has an amplitude proportional to the 
instantaneous value of the frequency of the formant 
concerned. 

Since the formant frequencies cannot change very 
rapidly the amplitude of each output voltage can only 
change slowly, and only a narrow-bandwidth channel 
is needed for its transmission. 

'DIODE SWITCH 1 

INPUT1 

BIAS 
VOLTAGE 

DIODE SWITCH 2 

INPUT 2 

OUTPUT 

( 1 OR 2 

Fig. 9. Combination of two diode switches. 

A 

SPEECH 
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TO OTHER 
w ANALYSING FILTERS 

ATTENUATOR 

1  
A 

RECTIFIER 
AND 

SMOOTHING 
UNIT 

7.1. Diode Switches 

The basic switching unit used throughout consists 
of a pair of transformers, coupled through two 
CV448 crystal diodes (Fig. 8). When a direct-voltage 
bias is applied to the centre-tappings of the trans-
formers, the passage or otherwise of a comparatively 
small alternating-voltage signal depends on whether 
the crystals are biased in the forward or the reverse 
direction. 

By combining two of these units with a common 
output transformer (shown in Fig. 9) it is possible to 
select one of two signals, since the bias across one 
diode switch is opposite in polarity to that across the 
other. The biasing (or switching) voltage for each 
pair is obtained by means of a circuit of the type 
shown in Fig. 10. 

RECTIFIED 
INPUT I 

CATHODE 

FOLLOWER 1 

RECTIFIED 
INPUT 2 

CATHODE 
FOLLOWER 2 

Fig. 10. Method of obtaining bias voltages. 
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Fig. 11. Type 1 switching unit, for initial comparisons. 
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A portion of the signal from each of the two analys-
ing filters concerned is rectified and smoothed, and the 
resulting slowly-varying direct voltages are fed to two 
cathode followers. The difference in voltage between 
the two cathodes at any instant provides the biasing 
voltage required. 

7.2. Type 1 Switching Units for Initial Comparisons 

Two main types of unit are used as building blocks. 
Type 1 is used for the first set of comparisons, on the 
signals arriving direct from the filters (Fig. 11); type 2 
is used for subsequent comparisons. 

The input filters, AF1, AF2, etc., are simple series-
tuned circuits, with their 200-c/s pass-bands arranged 
to overlap at the — 3 dB points. In an ideal system 
more complex filters would be used, with 'square-
topped' response curves overlapping at a fraction of a 
decibel below the maxima. 

Consider two adjacent filters in, say, the second 
formant unit, such as AF1 and AF2. The respective 
amplitudes of the alternating output voltages from 
these filters depend on the frequency of maximum 
energy concentration in the second-formant range in 
the applied signal. Unless this formant frequency 
happens to coincide temporarily with the cross-over 
frequency of the response curves of the two filters, the 
amplitudes of the output voltages are not equal. By 
means of fixed attenuators, a fraction (about 1/2000) 
of each of these alternating voltages is passed on as a 

FIRST TYPE 1 
UNIT 

SECOND TYPE 1 
UNIT 

main signal, through cathode-follower valves and 
transformers. 

At the same time, the full amplitudes of the alterna-
ting voltages from the filters are rectified and smoothed 
and applied to another pair of cathode followers. 
Slowly-varying direct voltages of up to 120V in ampli-
tude are obtained at the cathodes. These direct volt-
ages are applied to points A and B (Fig. 11) and be-
cause they differ in amplitude they provide bias 
voltages of opposing polarities across AO and BO, 
causing the diode switches to block the signal path 
from one filter, and free the path from the other. 
Only the greater of the two signals from AF1 and 
AF2 is passed on, in attenuated form, to the appro-
priate primary winding of the output transformer of 
the type 1 unit. 

Simultaneously, the outputs from the other pairs 
of filters are passed on, by means of other type 1 
switching units, to three other output transformers. 

In order to ensure correct switching in this and 
subsequent stages, it is necessary to set the maximum 
values of the various voltages before use, using a 
signal generator in place of the microphone. With a 
sinusoidal input of 2 V r.m.s. applied to the analysing 
filter, and link 0 open, the direct voltages between A 
and earth and between B and earth are each set to 
100 V at the frequencies of maximum response of the 
filters with which they are associated. The correspond-

CONTROL 
VOLTAGE 

OUTPUTS TO NEXT 
TYPE 2 STAGE, OR TO 
DISCRIMINATOR UNIT 

SIGNAL r7 VOLTAGE 

Fig. 12. Type 2 switching unit, for subsequent comparisons. 
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Fig. 13. Arrangement of apparatus for testing. 

ing voltages in the signal paths are each set to 30 mV 
r.m.s. at the peak frequencies of the filters. 

7.3. Type 2 (Second- or later-stage) Switching Unit 

The input to this type of unit is taken from the 
output transformers of two type 1 units (Fig. 12). 
The two signals are passed straight into diode switches 
via the centre-tapped secondary windings, but only 
the greater of the two signals is allowed to pass on to 
the output transformer of the type 2 unit. The direct 
voltages for biasing the diode switches are derived 
from alternating voltages obtained from additional 
secondary windings on the input transformers. With 
a step-up ratio of 1 : 4 these alternating voltages have 
maximum r.m.s. values of about 120 mV. They are 
amplified by two RC-coupled stages before being 
rectified, smoothed, and applied via cathode followers 
to points A and B for operating the diode switches. 

In an eight-filter tracker, such as is used for the 
second formant in the present simple apparatus, the 
signals from two type 2 units are fed into one further 
similar unit, which selects the larger of the two signals 
and passes it on to the discriminator unit. There are 
thus four type 1 switching units, followed by two type 
2 units, which in turn feed the final type 2 unit. 

In a four-filter panel such as is used in the present 
apparatus for the first formant, only one type 2 
switching unit is necessary, following two type 1 units. 

If sixteen filters were used instead of eight for the 
second formant panel, eight type 1 units would be 
needed, followed in succession by four type 2 units, 
two type 2 units and one type 2 unit. 

7.4. Discriminator Unit 

This is a conventional f.m. detector of the Round-
Travis double-tuned-circuit type, using two crystal 

June 1964 

LOUDSPEAKER 

TAPE 
RECORDER 

diodes. The incoming signal is amplified and limited 
by two resistance-capacitance coupled triodes, and a 
pentode with low anode and screen-grid potentials. 
The output from the discriminator is a slowly varying 
direct voltage, whose instantaneous amplitude is pro-
portional to the frequency of greatest energy concen-
tration in the original speech. 

8. Performance of the Formant Tracker 

A variety of tests has been carried out with the 
apparatus. A typical arrangement is shown in Fig. 13. 
With switch Si in the lower position, the formant 
tracker was fed with two audio-frequency sinusoidal 
voltages, representing respectively a 'wanted' signal 
(corresponding to a pitch harmonic at a formant peak 
frequency) and a smaller 'unwanted' signal. With Si 
in the upper position the tracker was used with an 
input derived from 'live' speech. 

8.1. Tests Using Signal Generators 

By adjusting the amplitudes and frequencies of the 
two sinusoidal voltages it was possible to ascertain 
the extent to which the formant tracker output voltage 
was affected by the presence of an unwanted signal. 
It was found convenient to interpret the consequential 
errors in the output voltage in terms of equivalent 
errors in the apparent frequency of the true formant. 

It was found that if there was to be complete free-
dom from error over the greater part of each formant 
band the amplitude of the unwanted signal had to be 
kept some 6 to 12 dB below that of the wanted signal. 
The actual value depended on the frequencies of the 
signals relative to the peak frequencies of the analysing 
filters. In general, the most unfavourable cases 
occurred when the frequency of the wanted signal 
corresponded to a crossover frequency between two 
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filters (at which the response of each filter was 3 dB 
below its peak value) while at the same time the un-
wanted signal was at the frequency of a filter peak. 
At frequencies other than these it was found in general 
that the amplitude of the unwanted signal could be 
allowed to approach to within about 4 dB (and in 
some favourable cases to within 1 dB) of the amplitude 
of the wanted signal, before the apparent error in the 
frequency of the first formant reached + 75 c/s or that 
of the second formant reached + 100 c/s. 

8.2. Tests Using a Microphone and C.R.O. 

The output voltages corresponding to the first and 
second formants of typical vowels and diphthongs, 
spoken by various male English speakers were dis-
played on a double-beam direct-coupled cathode-ray 
oscillograph. By careful choice of scales it was pos-
sible to estimate the apparent formant frequencies of 
the vowels. As was expected, there was some spread 
in the results for different speakers, but the formant 
patterns appear consistent with those published by 
other authors. 22, 26,27 Qualitative results are obtain-
able when a sound spectrograph27 is available, and 
the tracker output voltages for samples of speech by 
individual speakers can be compared with the corre-
sponding spectrograms. 28 

Two interesting deviations from the accepted 
pattern of formant frequencies were noted in the tests 
with male speakers. These occurred in the second 
formants of [D] (as in 'hawed') and [u] (as in 
'who'd'), for which Peterson and Barney22 quote 
second-formant frequencies of 840 c/s and 870 c/s 
respectively. These frequencies are well below the 
arbitrarily chosen lower limit of 1000 c/s for which 
the second-formant circuits of the tracker were 
designed. As a result, the tracker output voltage took 
up its mean or no-signal position at the centre of the 
second-formant band in each case, thus giving 
apparent errors of over 1000 c/s. 

If the tracker had been intended for use only by 
male speakers it would have been permissible to 
arrange the circuits so that the crossover frequency 
between first and second formants was 800 c/s instead 
of 1000 c/s. The tracker would not, however, have 
then been suitable for some of the higher-frequency 
first formants of the female voice. The overlap be-
tween the frequency ranges of the formants con-
stitutes a major difficulty in the design of a practical 
system, which would have to be suitable for use by 
men, women, and children. In advanced types of 
system" the band limits are sometimes made variable, 
and are controlled automatically by the speech signals 
themselves. 

8.3. Tests with Simple Speech Synthesizer 

Another series of tests with speech input signals was 
carried out by feeding the two slowly-varying output 
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voltages of the formant tracker to a 'simple speech 
synthesizer'," thus forming a rudimentary speech 
analysis-synthesis system. A number of vowels, 
diphthongs, and short sentences which the simple 
synthesizer was known to be able to produce were 
spoken into the microphone, and several of them were 
reproduced in whispered form with fair intelligibility. 

9. Future Developments 

The simple apparatus which has been described is 
useful for demonstrating the basic concept of speech 
analysis and synthesis, but the facilities it provides are, 
of course, limited. A number of improvements are 
contemplated, in order to form a more complete 
analysis-synthesis system. 

Modifications to the analyser will include controlled 
equalization of the input speech waveform and auto-
matic control of gain, control of the formant bands to 
obviate overlap, improved binary-comparison cir-
cuits, and provision of a pitch extractor, a third-
formant tracker, and a fricative-excitation detector. 
Experiments will be carried out using switching 
circuits similar to those already in use, but with the 
bias connections reversed, to enable the minima in 
the speech frequency spectrum to be located (Fig. 1). 

Appropriate modifications to the synthesizer will 
also be carried out. 
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DISCUSSION 

Under the chairmanship of Mr. A. I. Forbes Simpson, M.B.E. 

Mr. J. Powell: Telephone channels are generally allo-
cated a 4-kc/s band of frequencies, while nominal 3-kc/s 
bands are used on trans-oceanic links and there have been 
experiments with still narrower-band channels of a nominal 
2-kc/s bandwidth. 

The transmission in the 4-kc/s band is substantially 
from 300 c/s to 3400 c/s whereas in the two latter cases 
the lower limit of the frequency range is reduced to 200 c/s. 
I understand that subjective tests have been carried out 
which indicate quite clearly that it is possible to improve 
the quality of received speech if the receiving instrument 
accepts the frequencies between 200 c/s and 300 c/s, and 
so I was particularly interested in the recordings played 
by Mr. Williams. However, I could detect hardly any 
change when the lowest frequency transmitted was altered 
from 200 c/s to 300 c/s and I would like Mr. Williams to 
enlarge on his description of the filters used in the experi-
ments; in particular I would like to know the slope of the 
attenuation/frequency characteristic beyond the half-
power points. 

June 1964 

Mr. L. J. Doubell: Having separated the speech into 
discrete bands, and passed these bands through filters, it 
is surely important that these filters should all introduce 
the same transit time and phase shift, so that the separate 
speech bands have the same time and phase relationship 
at the outputs of the filters, as they had at the inputs. 

Mr. D. Wilkinson: An inherent disadvantage of the 
vocoder is that the cost per channel is high. This cost 
might be acceptable in systems where the terminal equip-
ment represents a small fraction of the total cost, e.g. 
coaxial cable systems, but in multichannel radio systems 
it would be cheaper to provide the extra bandwidth. I 
think it would be fair to say that the most obvious use of 
vocoders is on military circuits, and these are carried 
predominantly by radio. I would have thought that, in 
many cases, it would be better to increase the element of 
redundancy in speech (so increasing the bandwidth) in 
order to achieve a measure of protection from jamming 
and interference. 
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Is there any indication as to what signal/noise ratio 
would be required in the narrow-band coded channel for 
a given subjective signal/noise ratio at the synthesizer 
output? If a 100-times bandwidth reduction is accom-
panied by a 10-dB increase in signal/noise requirements 
then, from a radio standpoint, there would be little ad-
vantage in using a vocoder. 

To what extent is the individuality of a caller's speech 
likely to be affected by a practical vocoder? Can this 
individuality be retained solely at the expense of band-
width, or is it dependent solely on the degree of sophisti-
cation of the vocoder? 

Mr. D. Bayley: Since it seems that a good deal of the 
individual characteristics of a speaker are contained in the 

fundamental frequency and overtones of the larynx tone 
does Mr. Williams envisage the possibility of replacing 
the uniform spectrum noise source by some type of pitch-
controlled periodic waveform generator? Can Mr. 
Williams also say what maximum compression ratio he 
hopes to be able to achieve? 

Mr. R. F. Bye: I have always understood that producing 
speech is more complex than reducing a speech waveform 
to a number of varying voltages. The speech produced 
artificially by PAT was much clearer than by the compressed 
speech signals. Can the voltages produced by the 'formant 
tracker' be used to operate PAT, and by passing these 
voltages over a line to PAT, could this save bandwidth? 

AUTHOR'S REPLY 

I agree with Mr. Powell that the quality of received 
speech is improved if the receiving instrument accepts the 
frequencies between 200 c/s and 300 c/s. This was only 
marginally apparent from my demonstration of speech 
with and without these frequencies, because the filter used 
does not have a very sharp cut-off. It is a commercially 
available variable electronic filter, with a slope of 24 dB/ 
octave in the attenuation/frequency characteristic at 
frequencies considerably removed from the half-power 
points. There is, however, some rounding of the charac-
teristic at these —3 dB points, so that when the filter was 
set for a nominal low-frequency cut-off of 300 c/s there 
was still an appreciable 200-c/s speech component present. 
It will be recalled that when the low-frequency half-power 
cut-off was adjusted to 400 c/s or 500 c/s the degradation 
of quality was much more marked, and this was because 
of the much greater attenuation which then occurred in 
frequencies between 200 c/s and 300 c/s. We must, of 
course, distinguish between quality and intelligibility. 
The low frequencies are necessary for good quality, but 
they add comparatively little to the intelligibility. 

The filters mentioned by Mr. Powell were used for 
demonstrating the effect of filtering on ordinary speech. 
Those referred to by Mr. Doubell on the other hand are 
used with the formant tracker. I would agree that it is 
desirable that the filters used for the tracker should all 
introduce the same transit time and phase shift. It does 
not appear to be essential, however, because the various 
rectifying and smoothing processes result in slowly-
varying direct voltages which do not seem to be seriously 
affected by any phase shifts and time delays occurring in 
the present filters. 

Mr. Wilkinson's comment on the economics of vocoder 
systems draws attention to this very important factor in 
deciding whether a vocoder system is appropriate to any 
given set of conditions. The provision of extra bandwidth 
is not always possible, though the time may yet come when 
the use of millimetre and optical wavelengths will provide 

bandwidth in abundance. 

I agree that an element of redundancy is desirable as a 
safeguard against jamming and interference. The degree of 
redundancy required will, however, depend on the system 
used and the conditions under which it operates. On the 
question of signal/noise ratio, it has been estimated by 
Flanagan 29 that, on the average, signal/noise ratios of 33, 
24, and 20 dB and bandwidths of 7.1, 6.7, and 5.3 c/s are 
sufficient for the transmission of signals specifying the 
frequencies of the first, second, and third formants respec-
tively. For the transmission of speech by conventional 
methods, a signal/noise ratio of 30 dB is normally con-
sidered satisfactory. 

Turning to the effect of a practical vocoder on the in-
dividuality of a caller's speech, it is probable that no vocoder 
yet developed is perfect in this respect. Identification of 
speakers may certainly be improved by increasing band-
width (as in hybrid vocoders, for instance) but it is also 
true that some improvement may be sought by increasing 
the complexity of the vocoder. The circuits for dealing 
with the larynx tone are particularly important in this 
respect, as suggested by Mr. Bayley, and I am proposing 
to carry out experiments with a controllable waveform 
generator. The degree of compression for which I am 
aiming is about 15 to I. 

I heartily agree with Mr. Bye that the speech produced 
artificially by PAT, the Lawrence synthesizer, sets a very 
high standard of naturalness and intelligibility. It is almost 
inevitable however that live speech submitted to an analys-
ing process before being re-synthesized by PAT would be 
somewhat less perfect, because of the additional degrada-
tion which would occur in even the best of analysers. The 
result might, however, still be better than that obtained 
with a narrow-bandwidth system of conventional telephony. 
There would be no difficulty in principle in using the 
voltages produced by the simple formant tracker to 
operate PAT, but some alteration to the output circuits 
would probably be necessary. 

472 The Radio and Electronic Engineer 



SUBJECT INDEX 

Papers and major articles are denoted by printing the page numbers in bold type. 

Abstracts (see Radio Engineering Overseas) 
Abstracts of J. Brit.I.R.E. Papers 1952-63 (Volume 

of collected abstracts) ... ... 166, 326, 397 
"Advances in Automatic Control", Convention on ... 64 

AERIALS AND ARRAYS: 
Scalar and Vector Potentials of the Infinite Sheath 

Helical Aerial... 
Novel Ferrite Quarter-wave Plate ... 

Aircraft Communication, A Digital Data Line for 
Air-traffic Control, Radar Simulator for 
Analogue Polarization Follower for measuring the 

Faraday Rotation of Satellite Signals 
Analysis of Series Regulators as Active Two-port 
Networks 

Antisymmetrical Amplifier Networks ... 
Arc Discharge Tubes ... 
Authors, Guidance for ... 
Automatic High-speed Measuring Systems for Complex 

Products and Shapes ... 
Automobile Industry, Electronics in, Symposium on ... 

AMPLIFIERS: 
An Engineering Approach to the Design of Tran-

sistor Feedback Amplifiers (Discussion) ... 
Antisymmetrical Amplifier Networks 
Broadband Balanced Idler Circuit for Parametric 
Amplifiers ... 

Design of a Linear-phase I.F. Amplifier for Colour 
Television Receivers ... 

Design of Transistor I.F. Amplifiers—Stability and 
Power Gain ... 

Bandwidth Compression Systems for Speech Trans-
mission, Some ... 

Birthday Honours, Her Majesty's 
British Space Research Programmes 
British United Provident Association 
Broadband Balanced Idler Circuit for Parametric 

Amplifiers 
Broadcasting and Reception, Stereophonic 

Canadian Programme for Ionospheric Research by 
Satellite ... ... ... ... ... ... 208 

Cancellation of Lectures by Visiting Russian Engineer 326 
Caribbean Communications Scheme • • • ... 336 
Catalogue of Publications, I.E.C. ... 326 
Change of the Institution's Name ... 19, 165 
Charge Storage Diode as a Logic Element ... ... 293 
Christopher Columbus Prize for Telecommunications 398 
Churchill Gold Medal ... ... ... ... ... 398 
Clerk Maxwell Memorial Lecture ... ... 246, 398 
Clutter on a Civil Marine Radar, Methods of Distin-

guishing Sea Targets from ... ... ... ... 261 
Cold Cathode Discharge Tubes, A Survey of ... ... 87 
Cold Cathode Tubes and their Applications, Report 
on the Symposium on ... ... ... ... ... 312 

Colour Television in Europe ... ... ... 166 
Colour Television Receivers, Design of a Linear-phase 

I.F. Amplifier for ... ... ... ... ... 255 
Commonwealth Co-operation ... ... ... ... 7 
Comparison of Five Methods of Low-pass Passive Filter 
Design ... ... ... ... ... ... 167 

The Radio and Electronic Engineer, Index Vol. 27, 1964 

Compression Systems for Speech Transmission, Some 
Bandwidth 459 

COMPUTERS: 
Design Principles of the Magnetic Tape Systems for 

the Atlas Computer ... ... 65 
Electronic Digital Ratio Equipment ... 197 

21 Low Cost Electronic Arithmetic ... 219 
455 
315 CONFERENCES AND SYMPOSIA: 
276 Convention on "Advances in Automatic Control"... 64 

E.O.Q.C. Conference-1964 ... ... ... ... 86 
328 International Conference on Magnetic Recording ... 246 

Joint Computer Conference ... ... ... ... 86 
237 Proceedings of the Symposium on "Sonar Systems" 166, 326 
277 Symposium on "Cold Cathode Tubes and their 

89, 93 Applications"... ... ... 85, 86, 117, 166, 312 
326 Symposium on "Electronics in the Automobile 

Industry" ... ... ... ... ... 86, 246 
337 Symposium on "Microminiaturization" ... ... 86 
86 Symposium on "Modern Techniques for Recording 

and Processing Seismic Signals" ... ... ... 246 
Symposium on "Signal Processing in Radar and 

Sonar Directional Systems"... ... ... 246, 327, 442 
349 Conventions, Pattern of Future ... ... ... ... 245 
277 Co-operation with the Institution of Electrical En-

gineers ... ... ... ... 6 
331 Correction ... ... ... ... 86 

Correlation Techniques in Studio Testing 387 
255 Coupled-wave theory ... ... 455 

Council of the Institution... ... ... ... ... 1 
37 Cross-colour and Luminance Twinkle in N.T.S.C. 

Colour Receivers with Various Display Devices 247 
Cross Correlation Radar Systems ... 329 

459 Current-switching Circuits, Transistor ... 353 
398 Cybernetic Inspection Machinery ... ... ... 337 
98 Cyclotron Oscillator, Modes of Oscillation of a 
326 Grounded-grid ... ... ... ... ... ... 27 

331 DATA PROCESSING: 
399 Data Recording ... ... ... ... ... 11, 99 

Digital Data Processing Considerations in Radar ... 75 
Digital Data Link for Aircraft Communication ... 315 

Data Transmission System for use over the Telephone 
System ... ... ... ... ... ... ... 181 

Deflection of an Ultrasonic Beam in the Near Field Region 330 
Design of a Linear-phase I.F. Amplifier for Colour 

Television Receivers ... ... ... ... ... 255 
Design of Second-harmonic Detector Heads and their 

Application to the Reading of Digital Information 
and the Measurement of the Low Speeds of Rotation 99 

Design of Transistor I.F. Amplifiers—Stability and 
Power Gain ... ... ... ... ... ... 37 

Design Principles of the Magnetic Tape System for the 
Atlas Computer ... ... ... ... ... 65 

Detector Heads ... ... ... ... ... ... 99 
Developments in Swept-frequency Radar Technique ... 98 
Die-sinker, Digital Recording Techniques applied to a 301 
Digital Analysis of Electron-optical Systems ... 446 
Digital Data Link for Aircraft Communication 315 
Digital Data Processing Considerations in Radar 75 
Digital Information, Reading of... ... ... 99 
Digital Radio Equipment, Electronic ... 197 

473 



SUBJECT INDEX 

Directional Pattern Synthesis of Circular Arrays ... 
Discussion on "An Engineering Approach to the 

Design of Transistor Feedback Amplifiers"... ... 
Double-sideband Parametric Conversion using Non-

linear Resistance and Capacitance ... ... 
Downing College ... 

EDITORIALS: 
Cold Cathode Tubes and their Applications 
Change of the Institution's Name ... ... 
The Pattern of Future Conventions ... ... 
A Society for Electronic and Radio Technicians 
Information Explosion ...... ...  

EDUCATION: 
Society for Electronic and Radio Technicians ... 
Systematic Selection Procedures for Technical Courses 
U.K. Assists I.A.E.A. Training Course in Ceylon ... 

Effect of Noise on the Determination of Direction in 
a Multiplicative Receiving System ... 

Effects of Baking on the Excess Noise produced by 
Carbon Composition Resistors 

Electromagnetic Wave Propagation 
Electronic Digital Ratio Equipment 
Electronic Melodic Instruments ... ... ... 
Electron-optical Systems, The Digital Analysis of ... 
Engineering Approach to the Design of Transistor 
Feedback Amplifiers (Discussion) ... ... ... 

Engineering Institutions Joint Council ... ... ... 
Equalizer for an Electro-magnetic Vibrator System 
Employing Analogue Computer Techniques 

European Space Research Organization 

Filter Design, Comparison of Five Methods of Low-
pass Passive ... ... ... ... ... 

Four-pole Network, Stability Factor of an Active 
Frequency Modulation of an Oscillator 

Glow Discharge Tubes ... ... ... ... 
Graduateship Examination, November 1963, Pass 

Lists, Overseas ... ... ... ... 
Group Provident Scheme... 
Guidance for Authors ... 

Heads, Second-harmonic Detector ... 
High-efficiency Low-frequency Power Source for 

Vibration Excitation ... ... ... ... ... 
Honorary Membership (Election of Sir Gordon Radley) 
Honours, Birthday ... 
Honours, New Year ... 

Idler Circuit for Parametric Amplifiers, A Broadband 
Balanced ... ... ... ... ... ... 

1.F. Amplifier for Colour Television Receivers, Design 
of an ... ... ... ... ... ... ... 

India, Secretary to Visit ... ... ... ... ... 
Infinite Sheath Helical Aerial, Scalar and Vector 

Potentials of ... 
Information Explosion 

INSTITUTION: 
Change of Address ... ... 
Change of the Institution's Name ... 
Co-operation with the Institution of 
Engineers ... ... ... ... 

Council 1964 ... ... ... ... 
Engineering Institutions Joint Council 
Institution Meetings in France ... 
Local Divisions and Sections ... ... ... ... 
Presidential Address of John Langham Thompson... 
Correction ... ... ... ... ... ... 

• • •• • •  

474 

330 Reports of the Special and Annual General Meetings 19 
Secretary to Visit India... ... ... ... ... 64 

349 Society for Electronic and Radio Technicians ... 325 
Institution of Electrical Engineers, co-operation with... 6 

417 International Co-operation in Space Research... ... 196 
124 International Electrotechnical Commission ... ... 326 

Investigation of Relaxation Oscillations in the Output 
from a Ruby Laser ... ... ... ... ... 285 

85 Ionospheric Research by Satellite, Canadian Pro-
165 gramme for ... ... ... ... ... ... 208 
245 Interdependent Computation and Cybernetic Inspec-
325 tion Machinery ... 337 
387 

Journal: 
Abstracts of J. Brit.I.R.E. Papers 1952-63 ... 166, 326 

325 Guidance for Authors ... ... ... ... ... 326 
313 Index and Binding of Volume 26 ... ... ... 64 
74 

Laser, Investigation of Relaxation Oscillations in the 
330 Output from a Ruby ... ... ... 285 

Letter to the Editor ... ... ... ... ... 196 
384 Linear-phase I.F. Amplifier for Colour Television 
21 Receivers, Design of ... ... ... 255 
197 Logic Element, The Charge Storage Diode as a 293 
365 Low-cost Electronic Arithmetic ... ... ... ... 219 
446 Low-cost Magnetic Tape Control System for Machine 

Tools ... ... ... ... ... ... ... 301 
349 Low-pass Passive Filter Design, Comparison of Five 
5 Methods ... ... ... ... ... ... 167 

Luminance Twinkle in N.T.S.C. Colour Receivers with 
125 various Display Devices, Cross-colour and ... ... 247 

Machine Tools, A Low-cost Magnetic Tape Control 
System for ... ... ... ... ... 301 

98 

167 
38 MAGNETIC RECORDING: 
142 Design of Second-harmonic Detector Heads and their 

Application to the Reading of Digital Information 
89, 92 and the Measurement of Low Speeds of Rotation 99 

Design Principles of the Magnetic Tape System for 
300 the Atlas Computer ... ... ... ... ... 65 
326 International Conference on "Magnetic Recording" 64, 246 
326 Low-cost Magnetic Tape Control System for 
99 Machine Tools ... ... ... ... 301 

Novel Type of Magnetic Recording Head ... 11 
55 Mail, Undelivered ... ... ... ... 166 
398 Magnetic Recording, International Conference on 246 
398 Melodic Instruments, Electronic... ... ... ... 365 
64 Methods of Distinguishing Sea Targets from Clutter 

on a Civil Marine Radar ... ... ... ... 261 
Microelectronics—First Steps to an Agreed Terminology 74 

331 Modes of Oscillation of a Grounded-grid Cyclotron 
Oscillator ... ... ... ... ... ... 27 

255 Multi-aperture Device, Performance and Flux Patterns 
64 of a Special Shape ... ... ... ... ... 153 

Multiplicative Processing Antennas for Radar Applica-
21 tion ... ... ... ... ... ... ... 327 
387 Multiplicative Receiving Systems and Radar, A Note on 328 

Music, Electronic ... ... ... ... ... 365 

166, 326 
19, 165 

Electrical 
... ... 6 

1 
5 

MASERS and LASERS: 
Prediction of the Optimum Noise Performance of a 

Reflection Cavity Maser ... ... ... 
Investigation of Relaxation Oscillations in the 

Output from a Ruby Laser ... ... ... 

166 MEASUREMENTS: 
2 Automatic High-speed Measuring Systems for 
3 Complex Products and Shapes ... ... 
86 Measurement of Low Speeds of Rotation ... 

149 

285 

337 
99 

The Radio and Electronic Engineer 



SUBJECT INDEX 

National Economic Development Council 
National Electronics Research Council 
National Health Service ... 

NETWORK THEORY: 
Analysis of Series Regulators •as Active Two-port 
Networks ... 

Antisymmetrical Amplifier Networks 
Comparison of Five Methods of Low-pass Passive 

Filter Design ... 
Stability Factor of an Active Four-pole Network 

New Caribbean Communications Scheme ... 
New Year Honours 
Noise in Silicon Carbide Non-linear Resistors... 
Noise Performance of a Reflection Cavity Maser 
Noise Produced in an Oscillator 
Novel Ferrite Quarter-wave Plate 
Novel Type of Magnetic Recording Head ... 
N.T.S.C. Colour Receivers with Various Display 

Devices, Cross-colour and Luminance Twinkle in ... 
Nuclear Electronic Equipment 
Numerical Display Tubes 

Optimum Line and Crossed Arrays for the Detection 
of a Signal on a Noise Background ... 

OSCILLATORS: 
Frequency Modulation of an Oscillator ... ... 
Modes of Oscillation of a Grounded-grid Cyclotron 
Oscillator ... ... ... ... ... ... 

Noise produced in an Oscillator ... ... ... 
Operation of an Oscillator as a Square-law 
Demodulator ... ... ... ... ... ... 

Sensitivity of an Oscillator to Periodic Conductance 
Changes ... ... ... ... ... ... 

Parametric Amplifiers, A Broadband Balanced Idler 
Circuit for ... ... ... ... ... ... 

Parametric Amplifiers and Converters with Pumped 
Inductance and Capacitance ... ... ... ... 

Parametric Circuits, Some New Possibilities on 
(Discussion) ... ... ... ... ... ... 

Parametric Conversion using Non-Linear Resistance 
and Capacitance, Double-sideband ... ... ... 

Parametric Up-conversion by the Use of Non-linear 
Resistance and Capacitance ... ... ... ... 

Pass Lists, Overseas, Graduateship Examination, 
November 1963 ... ... 

Pattern of Future Conventions ... 
Pay Television by Wire ... ... ... ... ... 
Pay Television Systems, Standardization of Signal 

Specifications for ... ... ... ... ... 
Performance and the Flux Patterns of a Special Shape 

Multi-aperture Device ... ... ... ... ... 
Phased Array Radar Systems ... ... ... 
Phase Modulation Data Transmission System for use 

over the Telephone Network ... ... ... ... 
Planar Arrays with Unequally Spaced Elements ... 
Post-amplification Radar Receiving Array with I.F. 

Multiple-beam-forming Matrix ... ... ... 
Power Source for Vibration Excitation, High-efficiency 
Low-frequency ... ... ... ... ... ... 

Prediction of the Optimum Noise Performance of a 
Reflection Cavity Maser ... ... ... 

Presidential Address of John Langham Thompson 
Correction ... ... ... ... ... 

Prince Philip Medal ... 

Index Vol. 27, 1964 

3 Prize for Telecommunications, Christopher Columbus 398 
3 Proceedings of the Symposium on "Sonar Systems" 166, 326 

326 
RADAR: 
Developments in Swept-frequency Radar Techniques 98 
Methods of Distinguishing Sea Targets from Clutter 
on a Civil Marine Radar ... ... ... 261 

237 Radar Simulator for Air-traffic Control ... 276 
277 Radio Engineering Overseas (see separate Index) 

84, 164, 244, 324, 396, 472 
167 Radio Trades Examination ... ... ... ... 325 
38 Regulators, Series, as Active Two-port Networks, 
336 Analysis of ... ... ... ... ... ... 237 
64 Relaxation Oscillations in the Output from a Ruby 

381 Laser, Investigation of ... ... ... ... ... 285 
149 Resistors, Carbon Composition, Effects of Baking on 
144 the Excess Noise ... ... ... ... ... 384 
455 Resistors, Silicon Carbide Non-linear, Noise in ... 381 
11 Russian Engineer, U.K.A.C. Lectures by a ... 246, 326 

247 Satellite, Canadian Programme for Ionospheric Research 
74 by ... ... ... ... ... ... ... 208 

88, 95 Scalar and Vector Potentials of the Infinite Sheath 
Helical Aerial ... ... ... ... ... 21 

Second-harmonic Detector Heads 99 
329 Secretary to Visit India ... ... ... ... ... 64 

Seismic Signals, Modern Techniques for Recording 
and Processing, Symposium on ... ... ... 246 

Sensitivity of an Oscillator to Periodic Conductance 
142 Changes ... ... ... ... ... ... 133 

Side-lobe Suppression System for Primary Radar ... 328 
27 Silicon Carbide Resistors, Non-linear, Noise in ... 381 
144 Simulation by a Single Operation Amplifier of Third-

order Transfer Functions having a pulse at the 
142 Origin • • • • • • • • • • • • • • • • • • 373 

Simulator for Air-traffic Control, Radar ... ... 276 
133 Society for Electronic and Radio Technicians ... ... 325 

Some Bandwidth Compression Systems for Speech 
Transmission ... ... ... ... ... ... 459 

Sonar Systems, Proceedings of the Symposium on 166, 326 
331 

435 SPACE RESEARCH, SATELLITES: 
British Space Research Programme ... ... ... 98 

439 Canadian Programme for Ionospheric Research by 
Satellite ... ... ... ... ... 208 

417 European Space Research Organization ... 98 
International Co-operation in Space Research ... 196 

425 "TOPSI"—A Forthcoming Ionospheric Research 
Station ... ... ... ... ... ... 292 

300 Square-law Demodulator, Operation of an Oscillator 
245 as a ... ... ... ... ... ... ... 142 
209 Stability Factor of an Active Four-pole Network ... 38 

Standard Frequency Transmissions 25, 97, 196, 311, 335, 434 
213 Standardization of Signal Specifications for Pay 

Television Systems ... ... ... ... ... 213 
153 Statistical Optimization of Antenna Processing Systems 327 
328 Stepping Tubes ... ... ... ... 88, 94 

Stereophonic Broadcasting and Reception 399 
181 Studio Testing, Correlation Techniques in 387 
329 Survey of Cold Cathode Discharge Tubes ... ... 87 

Swept-frequency Radar Techniques, Developments in 98 
327 Synopses of papers presented at the Symposium on 

"Cold Cathode Tubes and their Applications" ... 117 
55 Synopses of papers presented at the Symposium on 

"Signal Processing in Radar and Sonar Directional 
149 Systems" ... ... ... ... 327, 442 

3 
86 Tachogenerator, D.C., Detector head for ... ... 107 
166 Technical Courses, Systematic Selection Procedures for 313 

475 



SUBJECT INDEX 

TELECOMMUNICATIONS: 
Digital Data Link for Aircraft Communication ... 
New Caribbean Communications Scheme ... ... 
Phase Modulation Data Transmission System for use 

over the Telephone Network ... ... ... 
Some Bandwidth Compression Systems for Speech 
Transmission ... ... ... ... ... ... 

Telephone Channel Capacity of Transmission Lines 
Trans-Pacific Telecommunications ... ... ... 

Telephone Cables ... ... ... ... ... ... 
Telephone Channel Capacity of Transmission Lines ... 
Telephone Network, Phase Modulation Data Trans-

mission system for use over the 

TELEVISION: 
Colour Television in Europe ... ... ... ... 
Cross-colour and Luminance Twinkle in N.T.S.C. 
Colour Receivers with Various Display Devices ... 

Design of a Linear-phase I.F. Amplifier for Colour 
Television Receivers ... ... ... ... 

Pay Television by Wire ... ... ... 
Standardization for Pay Television Systems 

Terminology, Microelectronics ... ... ... ... 
Theoretical and Experimental Properties of Two-

element Multiplicative Multi-frequency Receiving 
Arrays ... ... ... ... ... ... 

Third-order Transfer Functions having a Pole at the 
Origin ... ... ... ... ... ... ... 

"TOPSI"—A Forthcoming Ionospheric Research 
Station ... ... ... ... ... ... ... 

Transistor Current-switching Circuits ... ... ... 
Transistor Feedback Amplifiers, An Engineering 
Approach to the Design of (Discussion) ... ... 

476 

255 
209 
213 
74 

330 

373 

292 
353 

Zenith-G.E. System 
349 Zuckerman Report 

TRANSMISSION: 
315 Digital Data Link for Aircraft Communication ... 315 
336 Phase Modulation Data Transmission System for use 

over the Telephone Network ... 181 
181 Some Bandwidth Compression Systems for Speech 

Transmission ... ... ... ... ... ... 459 
459 Standard Frequency Transmissions 25, 97, 196, 311, 335 
229 Telephone Cables ... ... ... ... 26 
26 Telephone Channel Capacity of Transmission Lines 229 
26 Trans-Pacific Telecommunications ... 26 
229 "Trend" Report ... ... ... ... 4 

Trigger Tubes ... ... ... ... ... ... 87, 91 
181 Two-port Networks, Analysis of Series Regulators as 237 

166 U.K.A.C. Lectures by a Russian Engineer ... 246, 326 
U.K. Assists I.A.E.A. Training Course in Ceylon ... 74 

247 Undelivered Mail ... ... ... ... ... ... 166 
Use of an Effective Transmission Pattern to Improve the 
Angular Resolution of Within-pulse Sector-scanning 
Radar or Sonar Systems ... ... ... ... 329 

Vibration Excitation, High-efficiency Low-Frequency 
Power Source for 

Vibrator System, Electro-magnetic, Equalizer for 
Voltage Stabilizers... 

Wave propagation, Electromagnetic 

55 
125 
87 

21 

399 
4 

The Radio and Electronic Engineer 



INDEX OF PERSONS 

Names of authors of papers published in this volume are indicated by bold numerals for the page reference. 

Authors of Institution papers which are given in abstract form are denoted by A. 
Authors of papers abstracted from other journals are not included. 

Contributors to discussion are indicated by D. 

Aizerman, M. ... 
Apel, P. F. K. ... 
Arrowsmith, J. R.... 
Arthur, H. ... 
Aspinall, D. 

Bainbridge, P. L. ... 
Bapat, Y. N. 
Barker, C. S. 
Barton, J. C. 
Bass, P. ... 
Battell, W. J. 
Baxter, R. E. 
Beattie, J. R. ... 
Bedford, Commdr. J. A. 
Bedford, L. H.... 
Benson, F. A. ... ••• 
Bhawalkar, D. D.... 
Bishop, M. J. ... ••• 
Blommendaal, R. ... ••• 
Bond, M. E. ... 
Booth, A. D. ... 
Bradshaw, M. W. 
Brinkley, J. R. ... 
Browning, R. ... 
Burd, A. N. 
Burgess, P. H. G. 

Caputi, W. J. ... 
Carré, B. A. ... 
Chapman, C. T. ... 
Cherry, E. M. ... 
Child, P. J.... ... 
Chisholm, R. O. R. 
Churchill, Sir W. S. 
Clark, A. P. 
Clark, T. G. 
Clifford, G. D. 
Cockcroft, Sir J. 
Collins, J. B. 
Cooper, D. C. 
Croney, J. ... 

Dabrowa, A. 
Dart, T. ... 
Davies, A. V. 
Davies, D. E. N. ... 
de Havilland, Sir G. 
Dibsdall, Col. D. ... 
Ditchfield, C. R. ... 
Doust, J. F. ... 
Downing, Sir G. ... 
Dunstan, E. M. ... 
Duthie, R. L. ... 
Dutton, I. R. 
Dyson, A. A. ... 

Edwards, D. B. G. 
Ellis, E. J. ... 

Index Vol. 27, 1964 

246, 326 
... 120 A 
...310 D 
... 313 

65 

381, 384 
... 353 
... 120A 
11, 18 D 
... 209 
... 315 
••• 123 A 
...274 D 
... 398 
... 20 

119 A, 312 
.. 285 

33.0 A, 443 
328 A, 442 

... 120 A 
_310 D 
-.119 A 
... 118 

387 
301, 310 D 

442, 443 A 

... 15 
_349 D 

... 75 

... 165 

... 398 

... 181 

...275 D 

... 398 

... 398 
.. 123 A 

329 A, 442 
328 A, 442 

... 37 

...371 D 

275 D, 442, 445 A 
... 398 
._ 64 

149, 152 D 
... 17 D 
... 124 
.. 99 

30.1, 310 D 
... 196 

19, 20 

65, 99 
... 125 

Favill, W. A. 
Findeisen, H. H. 
Fleming, P. A. 
Freeman, K. G. 
Fry, C. R. ... 
Fukukawa, Y. ... 
Fuller, D. W. E. ... 

Gambling, W. A. ... 
Glaser, D. ... 
Gleghorn, P. ... 
Goutama, M. A. ... 
Gray, B. F. 
Gray, D. A. ... 
Grant, Rear Admirai J. ... 

Harrison, A. ... 
Heaps, H. S. ... 
Heightman, D. W. 
Helszajn, J. 
Hinton, Sir C. 
Hives, Lord 
Holt, A. G. J. ... 
Howell, R. T. A. ... 
Howson, D. P. 
Hughes, J. R. 
Hughes, K. L. 
Hunter, J. J. 
Hurbin, J. ... 
Hyde, F. J.... 

Jeynes, G. F. 
Jones, F. L. 

Kandiah, K. 
Kay, L. ... 
Keen, A. W. 
Kelly, M. J. 
Kerckhoff, H.v.d.... 
Kerr, G. ... 
Kilburn, T.... 
Kitz, N. ... 
Ksienski, A. 

Levin, M. J. 
Lord, R. N. 
Lunt, K. S. 

McCartney, B. S. ... 
Maclean, T. S. M. 
MacFadyen, K. A. 
MacPhie, R. H. ... 
Maddock, I. ... 
Mallik, D. N. B. ... 
Maloney, T. C. ... 
May, G. ... 
Megnoux, J. M. ... 

... 120 A 

... 17 D 

... 74 

... 247 
330 A, 443 

••• 124 A 
••• 118 A 

285, 313 
122 A 

••• 122 A 
... 20 
...439 D 
... 229 
... 20 

. 216, 273 D 
329 A, 443, 444 A 

... 213 

... 455 

... 398 

... 398 
133, 167, 181, 384 

... 313 
417, 425, 441 D 

... 118 
417, 435, 441 D 

...310 D 
... 327 A, 442 

...439 D 

• . • 
• • • 
• • • 
• • • 
• • • 

... 120 A 

... 118 A 

... 74 
330 A, 443 

... 277 

... 398 
312, 124 A 

... 121 A 

... 65 
.. 123 A 

327 A, 442 

443,445A 
...273 D 

331 

330 A, 443 
.. 21 

365, 372 D 
329 A, 442 

20, 443 
... 27 
... 122 A 
...349 D 
... 123 A 

Miller, W. E. ... 20 
Milne, K. ... 442, 444 A 
Molz, K. F. 328 A, 442 
Morgan, C. G. ... 118 A 
Morris, D. J. ... 153 
Mott, Sir N. ... ... 117, 312 
Mountbatten of Burma, The Earl 4, 19 

Nag, B. R. 
Nairn, D. ... 
Neal, B. G. 
Neale, D. M. 
Newson, W. K. 
Nieman, A. 

Parchment, E. D. ... 
Patwardhan, P. K. 
Payne, Lt. J. B. ... 
Pearson, J. D. ... 
Pennington, Wing Cdr 
Phadnis, M. G. ... 
Phillips, G. J. 
Pichafroy, S. 
Pittilo, R. D. 
Playfair, Sir E. 
Pontzen, G. R. ... 
Prince Philip, H.R.H. 
Edinburgh ... 

27 
443,445A 

._ 313 
87, 121A 
_. 314 
_.372 D 

... 371 
122A 

... 442, 444 A 
. 331, 441 D 

Cr... H. ...274 D 
... 122 A 
... 399 

327 A, 442 

... 86 

...372 D 
Duke of 

... 166 

Queen Elizabeth II, Her Majesty 26, 165 

Raby, Col. G. W. 
Radley, Sir G. ... 
Reaney, D.... ... 
Rees, D. ... 
Richardson, J. B. ... 
Robinson, Capt. J. D. M. 
Roger, R. S. 
Russell, A. 
Ryan, W. D. 
Ryle, M. ... 

Salomon, J. 
Sargrove, J. A. 
Scanlon, J. O. 
Schell, A. C. 
Seifert, H. E. 
Sharp, F. W. 
Shaw, E. ... 
Sherman, J. W. ••• • •• 
Skolnik, M. I. 
Smith, R. C. 
Spencer, J. G. ... 
Steel, G. K. ... 
Stephenson, F. W. 
Stevens, Gp Capt. J. H. ... 
Stockel, C. T. ... 
Szerlip, A. ... 

... 20 
246, 398 

117, 119 A 
... 119 A 
••• 124 A 
...372 D 

442, 443 A 
... 197 
... 293 
... 442 

327 A, 442 
... 337 
... 255 

442, 444 A 
... 121 A 
.. 166 

442, 445 A 
329 A, 442 
329 A, 442 

... 285 

... 399 
86, 246 

381, 384 
... 314 
11, 18 D 

425, 441 D 

477 



INDEX OF PERSONS 

Thomson, J. H. 
Toothill, J. N. 
Tucker, D.G. 
Tunis, C. J. 
Turner, A. 

Taylor, B. C. ...441 D 
Taylor, G. A. ... ... 20 
Thomason, R. ... ... ...273 D 
Thomasson, D. W. ... 219, 311 D 
Thompson, J. L. 3, 20, 117, 312, 325 

398 
... 442, 443 A 

64 
330 A, 435, 441D, 443 

Venning, B. H. ... 
Vogt, G. F. ... 
Vollenweider, M. ... 

478 

... 118A 

.. 55 
328 A, 442 

... 121 A 

Wadden, C. 
Wadhwa, L. K. 
Wagner, J. 
Wallace, Sir W. 
Wallis, P. R. ... 
Warren, R. G. T. 
Washtell, C. C. H. 
West, R. L. ... 
Whiteway, F. E. .•• 
Whittle, Sir F. ... 
Willcock, P. W. ••• 
Williams, E. ... 
Williams, H. B. ••• 
Williams, J. S. ... 
Williams, W. T. ••• 

••• 
••• 
••• 
••• 

••• 
••• 
••• 
••• 
••• 
••• 
••• 

329 A, 443 
... 373 
... 121 A 
... 398 

328 A, 442 
... 17D 

123 A, 312 
...371 D 

443, 445 A 
.. 398 

443, 444 A 
... 20 
... 293 
... 459 
...118A 

Wilsher, K. R. ... 
Wood, W. W. ... 
Wooldridge, G. ... 
Worthy, W. D. ... 
Wray, A. G. ... 
Wreathall, W. M. 
Wright, D. H. ... 

Young, G. O. 

... 37 

... 122A 

... 20 

...152 D 
117, 312 

... 119 A 

... 327 A, 442 

Zakarevicius, R. A. ... 237 
Zepler, E. E. ... 
Ziehm, G. ... ... ... 330 A, 443 
Zworykin, V. K. ... ... ... 398 

The Radio and Electronic Engineer 



INDEX OF ABSTRACTS 

This index classifies under subject headings the abstracts published throughout the volume in "Radio Engineering Overseas" and 
includes summaries of papers read at the Symposium on "Cold Cathode Tubes and their Applications" and the Symposium on 

"Signal Processing in Radar and Sonar Directional Systems". 

Aerials and Arrays 

Analogue polarization follower for measuring the 
Faraday rotation of a satellite signal. G. F. Vogt ... 

Buried antennas. H. P. Williams ... ... ... 
Deflection of an ultrasonic beam in the near field 

region. L. Kay and M. J. Bishop ... ... ... 
Directional aerials for medium-frequency broadcasting. 

N. J. Medlin ... ... ... ... ... ... 
Directional pattern synthesis of circular arrays. 

G. Ziehm ... ... ... ... ... ... 
Effect of noise on the determination of direction in a 

multiplicative receiving system. C. Fry and D. G. 
Tucker ... ... ... ... ... ... ... 

Enhancing the angular resolution of incoherent sources. 
A. C. Schell ... ... ... ... ... ... 

Least-squares array processing for signals of unknown 
form. M. J. Levin ... ... ... ... ... 

Multiplicative processing antennas for radar applica-
tion. A. Ksienski ... ... ... ... ... 

One-eighth-wave broad-band blade antenna. 
T. Kitsuregawa, Y. Takeichi and M. Mizusawa ... 

Optimum line and crossed arrays for the detection of 
a signal on a noise background. H. S. Heaps and 
C. Wadden ... ... ... ... ... ... 329 

Planar arrays with unequally spaced elements. M. I. 
Skolnik and J. W. Sherman ... ... ... ... 329 

Recording and analysis of seismic body waves using 
linear cross arrays. F. E. Whiteway ... ... ... 445 

Statistical optimization of antenna processing systems. 
G. O. Young ... ... ... ... ... ... 327 

Stretch: A time-transformation technique. W. J. 
• Caputi ... ... ... ... ... ... ... 443 
Theoretical and experimental properties of two-

element multiplicative multi-frequency receiving 
arrays. B. S. McCartney ... ... ... ... 

Theoretical and experimental studies of the resolution 
performance of multiplicative and additive aerial 
arrays. E. Shaw and D. E. N. Davies ... ... 

Use of an effective transmission pattern to improve the 
angular resolution of within-pulse sector-scanning 
radar or sonar systems. D. C. Cooper ... ... 

Use of quantizing techniques in directional systems. 
H. S. Heaps and P. W. Willcock ... ... ... 444 

Wideband, high-gain, variable time delay techniques 
for array antennas. J. B. Payne ... ... ... 444 

Communications 

Applications of cold cathode trigger tubes in telephone 
exchange equipment. R. E. Baxter ... 

Auto-correlation type pitch extractor. K. Maezono 
Contribution to the protection of remotely-fed coaxial 

systems against mains interference. H. Seil and E. Widl 
Mean-square error in correlation demodulators. 

B. F. Ludovici 

Computers 

Optimal d.t.l. circuits. 0. Gjessvag 

Counting Circuits 

Coding with multiple-anode glow discharge tubes. 
H. E. Seifert ... 

Index Vol. 27, 1964 

123 
324 

84 

Cold cathode counting—design considerations. W. A. 
Favill ... ... ... ... ... ... ... 

328 Cold cathode trigger and counter tubes for corn-
244 puting applications. N. Kitz ... ... ... ... 

Counting circuit design using the inherent reliability of 
330 counting tubes. C. S. Barker and G. F. Jeynes ... 

Inexpensive digital voltmeter using multiple-anode 
164 dekatrons. P. Gleghorn ... ... ... ... 

Influence of a passive network on the glow transfer 
330 characteristics of a cold cathode decade. P. K. 

Patwardhan and M. G. Phadnis ... ... ... 122 
New glow discharge alpha-numeric display and the 

associated character storage circuitry. T. C. Maloney 
and D. Glaser ... ... ... ... ... ... 

Some applications of glow transfer tubes. C. C. H. 
Washtell ... ... ... ... 

System of digital building blocks using cold cathode 
tubes. J. Wagner ... ... 

330 

443 

445 

327 

• • • • • . • • • 

• • • • • • 

Data Processing 

84 Automatic evaluation of digitized radar signals. 
W. Storz and W. D. Wirth ... 

Group synchronization for digital transmission systems. 
T. Sekimoto and H. Kaneko ... 

On the use of the vidicon camera tube as a video 
storage device. J. B. Potter ... 

Electro-acoustics 

Spoken digit recognizer for Japanese 
K. Nagata, Y. Kato and S. Chiba ... 

language. 

• • • • • • 

Filters 

Crystal modes for bandpass filters. R. Beclunann 
330 

120 

123 

120 

122 

122 

123 

121 

244 

396 

324 

396 

396 

Lasers and Masers 

445 Light modulators for wide frequency bands. 
W. Klockhaus 164 

329 Magnetic Recording 

Recording before detection. W. Fletcher 244 

Oscillators 

Application of gas diodes in electronic musical 
instruments. H.v.d. Kerckhoff... ... ... ... 124 

Low-frequency oscillator with very low distortion under 
non-linear loading. G. Klein and J. J. Zaalberg 
van Zeist ... ... ... ... ... ... 396 

New equivalent circuit diagram of the triode and its 
significance for u.h.f. triode oscillators. A. Sander 324 

84 Physics of Electron Emission in Gas 
Cold electrode emission from metal surfaces in gases. 

F. L. Jones ... ... ... ... ... ... 
84 Design and operation of glow modulator tubes. D. 

Rees ... ... ... ... ... ... ... 
Design considerations in cold cathode tubes. A. Turner 
Glow discharge indicator for small signals. 

121 Y. Fukukawa ... ... ... ... ... ... 

118 

119 
118 

124 

479 



INDEX OF ABSTRACTS 

Glow thyratron. M. Vollenweider ... ... ... 
Impedance characteristics of glow discharge tubes in 

the frequency range 200 c/s-70 Mc/s. F. A. Benson 
and M. W. Bradshaw ... ... ... ... 

Multiple anode dekatron. D. Reaney ... ... 
New trigger tube for logical functions. G. Kerr 
Primed cold cathode diodes. D. H. Wright ... ... 
Statistical and formative time lags in cold cathode 

... tubes. D. W. E. Fuller ... ... ... ... 
Temporal growth of ionization currents in gases. C. G. 
Morgan and W. T. Williams ... ... ... 

1-Mc/s bi-directional counting tube. P. F. K. Apel 

Process Control 

Batch weight ratemeter using cold cathode triode 
memories. W. W. Wood ... ... ... ... 

Use of cold cathode trigger tubes in explosion detection 
and suppression circuits. J. B. Collins 

Radar and Sonar 
Combination of pulse compression with frequency 

scanning for three-dimensional radars. K. Milne... 
Comparison between the sensitivities of radar monopulse 
and conical-scan systems. T. Fjallbrant ... ... 

Cross correlation radar systems. R. H. MacPhie ... 
Note on multiplicative receiving systems and radar. 
R. Blommendaal ... ... ... ... ... 

Phased array radar systems. K. F. Molz ... ... 
Post-amplification radar receiving array with i.f. 

multiple-beam-forming matrix. S. Pichafroy, 
J. Salomon and J. Hurbin ... ... ... ... 

Side-lobe suppression system for primary radar. 
J. Croney and P. R. Wallis ... ... ... ... 

Theoretical possibilities of a digital sonar system. 
D. Nairn ... ... ... ... ... ... 

121 Radio Astronomy 
Ionization variations in the F2-layer of the ionosphere 

with latitude caused by corpuscular light disturbances 
119 from the sun. H. D. Volkmann ... ... ... 396 
119 One-dimensional aperture synthesis in radar astronomy. 
121 R. S. Roger and J. H. Thomson ... 443 
119 

118 

118 
120 

122 

Reliability 

Component tolerances as a governing factor in the 
success of cold cathode tube circuit design. D. M. 
Neale ... ... ... ... ... ... ... 

Trigger tube—reliability and ratings. M. E. Bond ... 
Use of cold cathode tubes in the supervision of burners 
of high power. J. M. Megnoux ... ... ... 

Semiconductor Devices 
123 Theory and application of electron tunnelling. R. E. 

Collins ... 244 

121 
120 

123 

444 

324 
329 

Telemetry 
Telemetry system employing cold cathode tubes. J. B. 

Richardson 

Television 
Experimental encoder for a colour television system 

328 with quadrature modulation. M. Ptadek ... ... 84 
328 Experimental frame difference signal generator for the 

analysis of television signals. A. J. Seyler 324 

124 

327 Transmission 
Basic principles and limitations of two-dimensional 

328 aperture correction in picture scanning. F. Arp ... 
Error probabilities of binary transmission with diversity 

445 reception and frequency-selective fading. P. Besslich 

JOURNALS FROM WHICH ABSTRACTS HAVE BEEN TAKEN DURING THE 

FIRST HALF OF 1964 

Arc/iv der Elektrischen Clbertragung (Germany) 
Ericsson Technics (Sweden) 
Journal of the Institute of Electrical Communication Engineers of 
Japan 

L'Onde Électrique (France) 
Mitsubishi Denki Laboratory Reports (Japan) 
Nachrichtentechnische Zeitschrift (Germany) 

480 

164 

164 

N.E.C. Research and Development (Japan) 

Philips Technical Review (Holland) 

Proceedings of the Institution of Radio Engineers, Australia 
Slaboproudf Obzor (Czechoslovakia) 

TUdschre van het Nederlands Electronica en Radiogenootschap 
(Holland) 

The Radio and Electronic Engineer 




